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Preface

Gaseous envelopes of planets have long been the object of astrophysical spectropho-
tometric investigations into the processes proceeding in these remote objects of the
solar system. However, only the Earth’s atmosphere surrounding us gives the widest
opportunities for a more detailed investigation of its properties. As a rule, the study
of these properties is considered as a purely geophysical problem, but in fact they
are a special case of the general astronomical phenomenon.

Over the past more than half-century, atmospheric physics has become engaged
in the research of the entire gaseous medium surrounding our planet extending to
the interplanetary space. Despite the subdivision of the atmosphere into separate
more or less homogeneous altitude layers studied separately from other atmospheric
regions, these layers are in interaction, which is manifested sometimes unexpectedly
for the researches of conventional problems. Of course, solar radiation whose effect
in each particular case is determined by vertical profiles of gaseous atmospheric
constituents and by their absorbing and scattering properties unites all these regions
of the atmosphere into a single whole.

The absorbed energy of the Sun creates a certain thermal regime in each region of
the atmosphere whose response is emissions arising from molecules or atoms con-
tained in this region. These two processes participate in the establishment of ther-
mal equilibrium in the atmosphere. The atmospheric airglow spectrum is extremely
wide; it is determined by the atmospheric conditions, including photochemical pro-
cesses characteristic of individual altitude layers. This allows atmospheric airglow
to be used as a very informative indicator for atmospheric remote sounding.

However, the opportunity of recording the atmospheric airglow from the Earth
surface is limited by the visible and near infrared ranges of the spectrum due to
the specific properties of the atmospheric transparency in different ranges of the
spectrum. The airglow emissions arising above 80 km refer exactly to these ranges
of the spectrum. Reflecting directly the characteristics of the atmospheric region in
which they arise, these emissions respond to the variations in its parameters due to
the propagation of various waves generated in the ground layer of the atmosphere.
This allows the airglow to be used as an indicator of very many dynamic processes
occurring in the atmosphere.

ix



x Preface

Over the past more than fifty years, investigations into physics of the upper atmo-
sphere have been extended considerably. Many of these investigations are devoted
to the airglow which stimulated the foundation of the new scientific branch called
aeronomy. New methods have been developed and well-known methods of measur-
ing various emission characteristics that determine the state of the upper atmosphere
have been refined to implement extended research programs. It should be empha-
sized that the intensities of nightglow and even twilight glow are rather low in com-
parison with the conventional surrounding daytime illumination. This fact imposes
strong requirements to the choice of the spectral instrumentation and its sensitivity.

All the foregoing indicates that investigations of the airglow of the upper at-
mospheric layers call for the application of an extremely wide range of notions
and data that have already been used in many other branches of natural science.
Among them are problems of determining space and time coordinates, physics of
atomic and molecular spectra, photochemistry, wave processes, instrumental and
methodical aspects of spectrophotometric measurements, physics of solar–terrestrial
relationships, etc. Therefore, brief information on these aspects of research is also
given in the monograph to give physical insight into all aspects of the problem of
harnessing the airglow in investigations of Earth’s thermal and dynamic regimes.

Results of long-term comprehensive investigations of as though imperceptible
nightglow of the upper atmosphere have given new insight into the tendency for
changes in the atmospheric temperature regime and dynamic processes caused by
numerous phenomena in the ground atmosphere. Large groups of researchers, who
gave huge contribution to scientific knowledge of atmospheric physics, took part
in accumulation and analysis of this long-term versatile material. The authors of
the present monograph have also been participating in this long-term research for
several decades. We make an attempt to present the invaluable experience gained
from these long-term efforts which makes the monograph all the more important
because many of the contributors to this work have passed away. By doing so we
would like to pay tribute to the memory of those outstanding scientists.

We are aware of the fact that this first attempt to present a comprehensive review
of the results obtained will suffer from certain limitations caused by incompleteness
of research in some areas of interest on the one hand, and by the impossibility of a
more detailed description of a wide range of problems, on the other. In connection
with this, any remarks and recommendations will be appreciated.

Russia Vladislav Yu. Khomich
Anatoly I. Semenov

Nikolay N. Shefov
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Introduction

The Earth’s atmosphere is a planetary gaseous medium studied by aeronomy. The
term aeronomy comes from a Greek word meaning “air” and a Latin word meaning
“law.” This is a division of the astrophysics of planetary atmospheres dealing with
the great diversity of physical–photochemical and hydrodynamic processes occur-
ring in a rarefied gaseous medium exposed to UV radiation of the Sun (star) and
corpuscular streams interacting with the magnetic field of the planet and the Sun.

Aeronomic investigations are aimed at the development of theories and practical
methods of constructing models (algorithms) that could be used to calculate the tem-
peratures and densities of neutral and ionized constituents and various chemically
active atoms and molecules of the planetary atmosphere. Their composition deter-
mines the energy conversion by dissociation and photoionization of molecules at
altitudes between 20 (km) and several thousand kilometers due to absorbed UV radi-
ation of the Sun and high-energy electrons and protons precipitated from the magne-
tosphere. Galactic and solar cosmic rays (GCR and SCR) are important participants
in the photochemical processes that influence the atmospheric state. Thus, aeronomy
studies all the processes occurring in the planetary magnetic field that are accompa-
nied by energy removal from the atmosphere in the form of atomic and molecular
radiations under quiet and geomagnetically perturbed conditions (auroras).

To solve these problems, a wide variety of methods of mathematics, physical
chemistry of elementary processes of radiation absorption, dissociation, photoion-
ization, recombination, excitation, deactivation of atoms and molecules, radiation
transfer in optically nontransparent gaseous media, condensation, hydrodynamics of
rarefied gases, magnetic hydro- and electrodynamics, diffusion, and thermodynam-
ics are used (Nicolet 1962; Banks and Kockarts 1973a,b; Whitten and Poppoff 1971;
McEwan and Phillips 1975; Massey and Bates 1982; Brasseur and Solomon 2005;
Krasnopolsky 1987; Rees 1989).

By analogy with subjects of astrophysical research, information on various prop-
erties of the upper atmosphere can be obtained by optical methods of measure-
ments. Fast changes of the characteristics of photochemical and dynamic processes
observed in the atmosphere with increasing altitude above the underlying surface
are related to the variability of the temperature regime and composition of the

1
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atmosphere. These parameters, in turn, are determined by ultraviolet solar radiation.
On average, the stationary temperature regime and composition of the atmosphere
result from a stable solar energy influx whose constancy is provided by a virtually
circular orbit of the Earth, small tilt angle of its rotation axis with the orbit plane,
and moderate rotation velocity. These conditions provide the existence of life on our
planet.

Nevertheless, variations of the atmospheric parameters about their steady aver-
age values caused by various heliogeophysical disturbances proceed permanently
on various time scales. The amplitudes of these disturbances and their influence on
the Earth’s atmosphere at various altitudes have not gone unnoticed for the envi-
ronment and people. The atmospheric response is manifested by variations of the
atmospheric temperature and dynamic regime at different altitudes. In most cases,
the atmospheric phenomena accompanying these disturbances occur above the tro-
posphere and remain invisible for people from the Earth surface, except auroras
repeatedly observed at high latitudes and in some rare cases at middle and low
latitudes.

However, this does not mean that heliogeophysical disturbances have no impact
on the organisms living on the Earth surface. The state of the Sun always affects
life on the Earth, including economic human activity. Many centuries ago, opti-
cal phenomena in the atmosphere were considered as miracles of mystical origin.
They were repeatedly mentioned in historical chronicles. Modern research revealed
data on long-term significant changes of the solar activity for the period of sev-
eral thousand years (Nagovitsyn 1997; PMAO 2004). Reliable data are available
on numerous long-term periods of increased and decreased solar activity for the
last 1000 years (Nagovitsyn 1997). The long Maunder period of low solar activity
(1645–1715) was followed by the intensive aurora observed on March 17, 1716,
that drew the attention of the researchers to the processes observed in the Earth’s
atmosphere once again (Schröder 2001). M. V. Lomonosov (1950) was among the
first scientists who realized in 1753 that this phenomenon was connected with the
upper atmospheric layers located at great altitudes. More recently, when the spectro-
scopic methods had already been developed in astronomy, a green line was revealed
in the auroras observed at high latitudes in studies of the variability of solar activ-
ity. Detection of this emission gave impetus to investigations of its origin, since its
wavelength was not present in the spectra known by that time. It should be added
that even the spectral structure of the anomalous low-latitude red lights observed
on September 1, 1859 (Tsurutani et al. 2003), and October 24, 1870 (Eather 1980),
was not determined at that time, though the spectral equipment and photographic
technique for radiation recording had already been developed.

However, the possibility itself of airglow emissions to arise at middle and low lat-
itudes under quiet geomagnetic conditions was not recognized until the researchers
tried to estimate the Earth surface illuminance at night. The first studies demon-
strated that the emission of stars in the visible range makes only a part of the total
night-sky emission intensity (Newcomb 1901). Some results of investigations of
the star contribution to the total intensity of the night airglow were presented by
Khvostikov (1937, 1948). More recent data (Sharov and Lipaeva 1973; Roach and
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Gordon 1973) demonstrate that the intensity of the total star emission in the visible
range is ∼10 (kilorayleigh) and that of the airglow of the upper atmosphere is ∼7
(kilorayleigh) under quiet geomagnetic conditions.

By the late 1920s, it became obvious that the Earth’s atmosphere does exist at
high altitudes, and moreover, processes of critical importance occur in it whose
manifestation is the 557.7-nm emission of the night midlatitude airglow under quiet
geomagnetic conditions. At the same time, it was quite natural that the problem of
investigating the properties of this phenomenon and its relationship to the atmo-
spheric characteristics came to the fore.

In 1933, Academician S. I. Vavilov suggested that an All Soviet Union Con-
ference on Stratospheric Research be convened. The meeting was held in 1934.
In the same year, S. I. Vavilov chaired the Stratospheric Research Commission
at the USSR Academy of Sciences. Simultaneously, investigations of the Earth’s
airglow were started in the Soviet Union. In 1933, a spectrophotometer for in-
vestigation of the night-sky glow and Zodiacal Light was developed and subse-
quently used to record the first nightglow spectra (Eropkin and Kozirev 1935). In
October–November 1934, V. G. Fesenkov (1937) carried out photographic measure-
ments of the night-sky brightness with a tubular photometer in Kitabe, Tashkent,
and near Moscow. Methods of analysis of the atmospheric properties based on
twilight measurements were also developed (Staude 1936). Early in 1935, G. G.
Sljusarev (Sljusarev and Chernjajev 1937) from the State Optical Institute (SOI)
developed and manufactured a high-aperture (F: 0.58) prism spectrograph to pho-
tograph the nightglow spectrum (Khvostikov 1948). In 1936, I. A. Khvostikov took
charge of the first observations of the nightglow near Elbrus, Caucasus (43.3◦N,
42.5◦E). At the same time, intensity variations of the atomic oxygen green emis-
sion were measured (Dobrotin et al. 1935; Lebedev and Khvostikov 1935; Vasmut
et al. 1938; Ershova et al. 1939) and its optical properties were then determined
(Panshin and Khvostikov 1936; Panshin et al. 1936). In 1937, V. I. Chernjajev and I.
F. Vuks (1937) detected the twilight fluorescent sodium emission in the wavelength
range 589.0–589.6 (nm) during twilight observations (at a sunset angle of ∼ 6◦)
(Khvostikov 1939). The first results were reviewed by I. A. Khvostikov (1937). In
1940, G. A. Shain and P. F. Shain (1942) measured the 557.7-nm emission abso-
lute intensity at Crimean Observatory in Simeiz (44.4◦N, 34.0◦E). Electrophoto-
metric observations of the nightglow were also carried out at Crimean Astrophysi-
cal Observatory (Chuvaev 1953a,b). N. N. Feofilov (1942) measured the night-sky
energy spectrum near Elbrus, Caucasus. The first photoelectric measurements of
night-sky emissions, such as the green atomic oxygen and sodium emissions and
infrared emission, were carried out at this station (Osherovich et al. 1949; Rodi-
onov and Pavlova 1949a,b; Rodionov et al. 1949). Preliminary measurements of
auroral infrared radiation were also performed (Rodionov and Fishkova 1950). In
1942, regular observations of the twilight airglow were started at Abastumani As-
trophysical Observatory of the Georgian Academy of Sciences (41.8◦N, 42.8◦E).
T. G. Megrelishvili (1981) first measured the scattered radiation intensity, and then
spectral measurements of emissions were started. However, at the early stage of
measurements, the instrumentation was restricted to prism spectral devices having
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low dispersion in the red and near-infrared ranges. With the low sensitivity of the
radiation detectors employed, the weak night-sky glow could be recorded only
with many-hour exposure times. This limited considerably the opportunity of mea-
suring more detailed airglow spectra. Results of Russian and foreign investiga-
tions in that period were summarized by I. A. Khvostikov in his monograph en-
titled “Luminescence of the night sky” (its second edition was published in 1948
(Khvostikov 1948)). By the early 1960s, this monograph had been the only manual
for the researchers of the Earth’s airglow in our country.

However, the actual founder of the research field dealing with night airglow and
auroras in the Soviet Union and its leader for 40 years was Valerian Ivanovich
Krassovsky (June 14, 1907–December 4, 1993). In the late 1940s, he first used
electron-optical image converters to investigate infrared radiation of the night sky,
revealed previously by the photometric method (Khvostikov 1948), to take photos
of the Galaxy center which revealed a region not observed earlier, and to record
with low dispersion first spectrograms in the wavelength range 600–1200 (nm)
(Krassovsky 1949, 1950a,b) in March 1948. These studies demonstrated that the
sky emission spectrum has the structure of molecular bands extending over the en-
tire near-infrared range. The spectrum was identified by G. Herzberg based on spec-
trographic data (Meinel 1950a,b). This gave impetus to investigations of the Earth’s
airglow all over the world. Later on, Bates and Nicolet (1950) elaborated the basis
for the photochemical theory of the hydroxyl emission arising due to the reaction
between ozone and hydrogen. In 1950, V. I. Krassovsky suggested a mechanism of
hydroxyl emission initiation as a result of the interaction of vibrationally excited
molecular oxygen with atomic hydrogen (Krassovsky 1951a, 1963) as well as a
mechanism of occurrence of the airglow continuum through the reaction between
nitric oxide and atomic oxygen (Krassovsky 1951b).

The experience gained demonstrated that spectrographic instrumentation with
high dispersion and aperture ratio is required to record reliably the spectra of the
weak upper atmospheric emissions. It became clear that the prism spectrographs
used previously would be unsuitable for these purposes. In the late 1940s, unique
SP-47, SP-48, SP-49, and SP-50 diffraction spectrographs with high-aperture ra-
tio were developed specially for recording weak light emissions in the range
from UV to near-IR (Gerasimova and Yakovleva 1956; Galperin et al., 1957;
Kaporsky and Nikolaeva and 1969). These instruments provided not only the op-
portunity of airglow investigations in the Soviet Union but also the accumulation of
high-quality spectrographic data on hydroxyl, 557.7- and 630-nm atomic oxygen,
589.0–589.6-nm sodium, 656.3-nm hydrogen, and 1083.0-nm helium emissions at
the national geophysical stations and astronomical observatories. These data remain
uniquely significant even now.

By the International Geophysical Year (IGY) (1957–1959), the spectrographs
were installed at the following observation stations: Loparskaya (68.3◦N, 33.1◦E),
Roshchino (60.2◦N, 29.6◦E), Zvenigorod (55.7◦N, 36.8◦E) of the Institute of At-
mospheric Physics of the USSR Academy of Sciences; Yakutsk (62.1◦N, 129.7◦E)
of the Institute of Cosmophysical Research and Aeronomy of the Yakutsk Cen-
ter of the USSR Academy of Sciences; Kamenskoe Plato (43.2◦N, 76.9◦E) of the
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Astrophysical Institute of the Kazakh Academy of Sciences, Alma-Ata; Abastumani
Astrophysical Observatory (41.8◦N, 42.8◦E) of the Georgian Academy of Sciences,
and Vannovsky (38.0◦N, 58.4◦E) of the Physicotechnical Institute of the Turkmen
Academy of Sciences, Ashkhabad. Regular photometric and spectral observations
of nightglow and auroral emissions have been performed since the IGY. The orga-
nizer and supervisor of the research program, as mentioned, was V. I. Krassovsky.
Radiation detected by the spectrographs was then photographed on a film. Data on
the characteristics of photographic materials used by many researchers in the 20th
century were reviewed by O. D. Dokuchaeva (1994). They are very valuable in an-
alyzing photographic records taken for several decades. The electron-optical image
converters (Volkov et al. 1959; Shcheglov 1963, 1980) were used in the visible and
infrared ranges. This determined for many decades the regular character of observa-
tions at the majority of stations of the Soviet Union. As a result, unknown emissions
were detected, such as the 656.3-nm Hα hydrogen, 1083.0-nm helium emissions and
continuum in the visible and near-IR ranges, and the effect of incoherent scattering
in the Fraunhofer lines of the spectrum of sunlight scattered in the Earth’s atmo-
sphere was discovered. The spectral characteristics of A- and B-type auroras and
the Hα hydrogen emission with Doppler broadening were intensely investigated.

As early as 1962, “Atlas of the airglow spectrum λλ 3000–12400 Å” was
published (Krassovsky et al. 1962). Later on, a set of photoelectric records of
the spectrum in the visible and near-IR ranges were published (Broadfoot and
Kendall 1968). In the next few years, spectrograms of individual spectral fragments
were repeatedly published (Vlasyuk and Spiridonova 1993). In the early 2000s, a
new edition of Atlas with emission intensities expressed in absolute units on a lin-
ear scale was compiled based on the emission spectra recorded with matrix radiation
detectors (Semenov et al. 2002).

Since the beginning of the IGY, many lines of investigation of the atmospheric
airglow and optical phenomena have been intensified. The main feature of the in-
vestigations performed was an attempt of regular measurements to obtain systematic
data. These investigations constantly received the state support and were performed
simultaneously at many stations in different spectral ranges. They solved various
geophysical problems. After detection of new emissions, the key point of research
was the use of the emission characteristics in atmospheric studies, since exactly
these emissions allowed the researchers to establish correlations between the geo-
physical processes in the lower and upper atmospheric layers.

Over the past decades, the volume of research has extremely been extended.
Many scientific results have radically changed our previous notion of the proper-
ties of the Earth’s atmosphere and surrounding space.

The long-term (30–50 years) data on various atmospheric characteristics have
been accumulated by the Russian scientific institutions as a result of regular observa-
tion at a number of stations over the last decades. Their unique significance became
obvious by the end of the 20th century, when the tendency toward climatic changes
in the surface layers of the Earth’s atmosphere became evident. These data allowed
the researchers to get an idea of the global long-term climatic changes and to de-
scribe the phenomena observed in the middle atmosphere. Thus, investigations of
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the Earth’s airglow, including the nightglow at low and middle latitudes and auroras
at high latitudes, carried out in the Soviet Union during the 20th century, are an
important integral part of atmospheric astrophysics.

The present brief historical review describes the main results of investigations of
the upper atmospheric emissions and atmospheric processes connected with them
without full details. Therefore, references are also incomplete because their com-
plete list would include several thousand publications. Undoubtedly, the phenomena
of scientific interest to the authors are described more or less comprehensively.

This monograph presents the main results of investigations of the Earth’s airglow
on different, most important, lines. They involve the properties of individual emis-
sions and their use in determining the temperature, the total atmospheric density,
and the concentrations of some minor but chemically active components affecting
significantly the temperature regime and dynamic processes at different altitudes.
Remote spectrophotometric measurements, a conventional investigation technique
for gaseous media (Earth’s atmosphere in the case at hand), turned out to be an
efficient tool for detecting unknown emissions and processes occurring throughout
the atmospheric depth that constitute the subject of aeronomy, the field of research
appeared half a century ago.
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Chapter 1
The Radiating Atmosphere and Space

1.1 Spectral Structure of the Airglow and Its Role
in Atmospheric Research

The upper atmosphere of the Earth (above 80 (km)) is a rather rarefied gas medium
whose basic components are atomic and molecular nitrogen and oxygen, along with
hydrogen and helium. The so-called small components, such as nitric oxide NO,
carbon oxide CO, carbon dioxide CO2, nitrous oxide N2O, vapors of water H2O,
ozone O3, nitrogen dioxide NO2, and metastable atoms and molecules, are impor-
tant for the photochemistry, energetics, and emissions of the upper atmosphere. The
ionizing solar ultraviolet radiation gives rise to numerous photochemical processes
in the atmosphere which induce the airglow. This glow persists both in the day-
time and at night, its intensity varying within considerable limits. For more than
half a century it has been the object of research for obtaining data on the state of
the upper atmosphere and its structure. This is due to the fact that practically any
type of emission is an indicator of the processes occurring both inside the atmo-
sphere and in the near space, being a peculiar kind of valve for energy removal from
those atmospheric regions where the atmospheric components formed as a result of
absorption of solar energy are actively transformed. Therefore, various emissions,
depending on their nature, can serve as energy balance controls, thermometers at
various altitudes, anemometers in examining atmosphere circulation, and indicators
of the intensity of ultraviolet and corpuscular radiations.

During the initial periods of research, most attention was given to the search for
new emissions and to the elucidation of their nature. This lent impetus to labora-
tory investigations of the rates of numerous chemical reactions and of the emissive
properties of various atoms and molecules. The needs of aeronomy stimulated de-
tailed experimental investigations of the solar ultraviolet spectrum. Based on the
experience gained, the airglow has been actively used as an indispensable object of
remote sensing not only in ground-based, but also in satellite studies of the upper
atmospheres of the Earth and other planets.

The main advantage of optical methods is that in most cases (except for artificial
luminous clouds) they provide a variety of data on the medium under investigation

9
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without rendering an extraneous effect on the latter and allow one to examine the
medium changes on various time scales.

The now available data give some insight into the most probable excitation pro-
cesses for many atmospheric emissions which occur at night, in the twilight, and in
the daytime at altitudes of 80–1000 (km). At altitudes above 80 (km), the atmosphere
has low density, and the medium is optically thin for the radiations with wavelengths
above 0.35 (μm). The only exception are the infrared bands of molecules in the spec-
tral region over 2 (μm) for which radiative transfer processes are significant.

The airglow of the upper atmosphere falls almost completely within the spectral
region from 0.02 to 63 (μm), more than 90(%) falling in the 0.1–20 (μm) region. It
is produced in the main by 25 atmospheric components, including ionized species,
11 of which are atoms and 14 are molecules, 8 of which being diatomic.

The excitation processes, which can occur under quiet geomagnetic conditions
in the nocturnal and diurnal atmosphere, give rise to 25 significant systems of bands
and 130 atomic emissions. A great number of atomic emissions and, presumably,
some systems of molecular bands with high excitation levels appear during auro-
ras, which arise mainly at high latitudes due to the escape of energetic electrons
and protons from the magnetosphere during geomagnetic disturbances. The airglow
spectrum contains on the whole about 1000 molecular bands, each consisting of a
large number (up to several hundreds or thousands) of individual spectral lines. The
0.02- to 0.1-μm ultraviolet region refers to the emissions of ionized atoms of he-
lium, nitrogen, and oxygen. These species are present in the atmosphere mainly in
the daytime due to the photoionization of atmospheric components by solar radi-
ation and also as a result of resonance scattering. The 0.1- to 0.35-μm ultraviolet
region includes 570 bands and 35 atomic lines and the 0.35- to 20-μm ultraviolet
region contains 360 bands and 52 lines. However, the energetics of the long-wave
spectral region is prevailing.

Even with the now available data on the airglow structure, the geophysical prop-
erties of the spectrum are well studied only for the visible and near-infrared re-
gions from 0.35 to 2 (μm) for which long-term measurements have been conducted,
mainly by ground-based means. The relevant spectrophotometric data (Krassovsky
et al. 1962; Lowe 1969; Semenov et al. 2002b; Krasnopolsky 1987) are presented
in Figs. 1.1–1.11. The shorter and longer wavelength regions are accessible to in-
vestigation only by rocket and satellite methods. Therefore, their use for systematic
measurements involves considerable difficulties.

The altitude distribution of the airglow intensity has some features. The airglow
arises mainly in the altitude range from 80 to 270 (km) since the dissociation of the
molecular atmospheric components rapidly increases at altitudes above 100 (km),
while their concentration decreases. Only the emissions of atomic oxygen, helium,
and hydrogen cover the altitude range up to 1000 (km). Table 1.1 summarizes the
characteristics of the principal emissions. The estimated emission intensities for
the molecular components in the far-infrared spectral region are given for altitudes
above 70 (km).

Spectroscopic data about the atoms and molecules, rates of photochemical pro-
cesses, and parameters of the atmosphere at various altitudes are collected in a num-
ber of monographs and reviews. Some of them are listed in References.
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Fig. 1.1 Spectrum of the upper atmosphere nightglow, λ= 305–395 (nm) (Krassovsky et al. 1962)

Fig. 1.2 Spectrum of the upper atmosphere nightglow, λ= 300–540 (nm) (Krassovsky et al. 1962)
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Fig. 1.3 Spectrum of the upper atmosphere nightglow, λ= 510–700 (nm) (Krassovsky et al. 1962)

Fig. 1.4 Spectrum of the upper atmosphere nightglow, λ= 690–840 (nm) (Krassovsky et al. 1962)
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Fig. 1.5 Spectrum of the upper atmosphere nightglow, λ = 820–1010 (nm) (Krassovsky
et al. 1962)

Fig. 1.6 Spectrum of the upper atmosphere nightglow, λ = 980–1140 (nm) (Krassovsky
et al. 1962)
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Fig. 1.7 Spectrum of the upper atmosphere nightglow, λ = 1130–1240 (nm) (Krassovsky
et al. 1962)

Fig. 1.8 Spectrum of the upper atmosphere nightglow, λ= 620–820 (nm) (Semenov et al. 2002b)

Fig. 1.9 Spectrum of the upper atmosphere nightglow, λ= 820–1020 (nm) (Semenov et al. 2002b)
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Fig. 1.10 Spectrum of the
upper atmosphere nightglow,
λ= 1020–1050 (nm)
(Semenov et al. 2002b)

Fig. 1.11 Spectrum of the upper atmosphere nightglow, λ= 1200–2200 (nm) (Krasnopolsky 1987)

1.2 Extra-Atmospheric Radiation

The radiation of the space surrounding the Earth is a component of the night-sky
radiation. It contains the light emitted by stars, nebulas, galaxies, and zodiacal con-
stellations. They considerably vary in brightness and spectral structure and differ
in these parameters from the airglow, the same as the measurement units used in
astronomy.
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Table 1.1 Atoms and molecules of the upper atmosphere accessible to investigation from the Earth
surface

Radiating
species

M Transition Wavelength
range (μm)

Altitudes
(km)

Intensity (kilorayleigh)

Quiet
conditions

Auroras

1 2 3 4 5 6 7

H 1 Electronic 0.6563 100–2000 0.015 1

He 4 Electronic 1.0830 250–1500 1 10

N 14 Electronic 0.3466, 0.5200, 1.044 130–270 0.7, 0.2, 10

0.82–0.86 130–300 3

N+ 14 Electronic 0.5755, 0.6584 130–400 0.5, 0.8

O 16 Electronic 0.5577, 90–240 0.270 100

0.6300, 160–320 0.100 1000

0.8446 130–280 0.013 5

O+ 16 Electronic 0.7320–0.7330 130–400 0.01 5

CH4 16 Vibrational–
rotational

7.66 (70)–140 10

OH 17 Vibrational–
rotational

0.6–4.5 70–110 1000 1000

H2O 18 Vibrational– 1.38, 1.88, (70)–140 10, 10
rotational 6.27 (70)–140 70

Na 23 Electronic 0.5889–0.5896 85–95 0.065 0.065

N2 28 Electronic VK 0.2–0.6 130–230 150

2PG 0.25–0.5 125–230 100

IPG 0.6–2 130–230 2000

BW, WB 1–17 130–230 2

N+
2 28 Electronic 1NG 0.35–0.5 115–250 0.001 100

M 0.65–2.5 130–300 2000

CO 28 Vibrational– 2.35, (70)–200 10
rotational 4.67 1000

NO 30 Electronic 1.22 (70)–250 0.4

Vibrational– 2.7, (70)–250 0.01
rotational 5.3 27 000

NO+ 30 Vibrational– 2.15, (70)–140 0.01
rotational 4.27 2

O2 32 Electronic HI 0.2–0.45 80–110 1

At 0.8645 60–230 0.3 5

IR At 1.27, 1.58 50–110 100 1000

O+
2 32 Electronic 1NG 0.5–0.73 130–300 5

CO2 44 Vibrational– 4.30, (70)–200 6000 40 000
rotational 15 1 000 000
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1.2.1 Stellar Photometric Units

In measuring the brightness of stars, the characteristics of brightness called stellar
magnitudes are generally used (Albitsky et al. 1951; Albitsky and Melnikov 1973;
Allen 1973; Roach and Gordon 1973; Bronshten et al. 1981; Kononovich and
Moroz 2001; Kulikovsky 2002). The intensity ratio for two stars with magnitudes
m1 and m2 has the form

I2

I1
= 2.512m1−m2 = 100.4·(m1−m2) .

To denote the brightness of a star, a special notation is commonly used. Thus,
for instance, the brightness of stars of magnitudes 4.3 and 0 are denoted 4.3m and
0m, respectively. For the Sun we have m = −26.78, and, hence, its brightness is
−26.78m.

Therefore, the number of stars of the 10th magnitude 10m (S10) equivalent in
brightness to one star of magnitude m is

S10 = 100.4(10−m) .

However, they are compared in brightness based on the illuminance of the Earth
surface produced by the celestial hemisphere as a whole, having an area of 20 626.5
(sq.deg). Thus, the number of 10m stars per square degree, S10/(sq.deg.) (m/�◦)
equivalent to one star of magnitude m is

S10/(sq.deg.) =
100.4·(10−m)

20626.5
.

Let Nm be the number of stars of magnitude m; the equivalent number of 10m

stars is

Im(S10/(sq.deg.)) =
Nm ·100.4·(10−m)

20626.5
= Nm ·10−0.4·(m+0.786) .

The integrated radiation flux from a star at the boundary of the Earth’s atmo-
sphere near the wavelength λ= 550(nm) is (Allen 1973)

Sm(550(nm)) = 3.72 ·10−8 ·10−0.4·m (erg · cm−2 · s−1 ·nm−1) ,

and near λ= 440(nm)

Sm(440(nm)) = 6.72 ·10−8 ·10−0.4·m (erg · cm−2 · s−1 ·nm−1) .

These relations remain almost unchanged as the spectral type (class) of stars is
changed from B to M. For the photon fluxes we have

Sm(550(nm)) = 1.02 ·104 ·10−0.4·m (photon · cm−2 · s−1 ·nm−1) ,
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Sm(440(nm)) = 1.35 ·104 ·10−0.4·m (photon · cm−2 · s−1 ·nm−1) .

The illuminance produced by a star is

Em = 2.54 ·10−6·10−0.4·m(lx) .

One star of mv = 0 per square degree (�◦) corresponds to the brightness

1 S0/�◦ = 0.84 ·10−6 (sb) .

According to the data of Roach and Gordon (1973), we have

1 S10/�◦ = 4.4 ·10−3(Rayleigh/Å) .

The definition of the Rayleigh photometric unit is given in Sect. 3.1. Since the
number of stars S10 corresponding to the stellar component of the luminescence of
the night sky is equal to 105.20 (Roach and Gordon 1973), we have

105.20 S10/(�◦) = 4.63(Rayleigh/nm) .

This is the intensity of the stellar continuum near λ= 530(nm).
For the spectral interval corresponding to the visibility curve for the eye, Δλ =

100(nm), we have
1 S10/(�◦) = 4.4(Rayleigh) .

Thus, the airglow intensity equivalent to the intensity of light of a star or a planet
of stellar magnitude m is

Qm = 2.43 ·10−0.4·m(Rayleigh/�◦) .

The intensity of light of a luminary is

Qm = 44 ·10−0.4·m (kilorayleigh) .

In some publications, the brightness of the sky background is given as the stellar
magnitude per square second (m/�′′). In this case, we have

S(m/�′′) = 27.78−2.5log10 Im (erg · cm−2 · sr−1 · s−1) ,

S(m/�′′) = 24.39−2.5log10 Q(Rayleigh ·nm−1) ,

S(m/�′′) = 29.39−2.5log10 Q(Rayleigh) .

In the visible spectral region, the average brightness of the sky is (Straižys 1977;
Neizvestny 1982) 22–23 (m/�′′).

The extra-atmospheric luminescence of the sky caused by the galactic and extra-
galactic components in the ultraviolet, visible, and infrared regions is described else-
where (Abreu et al. 1982; Boulanger and Pérault 1988; Martin and Bowyer 1989).



1.2 Extra-Atmospheric Radiation 19

1.2.2 The Sun, the Moon, and Planets

These luminaries can produce significant light noise for photometric instruments.
At the same , they can serve as sources for calibration of spectrophotometric mea-
surements. However, the Sun, the Moon, and planets change their positions in the
sky. To determine their coordinates, it is necessary to use the methods of calcu-
lation of ephemerises described elsewhere (Abalakin et al. 1976; Abalakin 1979;
Montenbruck and Pfleger 2000). Now there is a computer code (WinEphem 2002)
which allows one to perform necessary calculations.

The solar flux outside the Earth’s atmosphere at a distance ρ� from the Sun (in
astronomical units, a.e. = 1.496 ·1013 (cm)) is determined as

Sλ =
S0λ
ρ2

e
.

The value of ρ� varies throughout a year between 0.983 (January) and 1.017
(July). The brightness of the Sun outside the atmosphere is 202 000 (sb); the
apparent magnitude is −26.78m (Allen 1973; Kononovich and Moroz 2001;
Kulikovsky 2002).

According to the research dataavailable in the literature (MakarovaandKharitonov
1972; Heath and Thekaekara 1977; Makarova et al. 1991), the average distribution of
the energy of the Sun disk radiation corresponds to a color temperature of 5770 (K).
However, a detailed distribution for an individual spectral region can be obtained
by using the color temperature T for the given wavelength range (Makarova and
Kharitonov 1972). For the visible spectral range, the temperature T is about 5800(K);
it reaches a maximum of 6360 (K) near 1.65 (μm) and then gradually decreases to
4460 (K) at about 25 (μm). For the spectral region 0.35–25 (μm), the temperature T
can be approximated accurate to 50–100 (K) by the formula

T =
6360

1 +

√|λ−1.65|
10.3

− 0.04
1 + 300 · (λ−0.46)2

(K) .

Here, the wavelength λ is expressed in (μm).
The solar flux is given by

Sλ = π
(

Re

ρe

)2

·B(λ,T) (erg · cm−2 · s−1 · ster−1) .

Here, R� = 6.96 · 1010 (cm) is the radius of the Sun and B(λ,T) is Planck’s
function:

B(λ,T) =
C1

λ5 ·
1

e
C2
λT −1

,

where C1 = 2h · c2 = 1.1910 · 10−5 (erg · cm−2 · s−1 · sr−1) and C2 = h · c/k =
1.43879(cm ·K). For practical use there are the following formulas:
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Sλ =
8100

λ5 ·F(λT) (erg · cm−2 · s−1 ·μm−1),

Sλ =
8100

λ5 ·F(λT) 10−4(W · cm−2 ·μm−1),

Sλ =
4100

λ5 ·F(λT) 1012(photon · cm−2 · c−1 ·nm−1)

where the multiplier F(λT) follows from Planck’s formula.
For comparison, at the boundary of the Earth’s atmosphere the solar flux near

550 (nm) is

S(550(nm)) = 5.174 ·1014(photon· cm−2 · s−1 ·nm−1)
= 1870(erg · cm−2 · s−1 ·nm−1)

and near 725 (nm)

S(725(nm)) = 5.07 ·1014(photon· cm−2 · s−1 ·nm−1)
= 1390(erg · cm−2 · s−1 ·nm−1).

Outside the Earth’s atmosphere, in the nearest vicinity of the Sun, the brightness
is determined by the internal solar corona for angles within ±2◦, by the external
corona for angles up to 10◦, and by Zodiacal Light for larger angles. At an angular
distance of 10◦ from the Sun, the brightness is less than that near the Sun by a factor
of 6.7 ·1010 (Roach and Gordon 1973).

The brightness of the full disk of the Moon is a factor 465 000 lower than that
of the Sun. The apparent magnitude is mv =−12.71m. This corresponds to a mean
brightness of 0.251 (sb) (Allen 1973). Ivanov (1994) points out that when the Moon
is used as a source of calibrated brightness, it is necessary to consider the varia-
tions of its light flux with distance from the Earth. Detailed data on the spectropho-
tometric characteristics of the Moon are cited elsewhere (Pugacheva et al. 1993;
Ivanov 1994).

The light flux from the Moon is

S��λ = 2.15 ·10−6 ·S�λ ·η(Φ) ,

where the relative brightness of the visible portion of the Moon disk is determined
by the phase angle Φ, which is the circumplanetary angle between the directions
from the planet to the Earth and to the Sun (Fig. 1.12, Table 1.2). The ratio of the
illuminated portion of the disk to its total area is

k = cos2 Φ
2

.

The relation between the Moon brightness and k is nonlinear. It has been tabu-
lated by Kulikovsky (2002), and its approximation is presented by Hapke (1963,
1971). Within a synodical month, the phase angle is related to the Moon age
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Fig. 1.12 Brightness of the
Moon as a function of the
phase angle. Solid line:
Russel’s data; dotted line:
Rougier’s data
(Sytinskaya 1959)

tL by the formula Φ = 180 · (1− tL/14.7853) for an increasing Moon and Φ =
180 · (1 + tL/14.7853) for a decreasing Moon, where tL is expressed in days.

For the full Moon we have

S(550(nm)) = 1.11 ·109 (photon · cm−2 · s−1 ·nm−1)
= 4.0 ·10−3 (erg · cm−2 · s−1 ·nm−1),

S(725(nm)) = 1.09 ·109 (photon · cm−2 · s−1 ·nm−1)
= 3.0 ·10−3 (erg · cm−2 · s−1 ·nm−1).

Table 1.2 Moon’s brightness (in relative energy units E and in magnitudes m) as a function of
phase angle Φ (Sytinskaya 1959)

Phase angle
Φ (deg)

Age
t (days)

Russel Rougier

� � � �
E m E m E m E m

0 0 1000 0.00 1000 0.00 1000 0.00 1000 0.00
10 0.8 816 0.22 816 0.22 787 0.26 759 0.30
20 1.7 666 0.44 642 0.48 603 0.55 586 0.58
30 2.5 540 0.67 505 0.74 466 0.83 425 0.86
40 3.3 436 0.90 387 1.03 365 1.12 350 1.14
50 4.2 353 1.13 299 1.31 273 1.40 273 1.41
60 5.0 283 1.37 234 1.58 210 1.69 212 1.69
70 5.8 218 1.65 180 1.86 161 1.98 157 2.02
80 6.6 161 1.98 136 2.17 120 2.30 111 2.39
90 7.5 115 2.35 100 2.50 83 2.71 78 2.77

100 8.3 77 2.78 72 2.86 56 3.13 58 3.09
110 9.2 51 3.22 49 3.27 38 3.56 41 3.48
120 10.0 31 3.77 32 3.74 25 4.01 26 3.96
130 10.8 18 4.39 19 4.30 15 4.55 16 4.50
140 11.6 9 5.14 10 4.98 – − 9 5.09
150 12.4 4 6.09 4 5.89 – − 5 5.86
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The albedo of the Moon in the ultraviolet spectral region is given by Flynn
et al. (1998). In the wavelength range 70–150 (nm), the geometric albedo is almost
constant and makes 4(%); near 50, 25, and 15 (nm) it makes 1, 0.1, and 0.01(%),
respectively.

The moonlight-to-sunlight intensity ratio for the infrared region at about 2.4 (μm)
is about an order of magnitude greater than for the visible region (Hapke 1963,
1971). For the longer wavelength region, the radiation of the Moon becomes similar
to thermal radiation with a temperature of about 400 (K) (Fig. 1.13) (Moroz 1965;
Wattson and Danielson 1965; Leikin and Shvidkovskaya 1972).

The main planets – Mercury (−1.8m), Venus (−4.2m), Mars (−1.0m), Jupiter
(−2.05m), and Saturn ( + 0.8m) – possess appreciable brightness. The spectral
energy distributions for the planets are shown in Fig. 1.14. The magnitudes as
functions of the phase angle Φ are determined by the Müller empirical formulas
(Abalakin 1979). Detailed spectrophotometric data for the planets are given else-
where (Pugacheva et al. 1993).

–
–

Fig. 1.13 Spectral energy distribution for the Moon in the visible and infrared regions
(Moroz 1965; Leikin and Shvidkovskaya 1972)
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Fig. 1.14 Spectral energy distribution for the main planets (Pugacheva et al. 1993). Solid lines are
reflected radiation. Dashed lines are thermal radiation. The numbers near the curves indicate the
albedo (A) of the planets and the effective temperatures of their surfaces

It is supposed that the radiation is emitted by the “marine” surface of the Moon
at a subsolar point with the phase angle zero at the mid-position between the Earth
and the Moon.

1.2.3 Bright Stars

The bright stars with magnitudes corresponding to the unaided-eye visibility are nu-
merous discrete radiation sources. The distribution of stars over the sky is presented
in widely known atlases of the stellar sky (Mikhailov 1974). The photometric and
spectral characteristics of many stars are collected in many publications; as to the
stars brighter than 4.5m, their characteristics are reported by Allen (1955, 1973) and
Kulikovsky (2002). The magnitudes of stars are related to the solar flux as

Sm = 1.94 ·10−11 ·10−0.4m ·S� ,

or, in terms of the sky emission intensity, as

Sm = 44 ·10−0.4·m(kilorayleigh) .
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The distribution of stars over the sky is very nonuniform. Moreover, the num-
ber of stars of given brightness strongly varies. Throughout the sky, 4850 stars of
brightness above 6m and 1620 of brightness above 5m are encountered. The brighter
the stars, the smaller their number. The brightest star, Sirius, has a magnitude of
−1.58m. However, the basic contribution to the total brightness of the sky is due to
weak stars of magnitude about 12m (Divari 1951; Allen 1973; Kulikovsky 2002).
The average distribution of the stellar component for the visible spectral region is
given by Roach and Gordon (1973). This is a G2-type distribution, i.e., it is close to
the solar spectral distribution.

1.2.4 Distribution of the Starlight over the Sky

The stellar component of the sky radiation concentrates toward the Galactic equa-
tor – the Milky Way. The starlight intensities have been tabulated by Roach and
Gordon (1973). A spatial distribution of brightness is convenient to represent in the
Aitov–Hammer–Soloviev projection (see Fig. 1.23) (Soloviev 1969). Figure 1.15
presents the distribution (in Galactic coordinates of the old system with the refer-
ence mark of galactic longitude at the point of interception of the Galaxy circle

Fig. 1.15 Distribution of the total brightness of stars (number S10 of stars of the tenth apparent
magnitude) over the sky (Roach and Megill 1961; Roach 1964; Vassy and Vassy 1976)
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and the equator circle) of the total brightness of stars (number S10 of stars of the
tenth visual value) over the sky (Roach and Megill 1961; Roach 1964; Vassy and
Vassy 1976).

1.2.5 Zodiacal Light

Zodiacal Light results from the scattering of solar radiation by the interplanetary
dust located near the ecliptic plane, and therefore it takes place on the background
of zodiacal constellations. In ecliptic coordinates, its intensity is determined by the
elongation (angular distance in longitude) of the Sun, given by Δλ= λe−λ�, where
λe is the ecliptic longitude of the line of sight and λ� the ecliptic longitude of the
Sun, and by the ecliptic latitude β of the line of sight. Tables of the spatial distri-
bution of the Zodiacal Light intensity are given by Roach and Gordon (1973). The
spectral distribution for the ecliptic plane and 30◦ elongation, constructed based
on the above measurements and a simulation performed on the assumption of the
light scattering by dust of varied composition, is shown in Fig. 1.16 (Röser and
Staude 1978).

The above results of the studies of extraterrestrial radiation allow some system-
atizing conclusions. The stellar component is stationary in character. The brightest,
and, hence, the most contrast inhomogeneities (some stars, planets) are known in ad-
vance, and their contribution to the detected radiation can be calculated. The contrast
ratio can reach 400 at a field of vision of one square degree. The maximum contrast
ratio for the light of medium magnitude stars in the transition region from the Milky
Way to Galactic Pole is more than 20. The Zodiacal Light brightness follows the lo-
cation of the Sun and varies almost monotonically with elongation. Measurements

Fig. 1.16 Spectral
distribution of the Zodiacal
Light intensity for the ecliptic
latitude β= 0◦ and
elongation λ−λ� = 30◦.
Thin line is obsidian, dotted
line is andesite, dashed line is
olivine, dotted dashed line is
magnetite and thick line is
graphite (Röser and
Staude, 1978)

–
–

–
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for the visible spectral region are presented elsewhere (Karyagina 1960; Blackwell
and Ingham 1961; Torr et al. 1979; Divari 2003). The ratio of the maximum intensity
(at an angular distance of 10◦ from the Sun) to its minimum value reaches 200.

For the ultraviolet spectral region, the average intensity distribution in ecliptic
latitude appears decreasing slower than for the visible region, which is due to the
substantial contribution of fine dust particles (Murthy et al. 1990). According to
satellite measurements, the extra-atmospheric radiation is traced in the ultraviolet
region down to almost 100 (nm) as diffuse radiation consisting of Zodiacal Light
and stellar radiation (125–170 (nm) (Röser and Staude 1978; Murthy et al. 1989),
165–310 (nm) (Röser and Staude 1978; Cebula and Feldman 1982; Tennyson
et al. 1988; Murthy et al. 1990)) and in the short-wave region as emission lines,
mainly of hydrogen (121.6 (nm) Lyman alpha and 102.6 (nm) Lyman beta) and
helium (58.4 and 30.4 (nm)) (Ajello and Witt 1979).

An important feature of the spectral distribution shown in Fig. 1.16 is that the
radiation in the infrared spectral region is the thermal radiation of dust. On the solar
side, the temperature is about 400 (K), while on the antisolar side it is about 270 (K).
In the ultraviolet region (near 180 (nm)) at small elongation angles the intensity is
(Cebula and Feldman 1982)

I(180(nm)) = 0.22(Rayleigh ·nm−1) .

The relationship between intensity and elongation can be described as (Cebula and
Feldman 1982)

I(λ−λe)∼ (λ−λe)−2.6 .

1.3 Ultraviolet Solar Radiation

The ultraviolet solar radiation is one of the basic energy sources for the upper atmo-
sphere, and it is responsible for the dissociation and ionization of the atmospheric
components. This radiation covers the wavelength range 0.1–300 (nm) and is com-
pletely absorbed in the atmosphere. By its spectral character and the role it plays in
the atmosphere, this range can be divided into two: 100–300 and 0.1–100 (nm).

1.3.1 Radiation in the 100- to 300-nm Range

This spectral region contains in the main a continuum, which was approximated
with Planck’s function in the temperature range from 4000 to 5000 (K) (Fig. 1.17)
(Makarova and Kharitonov 1972; Heath and Thekaekara 1977; Lean 1984;
Makarova et al. 1991). The spectrum variability with solar activity is small, mak-
ing about 2(%) near 300 (nm), 10(%) near 250 (nm), and 25(%) near 200 (nm)
(Lean 1984). It becomes more pronounced in the range near 100 (nm), mainly due
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–
–

Fig. 1.17 Average spectrum of the solar radiation in the ultraviolet region (Lean 1991)

to the effect of the 121.6-nm Lyman alpha and 102.7-nm Lyman beta hydrogen and
130.4-nm atomic oxygen emissions.

Investigations of the spectral structure of solar radiation and its variability
with solar activity have been performed for many years (Ivanov-Kholodny and
Mikhailov 1980; Bossy and Nicolet 1981; Bossy 1983; Lean 1984).

A detailed spectrum of the Sun in the range 100–300 (nm) is published elsewhere
(Nicolet 1981).

1.3.2 Radiation in the 20- to 100-nm Range

The short-wave region of the solar spectrum consists of a large number of emis-
sion lines belonging to numerous multiply ionized atoms of the atmosphere of the
Sun (Bowyer et al. 1968; Ivanov-Kholodny and Mikhailov 1980; Manson 1977;
Timothy 1977; Hinteregger 1981; Hinteregger et al. 1981; Fatkullin 1982).

For some regions of the spectrum, approximation formulas have been obtained;
for example, for the range 0.1–104 (nm),

S(F10.7) = S0(144) ·0.6066 · loge

[
F10.7−40

20

]
.

The photoionization of the atmosphere at night is due to the solar radiation in
58.4 and 30.4 (nm) helium lines scattered at high altitudes, the line intensities being
12 and 5 (Rayleigh), respectively (Young et al. 1968).
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1.3.3 Occurrence of Photoelectrons

Photoelectrons are produced by ultraviolet solar radiation. The basic neutral com-
ponents of the atmosphere at altitudes above 100 (km) are N2 and O2 molecules as
well as O, H, and He atoms. For O2, O, and N2, the ionization potentials are 12,
13.6, and 15.6 (eV), respectively. Therefore, the most essential to ionization is the
solar radiation with λ< 110.0(nm). A process of the type

M + hν(λ< 110(nm))→M+ + e

results in the occurrence of photoelectrons with energies from a few to several
tens of electron-volts. This was pointed up for the first by Shklovsky (1951) who
studied the solar corona. The first experimental evidence to this was obtained in
the observations of the twilight emission of helium at 1083.0 (nm) (Shefov 1962;
Krassovsky and Shefov 1964; Bates 1982). It is under the twilight conditions of
illumination of the upper atmosphere that photoelectrons of energy about 25 (eV)
appear that excite metastable orthohelium atoms. Subsequently, satellite observa-
tions were performed (Bolunova et al. 1977). Many theoretical and experimental
studies (Tohmatsu et al. 1965; Stolarski and Green 1967; Nagy et al. 1977) were
devoted to the electron energy distribution.

The fresh photoelectrons lose their energy in elastic and inelastic collisions with
atoms and molecules, and this results in a certain superthermal energy distribution
which in general depends on the altitude Z (that determines the composition of the
atmosphere), time of day, season, and solar activity.

Systematization of the data on the photoelectron spectra allows the following
conclusions (Krinberg 1978):

1. The energy spectrum has a maximum in the energy range E ∼ 22–27 (eV) (due
to the photoionization by solar radiation in the 30.4-nm He+ line) and features
an abrupt fall at energies over 60 (eV).

2. At altitudes above 200 (km) and at solar zenith angles χ� < 75◦, the photoelec-
tron energy spectrum Φ0(E, Z) does not depend on the altitude Z, zenith angle,
and geographic (or geomagnetic) coordinates, and it is a single-valued function
of energy.

3. Below Z∼ 200 (km), the photoelectron fluxΦ0 decreases with decreasing Z, and
the lower the electron energy, the faster the decrease in Φ0.

These features of the photoelectron energy spectrum weakly depend on the altitude
distribution of the concentration of neutrals and are related in the main to the varia-
tions of the solar flux S(λ, Z) during its passage through the atmosphere. This is due
to the fact that for hν > 20 (eV) the photoionization cross-sections σph for the N2

and O2 molecules are almost identical, being approximately twice that for O. About
the same proportion holds for the cross-sections of inelastic collisions of electrons
with N2, O2, and O, σelas. Therefore, the photoelectron flux is determined by the
relation
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Φ0 = S0 ·
σphO · [O]+σphO2

· [O2]+σphN2
· [N2]

σelasO · [O]+σelasO · [O2]+σelasN2 · [N2]
≈ σphO

σelasO
·S0 .

The rather abrupt decay of the energy spectrum at energies E > 60(eV) is ac-
counted for by both the substantial reduction in solar intensity at h > 80(eV)
(λ< 15.5(nm)) and the appreciable reduction of the photoionization cross-sections
at the same energies.

At night, in the absence of direct insolation, photoionization occurs due to the
121.6-nm Lα and 102.6-nm Lβ hydrogen radiations and the 58.4-nm neutral he-
lium and 30.4-nm ionized helium radiations that are resonance-scattered in the geo-
corona. The main contribution is provided by the 30.4-nm emission. Its intensity
weakly depends on the solar zenith angle at χ� > 100◦ (Krinberg 1978). The energy
spectrum of the nightglow has a maximum near 27 (eV) and is similar in shape to the
dayglow spectrum, differing from it by four orders of magnitude (Krinberg 1978).

The relationship between photoelectron flux and solar activity can be represented
by the empirical relation (Krinberg 1978)

Φ0 =Φ00 · exp

(
F10.7−144

72

)
,

where Φ00 is the “standard” spectrum for photoelectrons which corresponds to the
solar radio flux F10.7 = 144 at altitudes above 250 (km). The actual relationship
between the photoelectron flux and energy (at less than 1 (eV) resolution) is rather
complicated because of the large number of individual solar emissions leading to
the ionization of atmospheric components. However, this is of little importance for
the excitation of the airglow because of both the averaging of the rates of excitation
processes within the effective range of cross-sections and the local inhomogeneities
of the atmospheric structure. Therefore, an average “smooth” spectral distribution
of photoelectron energies suffices for the given purposes.

Based on the data reported by Krinberg (1978), the energy dependence of the
photoelectron flux can be described by the following empirical relations:

for daytime conditions

logeΦ00 = 6.91 + 12.43 · exp
(−0.12 · log10

4E
)
+ 2.3 · exp

(
−100 · log10

2 E
2

)
+

+1.84 · exp

(
−350 · log10

2 E
25

)
+ 1.90 · exp

(
−100 · log10

2 E
50

)

and for night conditions

logeΦ00n =− E
2.89

+ 9.76 + 3 · exp

(
−350 · log10

2 E
25

)
.

Here Φ00 is expressed in (electron · cm−2 · s−1 · eV−1 · sr−1) and E in (eV).
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1.4 Space–Time Conditions for Detecting Radiation

1.4.1 Geometric Relations for Various
Observation Conditions

1.4.1.1 Conditions at the Earth Surface

In recording emissions in the upper atmosphere, the position of the observer over
the Earth surface is determined by a set of coordinates (Fig. 1.18), namely:

x, the distance from the observer along the line of sight;
ζ, the zenith angle of the line of sight;
A, the azimuth of the line of sight which is counted from the point of the south
clockwise from 0◦ to 360◦;
Z0, the altitude of the observer (point O) over the Earth surface;
Z, the moving altitude of a point O′ located on the line of sight;
ϕ0 and λ0, the geographic latitude and longitude of the point on the Earth surface
over which the observer is situated;
Φ and λ, the same as for the point O′, and
RE, the Earth’s radius.

The intensity I (Rayleigh) of the radiation that is observed along the line of sight is
determined by the relation

I = 10−6 ·
xL∫

0

Q∗(Z,ϕ,λ, td,τ)dx,

where Q∗ is the emission rate (photon·cm−3 · s−1) at the altitude Z for the point on
the Earth surface with coordinates ϕ and λ at the local solar time τ. It follows that

Q∗ = Q · exp(−τt ·Chpζ) ,

where Q is the emission rate for the observation at zenith, τt is the optical thickness
of the medium through which the recorded radiation propagates, and Chp ζ is the
Chapman function, which determines the relationship between emission intensity
and zenith angle ζ. For ζ≤ 70◦ we have Chp ζ≈ secζ. From the above consideration
it follows that

Z =
√

x2 + 2x(RE + Z0)cosζ+(RE + Z0)2−RE .

The geographic coordinates (ϕ and λ) of the point O′ are determined by the formulas
of spherical trigonometry
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Fig. 1.18 Geometry of the orientation of the observer position over the Earth surface

sinϕ= sinϕ0 · cosψ− cosϕ0 · sinψ · cosA ,

sin(λ−λ0) =
sinψ · sinA

cosϕ
,

cos(λ−λ0) =
−cosϕ0 · cosψ− sinϕ0 · sinψ · cosA

cosϕ
,

where

tgψ=
x · sinζ

RE + Z0 + x · cosζ
.
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If 0 ≤ A ≤ 180◦, then 0 ≤ λ0 − λ ≤ 180◦; if 180◦ ≤ A ≤ 360◦, then 180◦ ≥
λ−λ0 ≥ 0 .

For the given altitudes, 80–100 (km), the limiting range xL is determined by the
following relations (Fig. 1.19):
for 0≤ ζ≤ ζL

xL =−(RE + Z0) · cosζ+
√

(RE + ZL)2− (RE + Z0)2 · sin2 ζ

and for ζL<ζ≤ 180◦

xL =−(RE + Z0) · cosζ−
√

(RE + ZL)2− (RE + Z0)2 · sin2 ζ ,

where ζL corresponds to the zenith angle of the line of sight that passes at a distance
ZL = 80(km) over the Earth surface and is calculated by the formula

sinζL =
RE + ZL

RE + Z0
.

Thus, the geographic coordinates of the point O′ are determined by the relations

sinϕ=
(RE + Z0) · sinϕ0 + x · (cosζ · sinϕ0− sinζ · cosϕ0 · cosA)

√
x2 + 2x(RE + Z0)cosζ+(RE + Z0)2

,

sin(λ−λ0) =
xsinζ · sinA

√
x2 + 2x(RE + Z0)cosζ+(RE + Z0)2

,

Fig. 1.19 Section in the plane
of vision
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cos(λ−λ0) =
−(RE + Z0)cosϕ0−x · (cosζ · cosϕ0 + sinζ · sinϕ0 · cosA)

√
x2 + 2x(RE + Z0)cosζ+(RE + Z0)

2 .

If the observation is performed at the Earth surface in the direction with zenith
angle ζ, the line of sight intersects the emission layer at an altitude Z and has at the
intersection point a zenith angle ζZ, which is determined by the relation (Fig. 1.20)

sinζZ =
RE

RE + Z
sinζ .

The distance L between two points with coordinates ϕ1, λ1 and ϕ2, λ2 on the
Earth surface (Fig. 1.21) is determined by the formula L = RE ·ψ, where the angle
ψ of the great circle arc is calculated by the formula

cosψ= sinϕ1 · sinϕ2 + cosϕ1 · cosϕ2 · cos(λ1−λ2) .

The angle ψ is related to zenith angle ζ and altitude Z. Denoting 1 + Z
RE

= k, we
can determine the angle ζ with the use of the relations

sinψ =
1
k
· sinζ ·

(√
k2− sin2 ζ− cosζ

)
,

cosψ =
1
k
· cosζ

(√
k2− sin2 ζ+ sinζ · tgζ

)
,

tgψ = tgζ ·
k ·
√

1 +
(

1− 1
k2

)
· tg2ζ−1

k ·
√

1 +
(

1− 1
k2

)
· tg2ζ+ tg2ζ

.

Fig. 1.20 Conditions of
sighting from the Earth
surface
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Fig. 1.21 Spherical
coordinates of two points
located on the Earth surface

Since for the altitudes up to Z ∼ 200 (km) we have k ≤ 1.03, we can use the
approximate relations

tgψ≈ k−1
k
· tgζ≈ Z

RE
· tgζ .

When considering the processes that occur in a magnetoconjugate region of the
atmosphere, one should use transformations of geographic (ϕ, λ) and geomagnetic
(Φ, Λ) coordinates. In the central dipole approximation, which well suffices to de-
scribe the processes in the middle and low latitudes, the transformation of coordi-
nates is realized by a mere rotation of the system, which is described by relations of
spherical trigonometry.

Transformation of Geographic to Geomagnetic Coordinates: ϕ, λ→Φ, Λ

The coordinates of the geomagnetic pole, ϕm, λm, do not remain constant (Semenov
and Shefov 2003). For the epoch of 1960s, they were: ϕm = 78.5◦N and λm =
291.0◦E (Akasofu and Chapman 1972). The geomagnetic longitude is counted to
the east of the meridian that passes through the geographic and geomagnetic poles.
Thus, we have

sinΦ = sinϕm · sinϕ+ cosϕm · cosϕ · cos(λ−λm),

sinΛ =
cosϕ · sin(λ−λm)

cosΦ
,

cosΛ =
−cosϕm · sinϕ+ sinϕm · cosϕ · cos(λ−λm)

cosΦ
.
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Transformation of Geographic to Geomagnetic Coordinates:Φ, Λ→ ϕ, λ

sinϕ= sinϕm · sinΦ− cosϕm · cosΦ · cosΛ,

sin(λ−λm) =
cosΦ · sinΛ

cosϕ
,

cos(λ−λm) =
cosϕm · sinΦ+ sinϕm · cosΦ · cosΛ

cosϕ
.

Transformation of Geomagnetic to Geographic Coordinates:Φ, Λ→ ϕc, λc

sinϕc =−sinϕm · sinΦ− cosϕm · cosΦ · cosΛ,

sin(λ−λm) =
cosΦ · sinΛ

cosϕc
,

cos(λ−λm) =
−cosϕm · sinΦ+ sinϕm · cosΦ · cosΛ

cosϕc
.

In this case, to the geographic longitudes λm ≤ λ ≤ λm−180◦ there correspond
the geomagnetic longitudes 0 ≤ Λ ≤ 180◦, and to the range λm− 180◦ ≤ λ ≤ λm

there corresponds the range 180◦ ≤ Λ≤ 360◦.
However, if we consider a process occurring at an altitude Z over the Earth sur-

face, it is necessary to take into account the spatial behavior of the corresponding
magnetic field line. In terms of the dipole description, which is well appropriate in
the case of low and middle latitudes, the radius vector of a field line is given by

r = RE + Z = L · cos2Φ .

Similarly, for a field line crossing the Earth surface we have

RE = L · cos2ΦE .

Thus, a point of the atmosphere at an altitude Z, having a geographic lati-
tude ϕ and the corresponding geomagnetic latitude ΦE, lies on a field line which
crosses the Earth surface at a geomagnetic latitude Φ, which is determined by the
formula

cos2Φ=
(

1 +
Z

RE

)
· cos2ΦE ,

or

cosΦ=
√

1 +
Z

RE
· cosΦE .
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The hour angle of the Sun (hours) at the conjugate point is determined as

t�c = t�0 +(λc−λ0)/15 ,

where t�0 is the hour angle of the Sun at the given point.
To estimate the intensity of the extra-atmospheric radiation, which consists of

Zodiacal Light and the total starlight, it is necessary to use the transformation of
horizontal coordinates of a point on the celestial sphere to ecliptic and to galactic
coordinates, respectively.

Transformation of Horizontal to Equatorial Coordinates: ζ, A→ δ, t

It is necessary to bear in mind that the right ascension α is related to the sidereal
time S and hour angle t by the formula α = S− t. The time coordinates must be
used in view of the orbital motion of the Earth. The right ascension α is counted
counterclockwise (to the east) from the vernal equinox point. The hour angle t is
counted clockwise from the south point; S is the sidereal . These quantities are
generally expressed in hours. The azimuth is counted clockwise from the south point
from 0◦ to 360◦. The coordinates are transformed by the formulas

sinδ= sinϕ · cosζ− cosϕ · sinζ · cosA,

sin t =
sinA · sinζ

cosδ
,

cost =
cosϕ · cosζ+ sinϕ · sinζ · cosA

cosδ
.

Transformation of Equatorial to Horizontal Coordinates: δ, t→ ζ, A

cosζ= sinϕ · sinδ+ cosϕ · cosδ · cost,

sinA =
cosδ · sint

sinζ
,

cosA =
−cosϕ · sinδ+ sinϕ · cosδ · cost

sinζ
.

Transformation of Equatorial to Ecliptic Coordinates: δ, α→ β, λe

The inclination angle of the ecliptic plane to the equator plane for the conditions
of the year 1990.0 is ε = 23.44058186◦. The secular variation of ε is given by
Abalakin (1979). The ecliptic longitude λe is counted counterclockwise (to the east)
from the vernal equinox point from 0◦ to 360◦. The coordinates are transformed by
the formulas



1.4 Space–Time Conditions for Detecting Radiation 37

sinβ= cosε · sinδ− sinε · cosδ · sinα,

sinλe =
sinε · sinδ+ cosε · cosδ · sinα

cosβ
,

cosλe =
cosδ · cosα

cosβ
.

Transformation of Ecliptic to Equatorial Coordinates: β , λe→ δ , α

sinδ= cosε · sinβ+ sinε · cosβ · sinλe,

sinα=
−sinε · sinβ+ cosε · cosβ · sinλe

cosδ
,

cosα=
cosβ · cosλe

cosδ
.

Transformation of Equatorial to Galactic Coordinates: δ, α→ b, l

The coordinates of the galactic pole for the epoch 1950.0 are: αg = 192.25◦, δg =
27.4◦. The transition to another reference epoch is described by Abalakin (1979).
According to the new system of galactic coordinates (since 1971), the longitude
of the ascending node relative to the direction to the center of the Galaxy is l0 =
−33.0◦, longitude l being counted from the line directed to the center of the Galaxy,
which is in the Sagittarius constellation. The coordinates are transformed by the
formulas

sinb = sinδg · sinδ+ cosδg · cosδ · cos(α−αg),

sin(l+ l0) =
cosδg · sinδ− sinδg · cosδ · cos(α−αg)

cosb
,

cos(l+ l0) =
cosδ · sin(α−αg)

cosb
.

Transformation of Galactic to Equatorial Coordinates: b, l→ δ, α

sinδ= sinδg · sinb + cosδg · cosb · sin(l+ l0),

sin(α−αg) =
cosb · cos(l+ l0)

cosδ
,
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cos(α−αg) =
cosδg · sinb− sinδg · cosb · sin(l+ l0)

cosδ
.

1.4.1.2 Distribution of the Extra-Atmospheric Radiation
Components over the Sky

The spatial distribution of the sky brightness for the extra-atmospheric compo-
nents is convenient to represent in terms of the Aitov–Hammer–Soloviev projec-
tion (Soloviev 1969), such that the area of a sphere is mapped on the area of an
ellipse, i.e.,

πab = 4πR2 ,

where a and b are the semiaxes of the ellipse and R is the radius of the sphere. If we
use the semiaxis ratio (any number) h = a/b as a parameter, then

a = 2
√

2 ·R, b =
2√
h
·R .

The value h = 2, which corresponds to an equal-area sphere, is generally used,
though other values are also sometimes applied. For h = 2 the above formulas
become

a = 2
√

2 ·R, b =
√

2 ·R .

For a chosen system of spherical coordinates – geographic (ϕ, λ), equatorial
(α, δ), ecliptic (λ, β), or galactic (l, b) – the rectangular coordinates x, y of a network
in which the x-axis corresponds to longitude and the y-axis to latitude are calculated
by the formulas

x =−
2
√

h ·R · cosϕ · sin
λ
2√

1 + cosϕ ·
∣∣
∣
∣cos

λ
2

∣∣
∣
∣

· sinλ
|sinλ| , y =

2R · sinϕ
√

h ·
√

1 + cosϕ ·
∣∣
∣
∣cos

λ
2

∣∣
∣
∣

.

For h = 2 we have

ϕ= 0◦ λ= 0◦

λ= 0◦, x = 0 ϕ= 0◦, y = 0

λ= 90◦, x = 1.53

λ= 180◦, x = 2.83 ϕ= 90◦, y = 1.41

λ= 270◦, x =−1.53

λ= 360◦, x = 0 ϕ=−90◦,y =−1.41
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Fig. 1.22 Scale network of the Earth surface in geographic coordinates (Aitov–Hammer–Soloviev
projection) (Soloviev 1969)

In Fig. 1.22, to ensure that the territory of Russia fall within the right part of the
map, the axis of longitudes is shifted by Δλ= 10◦. Therefore, in the above formulas
it is necessary to use λ− Δλ instead of λ. The scale network for the geographic
coordinate system is shown in Fig. 1.22.

For the equatorial (α, δ), ecliptic (λ, β), and galactic (l, b) coordinate systems,
the distribution of the glow characteristics is considered with the observer residing
within a spherical system. Therefore, according to the adopted direction of counting-
off of coordinates, the minus sign should be introduced in the formula for the coor-
dinate x.

The scale network for the ecliptic coordinate system is shown in Fig. 1.23.

1.4.1.3 Refraction Effect

During the propagation of light through the atmosphere the light beam is bent; there-
fore, the visible zenith angle ζ of the luminary is smaller than its true value ζtrue.
The difference between these values is called an astronomical refraction angle r
(Alekseev et al. 1983; Kulikov 1969). For a spherically stratified atmosphere, a rig-
orous theory gives the equation

r =
n0∫

1

n0

n
·RE · sinζ0dn

√
n2 · (RE + Z)2−n2

0 ·R2
E · sin2 ζ

,

where n0 is the refraction index of air at the sighting point; n is its running value at
the altitude Z.
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Fig. 1.23 Scale network of the projection of the celestial sphere on the area of an equal-area ellipse
(Aitov–Hammer–Soloviev projection) for the ecliptic coordinate system (Soloviev 1969)

The angle between the apparent and the true line of sight directed to an object is
called an Earth refraction angle:

r = ζ0− ζ .

After Alekseev et al. (1983), we have

r = arctg

⎧
⎨

⎩

√
1− γ2 · sin2 ζ · sinθ+ γ · sinζ · (1− cosθ)

√
1− γ2 · sin2 ζ · cosθ− γ · cosζ+ γ · sinζ · sinθ

⎫
⎬

⎭
,

where

θ = (RE + Z0)n0 sinζ
Z∫

Z0

{[
(RE + Z′)2n2− (RE + Z0)2n2

0 sin2 ζ
]− 1

2

−[(RE + Z′)2n2
0− (RE + Z0)2n2

0 sin2 ζ
]− 1

2

}
· (RE + Z′)−1dZ′

and

γ=
RE−Z0

RE + Z0
.

Here, Z0 is the altitude of the sighting point, which is counted from the sea level;
Z is the altitude of the object; n = n(Z′) and n0 = n(Z0) are the refraction coeffi-
cients of air at the running altitude Z′ and at the sighting point, respectively. For a
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radiation passing through the atmosphere, r is determined by the refraction coeffi-
cient of air, being a function of the air density, temperature (and, hence, altitude),
and composition, and by the radiation wavelength (Allen 1973; Bates 1984).

In investigating the problems associated with the accuracy to which refrac-
tion is taken into account, three groups of measurements are usually considered:
low-precision measurements (errors of measuring refraction angles of the order of
1′′), used in the main in optical location and communication; moderate-precision
measurements (0.1′′–0.01′′ errors) in astronomy and geodesy, and high-precision
measurements (0.001′′–0.0001′′ errors) in astrometry, space geodesy, and
navigation.

Analysis of the refraction formulas shows that to estimate a refraction coeffi-
cient even for angles ζ ∼ 90◦ (accurate to 0.01′′), it is necessary to have data on
the refraction coefficient for altitudes below 100 (km). Therefore, to estimate the re-
fraction in observations at high altitudes, Z0 ≥ 100(km), more convenient formulas
can be used that, even for near-ground conditions, would provide an accuracy no
worse than 0.01′′ for ζ ≤ 70◦, such as the Cassini formula, which was derived on
the assumption of a homogeneous atmosphere:

r = arcsin

[
RE · n̄ · sinζ

RE + H

]
− arcsin

[
RE · sinζ
RE + H

]
.

Here n̄ and H are, respectively, the refraction coefficient and the atmospheric scale
height.

The same accuracy is provided by the well-known approximate formula
(Kulikov 1969; Allen 1973; Alekseev et al. 1983)

r = β · tgζ ,

where β is the refraction coefficient (60.25′′ for ζ < 70◦) at normal pressure and
temperature. For the near-ground conditions, we have

β= 60.25′′ · N(Z) ·H(Z)
2.15 ·1025 ·

273
T(Z)

,

where N(Z) and H(Z) are the concentration and the atmospheric scale height at the
altitude Z. The value of the refraction coefficient for the near-ground conditions is
discussed elsewhere (Kolchinsky 1984).

For the conditions of observation of spatial characteristics of emissions at alti-
tudes of about 100 (km) and at greater zenith angles, it is possible to estimate the
effect of refraction on the change of the distance along the emission layer. As fol-
lows from the above formulas,

tgψ≈ Z
RE
· tgζ ,
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whence the displacement of the observation point along the emission layer is

L = Δψ ·RE ≈ Z · cos2ψ
cos2 ζ

·Δζ= r ·Z · 1
k2 ·
(√

k2− sin2 ζ+ sinζ · tgζ
)2

.

For the altitude Z∼ 100 (km), we have L∼ 0.7 (km) for the zenith angle ζ∼ 70◦
and L∼ 5.5 (km) for ζ∼ 80◦.

Thus, at the angles ζ< 70◦, refraction has practically no effect on the mentioned
measurements.

1.4.2 Horizontal Coordinates of the Equator, Ecliptic,
and Galactic Equator

In preparing observations and in constructing the isophots of distributions of extra-
atmospheric radiation intensity over the sky, it is of interest to know the position of
the equator, ecliptic, and galactic equator (Milky Way) on the sky. The dependence
of the zenith angle ζ on azimuth A for a point on the equator, on the ecliptic (Zodi-
acal Light), and on the galactic equator (Milky Way) for a given sidereal time S and
a given geographic latitude ϕ are described by the formulas

cosη= sinϕ · cosμ− cosϕ · sinμ · sin(S+Δ)

sinγ=
cosϕ · cos(S+Δ)

sinη
; cosγ=

sinμ · sinϕ+ cosμ · cosϕ · sin(S+Δ)
sinη

cosξ= sin(S+Δ) · cosγ+ cos(S+Δ) · sinγ · cosε

sinξ=
sinμ · cos(A+ ξ)

sinη

cosζ=
sinη · cos(A+ ξ)

√
1− sin2(A+ ξ) · sin2η

where for the equator μ= 0, Δ= 0; for the ecliptic μ= ε, Δ= 0; and for the galac-
tic equator μ = 90− δg = 62.6◦, Δ = 270−αg = 77.75◦. Here αg and δg are the
equatorial coordinates of the galactic pole.

1.4.3 Conditions of Twilight Measurements

The basic feature of the measurements of characteristics of the airglow of the upper
atmosphere is that the shadow of the Earth substantially reduces the influence of
the scattered light of the lower atmospheric layers, making possible measurements
of the radiation of the upper layers lying above the boundary of the shadow. This
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Fig. 1.24 Geometry of
twilight observations from the
Earth surface

–

simultaneously enables one to obtain data on the altitude distribution of the radiation
parameters. The typical geometry of twilight measurements is shown in Fig. 1.24.

For this case, problems arise which are associated with the propagation of solar
radiation near the Earth surface, since the optical thickness is determined by the ex-
ponential variation of the density of the atmosphere with distance from the surface.
For a given solar zenith angle χ, the decrease in radiation intensity along the Sun
rays is determined by the optical thickness of the atmosphere:

I = I0 · exp [−τ ·Chpχ] .

Here τ is the optical thickness of the atmospheric layer for the vertical direction
of sighting, Chpχ is the Chapman function (Smith and Smith 1972; Rishbeth and
Garriott 1969; Ivanov-Kholodny and Mikhailov 1980). For the solar zenith angles
χ≤ 70◦, we have Chpχ≈ secχ. For χ> 70◦, it is necessary to use an approximation
of the form

Chp(χ) =

√
π ·x · sinχ

2

[
1± erf

(√
x
2

cosχ
)]
· exp

(√
x
2

cosχ
)

,
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where x = RE+Z
H , RE is the Earth’s radius, Z is the altitude over the Earth surface,

and H is the atmospheric scale height. The “plus” and “minus” signs correspond
to χ ≥ 90◦ and χ ≤ 90◦, respectively. The solar zenith angle χ is determined by
the formulas of Sect. 1.4.1. Figure 1.25 gives examples of the χ dependence of the
function Chpχ (Rishbeth and Garriott 1969).

Another problem with twilight measurements which affects the accuracy of the
calculated altitude distribution of the emission intensity arises in determining the
effective screen height Zeff

scr of the ground air that is on the way of solar radiation
in recording some emission, for example, of metals which has occurred in some
layer of the upper atmosphere. Physically, Zeff

scr determines the center of gravity of
the emission layer that corresponds to a point on the line of sight determined by the
maximum value of the product of the transmission function T(Z) by the concentra-
tion of radiating atoms, A,

[
A

(
Z + Zscr · cosζ

sin(χ− ζ0)

)]
.

According to Fig. 1.24, ζ0 is the zenith angle of sight, ζ is the zenith angle of the
line of sight relative to the emission layer, and Zscr is the running value of the screen
height. This problem was considered in detail by Toroshelidze (1968, 1970, 1972,
1991).

The main feature of the account of the screening layer is the necessity to con-
sider a gradual decrease in transmittance of the ground atmospheric layer rather
than the assumption of its sharp edge. In this case, the intensity of the radiation
passed through an elementary layer is given by

Fig. 1.25 Function Chp(χ)
for three values of
x = (RE +Z)/H and secχ (for
comparison) versus angle χ
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dI = g ·T(Z) · [A(Z)] · secζ ·dZ ,

where T(Z) is the transmission function, [A(Z)] is the concentration of atoms re-
sponsible for the emission under consideration which depends on altitude Z. The
emission intensity is

I = g ·
�∫

0

T(Z) · [A(Z)] · secζ ·dZ .

The optical thickness of the atmosphere along the ray that passes at a tangent
over the Earth surface at the distance Zscr,

Zscr = (Z + RE) · sin(χ+ ζ− ζ0)−RE ,

is determined by the expression

τ= σ ·
S∫

−�

[A(Z)] ·ds .

Since S2 = (Z + RE)2− (Zscr + RE)2 and Z/RE ∼ 0.05, the above expression
becomes

τ= σ ·
S∫

−∞

[A(Z)] · (Z + RE) ·dZ
√

(Z + RE)2− (Zscr + RE)2
= σ ·

⎡

⎣
∞∫

Zscr

[A(Z)] ·dZ√
Z−Zscr

+
S∫

Zscr

[A(Z)] ·dZ√
Z−Zscr

⎤

⎦ .

The altitude distribution of the concentration of radiation-absorbing species is
determined by the relevant spectral region. For the attenuation of light due to scat-
tering we have

[A(Z)] = [A]0 · exp

(
−Z

H

)
.

The ray length is determined as

S =−(Z + RE) · cos(χ+ ζ− ζ0) .

The relation between the zenith angle of sight, ζ0, and the angle of the line of
sight relative to the emission layer, ζ, is

sinζ=
1

1 +
Z

RE

· sinζ0 .

Since for the conditions of twilight measurements χ > 100◦ and ζ0− ζ ≤ 10◦,
we have cos(χ+ ζ− ζ0) < 0.
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For Zscr < Z, we can assume that S∼∞, and the expression for the optical thick-
ness becomes

τ= σ · [A(Z)]0 ·
√

2RE ·H · exp

(
−Zscr

H

)
·
∞∫

0

e−t · dt√
t
.

Based on the data reported by Prudnikov et al. (1981), we have

τ= σ · [A(Z)]0 ·
√

2π ·RE ·H · exp

(
−Zscr

H

)
.

The transmission function is

T(Zscr) = exp(−τ) .

Thus,

I = g·
∞∫

0

[
A

(
Z+Zscr · cosζ

sin(χ−ζ0)

)]
· secζ · exp

{
−σ · [A(Z)]0 ·

√
2π ·RE ·H · exp

[
−Zscr

H

]}
dZ .

Hence, the effective screen height is determined by the formula

Zeff
scr =

cosζ
sin(χ−ζ0)

·
∞∫

0
Zscr ·

[
A

(
Z+Zscr · cosζ

sin(χ−ζ0)

)]
· secζ · exp

{
−σ · [A]0 ·

√
2π ·RE ·H · exp

[
−Zscr

H

]}
dZ

∞∫

0

[
A

(
Z+Zscr · cosζ

sin(χ−ζ0)

)]
· secζ · exp

{
−σ · [A]0 ·

√
2π ·RE ·H · exp

[
−Zscr

H

]}
dZ

The above results were used (Toroshelidze 1968, 1970, 1972, 1991) to analyze the
vertical distribution of radiating sodium atoms. Based on the inferences from this
analysis, the variations of the sodium layer altitude under the action of lunar tides
and the coefficient of vertical turbulent diffusion, KT, have been estimated. The
value of KT increases with altitude in the range 80–130 (km); in summertime, it
increases several fold in comparison with the winter period (Toroshelidze 1991).

1.4.4 Limb-Directed Measurements

Satellite and rocket observations of the airglow of the upper atmosphere provide the
possibility to perform measurements along the emission layer when it is visible as
a luminous limb over the horizon. The vertical distribution of the airglow intensity
inside the emission layer can be determined only with the help of rockets. How-
ever, such measurements are incidental soundings, allowing one to obtain a random
sample of a great number of situations. Limb measurements with satellite-based
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instruments can be carried out routinely to study systematic variations of the air-
glow characteristics. However, this way of measuring demands the solution of an
inverse problem of calculating the altitude distribution of the emission rate based on
the determination of the intensity variations across the limb. This in fact implies that
the measurements should be performed along the emission layer possessing spatial
curvature. The geometry of these measurements is shown in Fig. 1.26.

Since the measurements are carried out above the emission layer, in general,
some portion of the radiation under study can be in the illuminated region of the
atmosphere and the other in the dark region. The radiation intensity can be repre-
sented as

I =
0∫

−∞
Q(Z) ·dS+

∞∫

0

Q(Z) ·dS .

Since S2 = (Z+RE)2− (Z0 +RE)2, if the atmospheric region under observation
is entirely on the night side, it can be assumed with reasonable assurance that the
picture is symmetric about the normal to the tangent ray. In this case, we have

I(Z0,Zm) = 2 ·
∞∫

Z0

Q(Z0,Zm) ·dZ
√√
√
√
√
√√1−

⎛

⎜
⎝

1 +
Z0

RE

1 +
Z

RE

⎞

⎟
⎠

2
=
√

2RE ·
∞∫

Z0

Q(Z0,Zm) ·dZ√
Z−Z0

since Z/RE ∼ 0.05. As can be seen in Fig. 1.26, Zm is the maximum altitude, Z0 is
the distance between the tangent along which the measurements are performed and
the Earth surface, Z is the running altitude along the tangent, Q is the emission rate
at the altitude Z0, and H is a parameter which determines the altitude distribution of
the emission rate.

Fig. 1.26 Schematic of the
observation of an emission
layer along a tangent to the
Earth surface
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The equation obtained is an Abel equation having an explicit solution (Whittaker
and Watson 1927) which can be represented as

Q(Z,Zm) =
1√
2RE
· d

dZ

∞∫

Z

I(Z0,Zm)√
Z0−Z

dZ0 .

This equation can be solved with the help of numerical integration by calculating
the derivative of the integral using a routine procedure (Korn and Korn 1961) and
averaging over the calculated values.

However, under the conditions of the upper atmosphere, the thickness of emission
layers in the region of the mesopause and lower thermosphere is comparatively
small, ∼10 (km). For the 630-nm emission of atomic oxygen the layer thickness
is about 30–50 (km) at the altitudes of the ionospheric F2 region 300 (km), and
for the 1083.0-nm emission of helium it is about 300–500 (km) at altitudes of
600–1000 (km). Analysis of long-term measurements has revealed the character of
the altitude distributions of the emission rate for various emissions of the upper at-
mosphere. These distributions can be described by approximate analytic relations,
which, when used in integral equations, enable an analytic calculation of the describ-
ing parameters. Thereby random fluctuations can be excluded from the distributions,
which can be obtained by numerically solving the integral equations.

Rocket measurements have revealed that for many emissions the altitude distri-
butions of the emission rate Q(Z) are well representable by asymmetric Gaussian
distributions (Semenov and Shefov 1996, 1997a,b,c,d). In this case, the starting re-
lations can be represented as (Shefov 1978)

Q(Z0,Zm) =
I0√
πH

f(Z0,Zm) ,

where I0 is the emission intensity at zenith and H is the parameter of the Gaussian
distribution.

If we use a Gaussian distribution in which the thickness of the layer at a half-
maximum intensity is W, its upper portion above the altitude of the maximum is
P·W, and the lower portion is (1–P)·W (i.e., the parameter P specifies the asymmetry
of the profile), it is easy to see that the area of the upper portion of the altitude

distribution profile is given by 1
2

√
π

loge 2 ·P ·W, that of the lower portion by 1
2

√
π

loge 2 ·
(1−P) ·W, and that of the curve as a whole by 1

2

√
π

loge 2 ·W.

Therefore, we have

Q(Z0,Zm) = 2

√
loge 2
π
· I0

W
· f(Z0,Zm) ,

and

f ↑= exp

(
− loge 2(Z0−Zm)2

P2W2

)
f ↓= exp

(
− loge 2(Z0−Zm)2

(1−P)2W2

)
.
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In this case, the measured radiation intensity along the limb is determined by the
above two functions:

ψ(Z0,Zm) =

√
2RE

(1−P)W1
·

Zm∫

Z0

exp

(
− (Z−Zm)2

(1−P)2W1
2

)
dZ

√
Z−Z0

(1−P)W1

+
√

2RE

PW1
·
∞∫

Zm

exp

(
− (Z−Zm)2

P2W2
1

)
dZ

√
Z−Z0

PW1

,

or ψ= ψ ↓+ψ ↑ .

Here, W1 = W/
√

loge2 .

The arrows refer to the parameters for the lower and the upper portions of the
layer, respectively. Let us introduce the following designations:

t1 =
Zm−Z0

(1−P)W1
≥ 0; t2 =

Zm−Z0

PW1
≥ 0; t3 =

Zm−Z0

PW1
≤ 0 .

Then for the layer upper portion we have

ψ ↑=
√

2RE ·PW1 · exp(−t23) ·
∞∫

0

u−
1
2 · exp(−u2 + 2t3u)du

and for the lower portion

ψ ↓=
√

2RE · (1−P)W1 · exp(−t21) ·
t1∫

0

u−
1
2 · exp(−u2 + 2t1u)du+

+
√

2RE ·PW1 · exp(−t22) ·
∞∫

t2

u−
1
2 · exp(−u2 + 2t2u)du.

Hence, the emission intensity along the tangent rays passing at an altitude Z0

from the Earth surface is given for the upper portion by

I(Zm,Z0) ↑= I0 ·
√√

2RE

PW1
· exp

(
− t23

2

)
·D− 1

2
(−
√

2 · t3) ,
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where D is a parabolic cylinder function (Weber function), and for the lower portion
of the layer

I(Zm,Z0) ↓= I0 ·
√√

2RE

PW1
· exp

(
− t22

2

)
·D− 1

2
(−
√

2 · t2)+

+ 2I0 ·
√

2RE

PW1
· t2 ·
⎡

⎣

√(
P

1−P

)3

· 2F2

(
1
2

;1;
3
4

;
1
4

;−
(

P
1−P

)2

· t22
)

− 2F2

(
1
2

;1;
3
4

;
1
4

;−t22

)]
,

where 2F2 is a generalized hypergeometric series. Following Bateman and Erdélyi
(1953), we have

2F2

(
1
2

;1;
3
4

;
1
4

;−t2
)

= 1− t2

2
·Φ
(

3
2

;1;−t2
)

= 1− t2

2
· e−t2 ·Φ

(
−1

2
;1; t2

)

= 1− t
2
· exp

(
− t2

2

)
·M1,0(t2).

Here Φ is a confluent hypergeometric function of the first kind and M1,0 is a
Whittaker function. The functionΦ has the form

Φ
(
−1

2
;1;x

)
= 1 +

∞

∑
n=1

(2n−3)!!
2n · (n!)2 ·xn = 1−

∞

∑
n=1

(2n)!
22n · (n!)3 · (2n−1)

·xn

≈ 1−
∞

∑
n=1

xn
√
π ·n · (2n−1) ·n!

.

The relations obtained can be used in combination with tables (Miller 1955;
Slater 1960; Korobochkin and Filippova 1965; Karpov and Chistova 1968) or ap-
proximations (Abramowitz and Stegun 1964).

Thus, we have

I(Zm,Z0) ↓= I0 ·
√√

2RE

PW1
· exp

(
− t22

2

)
·D− 1

2
(−
√

2 · t2)+

+ 2I0 ·
√

2RE

PW1
· t2 ·
{√

μ3

[
1− 1

2
μ2t22 · exp(−μ2t22) ·Φ

(
−1

2
;1;μ2t22

)]

−
[

1− 1
2

t22 · exp(−t22) ·Φ
(
−1

2
;1; t22

)]}
,
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whence

I(Zm,Z0) ↓= I0 ·
√√

2RE

PW1
· exp

(
− t22

2

)
·D− 1

2
(−
√

2 · t2)+

+ I0 ·
√

2RE

PW1
· t2
{

t22

[
exp
(−t22

) ·Φ
(
−1

2
;1; t22

)
−μ 7

2 · exp
(−μ2t22

) ·

Φ
(
−1

2
;1;μ2t22

)]
+ 2
(
μ

3
2 −1

)}
.

Here, μ = P
1−P . Numerical estimates show that the second term makes a small

fraction of the first one.
It can be seen that if the altitude distribution of the emission rate in an emission

layer is symmetric, the second term of the above expression vanishes, and the in-
tensity distribution in the emission layer observed in the limb is described by the
unified expression

I(Z0,Zm) = I0 ·
√

2RE
√

2loge2
W

· exp

(
− t2

2

)
·D− 1

2

(
−
√

2 · t
)

,

where

t = 2
√

loge 2 · Zm−Z0

W
,

or

I(Z0,Zm) = I0 · 122.2√
W
· exp

(
− t2

2

)
·D− 1

2

(
−
√

2 · t
)

.

Figure 1.27 gives examples of the altitude distribution I(Z0,Zm) for three symmet-
ric profiles. The emission intensity at zenith is taken the same for all values of W.

Fig. 1.27 Altitude
distributions of the intensity
in an emission layer for the
observation along a tangent to
the Earth surface (solid lines)
and the corresponding
altitude distributions of the
emission rate (dashed lines)
for the same intensity at
zenith for various layer
thicknesses W. W = 6 (km)
(1), 11 (km) (2), and 16 (km)
(3) (Shefov 1978)
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As can be seen from Fig. 1.27, the altitude ZM of the maximum of the observed
intensity distribution is lower than the altitude Zm of the emission layer maximum.
As follows from the above formulas, ZM is consistent with the requirement

D− 1
2

(
−
√

2 · t
)

= 0 .

Thus, following Karpov and Chistova (1968), we have t = 0.541 and

Zm = ZM + 0.325 ·W .

The values 0.5 · I(Z0,Zm) correspond to tup = 0.614 and tlow = 2.863. Therefore,
the width of the distribution observed is determined by the relation

WV =
W

1.665

(
tup + tlow

)
,

whence
W = 0.48 ·WV and Zm = ZM + 0.16 ·WV .

The relations obtained allow one to estimate the length L of the emission layer
under investigation at the maximum of the observed altitude distribution of the in-
tensity I, which is given by

I = I0 · 54
√

W
10

.

The length is determined by the formula

L =
√

8REPW = 714 ·
√

PW
10

(km) .

This suggests that in limb measurements the irregularities of the emission layer
are inevitably smoothed. These irregularities can be due to the spotty structure of the
spatial distribution of the glow resulting from the propagation of waves of various
scales and due to longitudinal and latitude intensity variations, which in turn are
accompanied by variations of the emission layer altitude and parameters.

For the determination of the parameters of an emission layer from measurements
it is reasonable to construct a set of calculated distributions for the emission under
consideration.

1.4.5 Time Coordinates

The intensity of the airglow of the upper atmosphere depends not only on the geo-
graphic coordinates ϕ and λ, but also on the local solar τ and on the season of year,
which can be defined by the number of the year day, td, which enters in the modern
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models of the upper atmosphere. In this connection, it is necessary to know the co-
ordinates of the Sun: the solar zenith angle χ�; the azimuth A�, which is counted
clockwise from the south point from 0◦ to 360◦; the declination δ�; and the hour
angle t�, which depends on τ, td, and current year number, YYYY. Now there is a
computer code (WinEphem 2002) which calculates the coordinates of the Sun for
given geographic coordinates and points in time. The quantities used in the code are
clarified below.

The local solar time τ is related to various time systems (Abalakin et al. 1976;
Abalakin 1979; Bronshten et al. 1981; Kononovich and Moroz 2001; Kulikovsky
2002) as follows:

τ= τUT +λ/15 ,

where τUT is the universal time and λ is the geographic longitude (degs);

τ= τD−m−n−1 +λ/15 ,

where τD is the decretal time of the nth zone; m = 0 for winter and m = 1 for
summer.

The solar hour angle, t�, (countered to the west from the south point) is deter-
mined by

t� = τ−12h−η ,

where the equation of time reads

η= τmean− τ�true .

According to the data of Abalakin et al. (1976) and Bronshten et al. (1981), we
have

η= 0h.12833 · sin(λe + 78◦)−0h.15833 · sin2λe ,

where λ� is the celestial (ecliptic) solar longitude.
Thus, for a point on the line of sight, which is set by coordinates ϕ and λ deter-

mined by the coordinates of the observation point (ϕ0, λ0, τ0), the solar hour angle
is given by

t� = t�0 +(λ−λ0)/15

and the local time by
τ= τ0 +(λ−λ0)/15 .

The position of the Sun in the sky is estimated (in fact, the ecliptic longitude λ�,
since the ecliptic latitude of the Sun (to within 1′′) β� = 0) by the relations given
below. The number of days since January 0.5, 1900 is determined as

D = [(YYYY−1901) ·365.25]+ 364.5 + td +
τ

24
− λ

360
.

Here, the square brackets denote the integer part of the number and YYYY is the
year number. The number of Julian centuries is found by the formula
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T =
D

36525
; T′ =

D−
(
τ

24
− λ

360

)

36525
.

Calculations of the ephemerides of the Sun and planets are described elsewhere
(Abalakin et al. 1976; Bronshten et al. 1981). All coordinates are taken for the epoch
of January 0.5, 1900.

The ecliptic solar longitude is determined (to within several angular seconds) by
the formulas

λ� = L�+ 1◦9171 · sinl′+ 0◦0200 · sin2l′+ 0◦0003 · sin3l′,

l′ = 358◦4758333 + 35999◦04975 ·T−0◦00015 ·T2−0◦00000333 ·T3,

L� = 279◦6966778 + 36000◦76893 ·T + 0◦000302 ·T2.

Based on these relations, the equatorial coordinates α� and δ� are calculated by
the formulas

sinδe = sinλe · sinε,
cosχe0 = sinδe · sinϕ0 + cosδe · cosϕ0 · cos15te0,

sinAe0 =
cosδe · sin15te0

sinχe0
,

cosAe0 =
−cosϕ0 · sinδe + sinϕ0 · cosδe · cos15te0

sinχe0
,

where t�0 is expressed in hours. If 0≤ t� ≤ 12h, then 0≤A� ≤ 180◦; if 12h ≤ t� ≤
24h, then 180◦ ≤ A� ≤ 360◦.

When transforming coordinates on the celestial sphere, one has to use a sidereal
time. Following Abalakin et al. (1976) and Bronshten et al. (1981), the sidereal time
S (in hours) corresponding to the local time τ and to the ordinal number of day, td,
of the year YYYY for a point having geographic longitude λ is given by

S = (2400.051262 + 2581 ·10−8 ·T′) ·T′+ 6.6460656−24 · (YYYY−1900)
+ 0.000182647 ·λ+ 1.002738 · τ.

If S turns out to be over 24 hours, it is necessary to subtract 24 hours from the value
obtained by the formula, while if it is negative, 24 hours must be added.

The ordinal days of year are listed in Table 1.3 (Bronshten et al. 1981). If neces-
sary, they can be calculated by the following formulas: If the day of month, d, and
the number of month, M, of a given year YYYY are set, we have for M = 1 and 2

td =
[

1
2

(
(M−1) ·

(
62 +

[
YYYY

4
−
[

YYYY
4

]
+ 0.75

]))]
+ d

and for M = 3−12
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Table 1.3 Ordinal days of year (Bronshten et al. 1981)

Day Month

1 2 3 4 5 6 7 8 9 10 11 12

1 1 32 60 91 121 152 182 213 244 274 305 335
2 2 33 61 92 122 153 183 214 245 275 306 336
3 3 34 62 93 123 154 184 215 246 276 307 337
4 4 35 63 94 124 155 185 216 247 277 308 338
5 5 36 64 95 125 156 186 217 248 278 309 339
6 6 37 65 96 126 157 187 218 249 279 310 340
7 7 38 66 97 127 158 188 219 250 280 311 341
8 8 39 67 98 128 159 189 220 251 281 312 342
9 9 40 68 99 129 160 190 221 252 282 313 343

10 10 41 69 100 130 161 191 222 253 283 314 344
11 11 42 70 101 131 162 192 223 254 284 315 345
12 12 43 71 102 132 163 193 224 255 285 316 346
13 13 44 72 103 133 164 194 225 256 286 317 347
14 14 45 73 104 134 165 195 226 257 287 318 348
15 15 46 74 105 135 166 196 227 258 288 319 349
16 16 47 75 106 136 167 197 228 259 289 320 350
17 17 48 76 107 137 168 198 229 260 290 321 351
18 18 49 77 108 138 169 199 230 261 291 322 352
19 19 50 78 109 139 170 200 231 262 292 323 353
20 20 51 79 110 140 171 201 232 263 293 324 354
21 21 52 80 111 141 172 202 233 264 294 325 355
22 22 53 81 112 142 173 203 234 265 295 326 356
23 23 54 82 113 143 174 204 235 266 296 327 357
24 24 55 83 114 144 175 205 236 267 297 328 358
25 25 56 84 115 145 176 206 237 268 298 329 359
26 26 57 85 116 146 177 207 238 269 299 330 360
27 27 58 86 117 147 178 208 239 270 300 331 361
28 28 59 87 118 148 179 209 240 271 301 332 362
29 29 60 88 119 149 180 210 241 272 302 333 363
30 30 – 89 120 150 181 211 242 273 303 334 364
31 31 – 90 – 151 – 212 243 – 304 – 365

Note: For a leap year, after February 29, it is necessary to add a unity to all numbers of the table.

td = [(M + 1) ·30.6]−
(

62 +
[

YYYY
4
−
[

YYYY
4

]
+ 0.75

])

+ d ,

where the square brackets denote the integer part of the number.
For the processes occurring in the polar zone and related to the magnetospheric

phenomena, it is convenient to compare the events on the scale of local geomagnetic
time counted from the local geomagnetic midnight and determined by the formula

τG = Λ+ΔτG ,

where Λ is the geomagnetic longitude of the place (degs), which is counted to the
east from the meridian that passes through the geographic and geomagnetic (dipole)
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Fig. 1.28 Geometry of the determination of a local geomagnetic time

poles, and ΔτG is the angle between the geomagnetic meridian that passes through
the geomagnetic pole and the given point and the line directed to the Sun (Fig. 1.28).
The value of ΔτG is calculated by the formulas

sinΔτG =
cosδ� · sin(λ−λm−15te)

sinβ
,

cosΔτG =
sinδe · cosϕm− cosδe · sinϕm · cos(λ−λm−15te)

sinβ
.

Here, ϕm is the geographic latitude of the northern geomagnetic (dipole) pole, β is
the angle between the geomagnetic pole along the geomagnetic meridian and the
line directed to the Sun. Therefore, we have β> 0 and 0 < β< 180◦ at all times.

cosβ= sinϕm · sinδe + cosϕm · cosδe · cos(λ−λm−15te) .

Within some limits (for middle and low latitudes), the following approximation
is possible:

τG = τ+(λm−λ+Λ)/15, hours .
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Nevertheless, for the polar region it is necessary to introduce a correction to the
geomagnetic coordinates determined by the excentric dipole. Therefore, in view of
the above formulas, the corrected geomagnetic time is τG

′ = τG + δτG
′, where δτG

′
is determined by the formulas (Simonov 1963)

cosδτ′G =
cosΦ−d · cos(Λ−Λ0)√

cos2Φ−2d · cosΦ · cos(Λ−Λ0)+ d2

sinδτ′G =
d · sin(Λ−Λ0)√

cos2Φ−2d · cosΦ · cos(Λ−Λ0)+ d2
.

tgδτ′G =
d · sin(Λ−Λ0)

cosΦ−d · cos(Λ−Λ0)
,

where

d = 5.1775−5.587 ·10−3(YYYY+ td/365)+ 1.52023 ·10−6(YYYY+ td/365)2,

Λ0 =−0.250(YYYY+ td/365)+ 707.7.

For the year 1990 we have d = 0.07967 and Λ0 = 209.9◦E.
To analyze the tidal influence of the Moon, it is necessary to determine the lu-

nar time τ��. A consideration of a lunar tide shows that its effect is determined by
the tide-generating potential W(r, Θ), which depends on the angular distance of the
point under consideration from the straight line connecting the Earth center and
the Moon center, Θ, and on the distance from Earth to Moon, r (Chapman and
Lindzen 1970). Moreover, the tide magnitude at a given point of the atmosphere
strongly depends on the declination of the Moon δ��. In the moving coordinates
related to the Moon, according to the data of Fig. 1.29, we have

sinΘ= sinϕ · cosδ�� + cosϕ · sinδ�� · cosτ��,

sinΛ=
cosϕ
cosΘ

· sinτ��

Fig. 1.29 Coordinate systems
relative to the Earth and to the
atmosphere reduced to the
position of the Moon
(Chapman and Lindzen 1970)
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where ϕ is the latitude of the observing site; Θ and Λ are, respectively, the latitude
and longitude of the measurement point in the tide-deformed atmosphere.

Figures 1.30 and 1.31 show the relations between Θ and ϕ and between Λ and
τ�� for various declinations of the Moon, calculated for the stations at Loparskaya
(70◦N), Yakutsk (64◦N), Zvenigorod (58◦N), and Abastumani (45◦N). The latitudes
are indicated for the observed regions of the atmosphere at altitudes of about 90 (km)
(Kropotkina and Shefov 1977).

The exact value of lunar time can be obtained by the formulas (Chapman and
Lindzen 1970)

τ�� = τ− ξ,
ξ=−9◦26009 + 445267◦12165 ·T + 0◦00168 ·T2,

ξ=−0h6173393 + 29684h47478 ·T + 0h000112 ·T2.

Using the data of the Annual Review of Astronomy & Astrophysics, one can
determine the lunar time (to within some tenths of an hour) by the formula

τ�� = τ− τ��lc + 0.8h ·λ/360

Fig. 1.30 Relations between Θ, τ��, and ϕ for various declinations of the Moon, calculated for
Loparskaya (70◦N) (A), Yakutsk (64◦N) (B), Zvenigorod (58◦N) (C), and Abastumani (45◦N)
(D). The latitudes are indicated for the observed regions of the atmosphere at altitudes of about 90
(km) (Kropotkina and Shefov 1977)
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Fig. 1.31 Relations between Λ, τ��, and ϕ for various declinations of the Moon, calculated for
Loparskaya (70◦N) (A), Yakutsk (64◦N) (B), Zvenigorod (58◦N) (C), and Abastumani (45◦N)
(D). The latitudes are indicated for the observed areas of the atmosphere at altitudes of about 90
(KM) (Kropotkina and Shefov 1977)

or
τ�� = τ− τ��uc + 12.4h + 0.8h ·λ/360 ,

where τ��lc is the time of the nearest previous lower culmination of the Moon on the
Greenwich meridian and τ��uc is the time of the upper culmination after τ��lc.

Variations of the atmospheric parameters occur with the period of the Moon’s
age, i.e., the synodic month equal to 29.53 days. The Moon’s age tL can be estimated
to within several tenths of a day by the formula (Chapman and Lindzen 1970)

tL =
[(

td
365

+ YYYY−1900

)
·12.3685

]
·29.53−1 .

Here the square brackets denote the fractional part of the number; td is the number
of day of the year.
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1.5 Manifestation of the Variations of the Atmospheric
Characteristics in the Properties of the Airglow

The occurrence of the airglow of the upper atmosphere is closely related to its chem-
ical composition, temperature, and neutral density. These parameters determine the
penetration depth of solar UV radiation in different spectral regions responsible for
photoionization and photodissociation of molecules and atoms. In this connection,
there occur sequences of photochemical reactions which provide energy removal
from the atmosphere. The reaction products are intermediate active species whose
radiation is the evidence of the existence of some mechanism of interaction between
the processes involved. A knowledge of this mechanism would give us insight into
the atmospheric photochemical processes.

An example of an energetically significant process is the ozone–hydrogen reac-
tion that completes the recombination of atomic oxygen resulting from dissocia-
tion of molecular oxygen. Thus, the radiation of a hydroxyl molecule is a peculiar
kind of indicator of energy balance at altitudes of 80–100 (km). Owing to the rich
structure of the rotational–vibrational bands, the possibility exists of determining
the temperature in the emission layer and the variations in its altitude by the vibra-
tional temperature, which is a manifestation of the population density distribution
of excited OH molecules over vibrational levels, which, in turn, depends on the con-
centration of neutral components. Thus, hydroxyl emission serves as a peculiar kind
of thermometer of the environment.

The emission of atomic oxygen at 557.7 (nm) is a manifestation of a way of
atomic oxygen recombination. However, energetically this emission is a minor sink
of energy. Nevertheless, this process governs the altitude distribution of atomic oxy-
gen near the lower thermosphere that, in turn, controls the condition of the atmo-
sphere at the altitudes of the mesopause and lower thermosphere. Therefore, the
557.7-nm emission serves as a good indicator of dynamic processes, such as winds
and horizontal diffusion.

The emission of atomic oxygen at 630.0–636.4 (nm) that arises at the altitudes of
the F2 ionospheric layer allows one to determine the temperature and also the wind
speed and direction in this thermospheric region based on interferometric measure-
ments. Under quiet geomagnetic conditions, this emission results from dissociative
recombination by which ionized atomic oxygen goes over in the neutral state. Dur-
ing the periods of geomagnetic disturbances, which show up as low-latitude red
lights, the excitation is due to flows of superthermal electrons created by a ring cur-
rent. This leads to intense warming of the thermosphere and to energy removal by
the 630.0-nm emission.

It seems that an important part in these processes is played by the 5.3-μm emis-
sion from NO molecules, which corresponds to the (1–0) vibrational transition of
the ground state, whose excitation energy is 0.233 (eV). This emission arises in
various two-body reactions responsible for the formation of vibrationally excited
molecules of nitrogen oxide.
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The 1083-nm emission of helium arising at altitudes over 300 (km) is due to the
photoionization of the neutral components by 30.4-nm solar radiation that produces
photoelectrons of energy about 25 (eV). The altitude distribution of the emission
intensity depends on the temperature of the thermosphere.

The 656.3-nm emission of atomic hydrogen is very low energy. However, it is a
manifestation of the fluorescence of solar radiation in the Lyman beta line and arises
in the main at altitudes over 1000 (km), characterizing the hydrogenous geocorona
of the Earth.

1.6 The Heliogeophysical Conditions that Determine
the Observed Airglow Characteristics

Heliophysical conditions constitute a set of factors which characterize solar and ge-
omagnetic activities and are determined in the main by solar activity, which, in turn,
affects the geomagnetic situation in the upper atmosphere. By geophysical condi-
tions are implied the time–space properties of a geographic site above the Earth
surface, i.e., longitude–latitude and time parameters. The idea of “solar activity”
implies that the intensity of solar radiation in various spectral regions and its other
characteristics do not remain constant. The time scale of these variations covers a
range from several seconds to some millions of years. All these variations reflect the
processes occurring in the circumplanetary space and, what is especially important,
on the Earth. In this case only those types of variations of atmospheric character-
istics are considered which are reflected in similar variations of the airglow of the
Earth.

1.6.1 Solar Activity and Its Variations During 11-yr Cycles

1.6.1.1 Solar Activity Indices

The most pronounced feature of solar activity is its 11-yr repeatability. Investiga-
tions of solar flux variability for almost 250 years have revealed a certain law in the
average behavior of solar activity indices, such as Wolf sunspot numbers and, since
1947, F10.7 radio-frequency solar flux. Sunspots are regions of the photosphere with
reduced temperature, emission intensity, and gas pressure resulting from local en-
hancement of the magnetic field. A Wolf number W characterizes both the number
of spot groups and the number of spots in a group. It is determined by the formula
(Vitinsky et al. 1986)

W = k(10 ·G+ N) ,

where k is a coefficient which depends on the method of observation, instrumenta-
tion, and features of the observer and characterizes the system of a given observatory
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relative to the international system; G is the total number of spot groups; and N is
the total number of spots in all groups. Routine observations of Wolf numbers have
been performed since 1749.

The radio-frequency flux F10.7 (expressed in 10−22(W ·m−2 ·Hz−1) at 2800
(MHz) 10.7 (cm) wavelength) is an index which characterizes the conditions in
the solar corona and has strong correlation with short-wave ultraviolet solar ra-
diation. Routine measurements have been performed since 1947. It is of interest
that the propagation of perturbations from the photosphere (W index) to the corona
(F10.7 index) occurs with a delay of ∼3 months, which corresponds to a velocity of
∼5 (m · s−1) (Apostolov and Letfus 1985), i.e., to a distance of ∼45 000 (km) or
∼6(%) of the Sun radius.

On the average, there is a correlation between these indices with the correlation
coefficient increasing for longer observation periods. For yearly mean values this
correlation is given by (Kononovich et al. 2002)

F10.7 = 66.179 + 5.566 ·
(

W
10

)
+ 0.441 ·

(
W
10

)2

−0.0143 ·
(

W
10

)3

,

W =−126.711 + 24.683 ·
(

F10.7

10

)
−0.925 ·

(
F10.7

10

)2

+ 0.0189 ·
(

F10.7

10

)3

.

Initially, after a minimum of solar flux, there occurs its rather rapid increase which
is followed by a slower decrease, i.e., an aperiodic process is observed on the av-
erage. The relevant measurements are presented in Fig. 1.32. Attempts of analytic
approximation of the dependence observed both for an individual cycle and for a
sequence of cycles were made repeatedly. According to the Wolf hypothesis that
there is a superposition of various variation components, many researchers attempted
to use a combination of harmonic components, including the gamma distribution
(Kostitsyn, 1932 (see (Waldmeier 1955, S. 155)); Stewart and Panofsky 1938;
Stewart and Eggleston 1940; Waldmeier 1941, 1955; Vitinsky 1963, 1973; Bocharova
and Nusinov 1983; Vitinsky et al. 1986; Ivanov-Kholodny and Nusinov 1987) and the
lognormal distribution (Bothmer et al. 2002). Functions similar to Planck’s function
(Hathaway et al. 1994) were also used. However, the results of these investigations
gave no way to describe the characteristics of the 11-yr cycle.

Ivanov-Kholodny et al. (2000a,b) reliably revealed quasi-biennial oscillation in
solar activity that was first detected by Schuster (1906) and then investigated by
Clough (1924, 1928), who pointed out the presence of this variability in meteoro-
logical and magnetic phenomena on the Earth. However, their presence in variations
of the Earth’s atmosphere was revealed independently by Clayton (1884a,b), and
Woeikof (1891, 1895). Therefore, it became obvious that the observed variations
in solar activity are a superposition of the aperiodic variations that characterize the
11-yr and 2- to 3-yr variations (Kononovich 1999, 2001; Khramova et al. 2002;
Kononovich and Shefov 2003).

Nagovitsyn (1997) restored the yearly average Wolf numbers for a period since
1096 covering more than 900 years (see Fig. 1.32) that testify to long-term variations
of solar activity.
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Fig. 1.32 Variations in yearly
mean values of solar activity
(Wolf numbers W) during the
period from 1100 to 1995
(Nagovitsyn 1997)

YEARS

In the study of long-term variations in the activity of the stars of late spectro-
scopic classes F6-K7 (Baliunas et al. 1995) cyclic variations with periods from 7
to 15 years have been revealed which bear similarities to the 11-yr periodicity of
solar activity. This implies the presence of general regularities in long-term cyclic
activity, which appear to depend on the sizes and temperatures of stars.

1.6.1.2 Average Functional Relations for the 11-yr Cyclicity

In connection with the mentioned long-term variability in stellar and solar activities,
possible approximating relations were considered which allow one to estimate the
solar activity indices in different phases of the cycle (Kononovich 2004, 2005).
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Among numerous functional relations suitable for describing the aperiodic vari-
ations in solar activity indices, two functions were primarily considered. First, this
was the gamma distribution with a squared argument t (in a more general form, it
is sometimes termed as the Nikagami distribution (Vadzinsky 2001)). It is of in-
terest that formally it is similar in character to the Maxwellian distribution. For
the first time it was used by Kostitsyn (1932) (see (Waldmeier 1955, S. 155));
however, subsequently it was overlooked by researchers. This distribution has the
form

G(t) = B · t2kGe
− t2

T2
G ,

where the time t (years) is counted from the cycle minimum, and the lognormal
distribution is of the form

L(t) =
A
t
· e−(kL·loge

t
TL

)2
,

where the argument t is counted from a point preceding the minimum of solar ac-
tivity. It takes place as a statistical size distribution in the case of fragmentation
of particles (Kolmogorov 1986) and as a probability density distribution of vari-
ation rates in diffusion of a passive tracers in a random velocity field (Klyatskin
1994).

The integrals SG and SL of these Wolf number distributions within a cycle, the
argument values for the tMG and tML maxima of the distributions, and the maximum
values of the functions GM and LM are determined by the formulas

SG =
GM

2
·TG · ekG ·k−kG ·Γ(kG + 1

2), mode tMG =
√

kG ·TG,

GM = B ·kkG
G ·T2kG

G · e−kG;

SL =
√
π·LM ·TL

kL
· e−

1
4k2

L , mode tML = TL · e
− 1

2k2
L ,

LM =
A
TL
· e

1
4k2

L ,

where Γ is the gamma function.
The width of the cyclic profile is taken at a half-maximum of the function WG =

tG2− tG1, where tG2 and tG1 are roots of the transcendental equation

t2

T2
G

= kG · loge
t2

T2
G

−kG · loge kG + kG + loge 2 .

Numerical solution of this equation for 0.50≤ kG ≤ 1.40 yields

tG1

TG
=−0.0786 + 0.661 ·kG−0.100 ·k2

G,
tG2

TG
= 1.020 + 0.746 ·kG−0.130 ·k2

G ,
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whence the halfwidth of the curve for an 11-yr cycle is obtained as

WG = TG
(
1.100 + 0.085 ·kG−0.030 ·k2

G

)

and the asymmetry as

PG =
tG2− tMG

WG
=

1.020−√kG + 0.746 ·kG−0.13 ·k2
G

1.100 + 0.085 ·kG−0.030 ·k2
G

.

For a lognormal function we have

loge
tL1

TL
=− 1

2k2
L

−
√

loge 2

kL
, loge

tL2

TL
=− 1

2k2
L

+

√
loge 2

kL
,

WL = TL · e
− 1

2k2
L

(
e

√
loge 2
kL − e

−
√

loge 2
kL

)
= 2 ·TL · e

− 1
2k2

L sh

√
loge 2

kL
,

PL =
tL2− tML

WL
=

1− e
−
√

loge 2
kL

1− e
− 2
√

loge 2
kL

=
1

1 + e
−
√

loge 2
kL

.

With the above functions a long-term set of yearly average Wolf numbers W was
analyzed (Vitinsky 1973) for all available cycles, from cycle 1 to cycle 22. For the
11-yr cycles mean annual values were used because other, short-period variations
were naturally smoothed out.

The use of the above functional relations has made it possible to obtain a set of
parameters to calculate an average “background” distribution of Wolf numbers for
the overall period of observation of 11-yr cycles. Examples of this approximation
are shown in Fig. 1.33.

1.6.1.3 The Exponential Function

Consideration of the physical mechanisms active in the convective zone of the Sun
leads to an analysis of diffusion processes. Kononovich (2003) considered the com-
bined effect of the variations caused by an 11-yr cycle and variations of smaller time
scale. The solution obtained contains an exponential function of a cubic polynomial
which represents an 11-yr cycle, namely,

E(t) = H · exp

[
−kErE(t− t0)+

DT

3
·k2

E(t− t0)3
]

= H · exp
[−m(t− t0)+ n(t− t0)3] ,

i.e.,

kE =
√

3n
DT

, rE = m

√
DT

3n
.
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Fig. 1.33 Association between yearly average Wolf numbers for cycle 2 (1766–1775) (points) and
approximations (solid lines) G(t) (1), L(t) (2), and E(t) (3) (Kononovich 2004, 2005)

This distribution is characterized by the mode tME = t0 −
√

rE
DTkE

, and the

maximum

EM = H · exp

[
2 · rE

3

√
kE · rE

DT

]

.

The values of the arguments for EM/2 are determined by the formula

tE1 = t0−2

√
rE

DT ·kE
· cos

⎡

⎢
⎢
⎣60− 1

3
arccos(1− 3loge 2

2 · rE

√
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)

⎤

⎥
⎥
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√
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DTkE
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⎡
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1
3

arccos(1− 3loge 2

2 · rE

√
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)

⎤

⎥
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the halfwidth of the distribution by
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√
3rE

DTkE
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⎡
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⎣

1
3

arccos(1− 3loge 2

2 · rE

√
kE · rE
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⎥
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the asymmetry by

PE =
tE2− tME

WE
=

1−2cos

⎡

⎢⎢
⎢
⎣

60 +
1
3

arccos(1− 3 loge 2

2·rE
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√
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⎥
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,

and the area by

SE = EM · e
− 2·rE

3 ·
√

kE ·rE
DT ·

12∫

0

exp

[
−kErE(t− t0)+

DT

3
k2

E(t− t0)3
]

dt .

The total cycle duration TE strongly depends on the choice of the minimum Wolf
numbers at the cycle end, which, in real conditions, make about 5–7(%) (1/15–1/20)
of EM. In this case, we have

TE = 2

√
3rE

DTkE
· sin

⎡

⎣1
3

arccos(1− 3loge 20

2 · rE

√
kE·rE
DT

)

⎤

⎦ .

The duration of the rising branch is TE1 = tEM and that of the falling branch
TE2 = TE−TE1.

The results of approximations of measurements of yearly average Wolf numbers
are shown in Fig. 1.33 (solid line) for DT = 2.

1.6.1.4 Comparison of Different Approximations

Comparison of the results of approximations using the above functions shows that
the correlations between the key parameters of the distributions are strong enough
and the regression lines, to within approximation errors, pass through the origin;
namely, the correlation with the parameters of G(t) is given by

LM = (1.09±0.05) GM, r = 0.983±0.007, σL = (0.98±0.08) σG,

r = 0.835±0.015,

SL = (1.13±0.09) SG, r = 0.940±0.025, WL = (0.98±0.12) WG,

r = 0.884±0.048,
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with the parameters of L(t) by

EM = (1.07±0.05) LM, r = 0.977±0.010, σE = (0.89±0.06) σL,

r = 0.602±0.14,

SE = (1.01±0.02) SL, r = 0.996±0.002, WE = (0.81±0.12) WL,

r = 0.816±0.073,

and with the parameters of E(t) by

EM = (1.11±0.06) GM, r = 0.970±0.013, σE = (0.79±0.13) σG,

r = 0.801±0.078,

SE = (1.16±0.09) SG, r = 0.951±0.021, WE = (0.92±0.10) WG,

r = 0.911±0.037,

SE = (1.09±0.02) EM ·WE, r = 0.996±0.002, SE = 584±195;

EM ·WE = 537±178.

As can be seen, the data for all cycles have almost identical variances. However,
on the average the maximum values of EM are greater than those of LM and GM,
the halfwidths WE are smaller than WL and WG, and the distribution areas SE are
greater than SL and SG by about 10(%).

Considering the 22-yr Hale cyclicity (Vitinsky et al. 1986), one can notice a ten-
dency for an increase (by ∼4(%) for a period of 22 years) in cycle integral ratios
SE(odd)/SE(even) in an even–odd pair (correlation factor 0.60± 0.26), which resem-
bles the increase in secular solar activity (Khramova et al. 2002; Kononovich and
Shefov 2003) for cycles 10 through 22, i.e., for the 1856–1996 period. It seems that
there is some correlation between 22-yr cycles in their time sequence.

In studying time variations of solar activity, especially for a period of many years,
the spectral composition of the observed time series is sometimes sought for. There-
fore, one can try to elucidate whether the above analytic approximations of 11-yr
variations of solar activity possess such properties. As already shown, all the three
distributions, G(t), L(t), and E(t), provide, to within 10(%), an approximation of the
observed yearly average Wolf numbers. This seems to mean that they represent var-
ious features of the process of propagation of a perturbation in the convective zone
in the presence of a magnetic field of complex pattern. The best choice for analytical
calculation of the Fourier coefficients is the function G(t). In this case, for the period
Tc∼11yr we have

G(t) =
a0

2
+

∞

∑
n=1

An · cos

[
2π ·n

Tc
(t−ϕn)

]
,

where the harmonic amplitudes are given by

An =
√

a2
n + b2

n
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and phases by

tgϕn =−bn

an
.

The Fourier coefficients, in turn, are described by the expressions

an =
2B
Tc

Tc∫

0

t2kGe
− t2

T2
G cos

2π ·n
Tc

t ·dt,

bn =
2B
Tc

Tc∫

0

t2kGe
− t2

T2
G sin

2π ·n
Tc

t ·dt.

The upper integration limit can be prolonged ad infinitum since the integrand
rapidly approaches to zero for t > Tc. Therefore, according to the data of the refer-
ence book by Prudnikov et al. (1981), the solution has the form

an =
√
π ·T2kG−1

G ·B
2kG ·Tc · coskGπ

e
− π

2·T2
G·n2

2·T2
c
[
D2kG(−Xn)+ D2kG(Xn)

]
,

bn =
√
π ·T2kG−1

G ·B
2kG ·Tc · sinkGπ

e
− π

2·T2
G ·n2

2·T2
c
[
D2kG(−Xn)−D2kG(Xn)

]
,

where D2kG is a parabolic cylinder function (Weber’s function) (Abramowitz and
Stegun 1964), whence

An =
√
π ·T2kG−1

G ·B
2kG−2 ·Tc · sin2kGπ

· e−
π2·T2

G·n2

2·T2
c ·

√
D2

2kG
(−Xn)−2D2kG(−Xn)D2kG(Xn)cos2kGπ+ D2

2kG
(Xn),

tgϕn = −ctgkGπ ·
D2kG(−Xn)−D2kG(Xn)
D2kG(−Xn)+ D2kG(Xn)

,

where

Xn =
√

2π ·TG ·n
Tc

.

Calculations using analytic relations and numerical calculations by yearly aver-
age values of G(t) for an average profile show that the amplitudes (Wolf numbers)
and phases have the following values: A1 = 59.4, A2 = 8.7, A3 = 2.5, A4 = 1.3,
ϕ1 = 4.9 years, ϕ2 = 3.7 years, ϕ3 = 2.5 years, ϕ4 = 1.8 years, and the average
value of G(t) = 64.7.

This implies that the 11-yr distribution of yearly average Wolf numbers can be
approximated by the only first harmonic (cosine) whose phase practically coincides
with the point of maximum of the 11-yr cycle. The contribution of the second
harmonic (5.5 yr) makes ∼15(%) and that of the subsequent harmonics is several
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percent. This perhaps gave impetus to some attempts to approximate an 11-yr cycle
in such a way (Vitinsky et al. 1986).

1.6.1.5 Discussion of the Approximations Obtained

The cyclic variations of yearly average Wolf numbers actually reflect the solar flux
variations in the latitude band on the surface of the Sun where spots appear. This ev-
idently follows from the generalized time–space spot structure, which is represented
as “Maunder’s butterflies”. The solar spots are manifestations of the complex pro-
cesses of vertical motion of perturbations which occur in the lower-lying convection
zone.

Combined analysis of the behavior of solar activity during an aperiodic cy-
cle (∼11(yr)) and cyclic aperiodic variations (CAVs) with an average period of
2–3 years has shown that the minimum of the CAV train coincides with the com-
mon minimum of solar activity. In this case, the beginning of the CAV train is shifted
from the point of minimum of the cycle by about 1–2 years. This implies that the
onset of a new cycle of solar activity and the beginning of the CAV train most likely
occur practically simultaneously as a result of a pulsed process, and, due to the dif-
ferent velocities of propagation of CAV trains from the interior of the convection
zone at the Sun surface, first a CAV train is observed and then a new cycle starts.
This is also evidenced by the fact that a CAV train breaks 22 years after its be-
ginning, already in the subsequent cycle, approximately 5 years after its maximum
(Kononovich and Shefov 2003).

Proceeding from physical notions, it is necessary to stress that among the func-
tions G(t), L(t), and E(t), the last one is a solution of the parabolic differential
equation

∂E
∂ t

= DT · ∂
2E

∂ r2
E

−kE · rE ·E ,

which describes diffusion and heat-and-mass transfer (Polyanin 2001). The factor
DT is the diffusion coefficient (cm2/s). The equation

∂K
∂ t

= DT ·
(
∂ 2K

∂ r2
E

+
2
rE

∂K
∂ rE

)
−kE · rE ·K ,

where E = rE ·K, describes nonstationary thermal and diffusion processes in a
medium with central symmetry.

The long-term variations of solar activity within an 11-yr cycle are a consequence
of the diffusion and heat-and-mass transfer caused by the conversion of the mag-
netic field energy in the convective zone of the Sun, which are described by the
relaxation–diffusion model (Soloviev and Kirichek 2004). According to this model,
each magnetic 22-yr cycle is generated by some individual “portion” of magnetic
flux which has entered in the convection zone or has formed in this zone due to dif-
ferential rotation and has been “processed” inside this zone by plasma eddies into
some large-scale magnetic structure. The dissipation of this structure (diffusion in
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a spherical turbulent layer) can proceed in modes which result in the formation of
magnetic structures of diffusion “wave packet” type. Once a perturbation pulse has
appeared, its propagation velocity being slightly dispersed, an oscillatory process
arises, which is described by the Airy function (Gill 1982). The diffusion equation
is also satisfied by functions related to the Airy function.

Consideration of the development of an 11-yr cycle suggests that a toroidal per-
turbation arising at the base of the convection zone at heliographic midlatitudes
diffuses upward and simultaneously shifts toward the equatorial plane. Therefore,
the time variations of solar flux are variations of the meridional section of this float-
ing perturbed region at the level of the photosphere. This trajectory is repeated by
each subsequent cycle. However, the variations in depth of its occurrence vary the
duration of the cycle and the relevant characteristics.

It is of importance that there is a significant negative correlation (r = −0.481±
0.168) between the 11-yr cycle maximum amplitude EM and the parameter rE and a

positive correlation between E
−1/2
M and the time of solar maximum tEM (r = 0.748±

0.094). This gives the following regression relations:

EM = (140±15)− (3.74±1.52)rE,
√

EM · tEM = 48.6±8.5.

Hence, the solar maximum is obviously related to the depth of occurrence of the
initial perturbation and to the velocity of its propagation toward the surface.

Besides these correlations, of interest are the relations of the mutual behavior of
the parameters kE and rE to the time of solar maximum, tEM, or, in other words,
to the duration of the phase of increasing solar activity. This allows one to use
average correlation relations not only for the solar cycles that occurred before 1755,
invoking the database of the Pulkovo Main Astronomical Observatory at Pulkovo
of the Russian Academy of Sciences (PMAO 2004), but also for the stars of the
late spectroscopic classes G5–K5 (close to the solar class G2) (Baliunas et al. 1995;
Bruevich et al. 2001) for which many-year cycles of duration 7–16 years have been
revealed. Consideration of these correlations suggests that for both parameters kE

and rE there is a nonlinear correlation with tEM for which the data for solar cycles
and 12 stars having cycles from 7 to 16 years constitute a generic set. It has been
revealed that kE decreases and rE increases with increasing tEM. In addition, there
are distinct correlations of these parameters and also of tEM and WE with the star
radius expressed in units of the Sun radius, which varies from 0.5 to 1.5. All this
opens new possibilities for a better understanding of the nature of solar activity.

The above analysis of the long-term yearly average values of Wolf numbers al-
lows the conclusion that the function E(t), i.e., an exponential distribution of a cubic
polynomial, is the preferred analytic representation of Wolf numbers, having a clear
physical sense, for the 11-yr cyclicity of solar activity and also for the stars of late
spectroscopic classes.
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1.6.1.6 Estimation of the Parameters of the Curve of an 11-yr Cycle
by Some of Its Measurable Characteristics

The importance of the above analytic expressions that describe the 11-yr variations
of annual means of solar activity indices consists in that when their parameters are
calculated by the least square method based on the available annual means a possi-
bility arises to calculate the values of the indices for a given point in time within the
cycle. The availability of analytic relations corresponding to a given approximation
enables one to estimate the parameters of the curve based on measuring the most
typical properties of the curve even before the end of the given cycle, such as the
solar maximum amplitude of the cycle, its halfwidth W and asymmetry P, the time
interval between the minimum and the maximum, i.e., the mode tM, and the time
interval between the minimum and the half-maximum of the amplitude, t1, during
the phase of increasing activity. Using the formulas obtained, it is possible to derive
relations for the parameters of the 11-yr cycle curve.

For the gamma distribution, some relations are obtained by numerical approxi-
mations, while the other are derived analytically:

loge kG = 20.92−38 ·PG, kG = 3.03−1.74 ·WG

tGM
, B = GM ·

(
e

t2GM

)kG

, TG =
tGM√

kG
.

For the lognormal distribution we have

kL =

√
loge 2

loge
PL

1−PL

, TL =
WL · e

1
2k2

L

2 · sh

√
loge 2

kL

, TL = tML · e
1

2k2
L , A = LM ·TL · e

− 1
4k2

L .

For the exponential distribution of a cubic polynominal, to simplify the formulas,
it is convenient to construct some intermediate relations, namely,

X =
1
3

arccos

⎛

⎜
⎜
⎝1− 3loge 2

2 · rE

√
kE · rE

DT

⎞

⎟
⎟
⎠= 2 · arctg

[
2
√

3

(
PE− 1

2

)]
,

Y = 2 · rE

√
kE · rE

DT
=

3ln2

2 · sin2 {1.5 ·X} .

Based on these formulas, we have

H = EM · e− 1
3 Y, t0 =

WE

2
√

3 · sinX
+ tME, kE =

√
4 ·Y · cos3(60−X)

DT · (t0− tE1)3 ,

rE =

√
DT ·Y · (t0− tE1)
4 · cos(60−X)

.
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Checkout of these relations has shown that their parameters fit well to the values
calculated based on approximations.

1.6.2 Cyclic Aperiodic Variations of Solar Activity

1.6.2.1 Character of the Variations

The ideas about the character of so-called quasi-biennial oscillations (QBOs) of the
parameters of the mesopause and lower thermosphere have changed substantially in
recent years. It has been established that the reason for these oscillations is the QBOs
in solar activity. The quasi-biennial oscillations in the Earth’s atmosphere were de-
tected in 1880–1890 (Clayton 1884a,b; Woeikof 1891, 1895) and then were inves-
tigated by Clough (1924, 1928). Schuster (1906) and Clough (1924, 1928) revealed
their relation to solar activity. In the early 1950s, their presence in the variations of
the geomagnetic field characteristics was independently detected by Kalinin (1952)
who paid attention to their relation to solar activity. Two main solar maxima with
a characteristic interval of 2–3 years were investigated by Gnevyshev (1963, 1977)
who observed the variability of the light intensity from the solar corona. In the early
1960s QBOs were detected again in the variations of the characteristics of strato-
spheric winds and since then they have been intensely investigated (Rakipova and
Efimova 1975; Labitzke and van Loon 1988). It has been concluded that the QBO
type depends on solar activity and on the mode of air circulation in the stratosphere.

Since the detection of QBOs in the behavior of solar activity (Schuster 1906) their
periods were determined by ordinary spectral analyses, and QBOs with a period of
∼26 months have been revealed (Rakipova and Efimova 1975; Apostolov 1985;
Labitzke and van Loon 1988). However, it turned out that the calculated harmonic
oscillations point to the existence of periods of 2, 2.3, and 2.5 years (24, 28, and
30 months) (Gruzdev and Bezverkhnii 1999, 2003), which are not precisely con-
stant. Temporal variability has been detected even in the effective period (Fedorov
et al. 1994).

Recently new results have been obtained which testify that QBOs in the upper
atmosphere are related to QBOs in solar activity (Ivanov-Kholodny et al. 2000a,b;
Fadel et al. 2002), being in fact cyclic aperiodic variations (CAVs) (Kononovich
and Shefov 2003). This was promoted by the application of a more appropriate
method of numerical filtration of time series of observations (Ivanov-Kholodny
et al. 2000a,b), which is reduced to elimination of seasonal variations of the pa-
rameters under investigation and 11- and 22-yr variations of solar activity. In a real
case, the filtration is reduced to calculations of moving monthly means of an avail-
able series of monthly means of a given parameter, namely,

ΔT(ti) = 0.25 · [T(ti)−T(ti−12)]− [T(ti + 12)−T(ti)]
= 0.25 · [2 ·T(ti)−T(ti + 12)−T(ti−12)],
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where one month is taken for the time unit and i is the number of a term of the
time series of monthly means of the parameter. This in fact is the calculation of the
second differences of time series terms. In other words, this transform is the action
of a linear numerical filter with the amplitude–frequency characteristic modulus

|G(f)|= ∣∣sin3(12πf)/3πf
∣
∣ ,

where f = 1/τ is the frequency and τ is the period of oscillations. It has been shown
(Ivanov-Kholodny and Chertoprud 1992; Antonova et al. 1996) that |G(f)| reaches
a maximum Gmax at τ = 28.5 months. The halfwidth boundaries of the filter are
determined by the inequality 19≤ τ≤ 57 months. For τ= 1,2,3,4,6, and 12 months
we have G(f) = 0.

The data processing performed for both the solar activity and the temperature
of the upper atmosphere has shown that the QBOs are not harmonic oscillations
(Fadel et al. 2002). This was confirmed by using the method of principal terms of
time series “Caterpillar” (Danilov and Zhigljavsky 1997). It follows that the formal
spectral analysis of time series used in many studies of QBOs both in solar activity
and in the Earth’s atmosphere failed to reveal the character of QBOs (CAV) (Shefov
and Semenov 2006).

Great insight into the character of QBOs has been given by the work of Ivanov-
Kholodny et al. (2000a,b) who have revealed that during an 11-yr solar cycle there
are several maxima in the variations of both the index F10.7 and the ionospheric
parameters.

Earlier such a group of maxima was found by Apostolov (1985). The use of
other methods of elimination of the background solar activity variations also made it
possible to obtain maxima inherent in quasi-biennial oscillations (Kandaurova 1971;
Baranov et al. 2001); nevertheless, in these studies no attention was paid to such a
character of variations.

Actually, it turned out that the sequence of maxima in solar activity indices in
an 11-yr cycle is a train of oscillations with varying period and amplitude (Fadel
et al. 2002). These oscillation trains are well described by the Airy function Ai(-x),
which is a solution of the second-order linear differential equation (Abramowitz and
Stegun 1964)

y′′ −xy = 0 ,

which describes the propagation of internal waves in the atmospheres and oceans of
rotating planets. Here, it should be stressed that the Airy function, being a solution of
hydrodynamic equations, is not an approximation of observed variations, but char-
acterizes the processes occurring in the convection zone of the Sun. The modulation
of the ultraviolet radiation emitted at various levels above the photosphere reflects
the dynamics of the processes inside the Sun and, therefore, it shows up in variations
of the parameters of the Earth’s atmosphere (Kononovich and Shefov 2003).

For various values of the argument, the Airy function is expressed in terms of
Bessel functions:

Ai(x) = (1/3)x1/2[I−1/3(2x3/2/3)− I1/3(2x3/2/3)]
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for positive values of the argument and

Ai(−x) = (1/3)x1/2[J−1/3(2x3/2/3)+ J1/3(2x3/2/3)]

for its negative values.
For this case we have x = 3−Δt, where Δt = t− t0 is the time (years) passed

from the start of the train, t0. Since Ai(3) ≤ 0.008, i.e., it is practically equal to
zero though Ai(x) asymptotically tends to zero as x→ ∞, it can be assumed that the
beginning of the train corresponds to x = 3. The value of−Ai (−1) is about−0.54,
which seems to correspond to the yearly average F10.7 minimum in an 11-yr cycle.

The integral representation of the Airy function has the form

Ai(±x) =
1
π

∞∫

0

cos

(
t3

3
±xt

)
dt .

The solar component in the index F10.7 is

ΔF10.7 =−22 Ai(3−Δt) .

Values of the Airy function can be found in tables or calculated by approximation
formulas (Abramowitz and Stegun 1964):

Ai(x) = c1 · f(x)− c2 ·g(x) ,

where

f(x) = 1 +(1/3!) ·x3 +(1 ·4/6!) ·x6+(1 ·4 ·7/9!) ·x9+ . . .,

g(x) = x +(2/4!) ·x4 +(2 ·5/7!) ·x7+(2 ·5 ·8/10!) ·x10+ . . ..

c1 = 3−2/3 ·Γ(2/3) = 0.35502, c2 = 3−1/3 ·Γ(1/3) = 0.25882.

In view of the above data, it is more correct to term oscillations of this type
as cyclic aperiodic variations (CAVs). The first broad minimum has a duration of
3.8 years, the duration of the subsequent maxima is 2.8 years, decreasing to about
1.7 years during the subsequent years. The first broad minimum coincides with the
minimum of an 11-yr cycle. However, the total train length is ∼22 years; that is,
the train covers some part of the subsequent cycle interval, and this results in in-
terference of the maxima of the trains of two cycles. As a consequence, there is no
resemblance between the CAVs observed in different 11-yr cycles (Kononovich and
Shefov 2003).

The Fourier analysis of the Airy function have shown (Shefov and Semenov 2006)
that if the train intervals for the arguments 3−Δt are chosen within the limits of
12–15 years, the maximum amplitudes of harmonics correspond to periods of 2.3
and 2.8 years and depend on the position of the chosen time interval within the limits
of the 11-yr solar cycle.

Figure 1.34 shows the monthly mean variations of the Wolf numbers for cycles
17 through 22, a series of quasi-biennial oscillations filtered using the method of
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Fig. 1.34 The monthly mean Wolf numbers W for cycles 17 through 22 (lower curve, rel. un.).
For cycle 23, the thin line represents forecast data (Khramova et al. 2000). The upper curve (ΔW)
represents the series of quasi-biennial variations filtered out by the method of Ivanov-Kholodny
et al. (2000a). Shown below are the superposition of eight Airy functions for cycles 17 through
22 (Σ) and, separately, the Airy function trains for each cycle, truncated within 22-yr periods
(Kononovich and Shefov 2003)

Ivanov-Kholodny et al. (2000a), and the superposition of the Airy functions for each
cycle, truncated within the limits of 22-yr cycles (Kononovich and Shefov 2003).

Application of the method of principal terms of time series (based on the trans-
formation of a one-dimensional series to a many-dimensional one by means of the
“Caterpillar” code) (Danilov and Zhigljavsky 1997) gave time variations of solar
flux for the secular, 11-yr, and quasi-biennial components (Fig. 1.35).

Figure 1.34 presents the smoothed measured variations ΔW and the Airy func-
tions Ai(–x) calculated for a superposition of trains. In the calculations the argument
x = 3−K ·Δt was used. The coefficient K (close to unity) provided consistency be-
tween the time scale and the wave train length. When considering the interference
of trains in the sequence of 11-yr cycles, the scales and shifts of individual Ai(–x)
functions were adjusted by varying the coefficient K and the train duration. Thus, it
can be seen that the period is ∼38 months in the initial phase of the solar maximum
and ∼21 months in the phase of its minimum, linearly decreasing at a rate of −1.7
(month·yr−1) with a correlation factor of – 0.98. The best agreement between the
measured and calculated variations ΔW is attained at a train duration of about two
solar cycles, which is probably related to the 22-yr Hale cycle. The factor of cor-
relation between the semiannual average and the calculated approximate values of
ΔW for five cycles was 0.6± 0.1. The deep minimum in the beginning of the train
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Fig. 1.35 A long-term series of monthly mean Wolf numbers W (a) and its decomposition into
three components: secular (b), quasi-biennial (QBO) (c), and 11-yr for cycles 1 through 22
(d), (Kononovich and Shefov 2003)

of functions−Ai(−x) = −0.54 at x = 1 corresponds to the minimum of the yearly
average W in the 11-yr cycle. This means that, according to the observations, a new
cycle begins in fact before the end of the previous one, when the mentioned broad
minimum starts suppressing the oscillations at the end of the previous cycle.

If all coefficients K and tN would be identical, the full repeatability of quasi-
biennial oscillations should readily be seen. In reality, because of the variability in
cycle durations, the onsets of new cycles are irregular, resulting in a strong variabil-
ity in time behavior of the solar activity indices represented by the Airy function,
i.e., the actual behavior of the observed variations of solar activity varies from cycle
to cycle. This is clearly exemplified by the 19th (1954–1964) and 22nd (1987–1996)
cycles during which two maxima have been revealed in the period of maximum so-
lar activity. Therefore, the statement about the so-called double-peak variability of
solar activity and the “Gnevyshev dip” between the peaks, repeated by different
researchers (Mikhailutsa and Gnevyshev 1988; Vernova et al. 1997; Obridko and
Shelting 2003) is a rooted misunderstanding since these peaks do not bear witness
to an independent isolated event, but represent the most pronounced part of an ape-
riodic process occurring during the solar cycle.

Thus, it is senseless to speak about a 2.2–2.7-yr train period. We believe that the
term “quasi-biennial oscillations”, though commonly used, is unhappy. It would be
more correct to call variations of this type cyclic (in the sense that they are repeating
and, at the same time, accompanying an 11-yr solar cycle) aperiodic variations.
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1.6.2.2 Correlation Between QBOs and Variations of Solar Neutrinos

Long-term measurements of solar neutrinos are now publicated (Sakurai 1979;
Lanzerotti and Raghavan 1981; Haubold and Gerth 1983; Cleveland et al. 1998;
Davis 2002). Attempts have already been made to reveal various types of vari-
ations of this time series, and the presence of quasi-biennial oscillations is men-
tioned, though their character is not specified. In Fig. 1.36 the data about neutrinos,
smoothed by means of a 1:3:5:3:1 sliding filter, are compared with the quasi-biennial
component of the solar activity index, ΔW (Wolf number variation). For more con-
venient comparison, the neutrino flux scale is directed downward and the time scales
are shifted to achieve the best mutual correspondence between the time variations
(Kononovich 2004). As can be seen, the variations are concurrent in antiphase and
shifted in time. For the interval 1974–1982 the correlation coefficient for these series
is −0.84. Thus, CAVs in solar activity indices are observed about 1.4 years earlier
than the variations in neutrino fluxes.

The effect revealed implies in fact that the CAV-generating perturbation source is
in the interior of the Sun, at the base of its convective zone, and the propagation of a
perturbation to the surface and to the center of the Sun takes different times because
of the difference in distances.

1.6.2.3 Spectral Composition of the Cyclic Aperiodic Variations of Solar
Activity and of the Earth’s Atmosphere Characteristics

Spectral analysis, which was applied to the observational data on solar activity
(Schuster 1906; Clough 1924, 1928; Apostolov 1985; Obridko and Shelting 2001)

Fig. 1.36 Comparison of the cyclic aperiodic (quasi-biennial) variations in solar activity (solid
line) (Kononovich and Shefov 2003, 2006) and in solar neutrino fluxes (points: data of
Sakurai (1979) smoothed with a 1:3:5:3:1 filter)
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and on various characteristics of the Earth’s atmosphere (Clayton 1884a,b; Woeikof
1891, 1895; Clough 1924, 1928; Kalinin 1952; Rivin and Zvereva 1983; Labitzke
and van Loon 1988; Gruzdev and Bezverkhnii 1999, 2003), usually led to the con-
clusion that there exist harmonic oscillations with periods of 2, 2.3, and 2.5 years
(24, 28, and 30 months), which are not strictly constant. Time variability was noticed
in QBOs (Fedorov et al. 1994; Obridko and Shelting 2001).

Investigations of this type of variations in solar activity indices by the numeral
filtration method (Ivanov-Kholodny et al. 2000a; Kononovich and Shefov 2003) and
by the method of principal terms (“Caterpillar” method) (Danilov and Zhigljavsky
1997) used by Kononovich and Shefov (2003) have shown that these variations
are not harmonic. Analysis of the time behavior of the characteristics of the mid-
dle atmosphere (Fadel et al. 2002) has given similar results. Such cyclic aperiodic
variations (CAVs), usually termed as quasi-biennial oscillations (QBOs), are well
described by the Airy function (Fadel et al. 2002; Kononovich and Shefov 2003).

The long-term variations of solar activity within an 11-yr cycle are manifestations
of the diffusion and heat-and-mass transfer processes resulting from the conversion
of magnetic field energy in the convective zone of the Sun, which are described
by the relaxation–diffusion model (Soloviev and Kirichek 2004). In hydrodynamic
studies of the atmospheres of rotating planets, the occurrence of various types of os-
cillations propagating in them has been discussed in detail. Noteworthy is that these
oscillations are described by the Airy function. Thus, a perturbation pulse propa-
gating with a velocity having a small dispersion is accompanied by an oscillatory
process described by the Airy function (Desaubies 1973; Munk 1980; Abramowitz
and Stegun 1964; Gill 1982; Monin 1988). The diffusion equation is also satisfied
by functions related to the Airy function.

Consideration of the development of an 11-yr cycle shows that a toroidal pertur-
bation arising due to relaxation processes (Soloviev and Kirichek 2004) at the base
of the convection zone at middle heliographic latitudes diffuses upward and simul-
taneously comes nearer to the equatorial plane. This seems to be due to the greatest
gradients of angular velocity of rotation of the Sun taking place in the region of tran-
sition from the quasi-solid-state rotation of radiative inner layers of the Sun to the
differential rotation of the convective zone (Kononovich and Shefov 2003). Thus,
the time variations in solar activity represent variations in the spatial (inside the
Sun) meridional section at the level of the photosphere of this perturbation moving
outward, which show up as 11-yr variations. Each subsequent perturbation follows
this trajectory. However, the variations in depth and, probably, in heliographic lat-
itude of the onset of a perturbation vary the cycle duration and the corresponding
atmospheric characteristics. The simultaneously propagating cyclic aperiodic varia-
tions modulate the meridional section.

This type of regular cyclic variability in solar activity shows up in some char-
acteristics of solar magnetic activity (Ivanov-Kholodny et al. 2000a) and also in
that many anomalously strong disturbances of solar activity arise near the maxima
described by the Airy function. These, for example, are the intense red auroras ob-
served on March 17, 1716 (3rd cycle), September 1/2, 1859 (10th cycle), September
24, 1870 (11th cycle), and February 11, 1958 (19th cycle) (Yevlashin 2005). The
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frequency of observations of red auroras also features this regularity. Within the
current 23rd cycle, the red auroras of March 31, 2001, October 29 and 30, and
November 20, 2003 also fell on the periods of quasi-biennial oscillation maxima.

According to measurements, the observed aperiodic variations are described by
the Airy function –Ai(–t). In the standard spectral analysis, the Fourier coefficients
have the form

an =− 2
T
·

t0+T∫

t0

Ai(−t)cos

[
2πnt

T

]
dt, bn =− 2

T
·

t0+T∫
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Ai(−t)sin

[
2πnt

T

]
dt ,

where T is the analyzed time interval, t0 is the value of the Airy function argument
corresponding to the beginning of the analyzed interval. In the representation of the
time series as
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n, the phase tn is determined by costn = an/An, sin tn = bn/An.
The integral representation of the Airy function has the form
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In this case, the Fourier coefficients for negative t for which the Airy function
–Ai(–t) describes the behavior of solar activity and upper atmosphere temperature
at the base of the thermosphere, being damped-oscillating in character, are given by
the expressions
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The use of the above formulas and forms of the Airy function has made it possible
to calculate the amplitudes of harmonics for the time interval typical in considering
an 11-yr solar cycle.

The harmonic amplitudes and phases were calculated first by the Fourier analysis
of numerical values of the Airy function for various values of the interval T. Then a
semi-analytic method was applied to calculate numerically the Fourier coefficients
based on the integral representation of the Airy function.

It should be noted that in the consideration of the QBOs in solar activity and
in parameters of the Earth’s atmosphere, the scale of the Airy function argument
practically corresponds to the time scale expressed in years. The calculations by
both methods have shown that for the time interval determined by the duration of a
solar cycle within which shorter periodic variations are usually analyzed the maxi-
mum harmonic amplitude corresponds to 2.3- and 2.5-yr periods, as can be seen in
Fig. 1.37a,b.

Fig. 1.37 Variations in calculated amplitudes An of the nth harmonics having periods T/n with
the chosen time interval T of the argument of the Airy function. (a) Semi-analytic calculations.
(b) Numerical analysis of the time series of the Airy function for the argument range |−2.3| ≤ x≤
|−12|. Solid line is a normal distribution for the period 2.25 with a variance of 0.5
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According to the properties of the Airy function, for its arguments from −2.34
to −11.94, between its every three successive zeros, there are quasi-sinusoidal os-
cillations with periods of 3.18, 2.70, 2.42, 2.4, 2.10, 1.98, and 1.90, having mean
amplitudes of 0.400, 0.365, 0.345, 0.334, 0.322, 0.312, and 0.308, respectively. As
can be seen from the calculation results (see Fig. 1.37), these periods have maximum
values in a harmonic analysis. As the length of the analyzed interval is successively
decreased from 12 to 2 years, the maximum amplitude of the harmonics with periods
of 2.0–2.8 years increases. Successively shifting the 2.36-yr interval along the range
of argument values under consideration has revealed that the maximum amplitude
corresponds to the first two sine cycles whose periods are in the range 2.3–2.5 years.

The wavelet transform applied to analyze quasi-biennial oscillations in the lower
and middle atmosphere testifies that the spectral distribution of the processes un-
der investigation varies with time and with the altitude at which the oscillations
occur. This transform offers the possibility to detect several simultaneously inter-
acting oscillations (Astafieva 1996). It is of interest that the wavelet analysis of
quasi-biennial oscillations of the temperature, pressure, and wind velocity in the
stratosphere (Gruzdev and Bezverkhnii 1999, 2003, 2005) has shown that the os-
cillation periods gradually decrease within several years during the basic part of
an 11-yr cycle, just as this should follow from the behavior of the periods of
the Airy function. Nevertheless, the actual character of the process has not been
revealed.

The presence of short-period and long-period harmonics with small amplitudes
determined by the length of the analyzed interval is due to their misfit to the periodic
properties of the Airy function and due to the monotonic decrease in amplitude of
its maxima and minima. It is of importance that for the cases where the formal scale
of the Airy function argument can be different from the mentioned time scale, the
CAV periods will naturally change in proportion with the scale ratio. This situation
seems to take place for the data of observations of sidereal activity.

As can be seen from Fig. 1.37, the amplitude distribution for the periods close to
2.25 years is well described by the normal distribution

A

(
T
n
−2.25

)
= 0.32 · exp

[

−
(

T
n −2.25

)2

(0.5)2

]

.

The factor of correlation between the results of calculations and approximations
is 0.9±0.1.

In an actual situation of the behavior of solar activity there occurs interference
of the oscillation trains of successive 11-yr cycles as a result of which the first and
second maxima of a current cycle are summed up with the sixth and eighth max-
ima of the previous cycle, and, correspondingly, the first and second minima of a
current cycle with the seventh and ninth maxima of the previous one. However,
since the relative shift of trains, P (11 years), is not invariable from cycle to cy-
cle, the actual oscillations change in character from cycle to cycle (Kononovich and
Shefov 2003). Therefore, sometimes maxima are observed which are manifestations
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not of an independent isolated event, but of the most pronounced part of an aperiodic
process occurring during a solar cycle.

Taking into account the interference of trains results in some complication of the
above expressions:
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∞∫
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Figure 1.38, a presents the relative position of CAV trains described by the Airy
function −Ai(x) within a 22-yr interval, as follows from the data by Kononovich
and Shefov (2003). The circles denote the values of the parameter tN and the hori-
zontal arrows depict the intervals T within which the calculation of harmonics was
performed. The calculation results are shown in Fig. 1.38 where the distributions of
the amplitudes of 1.4- to 4.2-yr harmonics are given for the interval T∼ 6–10 years
and for the relative shift of trains P = 11.3 (yr). It can be seen that the interference
of two trains slightly affects the spectral distribution of the analyzed solar cycle.

Fig. 1.38 Variations in
amplitudes of the
“quasi-biennial” harmonics
taking into account the
interference of successive
CAV trains in harmonic
Fourier analysis. (a) Relative
positions in time of the CAV
trains for the 21st and 22nd
cycles of solar activity
(Kononovich and
Shefov 2003); circles: values
of tN, horizontal arrows:
intervals T. (b) Harmonic
amplitudes versus their
periods for t0 = 2.3, 4.1,
and 5.5
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The maximum of amplitudes is about 2.1–2.5 years. Varying the shift within the
limits ±1 year, which follow from the analysis of the data reported by Kononovich
and Shefov (2003), with respect to the mentioned value has not revealed apprecia-
ble changes in the spectral distribution of harmonics. From the data presented in
Fig. 1.38 it follows that the mentioned dependence of the amplitudes on the period
reflects in fact the probability that in a harmonic analysis of a considered 11-yr in-
terval the maximum amplitudes will always correspond to 2.3- to 2.5-yr periods. In
every case, the maximum amplitude depends on the duration of the analyzed interval
and on the initial value of the argument. Therefore, it is little wonder that indepen-
dent spectral analyses of various characteristics of solar activity which show up in
variations of the global magnetic field of the Sun also result in the conclusion about
a narrow spectral interval of the periods calculated in this type of data processing
(Obridko and Shelting 2001).

If the time scales of successive trains are somewhat different (by∼5(%)), formal
account of this difference substantially complicates the analysis, however improv-
ing the results insignificantly, since the properties of the first three quasi-periodic
oscillations of the Airy function become dominant.

1.6.3 Long-Term Variations in Solar Activity

The problem of the long-term variability in solar activity was posed rather long ago.
Various methods were applied to attack this problem and it has been found that
there exist solar flux variations with periods from several tens to several thousands
of years (Waldmeier 1955; Vitinsky et al. 1986; Chistyakov 1997). In doing this,
conventional spectral analyses were applied to the series of Wolf numbers since
1745. Recently a series of yearly average Wolf numbers has been published which
was recovered based on a nonlinear description of the data by Schove (1955, 1962,
1979, 1983) about the times at which the Wolf numbers took extreme values during
the period from 1090 to 2003 (see Fig. 1.32) (Nagovitsyn 1997; PMAO 2004).

The most pronounced cycle that was revealed based on the measured solar activ-
ity indices is the 11-yr cycle. Numerous investigations have long made it obvious
that the variations in annual average solar activity during an 11-yr cycle, despite that
there exist variations with a shorter period, such as quasi-biennial (or cyclic aperi-
odic) oscillations (Apostolov 1985; Ivanov-Kholodny et al. 2000a,b; Kononovich
and Shefov 2003) and other noise components, are described in general by a bell-
shaped function with a shorter rising phase and a longer falling phase. Attempts
were made repeatedly to explain such a behavior of solar activity (Waldmeier 1955;
Vitinsky et al. 1986; Chistyakov 1997). However, all of them were aimed at con-
structing some approximations rather than at finding actual physical relations. In
the foregoing this problem has been considered in detail from the new viewpoint
based on Kononovich’s work (2005) and it has been shown that the mean variations
of yearly average Wolf numbers can be adequately described by an exponential of a
cubic polynominal:
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E(t) = H · exp
[−m(t− t0)+ n(t− t0)3] ,

and that this function is a solution of the diffusion equation (Polyanin 2001), which
has been considered in the previous section.

It should be noted that it is more appropriate to use Wolf numbers than the index
F10.7. As noted by Apostolov (1985), Wolf numbers characterize the solar activity
at the level of the photosphere whence the 200- to 300-nm UV radiation emanates
which has an impact on the atmosphere at altitudes of 25–100 (km), while the index
F10.7 characterizes the activity at the altitudes of the solar corona where the UV
radiation of wavelength shorter than 150 (nm) arises which acts on the atmosphere at
altitudes above 100 (km) with a delay of 3 months relative to the radiation associated
with Wolf numbers.

With the obtained analytic relations, which allow one to calculate 11-yr cy-
cle parameters based on the available data about yearly average Wolf numbers
(Kononovich 2004, 2005), an effort was made to analyze the long-term series
(Nagovitsyn 1997) and to elucidate the behavior of the parameters of the above
analytic representation of E(t).

Detailed examination of different cycles has shown that the typical asymmetry
(P∼ 0.530), which shows up most pictorially in cycles 1 through 23, is not so pro-
nounced for the earlier period for which the reconstruction has been made by an
indirect method. Though the approximation of the data of Nagovitsyn (1997) is ac-
curate to within ∼30(%), the distribution parameters of the function E(t) vary sub-
stantially and, in some cases (∼20 cycles of 83), take obviously anomalous values
(see Fig. 1.32).

Nevertheless, examination of the long-term behavior of the mentioned parame-
ters allows one to reveal some their typical properties. It seams that the parameter
m should retain its value equal to about 0.65, and that the character of the function
E(t) is mainly governed by the coefficient n.

Obviously, the halfwidth W and asymmetry P of the distribution of 11-yr so-
lar cycle parameters can be measured rather reliably. With the formulas used by
Kononovich (2004, 2005) the parameter n can be calculated analytically by the
asymmetry parameter P, namely,

n =
16 ·m3

27 · ln22
· sin4

{
3arctg

[
2
√

3(P−0.5)
]}

.

The most easily determinable characteristics of the distribution are the amplitude
of the maximum, EM, and the halfwidth W. The correlation between these quantities
is negative, and, on the average, variations in EM from 50 to 150 are accompanied
by the decrease in W from 5.5 to 4 years. The parameter r, which characterizes the
depth of occurrence of a perturbation, has a negative correlation with EM. On the
average, to a greater depth r there corresponds a smaller amplitude EM and a greater
halfwidth W.

Since direct measurements of solar activity are not available, to reveal its secular
variations, data on various atmospheric phenomena are used which reflect the ef-
fect of solar activity, such as, for example, the frequency of observations of auroras.
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These data and the relevant publications have been collected by Schröder (1997,
2000a,b, 2002). These useful collections include publications, sometimes rare and
hardly accessible, in which the problems of long-term variations in solar activity are
discussed. However, the visual observations of auroras at midlatitudes must be com-
plemented with their intensity since at random observations only high-luminosity
events can be detected, which are rare at midlatitudes (Schröder et al. 2004).

1.6.4 Solar–Terrestrial Relationships

The impact of the variability of solar activity on the character of the processes occur-
ring in the circumterrestrial space and immediately at various levels of the Earth’s
atmosphere is the subject matter in studying solar–terrestrial relationships. For quite
natural reasons, the spectrum of responses of atmospheric parameters to solar activ-
ity is extraordinarily wide. Here we shall consider the manifestations of solar activ-
ity in the properties of the lower, middle, and upper atmosphere that can be revealed
by analyzing variations of the airglow of the upper atmosphere.

1.6.4.1 The Magnetosphere

The interaction of the exterior shell of the geomagnetic field of the Earth with the
Sun occurs via a continuous plasma flow from the solar corona, which is called the
solar wind. Under its action the geomagnetic field is deformed, being contracted on
the day side of the Earth and extended as a tail on its night side for many tens of
Earth radii (Fig. 1.39). This problem is discussed in numerous publications (Akasofu
and Chapman 1972; Nishida 1978).

The magnetosphere is very large: it extends for about 10 Earth radii (∼65000(km))
toward the Sun, for 15 radii (∼100000(km)) in the direction perpendicular to the
Sun, and for many hundreds and even thousands of Earth radii (some millions of
kilometers) in the opposite direction from the Sun.

Quiet solar wind – solar plasma flow – continuously emanates from the corona
with a velocity generally equal to about 400(km · s−1) (250–700(km · s−1)), fill-
ing up in fact the whole of the planetary Solar system. The high velocities, de-
termined from the delays of geomagnetic storms after chromospheric flares, about
1000(km · s−1) (maximum 2000(km · s−1)), are actually due to the flare-induced
shock waves propagating in the solar wind plasma. These waves, interfering with
the magnetosphere, practically always induce a burst of activity – a magnetospheric
storm accompanied by geomagnetic disturbances and auroras.

Under the action of solar wind, a large-scale surface current layer is formed at the
outer boundary of the magnetosphere. This is the so-called magnetopause whose ex-
terior magnetic field is equal to and opposite in sign to the interior geomagnetic field,
so that the net field on the outside is equal to zero, while inside it is approximately
doubled. The solar wind flow is collisionless and hypersonic (since the transport
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Fig. 1.39 The meridional section of the magnetospheric magnetic field. The numbers at the field
lines indicate geomagnetic latitudes and the numbers at the horizontal axis indicate the distances
in Earth radii (Akasofu and Chapman 1972)

velocity of the flow is several times greater than its thermal velocity). Therefore, a
collisionless shock wave arises in front of an obstacle – the Earth’s magnetosphere.
Behind the shock wave the solar plasma flow strongly heats up, its transport veloc-
ity drops, while the plasma concentration and the magnetic field strength increase
appreciably near the magnetopause. This region of hot plasma flowing round the
magnetopause is called the transition layer.

The average energy of plasma particles in the transition layer is 0.1–0.2 (keV) for
protons and 30–60 (eV) for electrons; the concentration is 10–30(cm−3). The mag-
netic field is several times greater than that in the solar wind, reaching 20–30 (γ),
which is comparable to the magnetic field behind the magnetopause (Galperin 1975).

The magnetopause is not a solid obstacle invariable in shape. Its shape is deter-
mined by the balance of the plasma and magnetic field pressure forces outside and
inside the magnetopause. The geomagnetic field prevails in the region between the
magnetopause and the Earth. At the same time, the space outside the magnetopause
is filled with solar wind particles.

The energy receipts from the solar wind to the magnetosphere are accompanied
by geomagnetic disturbances and by electron and proton flows toward the polar
regions of the Earth, into the auroral ovals. This gives rise to a glow in the upper
atmosphere (auroras) in a wide spectral region. The physics of these processes is
considered in numerous publications (Chamberlain 1961; Omholt 1971; Vallance
Jones 1974; Starkov 2000; Yevlashin 2000). Most of the emissions are excited in
the thermosphere and belong to nitrogen and oxygen molecules. The energetically
significant emissions are the 557.7- and 630-nm emissions of atomic oxygen.
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1.6.4.2 The Exosphere

At altitudes above 600–700 (km) the atmosphere is so rarefied that the collisions
between the medium species are very rare. The main atmospheric constituents are
hydrogen and helium with a small admixture of atomic oxygen. The altitude dis-
tribution for these light components is determined in many respects by escape pro-
cesses whose rates substantially depend on the intensity of the solar short-wave
ultraviolet radiation that involves the 121.6-nm Lyman alpha and 102.7-nm Lyman
beta emissions of hydrogen, 58.4- and 53.7-nm emission of neutral helium, and, the
most significant for these altitudes, 30.4-nm emission of ionized helium.

The interaction of these solar radiations with atmospheric components gives rise
to emissions in the Earth’s atmosphere. The Balmer series 656.3-nm emission of
hydrogen Hα results from Lβ-induced fluorescence. This makes it possible to trace
the structure of the hydrogenous geocorona around the Earth up to altitudes of the
order of 100 000 (km). Enhanced solar activity promotes escape processes of hydro-
gen, reducing its content at these altitudes. A great body of information has been
obtained at the Abastumani Astrophysical Observatory of the Georgia Academy of
Sciences (Fishkova 1983). These results are discussed in Sect. 2.8.

Atomic helium is less prone to escape processes. Investigating its atmospheric
emissions, both ultraviolet from resonance fluorescence of solar emissions and
1083.0-nm infrared from photoelectrons produced by solar 30.4-nm emission fol-
lowed by fluorescence, one can determine the neutral helium content at altitudes
above 300 (km). Its altitude distribution is substantially determined by the diurnal
variations in irradiance of the atmosphere and by the level of solar activity. These
results are discussed in Sect. 2.7.

1.6.4.3 The Thermosphere

The upper atmosphere at altitudes above 100 (km) distinctly responds to changes
in solar activity. The present notions have been formed long ago, when models of
the upper atmosphere were developed based on satellite measurements of density
variations (CIRA-1972; CIRA-1986; Hedin 1991).

At the thermospheric altitudes there is the basic region of the ionized compo-
nent of the upper atmosphere – the F2 layer, whose participation in the photo-
chemical processes responsible for the occurrence of the airglow is dominant. This
important region of the upper atmosphere is a field for independent research for
quiet helio and geophysical conditions. Also it has great interest for the investiga-
tion of its relations to magnetospheric phenomena and to the solar processes that
manifest themselves in this layer. The relevant diversified problems are extensively
discussed in the literature (Ivanov-Kholodny and Nikol’sky 1969; Davies 1969;
Rishbeth and Garriott 1969; Kazimirovsky and Kokourov 1979; Ivanov-Kholodny
and Mikhailov 1980; Chamberlain 1978; Antonova and Ivanov-Kholodny 1989).
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The altitude distribution of the thermosphere temperature and composition were
repeatedly considered in detail by many researchers (Nicolet 1962; Banks and
Kockarts 1973a,b; Massey and Bates 1982; Rees 1989).

The thermosphere is accessible for ground-based sounding owing to the 630-nm
emission of atomic oxygen and 1083-nm emission of helium present in its night
airglow. These emissions allow one to determine the temperature at altitudes of
250–270 and above 300 (km), respectively, and its variations on various time scales.
These methods are considered in Sects. 2.6 and 2.7.

However, the now available models that describe the temperature and density
atmospheric characteristics do not consider the long-term variations in thermal con-
ditions of the entire atmosphere that have been revealed for the thermospheric al-
titudes based on long-term interferometric measurements of the 630-nm emission
temperature (Semenov 1996). Subsequent investigations, based on the registration
of altitudes at which various types of auroras occurred (Störmer 1955) and on satel-
lite measurements (Keating et al. 2000), have revealed a negative trend in temper-
atures (Evlashin et al. 1999; Starkov et al. 2000; Starkov and Shefov 2001). The
temperatures at altitudes of 120–170 km determined from the data of experiments
with artificial luminous clouds (Kluev 1985) also testify to the existence of a nega-
tive temperature trend.

1.6.4.4 The Middle Atmosphere

The airglow of the upper atmosphere arising in the top part of the middle atmosphere
(mesopause) and in the lower thermosphere is an efficient indicator of solar activity.
The dependences of the middle atmosphere characteristics on solar activity are dis-
cussed in Chap. 4. In this range of altitudes there occurs dissociation of molecular
oxygen by solar ultraviolet radiation. Various processes of recombination of atomic
oxygen give rise to numerous emissions and control the thermal and dynamic con-
ditions in this atmospheric region. This also shows up in seasonal and altitudinal
responses of temperature to solar activity. At the altitudes of the stratosphere and
mesosphere no atmospheric emissions occur which would be accessible to ground-
based observation. Therefore, there is lack of data on the temperature conditions
in this range of altitudes, but they can be obtained from immediate rocket and li-
dar measurements and from indirect information about other phenomena, such as
winds, turbulence, and waves.

Therefore, it is natural that in recent years much attention is paid to the study
of the response of the temperature of the middle atmosphere to solar activity
(Beig et al. 2003). This in many respects is due to the fact that for estimating the
observed long-term variations in its temperature at different altitudes with the use of
the measurement data obtained in different time intervals, it is necessary to reduce
these data to uniform conditions to eliminate the effect of solar activity. However,
this cannot be done with the now available models of the middle atmosphere since
these models do not take into account the effect of solar activity at altitudes of
30–95 (km) (CIRA-1972; CIRA-1986; Hedin 1991). Some estimates of the effect
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of solar activity on the altitude distribution of temperature have been reviewed by
Beig et al. (2003). This work presents the results of high-latitude hydroxyl emission
measurements performed by the method of falling spheres (Lübken 2000; Nielsen
et al. 2002) and midlatitude lidar measurements (Hauchecorne et al. 1991; She
et al. 2000). However, Beig et al. (2003) point out that the results obtained are am-
biguous and therefore give no way for understanding the trends observed at different
latitudes, since the effect of solar activity and the long-term trend can hardly be sep-
arated because of the short observation periods used for analysis.

The response of the monthly mean temperature of the middle atmosphere to
solar activity was considered based on the long-term rocket measurements and
spectrophotometry of some airglow emissions during several 11-yr solar cycles
(Semenov et al. 2005; Golitsyn et al. 2006).

For analysis the temperature profiles at 30–110 (km) (Semenov et al. 2002a,c)
have been used which have been measured at midlatitudes for all months of the
years of maximum (1980, F10.7 = 198, and 1991, F10.7 = 208) and minimum solar
activity (1976, F10.7 = 73, and 1986, F10.7 = 75). These profiles show that in the
mesopause region there is a pronounced winter temperature maximum and a deep
summer minimum, both in the years of maximum and in the years of minimum of
the 11-yr solar cycle. Based on these data and using the temperature differences
at various altitudes for the profiles corresponding to years of high and low solar
activity, one can use a linear approximation to find the temperature increment due
to solar activity as

ΔT(Z) = δTF(Z)
F10.7−130

100
(K) ,

where δTF(Z) = dT/dF is the change in temperature at the altitude Z for ΔF10.7 =
100 (sfu). Once the values of δTF(Z) had been found for individual levels of alti-
tudes, the seasonal variations were constructed. Thereafter, to obtain regular rela-
tions, they were approximated by the sum of four harmonics:

δTF(Z) = A0 +
4

∑
n=1

An(Z)cos

[
2πn
Tan

[td− tn(Z)]
]
(K/100sfu) ,

where Tan = 365.2425 days is the duration of the year and td is the year’s day.
The amplitudes and phases were approximated by polynominals as functions of

altitude Z:

An(Z) =
9

∑
k=0

ank

(
Z

100

)k

, (K/100sfu), tn =
9

∑
k=0

bnk

(
Z

100

)k

, day of year .

The approximation coefficients ank and bnk are presented in Tables 1.4 and 1.5.
The approximation results, δTF(Z), are shown in Fig. 1.40 (solid lines); the points
represent measurements smoothed with a moving 3-month interval to exclude over-
shoots – small temperature differences (2–5 (K)) which are determined from altitude
profiles corresponding to different levels of solar activity. It should be noted that
for the altitudes under consideration the mean temperature is about 200 (K). The
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Table 1.5 Coefficients of the polynominals approximating the phases (t, days of year) of the har-
monics of seasonal variations of the response of atmospheric temperature, δTF(Z), to solar activity
for various altitudes Z

K\ n
t1 t2 t3 t4

b0 −267504.7107 −49509.855832473 −132133.797 58919.3400526946
b1 4370155.04989605 816671.63585655 2111539.15280742 −860359.96044322
b2 −30795784.099081 −5761036.625868 −14533819.237505 5326464.913867
b3 122964740.4384 22899457.6277 56612791.6267 −18198039.0593
b4 −306759896.43 −56620705.04 −137685900.49 37386373.38
b5 496232816 90410945.023 217149602 −46987303.5
b6 −521180110.25 −93320143.128 −222509674.84 34720496.438
b7 343271461.89 60095431.996 143151697.37 −13014438.1
b8 −128906015.73 −21927495.808 −52587131.654 1140482.4465
b9 21070244.038 3456519.315 8422943.8177 427430.72961

most substantial distinction in the behavior of altitude profiles δTF(Z), especially
in the mesopause region, is seen in Fig. 1.41. In this figure, to demonstrate the sea-
sonal nature of the variations in altitude profiles δTF(Z), they have been grouped by
3 months near solstices ((1) November–December–January and (3) May–June–July)
and equinoxes ((2) February–March–April and (4) August–September–October). It
can be seen that practically at all altitudes of the middle atmosphere its temperature
responds to solar activity throughout the year; therefore, the response of the atmo-
spheric temperature takes negative or positive values depending on altitude. How-
ever, the yearly average temperature response (positive or negative) to variations in
solar activity becomes appreciable only at altitudes above 70 (km) (see Fig. 1.41).
The calculation of δTF(Z) can be performed by the formula

δTF (Z) =
9

∑
k=1

Ck

(
Z

100

)k

, (K/100sfu) ,

whose coefficients are given in Table 1.4.

Fig. 1.40 Altitude distributions of the temperature response δTF (Z) to solar activity for various
months of year. Dots are measurements; lines are approximations
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Fig. 1.41 Comparison of δTF (Z) model altitude profiles for different months of year combined
around the winter (1) and the summer solstice (3) and around the vernal (2) and the autumnal
equinox (4). The thick line on the right depicts the yearly average altitude distribution δTF (Z). The
thin lines show the limits of the variance due to seasonal changes

In this case, the rms error is everywhere severalfold smaller than the temperature
response to solar activity, testifying to the importance of the values obtained. Thus,
the greatest and the least seasonal variations are observed at 80–95 km (winter: about
−(5±1.7)(К/100sfu), summer: about +(8±1.7)(К/100sfu)) and at 55–70 (km)
(winter: about +(2± 0.4)(К/100sfu), summer: about −(1± 0.4)(К/100sfu)),
respectively.

Beig et al. (2003) give values of δTF(Z)(К/100sfu) for various latitudes with-
out reference to seasons. This makes a comparison of these data with each other and
with the results presented in Figs. 1.40 and 1.41 largely ambiguous. Thus, for ex-
ample, for the high latitudes of the northern hemisphere based on the measurements
at about 80 km in summer (69◦N) (Lübken 2000) and at 87 (km) in winter (78◦N)
(Nielsen et al. 2002), the conclusion was made about no temperature response to
solar activity. At the same time, a positive response of 5 (К/100 sfu) has been
obtained for the high latitudes of the southern hemisphere (69◦S) (French et al. 2000;
French and Burns 2004). For the lower latitudes (59◦N (Espy and Stegman 2002),
43◦N (Offermann et al. 2002), and 43◦N (Lowe 2002)), estimates of the response
from 1.5 to 2.6 K/100 sfu are presented. As can be seen from Fig. 1.41, in the
mesopause region the variations in the atmospheric response to the variations in
solar activity during the indicated intervals are most pronounced in autumn, in win-
ter, and in spring. For the summer months, the response practically does not vary,
though it has a maximum value. Therefore, the spread in the above values proba-
bly results from the seasonal character of the observations. Nevertheless, it should
be noted that the results obtained at Wuppertal (Offermann et al. 2002) practically
comply with the yearly average response shown in Fig. 1.41.

The lidar measurements (1978–1989) performed at altitudes from 33 to 75 (km)
(Hauchecorne et al. 1991) have also revealed a change in sign of the response
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δTF(Z) at a certain altitude for winter and summer. It has been found that δTF(Z)∼
5(К/100sfu) for winter and∼3(K/100sfu) for summer at altitudes of 60–70 (km),
where a maximum is observed, as well as about −6(К/100sfu) for winter and
about −1(К/100sfu) for summer at about 40 (km), where a minimum is ob-
served.

The monthly mean temperature distributions in the altitude range 83–105 (km)
obtained from 1990–1999 lidar measurements are reported by She et al. (2000). The
authors have noted seasonal variations in altitudes of the double-peak mesopause,
but, unfortunately, they have made no attempt to relate the observed altitude profile
of temperature to solar flux variations, notwithstanding that there was a maximum
of solar activity in 1991 and a minimum in 1997.

Within the indicated periods, the least variations in δTF(Z) have been found for
altitudes of 55–70 (km). At stratospheric altitudes (30–55 (km)), appreciable varia-
tions take place in winter and in spring. This seams to be related to the features of
the altitude distributions of some reactive gas components and to the action of solar
ultraviolet radiation that largely determine the altitude distribution of temperature.
The obtained altitude profiles of the rates of temperature variations in the middle
atmosphere at various altitudes as a function of solar flux are strongly nonlinear
in altitude. The substantial seasonal variations of the effect of solar activity in the
mesopause region seem to be due to the seasonal variations of the altitude distri-
butions of temperature. Thus, the temperature conditions in the middle atmosphere
appreciably respond to variations in solar activity, which should be taken into ac-
count in developing models.

1.6.4.5 The Lower Atmosphere

The effect of solar activity on the troposphere has been the subject of discussions for
several tens of years. Much attention is paid to revealing the mechanisms by which
the variable component of solar radiation affects the troposphere. This problem has
active supporters who seek the phenomena through which solar activity may influ-
ence the climate of the Earth and the time scales of these phenomena. This seems to
be quite natural since the Earth is in the region of the interplanetary space controlled
by the Sun. The main challenge here has always been to explain by which mech-
anisms the variability of solar UV radiation is transferred and, in particular, why
the energetics of this radiation does not compare with the energetics of the lower
atmosphere of the Earth. Skeptics take into account only the long-term (some tens
of thousands of years) variations in climate due to the variations in elements of the
Earth’s orbit.

Nevertheless, correlations between the long-term temperature variations in the
ground atmosphere and the solar activity were traced repeatedly (Eddy 1976;
Herman and Goldberg 1978; Lean 1991; Lean et al. 1995; Solanki and Fligge 2002;
Zaitseva et al. 2003). Analysis of the studies devoted to the problem of solar–terrestrial
relationships shows that all efforts of the researchers have been practically reduced
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to reveal possible variations in solar energy influx (Vitinsky et al. 1986; Monin 1982;
Kondratiev and Nikolsky 1995; Schatten 1996). Examinations of the solar constant
suggest that its variations during 11-yr cycles make no more than 0.6(%) (Lean 1991;
Lean et al. 1995; Kondratyev et al. 1996; Solanki and Fligge 2002).

However, now the solution of the problem of solar activity during 11-yr and
longer periods has advanced substantially. It became clear that there are several
mechanisms of solar action, and they turned out radically different from those
sought earlier.

First, the modulation of the flux of galactic cosmic rays by the solar wind re-
sults in variations in the degree of ionization of the atmosphere at altitudes of
10–20 (km), which varies the aerosol content at these altitudes, and, hence, the
transparency of the atmosphere to visible radiation. As a result, increasing solar
activity increases (by up to 6(%)) the solar influx to the Earth surface (Pudovkin
and Raspopov 1992).

Nevertheless, the reason for the violation of energy balance should be sought not
only in energy receipts, but also in its removal. It is well known that the basic energy
removal channel is the thermal infrared radiation of the planet that is controlled by
the contents of water vapor, carbon dioxide, methane, and some other small atmo-
spheric constituents.

From the previous research it is well known that a long-term (of the order of
several years) change in energy balance by +1(%) corresponds to the change of
the average temperature of the Earth surface by about 1.5 (K) (Budyko et al. 1986).
Therefore, it is little wonder that the long-term depression of solar activity dur-
ing the ∼70-yr Maunder minimum period (1645–1715) was known to be accom-
panied by an appreciable fall of temperature (by ∼1(К)) (Eddy 1976; Herman and
Goldberg 1978).

However, due to active meteorological processes, the lower atmosphere generates,
along with electromagnetic thermal radiation, a wide spectrum of oscillations, namely
acoustic, internal gravitational, tidal, and planetary waves which transfer their energy
and momentum to the upper atmosphere altitudes of∼100(km) (Chunchuzov 1978;
Perminovetal.2002;ShefovandSemenov2004a,b;PogoreltsevandSukhanova1993).
Variations in the atmospheric characteristics in the region of the mesopause and lower
thermosphere (80–100 (km)), which are detected by their night emissions and by the
frequency of occurrence of noctilucent clouds, testify to the propagation of plane-
tary waves with a period up to 30 days to these altitudes (Sukhanova 1996; Perminov
et al. 2002; Shefov and Semenov 2004a,b).

It was supposed (Hines 1974) that the changes in the conditions of wave prop-
agation in the middle atmosphere that result from the occurrence of an additional
system of winds due to an increase in solar activity can lead to modulations of
the wave flow and to its return action on the lower atmosphere, thus affecting the
weather. However, this hypothesis has not been further developed (Herman and
Goldberg 1978).

Kononovich and Shefov (1999a,b) pointed out that the most adequate assump-
tion is that changes in the conditions of reflection and transmission of waves at
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altitudes of 50–80 (km) may result in either the removal of the energy of atmospheric
waves after their dissipation in the form of UV radiation of O3 and CO2 molecules
or the reflection of these waves back to the troposphere, thus reducing its energy
losses. It has been shown (Garcia et al. 1984; Vergasova and Kazimirovsky 1994;
Namboothiri et al. 1994; Petrukhin 1995) that the variations in solar UV radiation,
which is absorbed at altitudes of 45–80 km, vary the wind mode (the speed changes
up to twice) at these altitudes which, in turn, modulates the upward flow of atmo-
spheric waves from the lower atmosphere. This induces variations in the additional
sink of energy from the lower atmosphere.

To estimate the difference between the energy inputs at altitudes of 45–90 (km) at
high and low solar activity, calculations have been performed for the yearly average
conditions of the 1989 maximum (F10.7 = 215) and 1995 minimum (F10.7 = 78)
(Lysenko et al. 1999; Semenov et al. 2002a).

The energy of UV solar radiation absorbed by a unit volume (1 (km) by 1 (cm2))
of the Earth’s atmosphere at altitude Z is determined as

E(Z) = 105 ·∑n(Z) ·
λ2∫

λ1

σ(λ) ·S(λ) · exp(−τ · secχ) · cosχ ·dλ ,

where σ(λ) is the effective absorption cross-section (cm2); S(λ) is the solar flux
(erg · cm−2 · s−1 · nm−1); n(Z) is the concentration of absorptive components –
oxygen and ozone molecules, and χ is the solar zenith angle. The optical thickness
τ is given by

τ=∑σ(λ) ·
∞∫

Z

n(Z′)dZ′ .

The solar energy absorbed by the illuminated hemisphere is determined by the
formula

E(Z)=4 ·105 ·R2
E ·∑n(Z)·

π/2∫

0

π/2∫

0

λ2∫

λ1

σ(λ)·S(λ)·exp(−τ·secχ)·cosχ·sinχ ·dλdχdψ ,

where RE is the Earth’s radius. The integration coordinates are taken relative to the
subsolar point of the atmosphere, and ψ is the azimuth on the illuminated disk of
the Earth.

After transformation, we have

E(Z) = 2π ·R2
E ·105 ·∑n(z) ·

∫
σ(λ) ·S(λ) ·E3(τ)dλ ,

where

E3(τ) =
∞∫

1

exp(−τ · t)
t3

dt
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is the integral–exponential function calculated by its expansion into a continued
fraction (Abramowitz and Stegun 1964). Thus, the global thermal energy of the
atmosphere in a layer of thickness 1 km at altitude Z is given by

ET(Z) = π ·106 ·R2
E ·n∗(Z) ·kT(Z) ,

where n∗(Z) is the concentration of the basic biatomic components.
As follows from the calculations performed, for altitudes of 45–90 km the

quantity

Δ=
Ee(Z,max)
ET(Z,max)

− Ee(Z,min)
ET(Z,min)

,

which describes the difference in solar energy inputs per day, E� (86400E), re-
lated to the global thermal energy of the atmosphere, ET, for the same atmospheric
layer during the period of maximum (1989) and the period of minimum (1995), is
0.04–0.06. As already mentioned, the response of the dynamic conditions of the
stratosphere and mesosphere to solar activity was pointed out in earlier publications
(Garcia et al. 1984; Vergasova and Kazimirovsky 1994; Namboothiri et al. 1994;
Petrukhin 1995).

It is of importance that at the equatorial latitudes from−46◦ to +46◦ the altitude
of the turbopause and the intensity of turbulence at these altitudes (90–100 (km),
where dissipation of waves takes place) vary in antiphase with solar flux (Fig. 1.42)
(Korsunova et al. 1985). This implies that an increase in intensity of solar ultravio-
let radiation with solar activity produces a change in wind conditions in the meso-
spheric region. This hinders the upward propagation of waves and promotes their
reflection back into the lower atmosphere. As a result, turbulence becomes moderate
and the altitude of the turbophase decreases. It seems that this is also a manifestation
of the change in spectral composition of waves.

According to the present notions, the penetration of planetary waves from the
stratosphere of the winter hemisphere into the equatorial region can occur through
the region of western mean-zonal winds at the mesospheric altitudes (Pogoreltsev
and Sukhanova 1993; Sukhanova 1996). Long-term ionospheric observations at
midlatitudes have detected planetary waves with periods of 5 and 10 days pen-
etrating to the lower and upper ionospheric altitudes (Laštovička et al. 1994;
Laštovička 1997), and the investigations of the frequency of occurrence of noc-
tilucent clouds (82 (km)) have revealed planetary waves with a period of about 16
days (Shefov and Semenov 2004a).

In the polar range of latitudes above 60◦, the parameters of the turbophase vary
in phase with solar activity. This is due to the corpuscular flows precipitated from
the magnetosphere.

The solar constant is equal to 1.37 ·106 (erg · cm−2 · s−1), the all-planetary daily
mean solar energy is 1.75 ·1024 (erg · s−1), and the absorbed energy (at an albedo of
0.29) is 1.25 ·1024 (erg ·s−1) (Monin 1982; Budyko et al. 1986). Hence, 1(%) of this
value makes 1.2 ·1022 (erg · s−1) or 2.4 ·103 (erg · cm−2 · s−1).
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Fig. 1.42 Association of the
monthly mean (dots) and
seasonally mean values
(crosses) of the altitude of the
ES sporadic layer for winter
months with solar activity
(Wolf numbers W). Data of
measurements performed at
Heiss Island (80◦N)
(a), Moscow (56◦N)
(b), Ashkhabad (38◦N)
(c), and Djibouti (12◦N)
(d) (Korsunova et al. 1985)

By today’s data, the turbulence kinetic energy W at 100-km altitude is
700–2000(m2 · s−2) per unit mass (Chunchuzov 1978), which implies that on the
average W = 8 ·103 (erg · cm−2) in a layer of thickness 20 (km). The maximum-to-
minimum change ΔW also corresponds to this value. This characterizes mean pul-
sations in wind speed (30–40(m · s−1)). Hence, the turbulence energy at altitudes of
100 (km) makes 3(%) of the solar energy absorbed near the Earth surface at an area
of 1(cm2) in 1 (s). It seems that the energy influx in the turbophase region is due
to the entire spectrum of atmospheric waves. Therefore, for low and midlatitudes
the turbulence at ∼100(km) is likely to be an integrated characteristic of the wave
energy coming from the lower atmosphere.

Since waves may propagate to the altitudes of the ionospheric F2 region, the ac-
tual energy coming from the lower atmosphere should be greater than that obtained
from the analysis of turbulence. Besides, the energy of the wind motions induced by
dissipation of waves should also be considered. It seems quite admissible, as a first
approximation, to double the above estimated energy. Nevertheless, it is obvious
that the energetics of the turbopause is a measure of the wave energy influx.
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Thus, it can be assumed that the observed minimum-to-maximum changes in
turbulence kinetic energy, ΔW, are due to the changes in the conditions of wave
propagation under the action of solar flux. The time it takes for a stationary state
to establish at altitudes of ∼100(km), τ, is ∼3(h) (Chunchuzov 1978). Thus, the
global change in lower atmosphere temperature ΔT in a time Δt can be estimated by
the relation

5
2
·N ·k ·ΔT =−2 ·ΔW · Δt

τ
,

where N is the content of molecules in the lower atmosphere (cm−2) and k is
Boltzmann’s constant. Hence, ΔT is about −1(K) within Δt ∼ 100 years. This
is in rather good agreement with the Maunder minimum data (Eddy 1976) and
with the variations in ground temperature measured within the 1960–1990 period
in Equatorial Africa (Zaire), which show a distinct positive correlation with solar
activity during an 11-yr cycle with an amplitude of 0.1–0.2(◦C) (Sanga-Ngoie and
Fukuyama 1996).

In view of the above considerations, the removal of infrared radiation energy by
means of CO2 molecules in the mesopause region at altitudes of 80–100 (km) should
have a negative correlation with solar activity. The energy removal is accompanied
by the atomic oxygen layer going down during the period of high solar activity
and its lower part becoming wider (Semenov and Shefov 1997c, 1999), promoting
deactivation of excited CO2 molecules by atomic oxygen and thus moderating the
cooling of the atmosphere (Fomichev and Shved 1988).

The last statement is supported by the fact that the examinations of long-term
variations in temperature of the middle atmosphere (Golitsyn et al. 1996, 2006)
have shown that during the years of high solar activity at altitudes of 85–90 (km) a
temperature maximum (ΔT∼ 10–15 (K)) is clearly detected below and above which
there are minima, while in the period of low solar activity, preferentially in summer,
there is one wide minimum. The amplitude of the maximum intimately correlates
with solar activity and with the atomic oxygen content at altitudes of 85–95 (km).

Thus, the additional energy removal decreases if solar flux increases; otherwise
it increases. This could produce global cooling of the lower atmosphere by 1 (K) in
about 100 years if solar activity would be low for a long time. It should be stressed
that both the above mechanisms act in the same way, providing an increase in tem-
perature with increasing solar activity.

1.6.5 Characteristics of the Geomagnetic Field: Their Variations
in Space and Time

The magnetic field of the Earth has a constant component – the basic field (its con-
tribution being ∼99(%)) – and a variable component (∼1(%)). The basic field is
similar in configuration to the field of a dipole whose center is displaced relative to
the Earth center and the axis is inclined to the rotation axis of the Earth by 11.5◦.
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The departures from the dipole field, having a characteristic size of 104 (km) on the
Earth surface and the maximum strength up to 10−5 (T), form the so-called world
magnetic anomalies.

The terrestrial magnetic field and the solar wind plasma strongly affect the man-
ifestations of solar activity in the upper atmosphere. The vector components of the
field B in the Cartesian coordinate system are governed by three directions: the
true north (X-component), the east (Y-component), and the vertical downward di-
rection (Z-component). Besides, the following field elements are widely used: the
declination D – the angle between the true north and the field horizontal compo-
nent, countered from the direction to the north clockwise; the inclination I – the an-
gle between the field direction and the horizontal plane, countered in the direction
downward from the horizontal; and the horizontal component H (Yanovsky 1953;
Akasofu and Chapman 1972; Parkinson 1983). The field elements are related as
follows (Fig. 1.43):

Fig. 1.43 Elements of the
geomagnetic field. (a) Vectors
of the geomagnetic field. (b)
Meridional cross-section of a
field line
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tgD =
Y
X

, sinD =
Y
H

, H =
√

X2 + Y2, tgI =
Z
H

,

sinI =
Z
B

, B2 = H2 + Z2 = X2 + Y2 + Z2.

In the CGS system, the unit of magnetic field strength B is Gauss (G), which has
dimensionality (g1/2 ·cm−1/2 ·s−1). In geomagnetical practice, in analyzing the vari-
ations of geomagnetic field elements, the gamma unit is used which is equal to one
nanotesla: γ= 10−5 (G) = 1(nT).

As a first approximation, the geomagnetic field at altitudes of the upper atmo-
sphere can be represented by a dipole which is inside the Earth (actually, the dis-
tance from the center varies with time and now it is ∼450(km)). The geographic
coordinates of the northern geomagnetic pole (central dipole) are: ϕgm = 78.5◦N,
λgm = 291◦E. For the southern geomagnetic pole (central dipole) they are: ϕgm =
78.5◦S, λgm = 111◦E.

The radius vector of a field line is given by r = L ·cos2, where L is the equatorial
distance of the line. If we use the geomagnetic latitude ΦE at which the field line
intersects the Earth surface, i.e., the relation RE = L · cos2ΦE, we have

r = RE · cos2Φ
cos2ΦE

.

Therefore, when moving along a field line affixed to a reference point on the
Earth surface, the altitude Z corresponds to a certain latitude Φ, i.e.,

Z =
[

cos2Φ
cos2ΦE

−1

]
·RE .

If we use the upper altitude of the auroral zone, Zaur, as a starting point, we have

Z = (Zaur + RE) · cos2Φ
cos2ΦE

−RE .

The geomagnetic latitude of a point having an altitude Z and lying on the field
line that passes through the reference point is given by

cosΦ=
√

Z + RE

Zaur + RE
· cosΦaur .

The arc length s along the field line from the equator to the geomagnetic latitude
Φ is determined by the formula (Mlodnosky and Helliwell 1962)

s =
1
2
· R0√

3 · cosΦE
·
[

arcsin
(√

3 · sinΦ
)

Z
+
√

3 · sinΦ+
√

1−3 · sin2Φ

]

.

The field strength at some point of a field line is given by the formula (Akasofu
and Chapman 1972)
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B =
M
r3 ·
√

1 + 3 · sin2Φ ,

where M = (15.77− 0.003951 · t) · 1025(G · cm−3) is the magnetic moment of the
dipole located at the center of the Earth. Here t is the time (in years) countered from
the year 1900.

This expression can be represented in another form:

B = BL ·
√

1 + 3 · sin2Φ
cos6Φ

, where BL =
M
L3 =

M

R3
E

· 1

L3
0

=
M0

L3
0

.

Here M0 = 6.078−0.0015228 · t(G) and L0 is expressed in Earth radii. For the
year 1990 we have

M0 = 5.94(G), M = 1.54 ·1026(G · cm−3) .

A widely used measure of geomagnetic disturbance is the K index that corre-
sponds to the 3-hour interval beginning at the midnight of universal time. For each
observatory the range of the field components H and D is chosen to accord integer
K values from 0 to 9 (Yanovsky 1953; Akasofu and Chapman 1972; Patel 1977;
Parkinson 1983). For midlatitudes, K = 9 corresponds to ΔH∼ 500(γ); for the polar
zone, ΔH can be 1000–2000 (γ). The lower limit for each unit of the scale is about
twice the lower limit for the previous unit. Therefore, the scale of K indices appears
to be nearly logarithmic. The linear index ak is obtained by the transformation of ev-
ery K index into an equivalent field variation interval. The value of K averaged over
the data of chosen 12 observatories is called the planetary Kp index to which there
corresponds an aP index. The relationship between them is given by the following
table:

Kp 0 1 2 3 4 5 6 7 8 9

aP 0 2 7 15 27 48 80 140 240 400

The empirical analytic relationship between them is determined by the formulas
(Jacchia 1979)

aP = 6.5 · sh(0.535 ·Kp), Kp = 1.89 ·Arsh(0.154 · aP) .

For the polar region, the 15-min logarithmic Q index is used which characterizes
the maximum diversion of the more disturbed geomagnetic field horizontal compo-
nent of the two from the undisturbed state near the midnight. The Q indices vary
from 0 to 10. To describe on the average the boundaries of the auroral oval, we can
use the empirical relation

Q = Kp+ 2.4 · exp

[
− (Kp−6)2

9

]
.

An auroral electrojet (which is responsible for fluctuations of the geomagnetic
field) is characterized by the AU and AL indices which are the envelopes of
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deviations of the H component from the average value within a 2.5-min interval
of universal time (Akasofu and Chapman 1972; Patel 1977; Parkinson 1983). The
AE index is defined as AE = AU – AL and, on the average, can be described rather
approximately by the expression

log10 AE = 1.3 + 3.3 ·Kp
10
−2.7 ·

(
Kp
10

)2

+ 1.36 ·
(

Kp
10

)4

.

The magnetic field varies during a geomagnetic storm not only due to an au-
roral electrojet, but also due to a ring current of 10- to 120-keV protons which
occurs in the magnetosphere at distances of 3–5 Earth radii. This distortion (diminu-
tion) of the field horizontal component is described by the Dst index (Akasofu and
Chapman 1972; Patel 1977; Parkinson 1983). It is proportional to the total kinetic
energy of the injected particles, EKT, that are trapped in the radiation belt, provided
that the particles are distributed symmetrically about the dipole axis (Akasofu and
Chapman 1972). This energy is determined by the formula (Sckopke 1966; Akasofu
and Chapman 1972)

EKT =−1
2
·M ·ΔBZ ,

where M is the magnetic moment of the Earth and ΔBZ is the magnetic field of the
ring current at the origin, or

EKT =−7.7 ·1020 ·Dst (erg) ,

where Dst is expressed in (nT).
Since |Dst|max ≈ |aP|max (Valchuk and Feldstein 1983), based on the formula

given by Jacchia (1979), we have on the average

Dst =−6.5 · sh
[
0.535 ·KP(τ′ = τ−9)

]
,

because the maximum values of Kp are 6÷ 12(h) ahead of the maximum values
of Dst. The quantity Dst is proportional to the sum of the AE indices for the pre-
vious 10 (h). The studies devoted to geomagnetic indices are reviewed elsewhere
(Lincoln 1967; Rostoker 1972; Mayaud 1980).

The interplanetary magnetic field (IMF), which is transferred by solar wind, sub-
stantially affects the intensity of the processes in the circumterrestrial space. The
IMF is directed along an Archimedean spiral toward the Sun or opposite to it, fol-
lowing the IMF segmented structure (usually four segments). If the IMF is directed
opposite to the Sun, the spiral branches run against the Earth’s magnetic axis at
an angle of 45◦ to the Sun–Earth line. In this case, in relation to the Earth’s mag-
netic axis, the greatest southern component of the interplanetary field is observed in
August, while the greatest northern component is observed in February. The equa-
torial plane of the Sun makes an angle of 7.2◦ with the ecliptic. This shows up in
the shift of the season of the maximum southern component (for the IMF directed
outward) to October and in the shift of the season of the maximum northern compo-
nent to April. Since the occurrence of magnetic disturbances is more probable when
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the IMF has a southern component there are two magnetic disturbance maxima: one
in October, related to the IMF directed outward, and the other in April, which cor-
responds to the IMF directed inward (Akasofu 1968; Akasofu and Chapman 1972;
Svalgaard 1977; Ponomarev 1985;ΠapКиHCOH 1983).

Some types of disturbance of the geomagnetic field, which are characterized by
the indices mentioned above, show an intimate correlation with the IMF parame-
ters (Valchuk and Feldstein 1983). Thus, the daily mean values of the sum of КP
indices, solar wind velocity V̄, IMF vertical component Bz, and variability of this
component, σ, are related by the correlation formula

∑KP = 5.1 + 1.03 ·V ·σ−0.51 ·V ·Bz

with the correlation factor equal to 0.9.
Based on the data of long-term observations, detailed multiple correlation rela-

tions have been obtained which describe the aa indices in terms of the quantities V,
σ, BS (average value of the IMF southern component for the hours with Bz < 0),
and Bz. With adequate accuracy (correlation coefficient is 0.8) we have

aa = 3.7 + 0.15 ·B ·V2 ,

where B is expressed in nT and the solar wind speed in 100(km · s−1).
For the yearly average values we have

aa = 1.6 ·V2−10 .

The inverse relation is
V

2 = 0.67 · aa+ 4.78

with the correlation coefficient equal to 0.9.
The geomagnetic disturbances that show up in the behavior of various geomag-

netic indices have a strong effect on the parameters of the neutral and ionized com-
ponents of the upper atmosphere, and, hence, on its airglow.

The density of the upper atmosphere varies, depending on geomagnetic activity,
is proportional to the КP and AE indices (Truttse 1973). It has been revealed that the
intensity (in Rayleighs) of the low-latitude red lights caused by the 630-nm emission
of atomic oxygen can be represented by the empirical relation

log10 I630 =
F10.7−160

50
+

34.3−|Φ|
1460

·Dst .

Investigations based on the data of observations performed during the Interna-
tional Geophysical Year (1957–1959) have shown that in the periods of high solar
activity (F10.7 ≥ 250) during great geomagnetic disturbances the low-latitude red
lights cover a wide range of latitudes, from 20◦ to 80◦, and can have intensities up
to 30–1000 (megarayleigh). As can be seen from the given formula at reduction of
solar activity there is a sharp decrease of probability of occurrence of low latitudinal
auroras.
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An important feature of the processes related to the geomagnetic field is the ef-
fects of conjugate fields in the northern and southern hemispheres. However, since
the orientation of the geomagnetic field does not comply with geographic coordi-
nates, the effects caused by twilight phenomena, such that the Sun starts irradiating
the southern part of the upper atmosphere earlier than the northern part for the same
geomagnetic longitudes, become substantial. These effects are responsible for the
predawn enhancement of 630-nm emission and for the escape of photoelectrons and
ions from the conjugate-illuminated region of the atmosphere into the dark region
of the Earth’s atmosphere.

When considering the processes in the auroral oval that are induced by charged
particles moving along magnetic field lines, we see that the center of rotation
of global statistical distributions is not the geographic pole, but the geomagnetic
pole corrected for the shift of the dipole from the Earth center. Such distribu-
tions in corrected geomagnetic coordinates are described elsewhere (Hultqvist 1958;
Sverdlov 1982; Sverdlov and Khorkova 1982). The geographic coordinates of the
corrected northern geomagnetic pole for 1955 (Cole 1963) are

ϕgm = 81.0◦N, λ′gm = 275.3◦E ,

and those for the south pole are

ϕ′gm =−75.0◦N, λ′gm = 120.4◦E .

To estimate the position of the auroral oval, it suffices to use its coordinates in
the system of an eccentric dipole. Following Akasofu and Chapman (1972), the ge-
ographic coordinates of the projection of a displaced dipole on the Earth surface are

ϕ0 = 0.1775 ·
(

YYYY+
td

365

)
−331.1, λ0 =−0.240 ·

(
YYYY+

td
365

)
+620 .

The shift Δ from the center of the Earth is about 500 (km), and it determines the
relationship between the geographic coordinates. Based on the data of Akasofu and
Chapman (1972), we have

Δ
RE

= 5.8747−6.323 ·10−3 ·
(

YYYY+
td

365

)
+1.7145 ·10−6 ·

(
YYYY+

td
365

)2

.

The corresponding distance between the axes of the central and eccentric dipoles
is given by the formula

d =
Δ

RE
· cosϕ0 · sin(λ0−λgm)

sinΛ0
,

or

d = 5.1775−5.587 ·10−3 ·
(

YYYY+
td

365

)
+1.52023 ·10−6 ·

(
YYYY+

td
365

)2

.
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The geomagnetic coordinates of the point (ϕ0, λ0) in the coordinates of the cen-
tral dipole are

Φ0 = 0.1496 ·
(

YYYY+
td

365

)
−285.5, Λ0 =−0.250 ·

(
YYYY+

td
365

)
+707.7,

where YYYY is the number of year and td is the serial number of the day of the
year.

Kubova (1989) proposed to calculate geomagnetic coordinates at high latitudes
as invariant coordinates; this simplifies calculations and provides an error less than
1◦. In this case, the first step is the calculation of geomagnetic coordinatesΦ′and Λ′
in the dipole approximation (see Sect. 1.4.1).

As a first approximation, the invariant coordinates can be represented as dipole
geomagnetic coordinates whose pole is shifted depending on the latitude of the ob-
servation point. These shifts are convenient to describe with interpolations in terms
of geographic latitude ϕ:

ϕgm = ϕN ·
1 + sinϕ

2
+ϕS ·

1− sinϕ
2

, λgm = λN · 1 + sinϕ
2

+λS · 1− sinϕ
2

.

Here ϕN = 81◦, λN =−80◦, ϕS = 74◦, and λS = −52◦ are the reduced coordinates
of the dipole pole for the northern and the southern hemispheres, respectively. After
substitution of the values of ϕgm and λgm in the formulas for the dipole geomagnetic
coordinates, we obtain, as a first approximation, the invariant coordinates that fit to
those calculated by exact methods to within 5◦.

In the second approximation, a correction is introduced for the invariant latitude
which takes into account the asymmetry and “ellipticity” of the isolatitude lines:

Φ=Φ′+Δ · cosΦ′ .

The coefficient Δ is represented as the sum of three terms:

Δ= δ0 + δ1 ·
{[

cos(Λ′+Λ1)+ 1
]
/2
}2 + δ2 · cos2(Λ′+Λ2) .

The empirical coefficients are calculated by the formulas

xi= xN
i ·

1 + sinΦ′

2
+ xS

i ·
1− sinΦ′

2
,

where x = (δ0, δ1, δ2, Λ1, Λ2) and

δN
◦ =−5◦, δN

1 = 3◦, δN
2 = 9◦, ΛN

1 =−170◦, ΛN
2 =−180◦,

δS
0 =−10◦, δS

1 = 10◦, δS
2 = 10◦, ΛS

1 =−240◦, ΛS
2 =−160◦.

In the geomagnetic latitude ranges 40–90◦N and 50–90◦S, the calculated invari-
ant latitudes have an error no more than 1◦ in comparison with their true values.
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The auroral ovals are ring zones of variable width over the polar latitudes of
the northern and southern hemispheres within which the precipitation of electrons
and protons from the magnetosphere is a maximum. As a result, wave and dynamic
atmospheric disturbances of various kinds propagate from these regions to the mid
and low latitudes of the atmosphere.

According to Starkov’s formulas (1994b), which describe the coordinates of an
auroral oval, the polar and equatorial boundaries of the oval can be described, to
within some fractions of a degree, by circles whose centers are shifted from the ge-
omagnetic pole toward the midnight part of the oval by ΔΦP and ΔΦE and have radii
RP and RE, respectively. Their dependences on the level of geomagnetic disturbance
can be represented by the formulas

RP = 15.51 + 1.29Q−0.365Q2+ 0.0270Q3,

RE = 17.14 + 2.125Q−0.385Q2+ 0.0321Q3 +(F10.7240)/340,

ΔΦP = 3.05 + 0.538Q−0.293Q2+ 0.0247Q3,

ΔΦE = 3.01 + 1.369Q−0.307Q2+ 0.0232Q3,

where the quantities calculated are expressed in degrees. The effect of solar activ-
ity has been taken into account in view of the data reported elsewhere (Feldstein
et al. 1968; Uspensky and Starkov 1987).

The 15-min decimal logarithmic Q index applied to the polar region characterizes
the maximum deviation of the more disturbed geomagnetic field horizontal compo-
nent of the two near the midnight from the undisturbed state. To describe the oval
boundaries on the average, the above empirical relation can be used which, for the
conditions of the problem under consideration, allows one to use an available KP

index.
The latitude Φ on the boundary of the oval is determined by the formulas

sinΦ=
cosR · cosΔΦ−

√
sin2 R− sin2ΔΦ · sin2 τG · sinΔΦ · cosτG

1− sin2ΔΦ · sin2 τG

cosΦ=
cosR · sinΔΦ · cosτG +

√
sin2 R− sin2ΔΦ · sin2 τG · cosΔΦ

1− sin2ΔΦ · sin2 τG
,

where τG is the local geomagnetic time countered from the local geomagnetic mid-
night.

The latitude of the oval centerline corresponding to the maximum energy of pre-
cipitating electrons is

ΦM = (ΦP +ΦE)/2 .

The definition of geomagnetic time is given in Sect. 1.4.5.
Thus, using the geographic coordinates of the geomagnetic pole for a given year,

it is necessary to calculate first the geomagnetic coordinates of the observation point
and then the required coordinates of the oval that are on the geomagnetic meridian
of the observation point.



108 1 The Radiating Atmosphere and Space

References

Abalakin VK, Aksenov EP, Grebennikov EA, Demin VG, Ryabov YuA (1976) Handbook for ce-
lestial mechanics and astrodynamics, 2nd edn. Duboshin GN (ed) Nauka, Moscow

Abalakin BK (1979) Principles of ephemeride astronomy. Nauka, Moscow
Abramowitz M, Stegun IA (1964) Handbook of mathematical functions with formulas, graphs and

mathematical tables. Natl Bureau Standard, Washington
Abreu VJ, Yee JH, Hays PB (1982) Galactic and zodiacal light surface brightness measurements

with the Atmosphere Explorer Satellites. Appl Opt 21:2287–2290
Ajello JM, Witt N (1979) Simultaneous H(1216 A) and He(584 A) observations of the interstellar

wind by Mariner 10. In: Rycroft MJ (ed) Space Research, Vol 19. Pergamon Press, Oxford,
pp 417–420

Akasofu SI (1968) Polar and magnetospheric substorms. D Reidel Publ Co, Dordrecht, Holland
Akasofu SI, Chapman S (1972) Solar-terrestrial physics. The Clarendon Press, Oxford
Albitsky VA, Vyazanitsyn VP, Deutsch AN, Zeltser MS, Krat VA, Markov AB, Meiklyar PV,

Melnikov OA, Nikonov VB, Sobolev VV, Shain GA, Sharonov VV (1951) Spectrophotometry.
In: Mikhailov AA (ed) A course of astrophysics and celestial astronomy, Vol 1. Methods and
instruments. Gostechizdat, Moscow, pp 462–489

Albitsky VA, Melnikov OA (1973) Spectral classification of the stars. In: Mikhailov AA (ed)
A course of astrophysics and celestial astronomy, Vol 1. Methods and instruments, 2nd edn.
Nauka, Moscow, pp 312–329

Alekseev AV, Kabanov MV, Kushtin IF, Nelyubov NF (1983) Optical refraction in the terrestrial
atmosphere (slanting traces). Nauka, Novosibirsk

Allen CW (1955) Astrophysical quantities. The Athlone Press, London
Allen CW (1973) Astrophysical quantities, 3rd edn. The Athlone Press, London
Antonova LA, Ivanov-Kholodny GS (1989) Solar activity and ionosphere (at heights of 100–200

km). Nauka, Moscow
Antonova LA, Ivanov-Kholodny GS, Chertoprud VE (1996) Aeronomy of the E layer. Yanus,

Moscow
Apostolov EM (1985) Quasi-biennial oscillation in sunspot activity. Bull Astron Inst Czechosl

36:97–102
Apostolov EM, Letfus V (1985) Quasi-biennial oscillations of the green corona intensity. Bull

Astron Inst Czechosl 36:199–205
Astafieva NM (1996) Wavelet analysis: basic theory and some applications. Uspekhi Fiz Nauk

166:1145–1170
Baliunas SL, Donahue RA, Soon WH, Horne JH, Frazer J, Woodard-Eklund L, Bradford M, Rao

LM, Wilson OC, Zhang Q, Bennett W, Briggs J, Carroll SM, Duncan DK, Figueroa D, Lanning
HH, Misch A, Mueller J, Noyes RW, Poppe D, Porter AC, Robinson CR, Russell J, Shelton
JC, Soyumer T, Vaughan AH, Whitney JH (1995) Chromospheric variations in main-sequence
stars. II. Astrophys J 438:269–287

Banks PM, Kockarts G (1973a) Aeronomy. Pt A. Academic Press, New York
Banks PM, Kockarts G (1973b) Aeronomy. Pt B. Academic Press, New York
Baranov DG, Vernova ES, Tyasto MI, Alaniya MV (2001) Features of the time behavior of the

amplitude of 27-day variations in galactic cosmic rays. Geomagn Aeronomy 41:162–167
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Chapter 2
Processes Responsible for the Occurrence
of the Airglow

The emissions of the upper atmosphere to be considered in this chapter are manifes-
tations of the related processes giving rise to the Earth’s airglow and, above all, they
characterize the abundance and altitude distribution of one important component
of the atmosphere. Thus, knowing the photochemical nature of a detected emission
and the condition of its detection, it is possible to obtain data on the atmospheric
composition and temperature conditions in a certain altitude range. If data about
several emissions induced by the basic component are available, the conclusions to
be made would be much more reliable. This chapter deals with the basic emissions
that are accessible to ground-based observations, which make them indicators of the
properties of the atmosphere.

2.1 Processes of Excitation and Deactivation
of Excited Species

Emissions in a gaseous medium are produced by atoms and molecules excited
as a result of various photochemical processes. These are chemical reactions and
collisions of atoms and molecules with electrons and other particles possessing
high kinetic energies. Collisions of the excited reactants with the environmen-
tal components strongly affect the emission process. The main thing here is the
probability of a radiation transition to a lower state. This probability is charac-
terized by the Einstein coefficient Aki, where k and i are the ordinal numbers of
the upper excited level and the lower level, respectively. The quantity Aki deter-
mines the radiative lifetime of an excited species, τ = 1/Aki, during which colli-
sions can occur as a result of which the excited species disappears, i.e., changes
to another state. These phenomena are determining in all detectable emission
processes.
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2.1.1 Kinetics of Elementary Gaseous-Phase
Photochemical Reactions

In the upper atmosphere at altitudes above 80 (km), the gaseous medium is highly
rarefied: the molecular density at its lower level is 4 · 1014 (cm−3) and the pressure
is 10 (μbar), decreasing with increasing altitude. The atoms and molecules of this
gaseous medium experience collisions which result in chemical reactions giving rise
to new species. According to the data available in the literature (Kondratiev 1958;
Kondratiev and Nikitin 1974, 1981), the duration of an event of collision of two
molecules is 10−13–10−12 (s). The frequency of gas-kinetic collisions is determined
by the relation (Bates and Nicolet 1950)

β · [N] = 0.81 ·10−10 ·
√

T
M
· [N]

(
s−1) ,

where β is the rate coefficient, T is the temperature, M is the molecular mass, and
[N] is the particle concentration. As follows from this relation, the time interval
between two collisions is several orders of magnitude greater than the duration of
the collision event. Thus, through this time a system of two colliding particles can
be considered isolated from all other particles.

According to the laws of kinetics of chemical reactions (Kondratiev 1936, 1958;
Nikitin 1970; Kondratiev and Nikitin 1981), the concentration of the products of the
reaction

AB+ CD→ AC+ BD+ E ,

where E is the energy, is given by

[AC] = α · [AB] · [CD] · τ ,

where the square brackets denote concentrations (cm−3), α is the reaction rate (cm3 ·
s−1), and τ is the lifetime (s) of the AC molecules formed as a result of the reaction.

The lifetime of excited atoms and molecules is determined by the relation

τ=
1

∑
k

Aik +∑
m
βim · [M]

(s) ,

where Aik are the probabilities of transitions (s−1) followed by emission from an
excited state and βim [M] are the rates of the processes of deactivation (s−1) of
excited states. The reaction rates α are functions of temperature, β is the deactivation
coefficient (in a concrete case it can also depend on temperature), M designates the
atoms and molecules that are responsible for deactivation of excited species both by
quenching of the excited state and due to chemical transformations.

By definition, the reaction rate is given by

α(or β) =
∞∫

E0

σ(E) ·v(E) ·dE ,
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where (E) is the effective cross-section for the interaction of reactive species, v(E)
is the velocity of reactive species, and E0 is the energy at which the reaction begins.
Since velocity depends on temperature, the reaction rate in typical situations under
the conditions of the upper atmosphere is determined by the relation

α= k(T) · exp

[
−E

T

]
(
cm3 · s−1) .

Here E is the activation energy which is the minimum energy that the reactive
molecules should possess. The coefficient k(T) is a function of temperature and
also of the sizes and masses of the reactive molecules. Besides, the reaction rate is
naturally affected by the properties of the reactive particles. Thus, the Wigner rule
demands that the sum of the spins of the reactive and produced species be invariable
in the reaction under consideration. Violation of this rule leads either to a complete
prohibition of the given reaction channel or to a substantial decrease in reaction rate.
The reaction rate is affected by the so-called steric factor γwhich in fact implies that
molecules can react only at a certain mutual orientation.

The rate of photoionization, including that with simultaneous excitation of the
ion produced, is determined by the expression

j =
λi∫

0

σph(λ) ·Sλ ·dλ or j =
∞∫

Ei

σph(E) ·SE ·dE ,

where σph is the effective cross-section for photodissociation or photoionization,
depending on wavelength or energy, respectively; λi and Ei are the wavelength and
the ionization potential, respectively; Sλ and SE denote the solar flux in terms of
wavelengths or energies.

In an actual case, taking into account the dependence of the solar radiation inten-
sity on the level of solar activity, we have for the photoionization rate at an altitude
Z in the upper atmosphere

r = 0.6066 · ln
(

F10.7−40
20

)
·
∞∫

Ei

σph(E) ·S0E · exp(−τ(E) ·Chpχe) ·dE ,

where the optical thickness of the atmospheric layer for ionizing solar radiation

τ(E) =
∞∫

Z

σph(E) ·n(Z) ·dZ ,

Chpχ� is the Chapman function for the solar zenith angle χ�, and n(Z) is the con-
centration of the atmosphere. In an actual case, the optical thickness is determined
as the sum of the optical thicknesses for various atmospheric components.

The contemporary data on effective photoionization cross-sections are presented
in many publications (Ivanov-Kholodny and Nikol’sky 1969; Henry 1970; Hudson
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1971; Stolarski and Johnson 1972; Banks and Kockarts 1973a,b; Krinberg 1978;
Fatkullin 1982). For the wavelength range 10 < λ < 110(nm), these data can be
approximated by the formula (Krinberg 1978)

σph(λ) = Bi ·
(

1− λ
λi

)mi

·
[

exp

(
λ
bi

)
−1

]

or

σph(E) = Bi ·
(

1− Ei

E + Ei

)mi

·
[

exp

(
b∗i

E + Ei

)
−1

]
,

whose parameters for N+
2 , O+

2 , and O+ are reported by Krinberg (1978). For
λ< 10(nm)(E + Ei > 124(eV)), following Henry (1970) and Krinberg (1978), we
have

σph(λ) = Ci ·λ
5/2 or σph(E) = C∗i ·

(
Ei

E + Ei

)5/2
,

where Ei is the ionization potential and E is the energy of the produced photoelec-
trons.

It should be noted that simultaneously with photoionization there occurs excita-
tion of the ions produced, which thus become an additional radiation source in the
upper atmosphere.

Among the processes of initiation of various emissions from the basic species of
the upper atmosphere in the daytime, an appreciable part is played by collisions of
these species with photoelectrons:

M + e→M∗+ e .

These processes are discussed in a number of monographs (Massey and Burhop
1952; McDaniel 1964; Banks and Kockarts 1973a,b; Vainstein et al. 1979). The
now available experimental and theoretical data about the effective cross-sections
for electron excitation of the electronic states of nitrogen and oxygen molecules
and of oxygen atoms are systematized elsewhere (Green and Dutta 1967; Jusick
et al. 1967; Stolarski et al. 1967; Watson et al. 1967; Green and Sawada 1972; Green
and Stolarski 1972).

An empirical representation of the effective cross-sections is

σi(E) = 4π · a2
0 ·Ai ·

(
Ry
Eei

)2

·
(

Eei

E

)ωi

·
[

1−
(

Eei

E

)κi
]νi

,

where a0 = 5.29 · 10−9 (cm) is the Bohr radius, Ry = 13.6(eV) is the Rydberg
constant, and Eei is the threshold excitation energy. The values of the parame-
ters Ai, ωi, κi, and νi are given elsewhere (Green and Stolarski 1972; Banks and
Kockarts 1973a,b; Jasperse 1977; Krinberg 1978). The numerical value of the prod-
uct 4π · a2

0 ·Ry2 = 6.513 ·10−14 (cm2 · eV2).
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When atoms or molecules collide with photoelectrons, their ionization can be
accompanied by excitation:

M + e→M+∗+ e + e .

An empirical representation of the effective cross-sections is

σi(E) = 4π · a2
0 ·Ai ·

(
Ry
Eei

)2

·
(

Eii

Eei

)μi

·
(

Eei

E

)ωi

·
[

1−
(

Eei

E

)κi
]νi

.

Here Eii is the ionization potential equal to Eei for the ground states of ions. In the
upper atmosphere, a substantial part is played by the excitation of vibrational states
of the N2 and O2 molecules by slow electrons with energies of several electron-volts.
Data on the effective sections are given elsewhere (Banks and Kockarts 1973a,b;
Krinberg 1978).

For the terrestrial atmosphere, the optical thickness for Rayleigh scattering is
given by

τR =
0.0085

λ4 ·
(

1 +
0.013

λ2

)
,

where λ is the wavelength expressed in micrometers.
For proper absorption, the absorption coefficient (effective cross-section) is

given by

σ=
π · e2

me · c ·
√

M ·mH

2π ·k ·T ·λ · f ,

where mH and me are the hydrogen atom and the electron mass, respectively; M
is the atomic or molecular mass; k is Boltzmann’s constant; and e is an elemen-
tary charge. The oscillator strength f can be expressed in terms of known quantities
(Lang 1974), for example, as

f = 4.2 ·10−8 ·S273 ,

where S273 is the strength of the band (cm−2 ·atm−1), which is used as an absorption
characteristic (under standard atmospheric conditions, T = 273.16(K)). Therefore,
we have

S273 =
296

273.16
·S296 = 1.084 ·S296 ,

since 296(K) = 273(K)+ 23(◦C) is room temperature.
Besides, the oscillator strength can be expressed in terms of the transition prob-

ability A (s−1) as

f12 = 1.5 ·10−8 ·λ2 · g2

g1
·A21 .

Here g2 and g1 are the statistical weights of the upper and lower states, respec-
tively, and λ is the wavelength expressed in micrometers.
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The transition probabilities can be determined by the values of S273 as

A =
2.806

λ2 ·S273 .

Thus, the effective cross-sections (cm2) are determined as

σ= 1.54 ·10−18 ·
√

10M
T
·λ ·S273 or σ= 5.48 ·10−19 ·

√
10M

T
·λ3 · g2

g1
·A21 .

The rate of electron excitation of atoms and molecules is given by

q = 4π ·
∞∫

E

σ(E) ·Φ(E) ·dE ,

where σ(E) is the excitation cross-section (Massey and Burhop 1952; Smirnov 1968;
Mott and Massey 1965); Φ(E) = ne(E) = ne(E) · v(E) is the flux of electrons with
energy E, concentration ne(E), and velocity v(E).

In analyzing the fluorescence of atmospheric components in sunlight, it is con-
venient to use the photon scattering coefficient g (photon ·molecule−1 · s−1), which
is determined by the relation I = g ·N, where I is the radiation intensity expressed in
photons, and N is the number of unexcited atoms or molecules in the atmospheric
air column of cross-section 1(cm2). With these suppositions, the value of g is deter-
mined by the formula (Chandrasekhar 1950; Chamberlain 1961, 1978)

g = πFν · π · e
2

me · c · f12 · A

∑A
,

where πFν is the solar flux at the boundary of the Earth’s atmosphere (photon·cm−2 ·
s−1 ·Hz−1).

This expression can also be presented in the form

gki = Sλ · λ
4

8π · c · rλ ·
gk

gi
·Aki · Aki

∑
j

Akj
,

where Sλ is the solar flux at the boundary of the Earth’s atmosphere (photon ·cm−2 ·
s−1 · cm−1) (Makarova and Kharitonov 1972; Makarova et al. 1991), λ is the wave-
length of the exciting radiation, rλ is the residual intensity of the Fraunhofer line in
the spectrum of the Sun at the wavelength λ.

This formula can be represented as

gki = 1.33 ·10−21 ·Sλ · rλ ·λ4 · gk

gi
·Aki · Aki

∑
j

Akj
,

where λ is expressed in (μm) and Sλ in (photon · cm−2 · s−1 ·nm−1).
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In analyzing the fluorescent emissions occurring on illumination of the lower
atmosphere and Earth surface, as shown by McElroy and Hunten (1966), it is nec-
essary to consider the additional photon flux due to scattered radiation of the lower
atmosphere. This can be made by introducing the relation

geff = (1 +Λ) ·g ,

where geff is an effective value of g, Λ is a function of the solar zenith angle, Earth
surface albedo A, and optical thickness. In the limit τ= 0,

Λ= 2A · cosχe .

This, in particular, yields geff = 3g for a surface which scatters light by the Lam-
bert law and for the zenith position of the Sun. Calculations for various values of
Λ, τ, and χ� were performed by McElroy and Hunten (1966) based on the work of
Chandrasekhar (1950).

Except for the Sun, the Earth’s atmosphere, namely its thermal radiation, is also
a source for the fluorescence in the infrared region at wavelengths over 3(μm). In
this case, the scattered radiation intensity depends on the temperature at the altitude
that corresponds to the outgoing radiation, i.e., approximately to τ= 2/3 (Makarova
et al. 1973). For higher altitudes Z above the Earth surface, it is necessary to take into
account the coefficient of dilution of radiation intensity, W, for Rayleigh scattering
inclusive. Following Ambartsumyan et al. (1952), we have

W = 2 ·

⎡

⎢
⎣1−

√√
√
√1− 1

(
1 + Z

RE

)2

⎤

⎥
⎦ .

Thus, we have gT
k = gk ·W.

2.1.2 Relaxation Processes

The photochemical processes in the upper atmosphere give rise to great amounts
of excited atoms and molecules, whose initial energy states, both electronic (vibra-
tional and rotational) and translational, are other than the equilibrium state in the
surrounding medium. This gives rise to the process of establishment of a statisti-
cal equilibrium, i.e., relaxation, which is a multistage process since not all physical
parameters of the system tend to equilibrate at the same rate. In this case, since
we deal with excited atoms and molecules, the lifetime of these species is of great
importance. As mentioned above, the lifetime of a particle is determined both by
its radiative lifetime associated with the probability of the transition from the ex-
cited state to a lower state, which is accompanied by emission of radiation, and
by the processes of deactivation in chemical reactions. Thus, the observable glow
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of a given atmospheric component characterizes the interactions of the radiative
species with the surrounding medium. For the emissions of the upper atmosphere,
the typical parameter that determines the state of the atoms and molecules under
investigation is temperature.

The characteristic equation that describes such a process has the form

T(t)−T0 = [T(t0)−T0] · exp

[
− t− t0

τ

]
.

Here the lifetime τ depends on all interaction processes:

1
τ

=
k

∑
i

Ae
ik +∑Arot +∑Avib +∑α · [M]+∑β · [M] .

2.1.3 Translational Relaxation

The reaction products possess an increased translational velocity due to the released
internal energy of the interreacting components, which is greater than the thermal
energy of the medium. The establishment of equilibrium over the translational de-
grees of freedom of molecules, resulting in a Maxwellian velocity distribution, is
one of the fastest relaxation processes proceeding in gas systems. The relaxation
time within which, as a first approximation, a local Maxwellian distribution is es-
tablished in every volume element of a system is of the order of the mean free
time (Stupochenko et al. 1965; Malkin 1971). In gas mixtures, the width of the
translational relaxation zone increases with impurity gas concentration. This espe-
cially refers to mixtures of gases which differ in mass, since the temperature dis-
tribution function for thermalization depends on the mass proportion (Nikerov and
Sholin 1985). As a result, for a mixture of a heavy component (M) and a small light
component (m) a Maxwellian distribution is first established for the heavy compo-
nent within a time τT. Thereafter, within a time M ·τT/m, a Maxwellian distribution
is established for the light component. If the concentration of the light component
is not small, first an equilibrium distribution is established in each component and
then a unified distribution is established for a longer time.

The process of translational relaxation is traced by measuring temperature with
an interferometric technique. It is critical that the measured Doppler temperature
correspond to the environment temperature. This condition is satisfied, for instance,
by 557.7- and 630-nm emissions of atomic oxygen. At night the prevailing part
of the 557.7-nm emission intensity is produced at altitudes of about 100 (km) and
approximately 10(%) in the emission layer where 630-nm emission occurs, i.e., at
altitudes of 200–400 (km).

For the 630-nm emission arising at altitudes of 200–400 (km) and having a radia-
tive lifetime of ∼134(s) (Baluja and Zeippen 1988; Link and Cogger 1988, 1989),
the necessary collision frequency is provided at altitudes up to 300 (km). At higher
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altitudes, despite the smaller number of gas-kinetic collisions, an equilibrium is es-
tablished due to collisions of atmospheric species with unexcited oxygen atoms,
present in much greater numbers than excited atoms, which are in equilibrium with
the surrounding medium:

O(1D)+ O(3P)→ O(3P)+ O(1D) .

For the 557.7-nm emission from the O(1S) metastable state, whose radiative
lifetime is 0.77 (s) (Bates 1988c), thermalization is complete at altitudes of about
100 (km). However, when measurements were performed under the conditions of
the night sky and auroras, for the 557.7- and 630-nm emissions an additional por-
tion of radiating atoms was detected at high altitudes which had not been thermal-
ized before the onset of emission (Hernandez 1971; Frederick et al. 1976; Kopp
et al. 1977; Ignatiev 1977a,b; Ignatiev and Yugov 1995). In this case, the width of the
Doppler part of the line profile corresponds to an excess of translational energy with
which excited metastable oxygen atoms are formed as a result of the dissociative
recombination

O+
2

(
X2Πg

)
+ e→O

(3P
)
+ O

(3P
)
+ 6.96(eV)

O+
2

(
X2Πg

)
+ e→O

(1D
)
+ O

(3P
)
+ 5.00(eV)

O+
2

(
X2Πg

)
+ e→O

(1D
)
+ O

(1D
)
+ 3.04(eV)

O+
2

(
X2Πg

)
+ e→O

(1S
)
+ O

(3P
)
+ 2.79(eV)

O+
2

(
X2Πg

)
+ e→ O

(1S
)
+ O

(1D
)
+ 0.83(eV).

Molecular oxygen ions O+
2 arise on the day side of the Earth and are trans-

ferred along the magnetic field to the night side, creating a layer having a maximum
ion concentration near the 60◦ geomagnetic latitude at altitudes of about 600 (km).
These ions are also produced by 0.02- to 0.4-keV electron flows which propagate in
the auroral atmosphere up to altitudes of 220–300 (km) (Ignatiev and Yugov 1995).

The 589.0- to 589.6-nm sodium emission lines recorded in night and twilight
airglow showed a nonthermal breadth (Hernandez 1975; Sipler and Biondi 1975,
1978) which was caused by the appearance of sodium atoms excited as a result of
the reaction

NaO(A2Σ+)+ O→ Na(2P)+ O2 + E .

The excited molecules NaO(A2Σ+) are produced by the reaction of sodium
atoms with ozone molecules, and their radiative lifetime is 0.3 (s) (Shefov et al. 2002;
Shefov and Semenov 2002). Therefore, at altitudes of 92–93 (km) the frequency of
their collisions with other molecules of the surrounding medium is greater than that
with oxygen atoms, providing thermalization of NaO(A2Σ+) molecules. However,
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the excited sodium atoms have a radiative lifetime of ∼1.6 · 10−8 (s), which is too
short for their thermalization to occur (E∼ 1(eV)).

2.1.4 Electron-Excited Species Relaxation

Conversion of electron excitation energy into translational motion energy corre-
sponds to the transfer of energy of several electron-volts. Therefore, for the temper-
atures inherent in the upper atmosphere this implies that there occurs deactivation
of electron-excited atoms and molecules rather than establishment of an energy bal-
ance between these processes. The relaxation of an electron-excited species depends
on whether it collides with an atom or a molecule (Callear and Lambert 1969). Thus,
the deactivation of an electron-excited species results in a redistribution of energy
for the deactivating species. The problems involved in the calculation of character-
istics of processes of this type are discussed by Losev et al. (1995).

2.1.5 Vibrational Relaxation

The establishment of the equilibrium over vibrational degrees of freedom takes a
much greater time than the relaxation of translational and rotational degrees of free-
dom. This is primarily due to the greater vibrational energy quantum. Besides, the
efficiency of the energy exchange between the translational and vibrational degrees
of freedom is small. Various aspects of the process of vibrational relaxation are con-
sidered in many publications (Lambert 1962; Stupochenko et al. 1965; Nikitin 1970;
Callear and Lambert 1969; Capitelli et al. 1986; Losev et al. 1995).

For the conditions of the upper atmosphere, the process of vibrational relax-
ation is related to collisions of a vibrationally excited molecule with surrounding
molecules resulting in a decrease in vibrational excitation energy. Qualitatively, a
vibrational relaxation event involves two stages. During the first, fast, stage there oc-
cur intense exchange processes which do not change the total number of vibrational
quanta; therefore, at the end of this stage a quasi-steady-state Boltzmann distribu-
tion of the vibrational energy is established. This distribution is characterized by a
temperature which is determined only by the initial energy of the vibration and does
not depend on the original distribution function of the oscillators over vibrational
levels (Malkin 1971). During the second stage, as a result of the energy exchange
between the translational and vibrational degrees of freedom, a new distribution is
established.

In the upper atmosphere, vibrational relaxation is substantial for the OH, O2,
N2, NO, CO2, and O3 molecules. The most pronounced manifestation of this pro-
cess is hydroxyl emission. The vibrational relaxation of hydroxyl molecules was
considered by many authors (Breig 1969; Spencer and Glass 1977a; McDade and
Llewellyn 1987; Dodd et al. 1990, 1991; Shalashilin et al. 1992; Chalamala and
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Copeland 1993; Shalashilin et al. 1993, 1994; Adler-Golden 1997; Grigor’eva
et al. 1997).

Even early investigations of hydroxyl emission showed that the distribution of
the population of the vibrational levels with v = 1–9 of the ground state X2Π3/2,1/2
fits well to the Boltzmann distribution with TV∼ 10000(K) (Shefov 1961g). Subse-
quent measurements revealed seasonal, diurnal, and other types of variations (Berg
and Shefov 1963; Shefov 1969c, 1971a; Semenov and Shefov 1996, 1999a). It also
turned out that the mutual correlations of the intensities and rotational temperatures
of OH bands strongly depend on the compared vibrational levels (Figs. 2.1 and 2.2).
For closely spaced levels, both lower and upper ones, the correlation coefficient was
∼0.8, while for levels distant from each other it was ∼0.6.

Fig. 2.1 Comparison of the intensities of OH bands from different initial lower and upper vibra-
tional levels (Berg and Shefov 1963)
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Fig. 2.2 Comparison of the rotational temperatures of OH bands from various initial lower and
upper vibrational levels (Berg and Shefov 1963)

Analysis of the population distribution for lower (v = 3–6) and upper (v = 6–9)
levels has revealed different vibrational temperatures TV for these level groups:
T3456 ∼ 7900(K) and T6789 ∼ 13100(K), respectively, the average over all lev-
els being T3456789 ∼ 9800(K). In general, it is observed that the populations of the
Boltzmann distributions behave as if they shake about the middle vibrational level
(Fig. 2.3) (Shefov et al. 1998). Special measurements of OH emission characteristics
during the night time and the choice of their near-midnight values for comparison
have made it possible to compare the intensities of the OH (3–0), (4–1), (6–2),
(7–3), (9–4) bands. In this case, it also turned out that the factor of correlation
between closely spaced levels was 0.93 and it decreased to 0.62 for distant levels
(Fig. 2.4) (Bakanas and Perminov 2003).
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Fig. 2.3 Relation of the intensities of OH bands from variously vibrationally excited levels to
vibrational temperatures. Full circles are winter values (October through March); open circles are
summer values (April through September). Straight lines are calculated population variations for
various v versus 104/TV (Shefov et al. 1998)
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Fig. 2.4 Comparison of the intensities of OH bands from lower and upper vibrational levels
(Bakanas and Perminov 2003)

Consideration of the above data in combination with rocket measurements on
the altitude of the hydroxyl emission layer has shown that there is a distinct corre-
lation between vibrational temperature and the altitude of maximum emission rate
(Semenov and Shefov 1996, 1999a). The lower the altitude of the emission layer,
the lower the vibrational temperature since the atmospheric density is greater. This
made it possible to obtain an empirical relationship between atmospheric concen-
tration of radiative species [M(Z)] and vibrational temperature TV, namely,

[M(Z)] = 4.2 ·1013 ·
(

32200
TV

−1

)1.25 (
cm−3) .

Thus, the measuring of vibrational temperature is a ground-based method for de-
termining variations of the hydroxyl emission layer altitude and atmospheric density
variation.

Analysis of the behavior of hydroxyl emission has allowed the conclusion that
the observed variations are due to some features of vibrational relaxation, which are
different for different vibrational levels. First models did not consider the variety of
atmospheric components at these altitudes (Llewellyn 1978).

Subsequent investigations have revealed that the vibrational relaxation at higher
and lower levels is determined by atomic and molecular oxygen. In this case, be-
sides single-quantum transitions, there also occur multiquantum ones (Grigor’eva
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Fig. 2.5 Rates of deactivation
of the higher vibrational
levels of a hydroxyl molecule
by oxygen molecules
(Perminov et al. 1998).
kO2(9,v′′) are full circles;
kO2(8,v′′) are open circles,
and kO2 (7,v′′) are inverted
triangles

–
–

et al. 1997; Perminov et al. 1998) (Figs. 2.5 and 2.6). Atomic oxygen is an active
component of the mesopause region which determines the energy regime of the lat-
ter. The altitude distribution of atomic oxygen varies during the seasons of year and
depends on solar activity (Semenov and Shefov 1999b, 2005; Shefov et al. 2000).
This results in variability of the conditions for vibrational relaxation of excited hy-
droxyl molecules.

As a result of photochemical reactions, oxygen molecules vibrationally excited
to metastable electronic states A3Σ+

u , A′3Δu,c1Σ−u , b1Σ+
g , a1Δg appear in the upper

atmosphere. The radiative lifetimes of these states are rather long: 0.07, 1.1, 1, 7.1,
and 5260 (s), respectively. Therefore, they can exist only at the mesopause altitudes.

Fig. 2.6 Rates of deactivation
of the vibrational levels of a
hydroxyl molecule by atomic
oxygen (Perminov
et al. 1998). kO(v′,v′′) are full
circles, transitions for all Δv
are equally probable (n = 0);
transitions accompanied by
loss of all vibrational energy
(n = –5) are open circles
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Vibrationally excited oxygen molecules in the ground state X3Σ−g can be produced
only by radiative transitions from the higher states. Since radiative transitions be-
tween vibrational levels of one electronic state for biatomic molecules with iden-
tical atoms are forbidden, the vibrational relaxation of excited oxygen molecules
can occur only on their collisions with other oxygen molecules and atoms (Jones
et al. 1965; Breig 1969; Breen et al. 1973; Slanger et al. 2000). As a consequence
of these exchange processes, the distribution of the populations of vibrational levels
of excited O2 molecules is not a Boltzmann, but a nonuniform distribution.

2.1.6 Rotational Relaxation

Under the conditions of the upper atmosphere, rotationally and vibrationally excited
molecules are formed as a result of chemical reactions. The distribution of the re-
action products over rotational and vibrational states differs from the equilibrium
distribution, which is determined by the environment temperature. Therefore, the
rotational excitation of molecules is relaxed due to the conversion of energy of ro-
tation of atoms of a molecule into their translational motion. The small energy of
rotational quanta is responsible for the rather easy energy exchange between these
degrees of freedom. For the lower rotational levels, several collisions are usually
required (Gordiets et al. 1980; Bogdanov et al. 1991). However, for the higher rota-
tional levels, having high rotational numbers, the rotational quanta are rather great,
and therefore the necessary number of collisions is greater and the rotational relax-
ation time is longer.

The process of relaxation of rotationally excited molecules, and, in the over-
whelming majority of cases, of rotational temperature Tr, is generally described by
the equation

dTr

dt
=−Tr−Tk

τr
,

where Tk is the kinetic temperature of the environment and τr is the relaxation time
constant.

The solution of this simple equation,

Tr = Tk +(T0−Tk) · exp

(
− t
τr

)
,

determines the quantity τr or the related number of collisions that provide the tran-
sition to an equilibrium state

Zr = τr · [M] ·πσ2
k ·
√

8kT
π ·μ .

Here [M] is the concentration of the medium molecules; πσ2
k is the cross-section

for elastic scattering; k is the Boltzmann’s constant; μ = m ·mM/(m + mM) is the
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reduced mass; m and mM are the masses of the relaxing molecule and the surround-
ing molecules, respectively.

The characteristic relaxation time τr is ∼102 · τ0 for H2 and D2 molecules and
∼ (1–10) · τ0 for other molecules; here τ0 is the mean free time of the molecules
(Losev et al. 1995).

It is of importance that the number of collisions for rotational relaxation refers to
the time interval that determines the excited state lifetime, which, in turn, depends
both on the radiative lifetime,

τrad = 1

/
v′−1
∑

v′′=0
Av′,v′′ ,

and on the frequency of collisions resulting in deactivation of the excited state. Ex-
perimental data show that for molecules which do not make radiative vibrational
transitions in the ground electronic state, the quantity Zr strongly depends on the
energy of rotational quanta. Thus, for the temperatures ∼200–250(K), which are
typical of the conditions of the middle atmosphere, Zr has the following values:
300–500 for H2, 200 for D2, 15 for HD, 5 for N2, and 4.5 for O2 (Osipov 1985).
For the hydroxyl molecule OH, according to the data reported by Kistiakowsky

Fig. 2.7 Spectrogram of the OH (7–3) band. Zvenigorod, 16.03.1991, 20:12–20:32 (Perminov and
Semenov 1992)
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Fig. 2.8 Populations of the
rotational levels of the OH
(7–3) band as a function of
their energy (Perminov and
Semenov 1992). Circles are
measurements; straight line
is the regression line drawn
through the first four P lines
of the OH band by which
rotational temperature
is usually determined. For
the P lines with N′ = 6/9, the
rotational temperature is
∼1000(K)

–1

and Tabbutt (1959), Zr is about 10. The problem of rotational relaxation of at-
mospheric molecules, the hydroxyl molecule included, is considered elsewhere
(Nicholls et al. 1972; Hotlzclaw et al. 1997; Strekalov 2003; Lazarev et al. 2003).

For the hydroxyl molecule the radiative lifetime of the seventh vibrational level
of the ground state is 0.007 (s) (Semenov and Shefov 1996). The vibrational relax-
ation of this molecule in collisions with atomic and molecular oxygen reduces this
lifetime (Perminov et al. 1998). Therefore, while at the altitudes of the maximum
emission rate in the emission layer the necessary number of collisions is provided
for the rotational temperature to correspond to the medium temperature, at the alti-
tudes near 100 (km) the number of collisions becomes ∼1. Though the part of the
emission layer on the line of sight above 100 (km) is small, the intensity of rotational
lines with J′ > 13/2(N′ > 6) that arise in this part of the layer becomes prevailing
(Fig. 2.7). This results in a nonequilibrium rotational temperature of ∼1000(K)
(Fig. 2.8) (Perminov and Semenov 1992). This also explains why the emissions due
to high (N′ = 33) pure rotational transitions from the vibrational levels 0, 1, and 2
were observed along the limb at altitudes of 80–100 (km) on the Shattle spacecraft
(Smith et al. 1992; Dodd et al. 1994).

2.2 Hydroxyl Emission

2.2.1 Progress in the Studies of Hydroxyl Emission

First observations of night-sky hydroxyl emission were performed long before the
nature of this emission had been elucidated. In 1928, a series of emission peaks
at 653, 687, and 727 (nm) were detected by Slipher (1929) who photographed
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nightglow spectra with a small dispersion in the range 580–770 (nm). Somewhat
later, when studying the radiation spectra of planets, he published photos of spectra
for wavelengths up to 860 (nm) that showed four emission peaks (Slipher 1933).
However, it was impossible to identify the peaks observed because of poor resolu-
tion of the spectra. The work performed in the subsequent years gave similar results
(Sommer 1932). In 1938, night airglow spectra were obtained with a greater dis-
persion at the Mount Wilson observatory (Babcock 1939). In these spectra, some
structures of unknown molecular bands were seen. Unfortunately, the spectroscopic
resolution achieved in this case also gave no way of revealing the nature of the
emission observed.

Besides spectrographic observations, photometric methods for recording the
nightglow of the upper atmosphere came into use in the early 1940s. The first ob-
servation with the use of photomultipliers detected intense night-sky infrared emis-
sions in the 700-nm range and near 1000 and 1050 (nm) (Rodionov 1940; Herman
et al. 1942; Elvey 1943; Stebbins et al. 1945) whose intensity was almost two orders
of magnitude greater than that of the well-known green emission of atomic oxygen.
This circumstance inclined researchers to suppose that the radiation observed is
emitted by nitrogen atoms and molecules (NI – 1040 (nm), (0–0) band 1051 (nm)
1PG N2) (Khvostikov 1937, 1948; Bates 1948; Elvey 1942; Nicolet 1948). It is cu-
rious that the presence of OH bands in the visible spectrum of night airglow was
mentioned and discussed (Déjardin and Bernard 1938; Nicolet 1948); however, the
presence of OH molecules in the atmosphere was considered as extremely doubtful.

Only in 1948, when Meinel (1948) and Krassovsky (1949) took photos of spec-
tra (in the range 700–800 (nm) and 700–1100 (nm), respectively) with a dispersion
of about 25(nm ·mm−1), the rotational structure was clearly revealed for emission
bands not identified earlier for which R, Q, and P branches were easily seen. Analy-
sis of the spectra, performed by Krassovsky, has shown that in the 1044 (nm) range
there is no emission peak, and thus the idea that the observed infrared radiation be-
longs to atomic and molecular nitrogen has been rejected (Krassovsky 1950a,b,c).
Subsequently this result was confirmed by photometric observations performed by
Kron (1950). The identity of the observed spectra to the vibrational–rotational bands
of hydroxyl molecules was proposed by Herzberg and experimentally confirmed by
Meinel (1950a,b,c). Subsequently Shklovsky (1950a,b, 1951a) identified hydroxyl
bands by the spectra measured by Meinel (for the range 700–900 (nm) where Meinel
was not able to do this) and Krassovsky (900–1200 (nm)). He was also the first to
calculate the transition probabilities for the rotational–vibrational bands of hydroxyl
(Table 2.4) and, based on them, to estimate the emission intensity for other, virtual,
OH bands (Shklovsky 1951a, 1957). It turned out that the OH emission is associ-
ated in the main with the infrared range up to 4500 (nm), its total intensity reaching
about 5 (megarayleigh). Here it should be stressed that this intensity, if it would
pertain to green emission, should be equivalent to the brightness of IBC IV aurora
entirely covering the sky. Later, more exact and detailed calculations of the tran-
sition probabilities were performed and the intensity distribution in the rotational–
vibrational spectrum of the hydroxyl molecule was calculated (Table 2.5) (Heaps
and Herzberg 1952).
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Almost immediately after the identification of hydroxyl emission and estima-
tion of its total energy (2–4 (erg · cm−2 · s−1)), suppositions about the photochem-
ical nature of its occurrence were made (Bates and Nicolet 1950; Herzberg 1951;
Krassovsky 1951a). These ideas were developed and perfected (Krassovsky 1963a;
Breig 1970) for more than 40 years. The bibliography on hydroxyl emission en-
counters a great number of publications. Nevertheless, many questions related to
the processes underlying the occurrence of hydroxyl emission still remain to be elu-
cidated. These questions arise in analyzing the data on the time variations of the
intensity of emission bands from various vibrationally excited levels that have been
considered in Sect. 2.1.5.

2.2.2 Principal Characteristics of Hydroxyl Emission

Present-day data allow the statement that hydroxyl emission arises due to the ro-
tational–vibrational transitions of the ground state X2Π. The potential curve of the
ground state is presented in Fig. 2.9 (Fallon et al. 1961; Krassovsky et al. 1962). The
energies of vibrational levels, G(v), are determined by the formula (Herzberg 1945,
1950, 1971)

G(v)=ωe ·
(

v +
1
2

)
−ωexe ·

(
v +

1
2

)2

+ωeye ·
(

v +
1
2

)3

−ωeze ·
(

v +
1
2

)4

+ . . . .

With the constants published by Huber and Herzberg (1979), this equation has
the form

Fig. 2.9 Potential curve of
the ground state of the
hydroxyl molecule (Fallon
et al. 1961; Krassovsky
et al. 1962)
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G(v) = 3737.76 ·
(

v +
1
2

)
−84.881 ·

(
v +

1
2

)2

+ 0.540 ·
(

v +
1
2

)3

−0.0213 ·
(

v +
1
2

)4

−0.0011 ·
(

v +
1
2

)5

+ . . . .

Data on the potential curve and energy of vibrational levels G(v) (Fallon et al.
1961) are given in Table 2.1. The ground state includes two systems of sublevels,
X2Π3/2 and X2Π1/2. This is an inverse state, and the X2Π1/2 levels are located
higher than X2Π3/2 (Fig. 2.10).

The energies of rotational levels are determined with the help of the quantum
number J by the formulas

2Π3/2 : F1(J) = Bv ·
⎡

⎣
(

J+
1
2

)2

−1− 1
2
·
√

4

(
J+

1
2

)2

+ Yv(Yv−4)

⎤

⎦−Dv · J4,

2Π1/2 : F2(J) = Bv ·
⎡

⎣
(

J+
1
2

)2

−1 +
1
2
·
√

4

(
J+

1
2

)2

+ Yv(Yv−4)

⎤

⎦−Dv · J4

or with the help of the quantum number N by the formulas

2Π3/2 : F1(N) = Bv ·
[
(N+1)2−1− 1

2
·
√

4(N+1)2 +Yv(Yv−4)
]
−Dv ·N2 · (N+1)2,

2Π1/2 : F2(N) = Bv ·
[

N2−1+
1
2
·
√

4N2 +Yv(Yv−4)
]
−Dv ·N2 · (N+1)2,

2Π3/2 : N = J− 1
2

; 2Π1/2 : N = J+
1
2

; Yv =
Av

Bv
.

Table 2.1 Structure of the vibrational levels of the ground state of the OH molecule

v r(A) G(v) G0(v) = G(v)−G(0)

min max (cm−1) (cm−1) (eV) (erg) 10−12 (kcal)

0 0.884 1.081 1847.78 0.00 0.000 0.000 0.00
1 0.831 1.179 5417.41 3569.64 0.443 0.709 10.21
2 0.800 1.257 8821.36 6973.68 0.865 1.385 19.94
3 0.777 1.329 12061.61 10214.05 1.266 2.029 29.19
4 0.758 1.399 15139.28 13291.82 1.648 2.640 37.99
5 0.743 1.468 18054.52 16207.12 2.009 3.219 46.31
6 0.731 1.538 20805.95 18958.82 2.350 3.765 54.17
7 0.720 1.610 23392.1 21544.30 2.671 4.279 61.57
8 0.710 1.683 25806.7 23958.99 2.970 4.759 68.47
9 0.702 1.760 28043.5 26196.06 3.248 5.203 74.88
10 30095.1 28245.36 3.502 5.610 80.73
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–

Fig. 2.10 Rotational structure of the vibrational levels of the ground state of the OH molecule
(Herzberg 1974)

The constants for the rotational levels are given in Table 2.2 (Krassovsky et al. 1962;
Coxon 1980; Coxon and Foster 1982).

In view of the Λ doubling, the energies of rotational levels are calculated by the
formulas

FvJ
± = Bv · f±(J)−Dv ·

[
f±(J)

]2 + Hv ·
[
f±(J)

]3 + . . . .± γvJ

(
J+

1
2
±1

)
,

where

f±(J) =
(

J+
1
2

)
·
(

J+
1
2
±1

)
; γvJ = γv + γDv · J(J+ 1)+ γHv · J2(J+ 1)2 + . . . .

The Λ doubling is given by Fd−Fc = qv N(N+ 1).
The fine structure of the lowest rotational level is responsible for the radio emis-

sion at a wavelength of 18 (cm) that is observed in the interstellar space. The ro-
tational–vibrational transitions corresponding to X2Π3/2R1, Q1, and P1 lines and
to X2Π1/2R2, Q2, and P2 branches occur within each subsystem of levels. The
wavelengths of the OH bands of the entire system are given elsewhere (Shefov
and Piterskaya 1984). The intercombination X2Π1/2 → X2Π3/2 transitions are
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Table 2.2 Constants for the calculation of the energies of rotational levels for the OH molecule
ground state

v Bv Dv (10−3) Hv (10−7) Av Yv γv qv

(cm−1) (cm−1) (cm−1) (cm−1) (cm−1) (cm−1)

0 18.53104 1.9083 1.413 −139.054 −7.547 −0.1199 0.0417
1 17.82012 1.8695 1.355 −139.325 −7.876 −0.1144 0.0399
2 17.11869 1.8345 1.284 −139.593 −8.214 −0.1088 0.0377
3 16.42420 1.8045 1.200 −139.850 −8.568 −0.1031 0.0351
4 15.73331 1.7809 1.104 −140.088 −8.941 −0.0972 0.0313
5 15.04186 1.7650 0.994 −140.299 −9.368 −0.0912 0.0287
6 14.34498 1.7654 0.872 −140.439 −9.795 −0.0844 0.0269
7 13.63626 1.7838 0.734 −140.491 −10.34 −0.0770 0.0234
8 12.90513 1.7984 0.589 −140.399 −10.95 −0.0685 0.0203
9 12.14094 1.8599 0.428 −140.176 −11.58 −0.0502 0.0171
10 11.32784 1.9549 0.254 −139.518 −12.17 −0.0383 0.0140

practically not detected because of their rather low intensity. The energies of ro-
tational levels necessary for the estimation of rotational temperatures are presented
in Table 2.3.

The most complete and reliable data about the energies of rotational levels are
presented elsewhere (Coxon 1980; Coxon and Foster 1982). These publications

Table 2.3 Energies of the rotational levels (cm−1) relative to the vibrational levels of the ground
state of the OH molecule

N′ J′ v, 2Π3/2
0 1 2 3 4 5 6 7 8 9 10

1 3/2 −38.5 −39.7 −40.9 −42.0 −43.1 −44.2 −54.1 −46.5 −47.8 −48.7 −49.5
2 5/2 +45.3 +41.2 +36.9 +32.9 +27.9 +24.8 +19.9 +17.8 +12.1 +7.8 +4.3
3 7/2 163.9 155.2 146.7 138.4 130.2 121.8 113.8 106.8 96.0 86.9 79.7
4 9/2 317.0 303.3 288.8 275.1 261.3 246.9 233.9 221.3 204.6 188.0 171.4
5 11/2 505.7 484.9 463.3 442.8 421.9 400.9 380.4 361.3 338.1 313.1 288.0
6 13/2 729.8 700.6 670.8 641.9 613.1 583.8 555.0 527.3 494.6 460.8 426.8
7 15/2 989.4 950.3 910.7 872.3 833.8 794.5 756.4 718.8 675.6 631.2 587.0
8 17/2 1284.2 1233.9 1183.2 1133.8 1084.3 1034.5 984.8 935.8 881.6 826.3 771.0

N′ J′ v, 2Π1/2
0 1 2 3 4 5 6 7 8 9 10

1 1/2 88.3 88.0 87.2 86.7 86.0 85.3 84.5 83.7 83.0 82.3 81.7
2 3/2 149.6 146.5 143.5 140.4 137.4 134.3 131.0 128.4 125.2 121.4 118.7
3 5/2 250.6 243.5 236.5 229.4 222.4 215.5 208.4 201.6 194.2 186.0 180.1
4 7/2 391.0 378.5 365.7 353.2 340.7 328.3 315.6 303.5 290.7 276.6 261.5
5 9/2 569.9 550.2 530.5 511.1 491.8 472.4 452.9 433.5 413.2 391.8 369.5
6 11/2 786.3 758.1 730.2 702.4 674.1 646.9 619.4 591.5 562.2 531.3 499.0
7 13/2 1039.8 1001.7 963.9 926.4 889.0 851.9 814.8 770.0 737.2 695.3 653.1
8 15/2 1329.8 1280.4 1231.3 1182.8 1134.3 1086.2 1037.4 989.5 938.2 883.3 826.0
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were the first to give information on the splitting of rotational levels. This split-
ting is responsible for the doublet structure of the lines of OH bands. The rela-
tive position of OH bands with different vibrationally excited states is such that at
the rotational temperature corresponding to the conditions of the upper atmosphere
(∼200(K)) some bands of the beginning of one sequence Δv = v′ −v′′ (i.e., transi-
tions from lower vibrational levels) are partially overlapped by the bands of the end
of another (Δv + 1) sequence (i.e., transitions from upper vibrational levels). The
character of this mutual blending changes in going from large to small Δv values.
As a result, for many bands from high vibrational levels their rotational structure
can be recorded without noises only for lines 4÷6 of the P branch (Shefov 1961a;
Yarin 1961a; Krassovsky et al. 1962; Broadfoot and Kendall 1968; Perminov and
Semenov 1992). In some cases, distortions of the intensity distribution in the P
branch lines are observed which are due to absorptions in the bands of water va-
por. Within the near-infrared spectral range there are only a few OH bands, namely
the (7–2) 681.1-nm and (7–3) 882.3-nm bands, in which almost ten lines of the P
branch not blended by other OH bands are visible. For the emission bands from
lower vibrational levels, eight lines of the P branch can be discriminated only for
the OH (5–1) 791.1-nm band.

Due to the presence of wide absorption bands of CO2 and H2O in the lower at-
mospheric layers, the radiation of hydroxyl molecules with λ> 2.63(μm) (Δv = 1)
fails to reach the Earth surface. Therefore, measurements for these bands are pos-
sible only by means of spectrometers lifted on balloons or rockets (Gush and
Buijs 1964; MacDonald et al. 1968; Bunn and Gush 1972).

Hydroxyl emission has the advantage that it is characterized by three important
geophysical parameters related to the conditions in the mesopause region where the
emission arises, such as the radiation intensity and the rotational and vibrational
temperatures, which can be determined by ground-based measurements.

The intensity of an individual band is an important parameter which character-
izes the rate of photochemical processes to the emission and the complex dynamics
of the upper atmosphere. Its absolute values and space–time variations provide a
great deal of information to study the recombination rate of atomic oxygen, the en-
ergy removal, and the proportion between the contributions of various processes of
production of excited OH molecules. The rotational and vibrational temperatures,
characterizing the state of a medium and the rates of deactivation and establishment
of equilibrium, at the same time give a key to finding the probabilities of rotational–
vibrational transitions in an OH molecule that eventually determine all the observed
parameters of the emission.

2.2.3 Probabilities of Rotational–Vibrational Transitions

Hydroxyl emission arises in the upper atmosphere at altitudes of about 87 (km). The
emission characteristics are determined by observing the behavior of various OH
bands. Each band is described by Einstein coefficients Av′,v′′ which characterize the
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probabilities of spontaneous transitions of an excited molecule from state v′ to state
v′′. The geophysical importance of hydroxyl emission dictated the barest necessity
to know the transition probabilities and, hence, radiative lifetimes of various vibra-
tional states.

The hydroxyl molecule possesses appreciable anharmonicity. The determination
of its potential function received unremitting attention at different times (Fallon
et al. 1961; Werner et al. 1983). First calculations performed by Shklovsky (1951a)
were based on the expansion of the dipole moment in a series (Scholz 1932). The
absolute values were calculated by the formulas derived by Scholz (1932) for the P1

line (J = 3/2) rather than for the band as a whole. Almost simultaneously, calcula-
tions of the Einstein coefficients Av′,v′′ were performed with the use of two terms
of the expansion of the dipole moment (Heaps and Herzberg 1952). Normaliza-
tion was made with respect to the (1–0) band for which the transition probability
was taken by convention equal to 100 (s−1) in view of that for the HCl molecule
A1−0 = 58(s−1). According to the mentioned work, the band sequence Δv = 1 had
the greatest transition probabilities in comparison with other bands. However, it has
been shown (Ferguson and Parkinson 1963) that this conclusion is untrue, and the
sequence Δv = 1 is weaker than the sequence Δv = 2. This feature was taken into
account in subsequent calculations.

Unfortunately, the process of determination of the transition probabilities still re-
mains to be completed though it lasts as long as almost 40 years. As for now, data
on the transition probabilities for various OH bands are available in a great number
of publications (Shklovsky 1951a, 1957; Heaps and Herzberg 1952; Cashion 1963;
Phelps and Dalby 1965; Potter et al. 1971; Murphy 1971; Mies 1974; Llewellyn and
Long 1978; Langhoff et al. 1986; Turnbull and Lowe 1989; Nelson et al. 1990; Dodd
et al. 1991, 1993; Smith et al. 1992; Holtzclaw et al. 1993; Goldman et al. 1998).
They are presented in Tables 2.4–2.13. When looking through these data, one can
see that both the proportions between the transition probabilities even for the com-
mon initial higher levels and the absolute values determined in fact by the normal-
ization with respect to the (1–0) transition have changed substantially.

Table 2.4 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Shklovsky 1951a)

v′′�v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 580 580 2.76
2 59 1050 1110 3.05
3 6.6 160 1420 1587 3.20
4 0.43 25 300 1700 2026 3.31
5 0.17 4.3 60 440 1800 2250 3.35
6 0.03 0.43 12 105 600 1900 2618 3.42
7 0.22 3.2 29 180 750 1800 2762 3.44
8 0.87 8 45 250 860 1800 2964 3.47
9 2.5 19 86 320 930 1700 3058 3.49
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Table 2.5 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Heaps and Herzberg 1952)

v′′� v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 100 100 2.00

2 9.83 175.5 185 2.27

3 1.11 26.5 229 257 2.41

4 0.153 4.09 47.1 264 315 2.50

5 0.0252 0.718 9.31 69.3 281 360 2.56

6 0.00489 0.145 2.01 16.8 90.9 285 395 2.60

7 0.00111 0.0337 0.485 4.33 26.3 110 277 418 2.62

8 0.000286 0.0089 0.132 1.22 7.91 37.2 125 259 430 2.63

9 0.000084 0.0026 0.040 0.382 2.57 12.9 48.5 134 235 433 2.64

Table 2.6 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Cashion 1963)

v′′�v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 390 390 2.59

2 29.5 702 731 2.86

3 2.53 82 947 1030 3.01

4 0.269 9.95 154 1125 1290 3.11

5 0.0346 1.38 24.2 240 1250 1520 3.18

6 0.00537 0.221 4.18 47 332 1320 1700 3.23

7 0.00094 0.041 0.815 9.85 78.8 421 1335 1850 3.27

8 0.00019 0.0087 0.182 2.29 19.5 119 505 1295 1940 3.29

9 0.000045 0.00212 0.0454 0.59 5.35 34.4 166 535 1230 1970 3.29

Table 2.7 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Potter et al. 1971)

v′′�v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 3.33 3.33 0.522

2 0.217 5.88 6.10 0.785

3 0.019 0.62 8.33 8.97 0.953

4 0.0021 0.071 1.11 10 11.8 1.01

5 0.00028 0.01 0.17 1.70 10.8 12.7 1.10

6 0.000045 0.00164 0.0286 0.312 2.27 11.2 13.8 1.14

7 0.00031 0.0056 0.062 0.50 2.86 11.4 14.8 1.17

8 0.000071 0.00126 0.0147 0.120 0.714 3.45 11.2 15.5 1.19

9 0.00032 0.0038 0.0322 0.204 1.00 3.85 10.64 15.7 1.20
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Table 2.8 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Murphy 1971)

v′′�v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 1 1.00 0.00
2 0.563 1.36 1.92 0.283

3 0.0443 1.58 1.26 2.88 0.459

4 0.00543 0.167 2.94 0.878 4.04 0.606

5 0.0010 0.0247 0.396 4.55 0.390 5.36 0.729

6 0.00025 0.00536 0.0676 0.747 6.26 0.0474 7.12 0.852

7 0.000071 0.00148 0.0167 0.154 1.25 7.94 0.0753 9.44 0.975

8 2.2 ·10−5 0.00048 0.0051 0.0384 0.272 1.89 9.38 0.700 12.28 1.09

9 7.7 ·10−6 0.00017 0.0018 0.0128 0.0766 0.563 2.56 10.5 2.12 15.82 1.20

Table 2.9 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Mies 1974)

v′′�v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 20 20 1.3
2 14 25 39 1.59

3 0.92 40 21 63 1.80

4 0.079 4.3 73 12 89 1.95

5 0.05 0.39 11 108 4.5 124 2.09

6 0.053 1.3 21 141 2,3 166 2.22

7 0.18 2.9 37 163 9,1 212 2.33

8 0.030 0.57 5.7 61 167 26 260 2.4

9 0.13 1.2 11 90 147 51 300 2.48

Table 2.10 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Llewellyn and Solheim 1978)

v′′�v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 20.2 20 1.30

2 14.1 25.2 39 1.54

3 0.92 39.9 20.9 62 1.74

4 0.079 4.29 72.6 12.3 89 1.95

5 0.05 0.392 10.6 108 4,47 123 5.09

6 0.0045 0.053 1.27 21.0 142 2,35 167 2.22

7 0.00128 0.0265 0.182 2.91 37.3 163 9.14 213 2.33

8 4.04 ·10−4 8.63 ·10−3 0.030 0.564 5.67 60.8 169 25.8 262 2.42

9 1.38 ·10−4 3.07 ·10−3 0.0108 0.130 1.19 10.8 90.3 147 50.7 300 2.48
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Table 2.11 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Langhoff et al. 1986)

v′′� v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 15 15 1.18

2 8.5 21 29.5 1.48

3 0.69 23.5 19 43.19 1.63

4 0.065 2.7 43 14 59.765 1.78

5 0.011 0.34 6.4 65 7 78.751 1.90

6 0.055 0.91 12.6 85 3 101.565 2.01

7 0.19 2.1 21 103 3 129.29 2.11

8 0.42 4.0 33 111 8 156.42 2.19

9 0.96 6.9 48 108 21 184.86 2.27

Table 2.12 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Turnbull and Lowe 1989)

v′′� v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 22.7 22.7 1.36
2 15.4 30.4 45.8 1.66
3 2.03 40.3 28.1 70.43 1.85
4 0.30 7.19 69.8 20.3 97.59 1.99
5 0.051 1.32 15.9 99.4 11.0 127.67 2.11
6 0.010 0.27 34.8 27.9 126 4.0 161 2.21
7 0.063 0.85 7.16 42.9 145 2.3 198.27 2.30
8 0.23 2.01 12.7 60.0 154 8.6 237.54 2.38
9 0.62 4.05 19.9 78.6 149 23.7 275.87 2.44

Table 2.13 Einstein coefficients A(v′ → v′′)(s−1) for the radiation transitions of OH molecules
(X2Π,v≤ 9) (Goldman et al. 1998)

v′′� v′ 0 1 2 3 4 5 6 7 8 ∑A(s−1) log10∑A

1 17.33 17.33 1.24
2 10.31 23.58 33.89 1.53
3 1.12 27.55 22.20 50.87 1.71
4 0.13 4.12 48.68 16.45 69.38 1.84
5 0.019 0.63 9.43 70.70 9.31 90.09 1.95
6 0.003 0.108 1.74 17.14 91.44 3.78 114.21 2.06
7 0.023 0.37 3.78 27.19 107.25 2.27 140.88 2.15
8 0.088 0.92 7.04 39.09 116.58 7.25 170.97 2.23
9 0.25 1.96 11.72 51.92 117.6 20.41 203.86 2.31
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However, some authors considered the calculated transition probabilities in rela-
tion to the early intensity measurements (Krassovsky et al. 1962). For these mea-
surements, the seasonal intensity variations and the data used for the calculation of
transition probabilities were not reduced to identical heliogeophysical conditions.
This should have a detrimental effect on the determination of the coefficients at the
terms of the expansion of the dipole moment of the OH molecule in a series. Mea-
surements of the intensities of various OH bands reduced to identical yearly average
conditions were published (Shefov 1976; Shefov and Piterskaya 1984). However, it
seems that they have not yet been used in calculations of the transition probabil-
ities. Since the calculations of the transition probabilities demanded a knowledge
of absolute values of Av′,v′′ , experimental investigations of the absorption coeffi-
cients for some resonance transitions were undertaken to determine these values
(Benedict et al. 1953; Phelps and Dalby 1965; Potter et al. 1971; Murphy 1971;
Worley et al. 1971, 1972; Roux et al. 1973; Langhoff et al. 1986). However, in
some cases, these investigations gave a rather large spread in values of A(1–0):
from 395 (s−1) (Phelps and Dalby 1965) to 3.3 (s−1) (Potter et al. 1971). Today
it is accepted that the most correct data are those obtained based on the results of
Goldman et al. (1998), according to which A(1−0) = 17.33(s−1). Nevertheless, the
complexity of laboratory absorption measurements still casts some doubt upon the
correctness of the last version of the absolute values of the transition probabili-
ties.

2.2.4 Hydroxyl Emission Intensity

The OH emission intensity, as already mentioned, is extraordinarily high under the
conditions of the night upper atmosphere. Its value characterizes the rates of pho-
tochemical processes, which, for the conditions of the mesopause, provide a major
channel for recombination of atomic oxygen. However, as can be seen from the dis-
cussion in the previous section, the total hydroxyl emission intensity is difficult to
estimate because of the large spectral range covered by this emission. Under the con-
ditions of the ground-based observations of the upper atmosphere it is possible to de-
tect only the bands with Δv≥ 2, which correspond to λ≤ 2.1(μm). According to the
initial data on transition probabilities, the transitions with Δv = 1(λ = 2.8–5(μm),
which are inaccessible to ground-based measurements) should have the highest in-
tensity. However, since Ferguson and Parkinson (1963) stated that the transition
probabilities for the bands Δv = 1 should be lower, including in comparison with
those for the bandsΔv = 2, the total power of hydroxyl emission was re-estimated. It
is well known that the intensity of the bands of the sequence Δv = 1 was never mea-
sured from the Earth surface, but were estimated from ground measurements of the
band intensities in other transitions. Therefore, the total emission power decreased
from 2.5–3 (erg · cm−2 · s−1) to 1 (erg · cm−2 · s−1) (1 megarayleigh) (Shefov 1976;
Shefov and Piterskaya 1984; Semenov and Shefov 1996, 1999a). This quantity is
essential to the understanding of the role of hydroxyl molecules as an energy sink
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in the atmospheric energy balance in the mesopause region. Based on the system-
atization of the measurements of OH band intensities in various spectral regions
(Bakanas and Perminov 2003) and transition probabilities (Goldman et al. 1998),
the yearly average intensities of the OH bands for the year 2000 are presented in
Table 2.14.

Based on long-term observations, various regular time variations of the OH emis-
sion intensity at night have been studied. These data allow one to get a notion
about the behavior of hydroxyl emission (Fishkova 1983; Semenov and Shefov
1996, 1999a) (see Sect. 4.1).

In the previous sections, the behavior of the intensities of OH bands from dif-
ferent vibrationally excited levels has been considered. Special investigations of the
seasonal intensity variations have shown that this behavior is related to the varia-
tions of the vibrational temperature that reflect the variations of the altitude of the
emission layer.

2.2.5 Rotational Temperature

The rotational temperature is determined by the distribution of the emission inten-
sity over the rotational–vibrational bands, mainly of the P branch (Shefov 1961c).
This problem was also considered by Prokudina (1959b) and Kvifte (1961). Be-
sides, the temperature can be determined by the relative total intensities of groups
of lines, more often, of the R1, Q1, and P1 branches. The data necessary to do this
are available (Piterskaya and Shefov 1975).

The starting expression (for the intensity of a line in (Rayleighs)) is

I(J′,J′′) = C ·λ−3(J′,J′′) · i(J′) · exp

[
−hc

k
· F(J′)

Tr

]
.

Here C is a constant, λ(J′,J′′) is the wavelength of the rotational–vibrational line,
i(J′) is the intensity factor for the line, F(J′) is the energy of the rotational level J′
relative to the energy Gv′ of the vibrational level v′ (see Table 2.3), and Tr is the
rotational temperature.

The procedure of determination of the rotational temperature typically consists
in constructing a correlation relation:

loge

[
I(J′,J′′) ·λ3

i(J′)

]

=−hc
k
· F(J′)

Tr
+ C =−1.4388 · F(J′)

Tr
+ C .

An example of this relation is presented in Fig. 2.11 (Shefov 1961c). As can be seen,
the temperature is determined by the coefficient of regression.

Under the conditions of observations in the upper atmosphere at temperatures
of 170–230 (K) it is usually possible to record with confidence 4–5 lines of P1

branches in the radiation spectrum which are best spectroscopically resolved in the
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Fig. 2.11 Plots for
determining the rotational
temperatures of OH bands
from different vibrationally
excited levels (measurement
date: 6.12.1959) (Shefov
1961c)

–1

band structure. According to the above equation, the intensities of the lines in the P
branch with N′ ≤ 5 are well described by a Boltzmann distribution with temperature
Tr (Shefov 1961c).

For many years the values of i(J′) published by Benedict et al. (1953) (Table 2.15)
were used. When looking at the procedure of determination of the rotational temper-
ature of hydroxyl emission, one can see that the main problem is that an unambigu-
ous complete set of intensity factors i(J) is not available. Now various theoretical
approaches are used which consider intricate relationships between the rotational
and vibrational transitions in the ground state of the OH molecule. The original
data of Benedict et al. (1953) were repeatedly revised (Roux et al. 1973; Mies 1974;
Turnbull 1987; Langhoff et al. 1986; Turnbull and Lowe 1989; Goldman et al. 1998;
French et al. 2000; Pendleton and Taylor 2002).

Based on the data reported by Kovács (1969) and Whiting et al. (1973), Turn-
bull (1987) proposed formulas for calculating the intensity factors (Table 2.16).
They were used to calculate i(J′) for some lines of OH vibrational–rotational bands
(Table 2.17). The new intensity factors calculated for the temperatures of the upper
atmosphere (J′ ≤ 8.5) turned out practically the same for all investigated bands.

These and all values of i(J) calculated later both by direct formulas and from tran-
sition probabilities differ from the values given by Benedict et al. (1953). Neverthe-
less, comparing i(J) values for various bands, one can see that for the usually used
OH bands the values of i(J) for the P1(J′) branch (J′ ≤ 5.5) differ by no more than
0.01–0.02. The differences are more substantial for the P2(J′ ≥ 3.5), Q2 (J′ ≥ 3.5),
and R2 (J′ ≥ 3.5) branches, which are practically not used in ground-based measure-
ments to determine rotational temperatures below 300 (K). However, according to
many studies (French et al. 2000), the use of the values of i(J) for P1, Q1, and R1

branches gives different temperature values for different branches. As can readily be
seen from Table 2.18, the values of intensity factors obtained by different authors,
normalized to the value for P1 (J′ = 1.5) equal to 1.62 (Benedict et al. 1953), give
lower temperature values compared to those obtained with the use of the data of
Benedict et al. (BPH) (1953). If we put ΔT = T (BPH)−T (new), then, based on
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Table 2.16 Formulas for the intensity factors of the OH vibrational–rotational bands of the ground
state X2Π (Turnbull 1987)

Branch Intensity factors

P1(J′)
(J′+1)·(J′+1.5)

4(J′+1)·C′+(J′)·C′′+ (J′+1)
· [u′+(J′) ·u′′+(J′+1)+4(J′ −0.5) · (J′+2.5)]2

Q1(J′)
(J′+1)

2J′ ·(J′+1)·C′+(J′)·C′′+(J′)
· [0.5 ·u′+(J′) ·u′′+(J′)+6(J′ −0.5) · (J′+1.5)]2

R1(J′)
(J′−0.5)·(J′+0.5)

4(J′)·C′+(J′)·C′′+ (J′−1)
· [u′+(J′) ·u′′+(J′ −1)+4(J′ −1.5) · (J′+1.5)]2

P2(J′)
(J′+1)·(J′+1.5)

4(J′+1)·C′− (J′)·C′′− (J′+1)
· [u′−(J′) ·u′′−(J′+1)+4(J′ −0.5) · (J′+2.5)]2

Q2(J′) (J′+0.5)
2J′ ·(J′+1)·C′− (J′)·C′′− (J′)

· [u′−(J′) ·u′′−(J′)+6(J′ −0.5) · (J′+1.5)]2

R2(J′)
(J′+0.5)·(J′+0.5)

4J′ ·C′− (J′)·C′′− (J′−1)
· [u′−(J′)•u′′−(J′ −1)+4(J′ −1.5) · (J′+1.5)]2

C′+(J′) = 0.5 · {[u′+(J′)]2+4 · [(J′+0.5)2−1]}

C′−(J′) = 0.5 · {[u′−(J′)]2 +4 · [(J′+0.5)2−1]}

C′′+(J′) = 0.5 · {[u′′+(J′)]2+4 · [(J′+0.5)2−1]}

C′′−(J′) = 0.5〈{[u′′− (J′)]2+4 · [(J′+0.5)2−1]}

u′+(J′) = [Y′ · (Y′ −4)+4(J′+0.5)]0.5 +(Y′ −2) Y′ = Av′/Bv′

u′− (J′) = [Y′ · (Y′ −4)+4(J′+0.5)]0.5− (Y′ −2) Y′ = Av′/Bv′

u′′+(J′) = [Y′′ · (Y′′ −4)+4(J′+0.5)]0.5 +(Y′′ −2) Y′′ = Av′′/Bv′′

u′′−(J′) = [Y′′ · (Y′′ −4)+4(J′+0.5)]0.5− (Y′′ −2) Y′′ = Av′′/Bv′′

Table 2.17 Intensity factors for the OH vibrational–rotational bands of the ground state X2Π,
calculated by the formulas of Kovács (1969), Turnbull (1987)

N′ J′ P1(N′) i(J′) Q1(N′) i(J′) R1(N′) i(J′) N′ J′ P2(N′) i(J′) Q2(N′) i(J′) R2(N′) i(J′)

1 3/2 P1(1) 2.00 Q1(1) 2.99 – – 1 1/2 P2(1) 1.95 Q2(1) 0.667 – –

2 5/2 P1(2) 3.34 Q1(2) 1.79 R1(2) 1.60 2 3/2 P2(2) 2.92 Q2(2) 0.294 R2(2) 2.61

3 7/2 P1(3) 4.50 Q1(3) 1.28 R1(3) 2.86 3 5/2 P2(3) 3.89 Q2(3) 0.217 R2(3) 3.53

4 9/2 P1(4) 5.60 Q1(4) 0.99 R1(4) 4.00 4 7/2 P2(4) 4.87 Q2(4) 0.188 R2(4) 4.49

5 11/2 P1(5) 6.67 Q1(5) 0.81 R1(5) 5.09 5 9/2 P2(5) 5.85 Q2(5) 0.177 R2(5) 5.47

6 13/2 P1(6) 7.72 Q1(6) 0.69 R1(6) 6.16 6 11/2 P2(6) 6.84 Q2(6) 0.172 R2(6) 6.46

7 15/2 P1(7) 8.75 Q1(7) 0.59 R1(7) 7.20 7 13/2 P2(7) 7.83 Q2(7) 0.171 R2(7) 7.45

8 17/2 P1(8) 9.78 Q1(8) 0.53 R1(8) 8.24 8 15/2 P2(8) 8.85 Q2(8) 0.171 R2(8) 8.43
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Table 2.18 Comparison of the intensity factors for the OH vibrational–rotational bands of
the ground state X2Π (Benedict et al. 1953) to those calculated by the data of Mies (1974),
Turnbull (1987), Langhoff et al. (1986), Turnbull and Lowe (1989) and normalized to i(P1(1.5))
(Benedict et al. 1953)

N′ J′ P branch lines i(J′)

BPH T TL LWR M

1 3/2 P1(1) 1.62 1.62 1.62 1.62 1.62
2 5/2 P1(2) 2.90 2.71 2.92 3.03 3.02
3 7/2 P1(3) 4.04 3.64 4.11 4.44 4.44
4 9/2 P1(4) 5.14 4.54 5.85 5.90 5.91
5 11/2 P1(5) 6.21 5.40 7.38 7.45 7.47

the regression equation

Δ loge

[
i(BPH)
i(new)

]
= ρ ·ΔF; Δ loge

[
I(J′) ·λ3

i(J′)

]

= C−1.4388 · ΔF
T

,

where ρ is the coefficient of regression and ΔF is the difference of the energies of the
rotational levels the transitions between which are used to calculate the temperature
T, we obtain the relation

ΔT =− 0.695 ·ρ ·T2

1 + 0.695 ·ρ·T ≈−0.695 ·ρ ·T2 .

From the preceding it can be deduced that the coefficient ρ is negative because
the new intensity factors i(new) are systematically greater than i(BPH).

This allows one to estimate a systematic correction ΔT for the temperatures that
were calculated with the use of different intensity factors. As follows from compar-
ison of various data, ΔT is 4–8 (K) for T∼ 200(K).

Here it should be noted that the use of the intensity factors calculated following
Benedict et al. (1953) and of all possible rotational lines, i.e., P1 (1.5), P1 (2.5), P1

(3.5), P1 (4.5), P1 (5.5), Q1 (1.5), R1 (2.5), P2 (0.5), P2 (1.5), P2 (2.5), P2 (3.5),
and R2 (1.5), on the condition that the spectrogram was of high quality, had the
result (Shefov 1961c) that the points on the plots used to determine the temperature
by various OH bands (see Fig. 2.11) were, as a rule, rather close to the line of
regression and there were no systematic deviations (high values of the correlation
coefficients). Similar results for the temperature of the OH (4–1) band measured
for assurance simultaneously by two spectrographs (Shefov 1961c) are shown in
Fig. 2.12. The use of the new intensity factors results in a more appreciable spread
of points in similar plots (French et al. 2000).

The independent determination of the OH temperature by the Doppler broaden-
ing of the P1 (J′ = 1.5) rotational line of the 839.93-nm OH (6–2) emission with
the use of a Fabry–Perot interferometer (Hernandez et al. 1993; Conner et al. 1993;
Greet et al. 1994) gives an error of order

√
T, reaching 40 (K), which is substantially
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Fig. 2.12 Plots for
determining the rotational
temperature of the OH (4–1)
band by the spectra obtained
simultaneously on two
spectrographs of the same
type (Shefov 1961c)

–1

greater than the error in the calculated rotational temperature (Choi et al. 1998).
Lidar measurements of the temperature performed simultaneously with ground-
based and satellite spectrophotometric measurements have made it possible to ob-
tain, based on seasonal variations, mean temperature differences within 6–7 (K) (She
and Lowe 1998).

Thus, from the data considered it can be seen that the small difference in absolute
values of the temperature obtained by various methods affects the absolute values
of the mesopause temperature insignificantly since its natural variations are substan-
tially greater. To estimate the mesopause temperature for summertime, when there
are conditions for the occurrence of noctilucent clouds, it is necessary to know more
exact absolute values of the rotational temperature.

Since different authors use different values of i(J) and, the more so, different sets
of rotational lines, it is necessary to bear in mind this systematic difference when
comparing the data of different researchers. This difference is most substantial in
analyzing long-term temperature variations since different methods (values of i(J))
used for different portions of a long-term data set will inevitably distort the character
of a long-term trend.

As mentioned in Sect. 2.1.6, the rotational temperature is close in value to the
temperature of the medium in which hydroxyl emissions occur. Therefore, mea-
suring this parameter allows one to investigate the temperature conditions in the
mesopause and to study the effect of complex dynamic processes resulting from
various geophysical phenomena in the lower atmosphere on these conditions. An
important problem in the determination of the rotational temperature is its con-
formity to the environmental temperature. This problem received the attention of
many researchers (Suzuki and Tohmatsu 1976; Dick 1977; Krassovsky et al. 1977;
Hotlzclaw et al. 1993, 1997).

As already stressed above, the absolute values of transition probabilities are of
great importance since they determine the conditions of rotational relaxation and the
lifetime of the excited molecules formed in the reactions discussed above.
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The absolute values of transition probabilities are used in determining the
mesopause temperature based on measurements of the rotational temperature of
OH. From the formula given above it follows that at an altitude of about 90 (km) the
number of collisions in a second is about 2 104 (s−1). Hence, even for the transitions
from the ninth vibrational level for which A9 = 204(s−1) (Goldman et al. 1998), n0

is about 70, which, apparently, satisfies quite well the above requirements.
It should be noted that the hydroxyl emission layer is located in the upper at-

mosphere near the temperature minimum and, therefore, within the thickness of
the layer there exists a certain temperature gradient, and the number of collisions
which provide relaxation of OH molecules to equilibrium conditions can vary.
Therefore, the determined rotational temperature of the layer is a weighted mean
(Shefov 1961c). If we suppose that each elementary layer has its own temperature
and the populations over rotational levels are described by a Boltzmann distribution
corresponding to this temperature, the net population distribution corresponding to
the observed distribution of the rotational line intensities will not be, strictly speak-
ing, a Boltzmann distribution. This distinction, however, will be appreciable only for
lines with high rotational numbers J′. As already mentioned, in practice, rotational
temperature can be determined only based on five rotational lines, and, therefore,
this effect is imperceptible.

An important feature of the behavior of the rotational temperature and intensi-
ties of OH bands was revealed by comparing data corresponding to different vi-
brationally excited levels. Analysis of even first data (Shefov 1961c) showed that
the nightly mean temperature for higher vibrational levels is sometimes noticeably
greater than that for lower levels (see Fig. 2.11). Comparison of the band intensities
and rotational temperatures for higher and lower levels has shown that the coeffi-
cient of correlation between close levels were ∼0.8 and between higher and lower
levels were much less than ∼0.4 (Fig. 2.2) (Berg and Shefov 1963). Takahashi and
Batista (1981) also noted that the correlation between the intensities of bands from
higher levels is appreciably stronger and the dispersion of values about the line of
regression is less than in the case where the intensities of bands from higher and
lower vibrational levels are compared.

Differences in rotational temperatures for bands from upper and lower vibrational
levels were also noted by other authors (Karyagina 1962; Yarin 1962a; Sivjee and
Hamwey 1987). It is of interest that the factors of correlation both between the tem-
peratures and between the intensities of OH bands (nightly means) for vibrational
levels with identical Δv turned out to be rather close. Moreover, the dependence
of the correlation coefficient r(T, I) on Δv is linear (the correlation coefficient is
−0.952±0.023):

r(T, I) = (0.955±0.034)− (0.175±0.014)Δv .

Subsequently special investigations of this phenomenon were performed based
on measurements of the OH intensities and rotational temperatures carried out with
∼10-min exposures (see Fig. 2.13) (Bakanas and Perminov 2003). It has been estab-
lished that the earlier revealed difference in temperatures also shows up in seasonal
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Fig. 2.13 Seasonal variations
of the rotational temperature
differences ΔT63 and ΔT69
(Bakanas and Perminov
2003)

variations for the near-midnight values of these parameters for both upper and lower
levels (see Fig. 2.2) (Bakanas and Perminov 2003), and this is a consequence of the
use of temperature values which refer to different seasons. In this case, the depen-
dence of the correlation coefficient r(T, I) on Δv is also linear (correlation coefficient
is −0.965±0.034):

r(T, I) = (1.000±0.032)− (0.058±0.009)Δv .

The temperature difference between different levels is described by the empirical
relation

TV−T6 = ΔTV6 = a0 + a1 · cos

[
2π

365.25
(td− t1)

]
+ a2 · cos

[
4π

365.25
(td− t2)

]
,

a0 = 0.24 ·v2−3.02 ·v + 9.55; a1 =−0.89 ·v2 + 10 ·v−27.81;

a2 = −0.62 ·v2 + 6.81 ·v−18.51,

t1 = 12.8 ·v−68.5; t2 =−19 ·v + 182.

Since simultaneous variations in temperature and intensity occur synchronously
and are caused by the variations in altitude of the emission layer, the difference in
rate of variation of the correlation coefficients revealed between the nightly mean
and the near-midnight values seems to reflect the difference in scales of variations
of the emission layer altitude for OH bands with different vibrationally excitated
levels.

The data considered were used as a basis for studying the rotational relaxation
and the possibility of its completion (Nicholls et al. 1972; Suzuki and Tohmatsu
1976). It was found again that the vibrational temperatures that correspond to the
population distribution for lower (v = 3−6) and upper (v = 7−9) vibrational levels
are different and show different seasonal variations (Shefov 1976; Semenov and
Shefov 1996, 1999a).
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In view of the problem of the difference in temperatures between different OH
bands, Krassovsky et al. (1977), based on the data of more than 150 many-hour ob-
servations at Zvenigorod scientific station of the Institute of Atmospheric Physics of
the Russian Academy of Sciences, have analyzed the nature of the equilibrium of the
rotational temperature of hydroxyl emission. The observed difference in rotational
temperatures calculated for bands from different vibrational levels (Shefov 1961c;
Berg and Shefov 1963; Shagaev 1977) was accounted for by the fact that the emis-
sions in bands with high vibrational excitation occur in the main at higher altitudes,
in regions of positive temperature gradients. Besides, in the opinion of Krassovsky
et al. (1977), the observed difference in temperatures can be in part due to the in-
complete thermodynamic equilibrium of the excited hydroxyl molecules with the
surrounding medium in the top region of the emission layer, i.e., at altitudes of
95–100 (km). By the way, hydroxyl emission spectra for which the distribution of
the intensity of lines in the P branch was other than the Boltzmann distribution were
studied in laboratory experiments (Charters and Polanyi 1960; Charters et al. 1971).

Here some publications should be mentioned in which it was reported about
anomalously high relative intensities of a line of the branch R of the OH (3–1)
band which should belong to the line P1(7) of the OH (2–0) band (spectral range
near 1.53(μm)) (Gattinger and Vallance 1973; Pendleton et al. 1989) and also of
the line P1 (N = 12) of the OH (7–4) band among the lines of the OH (8–5) band
(spectral range near 1.36(μm)).

Nevertheless, the observations performed near Zvenigorod have revealed a clear
nonequilibrium intensity distribution over high rotational levels with N′ > 6 for OH
molecules (Perminov and Semenov 1992) which results from the contribution of the
upper region of the emission layer (Figs. 2.7 and 2.8). It should be noted that the
effective temperature corresponding to the population distribution over the levels
with N = 7–9 varies during the night. The mean variations point to a maximum of
1000 (K) in the midnight and to 750 (K) in the beginning and at the end of the night.
The vibrational temperature calculated for the groups of levels with v = 3–5 and
v = 7–9 also varies during the night and, as mentioned, correlates with solar zenith
angle. For the example under consideration, this temperature is ∼8500(K) in twi-
light and∼13500(K) in the midnight. Since vibrational temperature is an indicator
of the altitude of the emission layer (Semenov and Shefov 1996, 1999a), the ob-
served variations of the nonequilibrium rotational temperature reflect the variations
of the altitude. The nonequilibrium is due to the contribution of the upper region of
the emission layer near 95–100 (km). This is confirmed by direct observations in the
afternoon, in twilight, and at night from a spacecraft at an altitude of 260 (km) along
the limb. At limb distances from the Earth surface of 81–83 and 95–99 (km), rota-
tional lines with N′ = 33 have been detected for the vibrational levels with v = 0–6
(Smith et al. 1992; Dodd et al. 1993).

In practice a need arises to estimate the rotational temperature in relation to in-
dividual components of a band and the total intensity of a band by the intensity of
any of its component. The results of such calculations for various vibrational levels
are presented elsewhere (Piterskaya and Shefov 1975). An example for the sixth
vibrational level is given in Table 2.19.
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Consideration of pure rotational transitions inside the rotational level system has
shown that the transition probabilities may have an effect only for high values of N′
for which, under the conditions of the upper atmosphere, in measuring the intensity
of the corresponding lines at the Earth surface, vibrational–rotational transitions are
not observed (Goorvitch et al. 1992).

According to numerous investigations of the behavior of the rotational temper-
ature, seasonal and long-term variations have been detected. This is discussed in
detail in Chap. 4.

2.2.6 The Population Distribution over Vibrational Levels

As a result of photochemical production of vibrationally excited hydroxyl molecules
followed by their vibrational relaxation, a quasi-Boltzmann distribution of molecules
is established which corresponds on the average to a vibrational temperature of
about 10 000 (K).

The radiation intensity of a hydroxyl band for a given vibrational level v is de-
termined by the expression

Iv′,v′′ = Av′,v′′ ·Nv′ ,

where Nv′ is the population of the vibrational level v′ and Av′,v′′ is the probability
of the radiation transition from the upper level v′ to the lower level v′′. In the gen-
eral form, the relative population of the vibrational levels Nv is described by the
Boltzmann distribution

Nv = N · exp(−Gv ·hc/kTV)
9
∑

v=1
exp(−Gv ·hc/kTV)

,

where N is the total population of all vibrational levels, Gv is the energy of the
vibrational level above the zero electronic state (cm−1) (Table 2.1), and TV is the
distribution parameter which is termed as vibrational temperature. Thus, knowing
the band intensity ratio Iv′1,v′′1 /Iv′2,v

′′
2
, we can estimate the vibrational temperature by

the formula

TV =
hc
k
·

Gv′1−Gv′2

loge

(
Iv′1,v′′1
Av′1,v′′1

)
− loge

(
Iv′2,v′′2
Av′2,v′′2

) (K) .

The vibrational temperature TV, which characterizes on the average the Boltz-
mann distribution of the vibrational level populations, is in the range 5000–15 000 (K)
depending on the season and time of day and reflects the processes of excitation of
molecules and deactivation of the excited molecules. Examples of the distribution
of populations over vibrational levels and the corresponding values of vibrational
temperatures are presented in Fig. 2.14.
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Fig. 2.14 Examples of the distribution of populations over vibrational levels and the corresponding
vibrational and rotational temperatures, according to observations in Zvenigorod

If the value of TV is known, the total intensity of hydroxyl emission can be calcu-
lated from measurements for individual bands. Using the above expression and mea-
surements of the absolute intensity of OH bands, it is possible to find the populations
of the corresponding vibrational levels. Analysis of the distribution of OH molecules
over vibrational levels allows one to estimate the yield of excited molecules. First
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attempts to estimate this yield, which did not take into account possible processes of
deactivation of excited OH molecules due to their collisions with molecules of the
surrounding medium, have led the researchers to the conclusion that the rate of pro-
duction of excited molecules is nearly invariable (Chamberlain and Smith 1959).
However, subsequent calculations with various values of vibrational temperature
have revealed its variations (Shefov 1961e; Yarin 1962b). Some authors who used
more precise values of transition probabilities (Llewellyn and Long 1978) have con-
cluded that the ninth, eighth, and seventh vibrational levels are populated preferen-
tially. Analysis of atmospheric and laboratory measurements shows that the effect
of vibrational deactivation is rather substantial (Breig 1969; Velculescu 1970; Wor-
ley et al. 1971, 1972; Streit and Johnston 1976; Nagy et al. 1976; Llewellyn and
Long 1978; Llewellyn et al. 1978; Finlayson-Pitts and Kleindienst 1981; Turnbull
and Lowe 1983; Smith and Williams 1985; Khayar and Bonamy 1987; McDade and
Llewellyn 1987; López-Moreno et al. 1987; Grigor’eva et al. 1994, 1997; Perminov
et al. 1998).

To analyze this process, the following deactivation reactions were considered:

OH(v′)+ O2 → OH(v′′ < v′)+ O2 kO2(v
′,v′′),

OH(v′)+ N2 → OH(v′ −1)+ N2 kN2(v
′),

OH(v′)+ O→ OH(v′′<v′)+ O kO(v′,v′′),
OH(v′)+ O→ H+ O2 kd.

Based on the data of observations of various OH bands in the airglow of the
upper atmosphere, seasonal variations were chosen for which substantial changes
in altitude distributions of atomic oxygen are characteristic, as was shown by an-
alyzing the model of intensity variations for 557.7-nm emission (Semenov and
Shefov 1997a,b,c,d). (This is exemplified by Fig. 2.15 where the data for the

Fig. 2.15 Altitude
distribution of the atomic
oxygen concentration (solid
lines) and volume emission
rate of OH for v = 4
(dot-and-dash lines) and
v = 9 (dashed lines) for four
days of the year 1972. (1) td
is 100 (April 9); (2) td is 173
(June 21); (3) td is 290
(October 16); and (4) td is
355 (December 21)
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conditions of the year 1972 are presented (Perminov et al. 1998)). This was made
purposely in order to have conditions of predominance of molecular oxygen (winter
and spring) or atomic oxygen (summer and autumn).

Theoretical investigations have shown that the vibrational deactivation of OH(v)
molecules by nitrogen molecules is a single-quantum process (Shalashilin et al.
1992, 1993). When the deactivation is produced by oxygen molecules, this is a mul-
tiquantum process for higher vibrational levels (v≥ 7) and a nearly single-quantum
process for lower vibrational levels (Shalashilin et al. 1992, 1994; Grigor’eva
et al. 1994). For this case, the coefficients of deactivation of OH by molecular ni-
trogen were taken from the work by Makhlauf et al. (1995) in which, by means
of interpolation between earlier measured values kN2 (2) and kN2 (12) (Sappey
and Copeland 1990), their values for v = 3–9 and their extrapolated value kN2 (1)
were determined. They fall in the range of values theoretically obtained by Sha-
lashilin et al. (1993). The rates of deactivation of the vibrational levels of OH (v) by
molecular oxygen have been determined for all v (Chalamala and Copeland 1993;
Knutsen and Copeland 1993). Their dependences on Δv (number of deactivated
quanta) turned out to be impossible to estimate. Such an estimation was made based
on the data about the distributions of [O2], [N2], and hydroxyl emission at altitudes
of 80–87 (km) (i.e., in the main below the maximum of OH emission intensity) for
td = 100 (spring) and 355 (winter) for which the deactivation by atomic oxygen
could be neglected. It was supposed that the probability of the v′ → v′′ transition at
collisions of OH (v) with O2 is proportional to (v′ −v′′)−n, where for large positive
n the deactivation is a stepped single-quantum process, for large negative n it occurs
with a preferred transition to the zero vibrational level, and for n = 0 all transitions
are equally probable (Dodd et al. 1994). In this case, the procedure of estimation of
kO2(v

′,v′′) involved the determination of the exponent n for all v. The criterion for
an optimum estimate was the achievement of a maximum for the correlation coeffi-
cient (no less than 0.95) when seeking consistence between the distributions of the
relative populations of vibrational levels obtained by an empirical model (Semenov
and Shefov 1996, 1999a) and by a photochemical model of OH emission in the alti-
tude range 80–87 (km) (Semenov 1997). The results of determination of kO2(v

′,v′′)
for v = 7–9 are shown in Fig. 2.5. It can be seen that about one half of the transitions
between level v′ and level v′′ of a hydroxyl molecule in its collisions with oxygen
molecules occur with Δv = 1. Analysis also shows that for v′<7 transitions of this
type prevail.

The determination of the character of the deactivation of vibrational levels of hy-
droxyl by atomic oxygen and estimation of the rates kO(v′,v′′) were performed in
a similar manner. The relative vibrational distributions of the populations were con-
sidered for the altitude range above 87 (km) where the deactivation by oxygen atoms
plays a significant part. The coefficient kd was taken equal to 1.05 ·10−10(cm3 ·s−1).
Though this value was obtained in laboratory conditions for v′ = 1 (Spencer and
Glass 1977b), it was taken identical for all v′. In this study the rate of deactiva-
tion of OH (1) by atomic oxygen was also found: kO(1,0) = 1.45 ·10−10(cm3 · s−1)
(Spencer and Glass 1977a). Therefore, when seeking consistence between the model
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population distributions over vibrational levels [OH (v, Z)], the rates kO(v′,v′′) were
estimated only for higher vibrational levels.

Thus, it turned out that for large positive n, i.e., for single-quantum deactivation,
kO(v′,v′′) can be taken equal to 2.2 ·10−10(cm3 ·s−1) for all v′> 1. For the lower n a
dependence of this coefficient on v′ arises in which its maximum values correspond
to v′ = 9. As an example, Fig. 2.6 presents the v′ dependence of n for n = 0 and
−5. Makhlauf et al. (1995) point out that the upper limit for the value of kO(v′,v′′)
in the mesopause region is 2.5 · 10−10(cm3 · s−1). In the simulation under consid-
eration, this criterion is satisfied only in the case of single-quantum deactivation.
The coefficient of correlation between the population distributions over vibrational
levels obtained by the empirical model of hydroxyl emission variations (Semenov
and Shefov 1996, 1999a) and by the photochemical model (Semenov 1997) is 0.86
(Perminov et al. 1998). Thus, the above consideration shows a substantial part
played by atomic oxygen in vibrational deactivation of hydroxyl.

Investigations of the variations of the vibrational temperature and its correla-
tions with other parameters of hydroxyl emission enable one to analyze various
features of its behavior. In the first years of intense accumulation of data about
hydroxyl emission an attempt was made to investigate the parameters of the photo-
chemical processes giving rise to excited OH molecules. The parameter of interest
was the activation energy that determines the rate of the ozone–hydrogen reaction
(Krassovsky 1961; Krassovsky et al. 1961). This parameter was determined based
on the correlation relation between the logarithm of the intensity of the hydroxyl
emission band and the inverse rotational temperature. However, in constructing such
a relation by data obtained at various stations it was found that the calculated co-
efficient of regression (earlier treated as the activation energy) shows precise pro-
portionality to the vibrational level energy. This result implied that the obtained
correlation relations arise due to the variations of vibrational level populations that
result from variations of vibrational temperature.

The complexity of the variations of the parameters of hydroxyl emission is de-
termined not only by photochemical processes, but also by the dynamic modulation
of the entire structure of the atmosphere. When relating the intensity logarithms for
bands with different vibrationally excited levels to inverse vibrational temperature,
it has been revealed that they depend on both the absolute populations and on their
variations caused by the variations of vibrational temperature (Shefov et al. 1998).
As follows from Fig. 2.3, for the vibrational levels with v = 4,5,6, and 7 the points
are grouped rather systematically about the average curve corresponding to middle
(4–6) vibrational levels. For the ninth level, the distribution of points corresponds to
the average curves related to the upper levels. A formal regression relation between
the effective vibrational level number and a given v for v = 4÷9 can be given by

veff = 2.3× exp(v/7.15), r = 0.956 .

Thus, the populations described by Boltzmann distributions behave as if they
shake about the population of level veff. Examples of distributions for some nights
have already been presented in Fig. 2.14.
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It is interesting that there is a similar correlation between the intensity of 864.5-
nm (0–1) O2 emission and the vibrational temperature of OH (Shefov 1970c, 1971b)
for which the mean altitude of the emission layer is ∼ 95(km). The coefficient of
regression ρ is −0.49, and it is statistically significant (r =−0.745).

Now it is quite clear that the variations of vibrational level populations caused
by altitude variations are different in character for upper and lower levels. The sea-
sonal altitude variations for v = 5 within a year are small (Semenov and Shefov
1996, 1999a). The predictions of the model of seasonal variations of the altitude
distribution of atomic oxygen (Semenov and Shefov 2005) point to its substantial
variations within the hydroxyl emission (Fig. 2.15). All this testifies to a consider-
able effect of dynamic processes on the behavior of hydroxyl emission.

The variations of vibrational temperature reflect the variations of the emis-
sion layer altitude, and, hence, the variations of atmosphere density (Semenov and
Shefov 1996, 1999a).

2.2.7 Photochemistry

The theory of the occurrence of hydroxyl emission was actively developed once
its spectra had been identified. Since the radiation power is rather high, it became
obvious at once that this emission results from a series of reactions of recombi-
nation of the atomic oxygen produced in the atmosphere by photodissociation of
molecular oxygen and that it is a sink of absorbed solar energy. Initially it was
hypothesized that hydroxyl emission arises due to the ozone–hydrogen reaction
(Bates and Nicolet 1950; Herzberg 1951; Heaps and Herzberg 1952; Kaufman 1969;
Nicolet 1989b). According to this hypothesis, ozone molecules are produced by the
reactions

O+ O2 + O2 → O3 + O2 αO3(O2) = 5.96 ·10−34 · (300/T)2.37
(

cm6 · s−1
)

,

O+ O2 + N2 → O3 + N2 αO3(N2) = 5.7 ·10−34(300/T)2.62
(

cm6 · s−1
)

,

H+ O3 → OH(v≤ 9)+ O2 αHO3 = 1.4 ·10−10 · exp [−480/T]
(
cm3 · s−1) .

The oxygen–hydrogen reaction (Krassovsky 1951a)

H+ O2
∗ →OH∗+ O

and the ozone–hydrogen reaction were first considered as possible paths of recom-
bination processes in the early 1950s.

Krassovsky (1963a) proposed one more mechanism of the vibrational excitation
of hydroxyl molecules – the reaction of perhydroxyl with atomic oxygen, whose
rates are given elsewhere (Nicovich and Wine 1987; Nicolet 1989b):
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H+ O2 + M→HO2 + M αHO2 = 3.3 ·10−33 · exp(800/T)
(

cm6 · s−1
)

,

O+ HO2→ OH(v ≤ 6)+ O2 αOHO2 = 2.9 ·10−11 · exp(200/T)
(
cm3 · s−1) .

The vibrationally excited OH molecules (v ≤ 9) radiate in the spectral range
0.5–5 (μm) (Semenov and Shefov 1996, 1999a) with effective transition probability:

OH(v≤ 9)→OH+ hν(0.5≤ λ≤ 5(μm)) Ā = 48(s−1) .

Data of different authors on transition probabilities Av′,v′′ for various vibrational–
rotational bands are presented in Tables 2.4–2.13. Many calculations of transition
probabilities had the disadvantage that they used measurements of the intensities
of individual OH bands (Krassovsky et al. 1962) not reduced to some reference
conditions. Therefore, further refinement of Av′,v′′ values is necessary.

The effective transition probability is determined by the relation

I(OH) =
9

∑
v′=1

8

∑
v′′=0

Iv′−v′′ =
9

∑
v′=1

8

∑
v′′=0

Av′,v′′ ·Nv′ =

9
∑

v′=1
Av′ · exp(−Gv′/kTV)

9
∑

v′=1
exp(−Gv′/kTV)

·Neff = Ā ·Neff .

The energies of vibrational levels, Gv(cm−1), are given by

Gv = 3653v–85v2 + 0.54v3 .

Both hypotheses assume that atomic hydrogen is regenerated by reactions of de-
activated hydroxyl molecules with atomic oxygen (Nicolet 1989b):

OH+ O→ O2 + H; βOHO = 2.3 ·10−11 · exp(40/T)(cm3 · s−1) .

In view of the processes considered, the emission rate (photon·cm−3 · s−1) at an
altitude Z is determined by the formula

QOH(Z) = Ā ·αHO3 [H] · [O3]/{Ā+ kO2 · [O2]+ kN2 · [N2]+ (kO + kd) · [O]} .

If the parameters of hydroxyl emission and the reaction rates are known, one can
determine the concentrations of ozone

[O3] =
QOH(Z) · {Ā+ kO2 · [O2]+ kN2 · [N2]}

Ā ·αHO3 · [H] ·B
(
cm−3)

and atomic oxygen

[O] =
QOH(Z) · {Ā+ kO2 · [O2]+ kN2 · [N2]}

Ā · {αO3(O2) · [O2]+αN2(N2) · [N2]} · [O2] ·B
(
cm−3) .
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Here

B = 1− QOH(Z) · (kO + kd)
Ā · {αO3(O2) · [O2]+αO3(N2) · [N2]} · [O2]

.

Initially it seemed that the problem of choice between the proposed mechanisms
could be solved if the altitude of the hydroxyl emission layer was measured pre-
cisely. However, the situation turned out much more complicated. Despite some suc-
cess in experimental investigation of the characteristics of hydroxyl emission, there
were additional difficulties in understanding the kinetics of a great many photo-
chemical processes accompanying the terminating event of excitation of a hydroxyl
molecule. First, the part played by excited molecular reactants in these processes
still remains unclear. Second, the rates of many reactions participating in the exci-
tation process have been determined rather approximately. Various measuring tech-
niques yield values which can differ by an order of magnitude. The rates of many
reactions proceeding with participation of excited components are sometimes abso-
lutely unknown. Besides, for some reactions there exist probabilistic alternatives of
the formation of end products. The quantitative relations between the rates of such
processes are known only for a restricted number of reactions. Of great importance
is the excitation energy distribution among the reaction products. In this connection,
special attention should be paid to the formation of metastable electron-excited or
vibrationally excited molecules which can be active participants in subsequent series
of reactions.

In recent years, in a description of the processes of excitation of hydroxyl the
reaction with participation of the perhydroxyl molecule is often used as a mecha-
nism of excitation of OH (v = 0–3), though energetically it is capable of providing
excitation up to v = 6. In the literature there is a significant diversity of opinion
regarding the role of this reaction. Some authors (Llewellyn 1978; McDade and
Llewellyn 1987) believe that oxygen–perhydroxyl reaction does not result in ex-
citation of OH molecules. On the other hand, Lunt et al. (1988) report on labora-
tory data about the possibility of excitation of OH in this reaction; however, they
could not measure the coefficient of branching of the distribution of OH molecules
over vibrational levels. Some authors (López-Moreno et al. 1987) supposed that the
perhydroxyl reaction provides excitation of OH (v) to the (3–6) vibrational levels,
while others (Kaye 1988) assumed that OH can be excited by this reaction only to
the (0–3) levels. Semenov (1989b), having analyzed the variations of the hydroxyl
radiation intensity and rotational temperature caused by internal gravity waves, has
shown that the contribution of the ozone–hydrogen and perhydroxyl (alternative)
reactions to the excitation of vibrational levels with v≤ 5 is seasonal in character.

Irrespective of the solution of the question on the contribution of the perhydroxyl
process, it should be borne in mind that its involvement in the scheme of photo-
chemical reactions of excitation of hydroxyl was dictated by the need to interpret
experimental data rather than by the search for an alternative mechanism. The mat-
ter is that, as already mentioned, all available measurements which characterize the
behavior of the intensity and temperature of the emission bands from upper and
lower vibrational levels testify to lack of close correlation between radiation inten-
sity and temperature, which, however, should exist if the excitation is to occur only
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by the ozone–hydrogen mechanism. Actually, as found in a number of studies and
shown above, the population distributions for the (1–6) and (6–9) vibrational levels
are associated with different values of vibrational temperature TV which have quasi-
independent variations. The characteristics of the processes that show up under the
action of IGWs (η and θ) (see Sect. 5.1.2) have different values for the lower and
upper vibrational levels.

In view of the fact that one has to consider alternative processes of formation
of vibrationally excited molecules of hydroxyl because of intricate variability of
its parameters, laboratory experiments have been carried out to investigate the per-
hydroxyl mechanism with the 18O isotope of atomic oxygen participating in the
process

18O+ H16O2→18 O−H16O2 → 18OH+16 O2
18O+16 O2H→18 O−16 O2H → 16OH+18 O16O

→ 18OH+16 O2.

The formation of hydroxyl molecules was detected by the fluorescence of the
P1(5) line of the (0–0) band of the A2Σ+−X2Π electronic transition. The wave-
length of this line for 18OH and 16OH is equal to 310.1975 and 310.2129 (nm),
respectively, i.e., the shift is 0.0154 (nm), which is three times greater than the line
width of the laser used (0.0050 (nm)). It turned out that only 16OH molecules were
detected, i.e., the complex HO∗3 arising in the reaction dissociated into 18O16O and
16OH. Based on these observations, the conclusion has been made that as a result
of the reaction the excitation energy is delivered to O2 rather than to OH molecules
(Sridharan et al. 1985; Kaye 1988; Kukuy et al. 1996).

Other processes which could be responsible for the appearance of excited hy-
droxyl molecules were also proposed (Reynard and Donaldson 2001) in which the
reaction of metastable oxygen molecules with hydrogen molecules gives rise to
vibrationally excited hydrogen molecules (Hohmann et al. 1994). These excited
molecules enter into a reaction with atomic oxygen resulting in the formation of
hydroxyl molecules (Johnson and Winter 1977):

H2 + O2(b1Σ+
g )→ H2(v = 1)+ O2(a1Δg) 6.3 ·10−12 · exp(−574/T) (cm3 · s−1),

H2(v = 1)+ O(3P)→OH+ H 4.65 ·10−14 · exp(−1868/T) (cm3 · s−1).

According to the estimates of Reynard and Donaldson (2001), the rate of produc-
tion of OH molecules is a maximum (100cm3 · s−1) at altitudes near 85 (km); the
thickness of the layer is ∼ 12(km). However, this process can provide excitation of
hydroxyl only to the first vibrational level.

Besides the processes considered, some other reactions can proceed in the upper
atmosphere in conditions different from those typical of the nocturnal mesopause.

Under daytime conditions (below 55 (km)) the following process is possible
(Nicolet 1971; Banks and Kockarts 1973a,b):
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H2 + O(1D)→ OH(v≤ 2)+ H αH2O(1D) = 3.1 ·10−11 (cm3 · s−1) .

If water vapors are dispersed at high altitudes, the excitation of hydroxyl can
occur as a result of the reaction chain (Virin et al. 1979)

H2O+ O+ → H2O+ + O αH2OO+ = 3.2 ·10−9 (cm3 · s−1) ,

H2O+ + e→ OH(2Π,v≤ 9)+ H αH2O+ = 4.1 ·10−6 ·
(

292
Te

)0.5 (
cm3 · s−1) .

In anomalous conditions, the following processes (Virin et al. 1979) can occur:

NO2(X2A1)+H(2S)→ NO(2Π)+OH(2Π,v≤ 3) αNO2H =2 ·10−12 ·
√

T
(
cm3 · s−1)

and

N2O(X1Σ+)+H(2S)→ N2(X1Σ)+OH(2Π,v≤ 6) αN2OH = 8.4 ·10−11 (cm3 · s−1) .

Thus, despite the common viewpoint that the mechanism of the ozone–hydrogen
reaction is the basic and preferred process, the existing relations for the variations
of hydroxyl emission parameters demand a careful consideration of other processes
of formation of excited hydroxyl molecules and the processes of vibrational deacti-
vation and relaxation of these molecules. Therefore, systematic and comprehensive
investigations of the variations of the emission characteristics of hydroxyl molecules
both in laboratory conditions and under the conditions of the upper atmosphere are
necessary.

2.2.8 Formation of Dissociation Products

According to the present-day notions, the photodissociation of molecular oxygen
occurs under the action of the ultraviolet radiation of the Sun in the Herzberg con-
tinuum (204 ≤ λ ≤ 242.4(nm)) and in the Schumann–Runge bands (175 ≤ λ ≤
204(nm)). The least dissociation energy for oxygen molecules is 5.11 (eV), which
corresponds to the Herzberg continuum whose long-wave limit is 242.4 (nm). In this
case, the following process takes place:

O2 + hν(204≤ λ≤ 242.4(nm))→O(3P)+ O(3P) ,

for which the photodissociation factor jHerz = 5.87 ·10−10(s−1) (Nicolet and Kennes
1988).

With the molecular oxygen column content at an altitude Z denoted by N(O2)
we have jHerz = 3.2 · 104 (N(O2))−0.7567(s−1) (Nicolet and Kennes 1988). The
cross-sections corresponding to this process range from 1.5 · 10−24(cm2) for λ =
242.4(nm) to 1.5 · 10−23(cm2) near the beginning of the Herzberg continuum at
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204 (nm) (Ditchburn and Young 1962; Nicolet 1981; Cheung et al. 1984). In the
mesopause the rate of this process makes 2–4(%) of the total rate of photodisso-
ciation.

The dissociation by the radiation of shorter wavelength, 175 ≤ λ ≤ 204(nm)
(Schumann–Runge bands), also results in the formation of oxygen atoms in the
ground state:

O2 + hν(175≤ λ≤ 204nm)→ O(3P)+ O(3P) .

The photodissociation rate jSR for this case is 1.25 ·10−7(s−1) (Nicolet et al. 1989).
For a varying altitude Z and, hence, the column density N(O2), the photodisso-

ciation rate can be estimated by the expression (Nicolet et al. 1989)

jSR = 6.5 ·106(N(O2))−0.7567(s−1) .

The measurement accuracy of the cross-section for absorption in Schumann–Runge
bands is largely related to the capabilities of the spectroscopic instrumentation used
to resolve the structure of these bands (Ackerman and Biaume 1970). The mea-
surements reported elsewhere (Watanabe et al. 1953; Hudson and Carter 1969;
Ackerman et al. 1970; Nicolet 1981) show that the absorption cross-sections vary
from 4 ·10−23(cm2) for 200 (nm) to 1.7 ·10−19(cm2) near 175 (nm).

The main reaction of absorption of solar radiation by molecular oxygen at ther-
mospheric altitudes occurs in the Schumann–Runge continuum. As a result of dis-
sociation, metastable oxygen atoms are formed:

O2 + hν(130≤ λ≤ 175(nm))→O(3P)+ O(1D) .

The rate jSRc of this process is 4.1 ·10−6(s−1) (Hinteregger 1976).
It should be noted that the oxygen atoms formed in the thermosphere as a result

of this process are transported down to the mesopause, where they recombine. In
this case, it is important to know the number of oxygen atoms formed in this pho-
todissociation process in a column of the thermosphere. This number strongly de-
pends on the number of photons (cm−2 · s−1) radiated by the Sun in the wavelength
range 130 ≤ λ ≤ 175(nm). The estimates made based on experimental investiga-
tions of the solar ultraviolet energy fluxes (Nicolet 1971; Rottman 1981) show that
the total number of oxygen atoms produced by the absorption of solar radiation in
the Schumann–Runge continuum lies between (1.5± 0.5) · 1012(cm−2 · s−1) (quiet
Sun) and (2.5±0.5)±1012(cm−2 ·s−1) (maximum of solar activity) (Nicolet 1981).
The cross-sections for absorption in the Schumann–Runge continuum are substan-
tially greater than those for absorption in the Schumann–Runge bands and Herzberg
continuum and they are equal to 2 · 10−19(cm2) for 175 (nm), 1.5 · 10−17(cm2) for
140 (nm), and 3 ·10−18(cm2) for 130 (nm) (Watanabe et al. 1953).

In addition to these three spectroscopic intervals involved in the photodissocia-
tion of oxygen molecules, it is necessary to consider the solar radiation taking part in
the emission of Lyman alpha (Lα) radiation at 121.6 (nm) that dissociates molecular
oxygen giving rise to metastable oxygen atoms
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O2 + hν(λ 121.6(nm))→ O(3P)+ O(1D)

at a rate jL = 3 ·10−9(s−1) (Nicolet 1971).
The absorption cross-section for this process is very small, being equal to about

10–20(cm2) (Nicolet 1962). Owing to this, the solar radiation in the Lyman alpha
can penetrate to altitudes of 60–70 (km). This seems to be a reason for the solar
activity effect at mesospheric altitudes (Chanin et al. 1989; Givishvili et al. 1996;
Semenov et al. 2005; Golitsyn et al. 2006).

Thus, the total rate of photodissociation of molecular oxygen is

jO2 = 4.4 ·10−6(s−1) .

In the spectral range under consideration (λ< 300(nm)), depending on the level
of solar activity, variations of radiation intensity become pronounced whose degree
increases with decreasing wavelength. Thus, according to Nicolet (1989a), the vari-
ations of solar flux S(λ) make about 2(%) in the wavelength range near 300 (nm),
10(%) near 250 (nm), and 25(%) near 200 (nm). These variations can be approxi-
mately described by the empirical relation

S(λ,F10.7) = S(λ,144) · 1 + F10.7−70
26 · exp(−18 ·λ)

1 + 2.85 · exp(−18 ·λ) ,

where λ is the wavelength expressed in μm and F10.7 is the flux of solar radio radi-
ation (10−22 W ·m−2 ·Hz−1) that characterizes the solar radiation in the ultraviolet
spectral region.

The variations of solar radiation intensity affect the rates of dissociation of
molecular oxygen in the spectral ranges under consideration. Though the accuracy
of the calculation of photodissociation rates makes only 10±50(%), the tendencies
of their variations depending on solar activity can be considered (Nicolet 1989a).

Some other atmospheric components, which are formed in the mesopause as
a result of photodissociation of water vapors, are also essential to the occur-
rence of hydroxyl emission. According to the present-day notions (Brasseur and
Solomon 2005), the density of water vapors in the middle atmosphere is determined
by the density of molecular methane (CH4) produced by a sequence of reactions.
Therefore, methane, as one of the greenhouse gases, is of significance to the problem
of hydroxyl emission since its energetics is a manifestation of not only the recombi-
nation rate of methane, but also its concentration in the Earth’s atmosphere. For the
absorption range of the Herzberg and Schumann–Runge continua (Nicolet 1984) we
have

H2O+ hν(λ< 246(nm))→H2(X1Σ+
g )+ O(3P),

H2O+ hν(λ< 242(nm))→ OH(X2Π)+ H(2S),

H2O+ hν(λ< 176(nm))→ H2(X1Σ+
g )+ O(1D),
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H2O+ hν(λ< 136(nm)) → OH(A2Σ+)+ H(2S),

H2O+ hν(λ< 130(nm)) → O(3P)+ H(2S)+ H(2S),

H2O+ hν(λ< 130(nm)) → H2(X1Σ+
g ),

and also, due to the Lyman alpha (Nicolet 1984),

H2O+ hν(λ121.6(nm))→OH(X2Π)+ H
(2S
)

→OH(A2Σ+)+ H(2S)

→H2(X1Σ+
g )+ O(1D)

→O(3P)+ H(2S)+ H(2S)

.

The first reaction of the branch, which provides 70(%) of the photodissocia-
tion yield, is most efficient. The subsequent reactions provide 8, 10, and 12(%),
respectively (Nicolet 1984). The photodissociation rates of these processes are dif-
ferent: j176 = 4.3 ·10−6(s−1) for the range λ≤ 176(nm), jSRlsa = 1.2 ·10−6(s−1) for
low solar activity and jSRhsa = 1.4 · 10−6(s−1) for high solar activity for the range
175≤ λ≤ 200(nm) and the conditions of the upper atmosphere.

The attenuation of solar radiation in the atmosphere at an altitude Z can be taken
into account by the relation

j242(Z) = jSRc · exp[−10−7 ·N(O2)0.35] ,

where N(O2) is the column density of oxygen molecules at the altitude Z. The rate
of photodissociation of water vapors due to absorption of Lyman alpha radiation is
estimated in the main by the rate of the first reaction, which, for the upper atmo-
sphere, is given by

jLα = 4.5 ·10−6 ·
[

1 + 0.2 · F10.7−65
100

]
(
s−1) .

The attenuation of Lyman alpha radiation by the Earth’s atmosphere at an altitude
Z is taken into account by the expression (Nicolet 1984)

jLα(Z) = jLα · exp
[−4.4 ·10−19 · (N(O2))0.917] .

At the mesopause altitudes, the strong attenuation of solar radiation in sev-
eral spectral regions is due to ozone. Absorption of the radiation in the visi-
ble and ultraviolet spectral regions results in the following dissociation processes
(Nicolet 1989b):

O3 + hν(400≤ λ≤ 800(nm))→O2(3Σ−g )+ O(3P) jChp = 3 ·10−4 (s−1)
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for the visible region (Chappuis band) and

O3 + hν(310≤ λ≤ 400(nm))→ O2(1Δg)+ O(1D) jHug = 2 ·10−4 (s−1)

for the ultraviolet region (Huggins band).
The most substantial absorption occurs in the Hartley bands (210≤ λ≤ 310(nm))

where the absorption cross-section reaches 10−17(cm2) (Nicolet 1971, 1984):

O3 + hν(210≤ λ≤ 310(nm))→ O2(1Δg,
1Σ+

g )+ O(1D) jHart = 1 ·10−2 (s−1) .

This reaction determines in the main the total rate of photodissociation of ozone
molecules (about 90(%)).

2.2.9 Recombination of Atomic Oxygen

The atomic oxygen produced by dissociation of molecular oxygen, due to at-
mospheric mixing and vertical transport, is transferred downward, and its active
recombination occurs with participation of various components, atomic hydrogen
included. Such efficient channels of production of hydroxyl molecules are related
to three-body collision-induced reactions which result in the formation of impor-
tant intermediate products such as ozone (O3) and perhydroxyl (HO2) molecules
(Nicolet 1989b):

O+ O2 + M→ O3 + M αO3 = 6 ·10−34 ·
(

300
T

)2.3 (
cm6 · s−1

)

and

H+ O2 + M→ HO2 + M αHO2 = 3.3 ·10−33 · exp(800/T)
(

cm6 · s−1
)

.

The excited species O∗3 and HO∗2 resulting from these reactions are of importance
for further recombination of atomic oxygen and for the efficiency of hydroxyl emis-
sion as an energy sink, as stressed by Krassovsky (1963b). However, the data on
these important branches of reactions are rather scanty and uncertain (Gershenzon
et al. 1985).

The sequence of hydroxyl reactions actually ends with a process in which (with
participation of a third component) two oxygen molecules are formed from ozone
and atomic oxygen. The reaction of immediate collision of these two particles is
also possible (Nicolet 1971):

O+ O3→O2 + O2 αOO3 = 2.4 ·10−11 · exp(−2350/T)
(
cm3 · s−1) .

This forward reaction corresponds to 94.1 (kcal) of released energy, which is
almost equal to the energy of the excited state O2(c1Σ−u ). For a temperature of about
200 (K) this yields the reaction rate
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αOO3 = 1.9 ·10−16(cm3 · s−1) .

As can readily be shown, the ratio of the yields of oxygen molecules produced
by these two recombination channels is

[O2]OH

[O2]OO3

=
αHO3 ·βOHO

αOO3 · ĀOH
· [H] ·m ,

where m = [OH]/[OH∗]>10 (McEwan and Phillips 1975), whence [O2]OH/[O]O3 ∼
103. Thus, the recombination proceeding with emission of hydroxyl radiation is an
essentially dominant process.

2.3 Emissions from Metal Atoms

In the Earth’s upper atmosphere, metals are small nongaseous components. Their
presence is related both to their transport from oceans together with reek (sodium)
and to the intrusion of meteoric matter. They are indicators of dynamic phenomena
in the upper atmosphere.

2.3.1 Sodium Emission: Photochemical Excitation

The emission from sodium at wavelengths of 589.0–589.6(nm) was first detected
in the nightglow of the upper atmosphere by Slipher (1929). However, because of
the very low dispersion of the spectrographs used, this emission could be iden-
tified only in 1936 upon its observation in twilight (Chernjajev and Vuks 1937;
Khvostikov 1948). The presence of atomic sodium in the upper atmosphere is
caused by its transport upward with water evaporated from oceans (Chamberlain
1961). It seems that the meteors intruding into the atmosphere and burning down at
the mesopause altitudes also make a certain contribution to the abundance of atomic
sodium (Fiocco et al. 1974). Lidar measurements at the wavelength of sodium emis-
sions very often detect narrow (∼ 1(km)) intense (up to tenfold) maxima in the
altitude distribution of sodium concentration (von Zahn et al. 1987). The nightly
mean intensity of sodium emission is 70 (Rayleigh), to which there corresponds
∼ 7 · 109(cm−2) sodium atoms in a column. The emission layer is at an altitude
of ∼92 (km); its thickness is 10 (km). Therefore, the maximum concentration of
sodium is [Na] ∼ 104(cm−3).

Sodium emissions arise due to the following transitions between the first excited
state and the ground state (the transition probabilities are taken from the work by
Bates (1982)):

Na(32Po
3/2)→ Na(32S1/2)+ hν(589.0(nm)) AD2 = 6.26 ·107 (s−1) ,

Na(32Po
1/2)→ Na(32S1/2)+ hν(589.6(nm)) AD1 = 6.26 ·107 (s−1) ,
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Fig. 2.16 Structure of the energy levels of the ground (3s) and the first excited state (3p) of the
Na atom. Hyperfine levels for the nuclear spin I = 3/2 are scaled-up. The Zeeman levels and the
Zeeman component lines are shown on the right (Chamberlain 1978)

which actually have a complex Zeeman structure of the upper and lower levels due
to the nuclear spin I = 3/2 (Fig. 2.16) (Chamberlain 1978). Therefore, the observed
doublet structure of lines D2 and D1 (589.0–589.6(nm)) actually consists of several
components, resulting in the complex spectral profile measured for the emission
(Fig. 2.17) (Chamberlain 1961).

Fig. 2.17 Resonance line profiles for the 589.0- to 589.6-nm sodium emission at different temper-
atures (Chamberlain 1961)
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Since the radiative lifetimes of excited states are ∼2 · 10−8 (s), collisional deac-
tivation at altitudes above 80 (km) is insignificant.

The mechanism of the photochemical excitation of sodium emission under the
conditions of a night atmosphere was proposed by Chapman (1939). The present-
day studies of the photochemical processes initiating the emission from sodium
(Kirchhoff 1986a,b; Chikashi et al. 1989; Plane 1991; Herschbach et al. 1992;
Helmer and Plane 1993; Clemesha et al. 1995; McNeil et al. 1995; Shefov and
Semenov 2002; Shefov et al. 2002) consider the most essential processes with par-
ticipation of atomic sodium:

Na+ O3→ NaO(A2Σ+)+ O2(X3Σ−g ) f1 ·αNaO,

αNaO = 1.1 ·10−9exp(−116/T),
(
cm3 · s−1

)
,

Na+ O3→ NaO(X2Π,v)+ O2(a1Δg) (1− f1) ·αNaO, f1 = 0.67,

NaO(A2Σ+)→NaO(X2Π)+ hν(6.67(μm)) ANaO ∼ 3,
(
s−1
)
,

NaO+ O→ Na(2P)+ O2 f2 ·βNaO,βNaO = 2.2 ·10−10(T/200)1/2,
(
cm3 · s−1

)
,

NaO+ O→ Na(2S)+ O2 (1− f2) ·βNaO, f1 · f2 = 0.13, f2 = 0.19,

Na(2P)→ Na(2S)+ hν(589.0−589.6(nm)) A = 6.2 ·107,
(
s−1
)
,

NaO+ O3→ NaO2 + O2 β(1)
O3

= 1.1 ·10−9exp(−568/T),
(
cm3 · s−1

)
,

NaO+ O3→ Na+ O2 + O2 β(2)
O3

= 3.2 ·10−10exp(−550/T),
(
cm3 · s−1

)
,

NaO+ O2 + N2→ NaO3 + N2 βM = 5.3 ·10−30(200/T),
(
cm6 · s−1

)
,

NaO3 + O→ Na+ O2 + O2 βO = 2.5 ·10−10(T/200)1/2,
(
cm3 · s−1

)
,

Na + O2 + N2→ NaO2 + N2 αM = 5.0 ·10−30(200/T)1.22,
(
cm6 · s−1

)
,

where α and β are the reaction rates; ANaO and A are the transition probabilities
for NaO molecules and Na atoms, respectively; f1 and f2 are the coefficients of
branching of the reactions producing excited NaO molecules (A2Σ+) and Na atoms
(2P), respectively; and T is the temperature.

Based on these reactions, it is possible to find an equation for the emission rate
QNa(Z) (photon·cm−3 · s−1). However, under the actual atmospheric conditions at
altitudes of 80–100 (km), the contribution of ozone, oxygen, and nitrogen molecules
in their reactions with Na, affecting the lifetime of NaO, is small compared to the
contribution of the reaction of Na with atomic oxygen. Therefore, the sodium emis-
sion rate is determined by the relation
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QNa(Z) =
f1 · f2 ·αNaO · [O3] · [Na]

1 + ANaO
βNaO·[O]

.

In this equation, it is naturally supposed that the reaction rates and the concen-
trations of the reactants depend on altitude Z.

Thus, the ozone concentration is determined by the relation

[O3] =
QNa

f1 · f2 ·αNaO · [Na]
·
[

1 +
ANaO

βNaO · [O]

]
≈ QNa

f1 · f2 •αNaO · [Na]
.

In describing the photochemical process of excitation of the sodium nightglow a
problem arises which is related to the indeterminacy of the coefficients of branch-
ing, f1 and f2, for the reactions that produce NaO (A2Σ+) and (X2Π) molecules
and also sodium atoms in an excited Na(2P) and a nonexcited state Na(2S), re-
spectively. The radiative lifetime of NaO molecules (A2Σ+) should correspond to
the magneto-dipole transition. According to the available rough estimates, the ra-
diative lifetime is considerably longer than the lifetime determined by photochem-
ical reactions (0.04 (s)) at the altitudes of the emission layer (Chikashi et al. 1989;
Herschbach et al. 1992). The coefficients of branching were estimated to be f1 ∼
0.67 and f2 from 0.01 to 0.15–0.20 (Clemesha et al. 1995). Based on the analysis
of data on variations of the sodium emission intensity, the radiation transition prob-
ability has been estimated for NaO (A2Σ+) molecules (6.67 (μm), ANaO ∼ 3(s−1))
and the coefficient of branching (f2 ∼ 0.19) (Shefov and Semenov 2002; Shefov
et al. 2002).

In view of a feature of the excitation process (see Sect. 2.1.3) and blending of
complex profiles, the interferometric method was not used to determine the temper-
ature. Besides, the sodium emission lines are in the close neighborhood with the
Q1(1)(588.9 (nm)), Q2(2)(589.4 (nm)), Q1(2)(589.5 (nm)), and Q2(3)(590.1 (nm))
lines of the OH (8–2) band, whose intensities are on the average equal to 4, 0.2,
1.5, and 0.1 Rayleigh, respectively (Shefov and Piterskaya 1984). The total inten-
sity of this band is about 40 Rayleigh and at 5.5 (nm) about 20 Rayleigh. The contin-
uum intensity in this spectral region is 20–40 (Rayleigh·nm−1) (Shefov 1959, 1960,
1961d). This gives rise to difficulties in electrophotometer measurements using in-
terference filters.

Nevertheless, the variations of the intensity of sodium nightglow were investi-
gated by many researchers (Nasyrov 1967, 2003; Pal 1973; Fishkova 1976, 1979,
1983; States and Gardner 1999, 2000a,b) and, based on the data obtained, the diurnal
and seasonal variations have been estimated. The seasonal variations of the intensity
of sodium emission have an important feature that the intensity decreases in summer.
This is related to the photoionization (Swider 1970; McEwan and Phillips 1975) of
sodium and the formation of its molecular ions in the daytime, which considerably
elongates in summer:

Na+ hν(λ≤ 241.6(nm))→ Na+ + e jNa = 2 ·10−5 (s−1) .
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Sodium ions can be produced not only by direct photoionization, but also in
charge exchange reactions (McEwan and Phillips 1975):

Na+ O+
2 → Na+ + O2βO+

2
= 6.7 ·10−10(cm3 · s−1) ,

Na+ N+
2 → Na+ + N2βN+

2
= 5.8 ·10−10(cm3 · s−1) ,

Na+ NO+ → Na+ + NOβNO+ = 7.0 ·10−11(cm3 · s−1) ,

Na+ H2O+ → Na+ + H2OβH2O+ = 2.7 ·10−9(cm3 · s−1) ,

Na+ N2O+ → Na+ + N2OβN2O+ = 2.0 ·10−9(cm3 · s−1) .

The loss of ions due to subsequent photoionization occurs with low rates (<10−10

(s−1)) since for the Mg+, Ca+, Sr+, Ba+, and Eu+ ions the ionization potential is
greater than 10 eV, i.e., the photoionization wavelengths are shorter than 100 (nm).

Recombination of metal ions with electrons, for example,

Na+ + e→ Na+ hν βe = 10−12 (cm3 · s−1) ,

occurs with low rates, providing the effect of increased electron density on the den-
sity of metal ions in the ionospheric E region. A more efficient channel of recom-
bination of metal ions is their transformation into molecular ions due to the greater
O2 and NO densities, for example, by the reactions

Na+ + O2 → NaO+ + OβO2
= 1 ·10−13 (cm3 · s−1) ,

Na+ + NO→ NaO+ + NβNO = 1 ·10−13 (cm3 · s−1) ,

Na+ + O3 → NaO+ + O2βO3
= 1 ·10−11(cM3 · c−1) .

Thus, the ionized-to-neutral sodium density ratio is ∼10−3 and can be greater.
The use of lidars operating at the wavelength of sodium (589.0 (nm)) gave im-

petus to investigations of the sodium layer as an indicator of atmospheric processes
(Richter et al. 1981; Gardner et al. 1986; States and Gardner 1999, 2000a,b). Along
with the detection of sporadic perturbations, which manifest themselves in the alti-
tude distribution of sodium, internal gravity waves propagating to the sodium layer
altitudes were also investigated (Molina 1983; Gardner and Voelz 1985).

Besides, based on lidar measurements of the sodium layer, a close correlation be-
tween the sodium column content NNa and the temperature in this altitude range has
been found for the nocturnal and seasonal variations (Qian and Gardner 1995; States
and Gardner 1999). The existence of this correlation for all latitudes from South Pole
to the high latitudes of the northern hemisphere was proposed by (Plane et al. 1998).
Since the radiation intensity is proportional to the sodium column density, based on
the data on the night variations of the emission intensity, a close correlation between
emission intensity and temperature has been revealed, which is described by the fol-
lowing regression equation (correlation coefficient r = 0.952± 0.020) (Shefov and
Semenov 2001):



178 2 Processes Responsible for the Occurrence of the Airglow

TNa = (185±0.8)+ (0.20±0.01) · INa,(K) ,

where the intensity INa is expressed in (Rayleighs).
This equation allows one to estimate the temperature at the altitudes of the emis-

sion layer (∼92(km)) for both the nocturnal and the seasonal variations from emis-
sion intensity measurements.

2.3.2 Alkali Metals: Resonant Excitation

The presence of metals in small concentrations in the Earth’s upper atmosphere is
mainly the result of the intrusion of meteoric bodies, which vaporize at altitudes of
80–100 (km) (Jégou et al. 1985a,b). The column densities of metals in the atmo-
sphere are insignificant (Table 2.20). Their radiation can be observed only when the
upper atmosphere is illuminated by the Sun, since it is only in this case that the
excitation of their resonant emissions due to fluorescence can be provided.

The emissions of sodium have the greatest intensity in twilight, and it reaches
∼1000 (Rayleigh). The 769.9-nm emission of potassium and the 280.0-nm emission
of ionized magnesium have intensities of ∼400 and ∼300 (Rayleigh), respectively.
The intensities of the natural emissions of lithium (670.8 (nm)), ionized calcium
(393.5 (nm)), magnesium (285.2 (nm)), and iron (386.0 (nm)) are no more than sev-
eral tens of (Rayleighs).

For the fluorescence process, the intensity I (photon·cm−2 · s−1) of fluorescent
emission (at zenith) is determined by the relation

Table 2.20 Typical mean intensities of metal emissions in the upper atmosphere

Atom λ(nm) I (Rayleigh) N(cm−2) Notes

night twilight day

LiI 670.8 3 25 – 7(6) Natural content
NaI 589.3 70 1000 5000 7(9)
MgI 285.2 – 10 – 3(8)
MgII 280.0 – 300 1500 5(8)
KI 769.9 20 400 – 4(7)
CaI 422.7 – 10 – 3(7)
CaII 393.5 – 50 – 2(8)
FeI 386.0 – 10 – 7(8)
SrI 460.7 – – – – released
SrII 407.8 – – – –
CsI 455.5 – – – –
CsI 852.1 – – – –
BaI 553.5 – – – –
BaII 455.4 – – – –
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I = Q ·N(M) = g · [M] ·W ,

where Q (photon·cm−3 · s−1) is the emission rate, W is the thickness of the emission
layer, N(M) is the total density of atoms in an atmospheric column, [M] is the con-
centration of M-type atoms, and g (s−1) is the coefficient of photon scattering in the
solar line (defined in Sect. 2.1.1).

The parameters of various metal atoms that are given in Table 2.21 have the
following notation: Eu denotes the excitation energy; gu and gl the statistical weights
of the upper and lower states, respectively; σ the coefficient of absorption at the line
center (cm2); S(λ) the solar radiation flux (photon·cm−2 · s−1 · nm−1); and r the
residual intensity of the Fraunhofer lines in the solar spectrum.

Under the conditions of solar illumination of the upper atmosphere in twilight
and in the daytime there occurs photoionization of metal atoms, resulting in vari-
ations in equilibrium concentration of neutral atoms (Table 2.22). These processes
have been considered in the previous section.

In twilight, the ionizing radiation passes through the atmospheric layers lying be-
neath the horizon. In this case, the photoionization rate is determined by the relation

r = j · exp(−τ ·Chpχ) .

Here j is the photoionization rate (s−1), τ is the optical thickness of the higher-
lying atmospheric layer, and Chpχ is the Chapman function of the solar zenith an-
gle χ (Smith and Smith 1972; Rishbeth and Garriott 1969; Ivanov-Kholodny and
Mikhailov 1980).

The twilight emissions have been studied most comprehensively for sodium
(Galperin 1956a,b; Hunten 1956, 1967; Lytle and Hunten 1959; Gadsden 1969;
Graham et al. 1971; Toroshelidze and Chilingarashvili 1975; Jégou et al. 1985a,b;
Toroshelidze 1991). When observations are carried out at large zenith angles, an
optically thick medium arises along the line of sight for which it is necessary to
solve the problem of radiation transfer. For the sodium emission, this problem
is complicated because of the necessity of considering the anisotropic dissipation
of the radiation by the fine structure of atomic levels (Chamberlain 1961, 1978;
Chamberlain and Hunten 1987).

Once these problems are solved, it becomes possible to use measurements of
the intensity of sodium emission during twilight for the determination of various
characteristics of the upper atmosphere. Toroshelidze (1991) considered the solution
of the problem of finding the altitude distribution of the coefficient of eddy diffusion
KT by analyzing the altitude distribution of the sodium emission rate obtained from
twilight measurements. The possibility of doing this is related to the concept that
the altitude of the Earth’s shadow varying in the course of successive measurements
in twilight allows one to obtain data on the altitude to which there corresponds the
measured radiation intensity. The principles underlying this procedure were stated
in Sect. 1.4.3.

Due to the increased coefficient of eddy diffusion and the higher altitude of the
turbopause (the altitude at which the eddy diffusion coefficient KT is comparable to
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Table 2.21 Parameters of the resonant lines of metals

Atom M λ(nm) Transition Eu

(eV)
gu

gl

A(s−1) σ(cm2) S(λ) r g(s−1)

1 2 3 4 5 6 7 8 9 10 11
Li 6 670.792

670.807
22P0

3/2−22S1/2

22P0
1/2−22S1/2

1.85
1.85

4
2
2
2

3.66(7)
3.66(7)

7.32(−12)
3.60(−12)

5.22(14)
5.22(14)

1.0
1.0

10.3
5.15

Li 7 323.263 32P3/2−22S1/2

32P1/2−22S1/2

3.83
3.83

4
2
2
2

1.00(6)
1.00(6)

2.20(−14)
1.10(−14)

1.40(14)
1.40(14)

0.7
0.7

0.00284
0.00142

Li 7 670.776
670.791

22P0
3/2−22S1/2

22P0
1/2−22S1/2

1.85
1.85

4
2
2
2

3.66(7)
3.66(7)

7.32(−12)
3.60(−12)

5.22(14)
5.22(14)

1.0
1.0

10.3
5.15

Na 23 330.232
330.299

42P0
3/2−32S1/2

42P0
1/2−32S1/2

3.75
3.75

4
2
2
2

2.75(6)
2.75

1.17(−13)
5.85(−14)

1.61(14)
1.61(14)

0.056
0.083

0.000784
0.000583

Na 23 342.686 42D3/2−32S1/2 3.61 4
2

1.60(6) 7.60(−14) 1.66(14) 0.80 0.00782

Na 23 588.995 32P0
3/2−32S1/2 2.10 4

2
6.26(7) 1.52(−11) 5.31(14) 0.05 0.54

Na 23 589.592 32P0
1/2−32S1/2 2.10 2

2
6.26(7) 7.57(−12) 5.31(14) 0.06 0.33

Mg 24 285.213 31P0
1−31S0 4.35 3

1
4.60(8) 1.93(−11) 4.74(13) 0.0256 0.015

Mg+ 24 279.553 32P0
3/2−32S1/2 4.43 4

2
2.60(8) 6.87(−12) 4.75(13) 0.2 0.119

Mg+ 24 280.270 32P0
1/2−32S1/2 4.42 2

2
2.60(8) 3.45(−12) 4.75(13) 0.2 0.0179

Al 27 394.403 42S1/2−32P0
1/2 3.14 2

2
3.30(7) 1.20(−12) 0.62

K 39 404.414
404.720

52P0
3/2−42S1/2

52P0
1/2−42S1/2

3.065
3.063

4
2
2
2

1.20(6)
1.20(6)

1.22(−13)
6.10(−14)

3.35(14)
3.35(14)

0.80
0.80

0.0229
0.0115

K 39 766.490 42P0
3/2−42S1/2 1.62 4

2
4.14(7) 2.87(−11) 4.85(14) 0.08 1.48

K 39 769.896 42P0
1/2−42S1/2 1.61 2

2
4.05(7) 1.42(−11) 4.82(14) 0.2 2.70

Ca 40 422.673 41P0
1−41S0 2.93 3

1
2.11(8) 3.72(−11) 3.69(14) 0.07 0.694

Ca 40 657.278 43P0
1−41S0 1.89 3

1
2.06(3) 1.37(−15) 5.19(14) 0.80 0.000637

Ca+ 40 393.478 42P0
3/2−42S1/2 3.15 4

2
1.50(8) 1.43(−11) 2.18(14) 0.10 0.193

Ca+ 40 396.959 42P0
1/2−42S1/2 3.12 2

2
1.40(8) 6.81(−12) 2.45(14) 0.10 0.103

Ca+ 40 849.802 42P0
3/2−32D3/2 3.15 4

4
1.40(6) 6.70(−13) 4.36(14) 0.28 0.0018

Ca+ 40 854.209 42P0
3/2−32D5/2 3.15 4

6
1.20(7) 3.88(−12) 4.33(14) 0.20 0.015

Ca+ 40 866.214 42P0
1/2−32D3/2 3.12 2

4
1.30(7) 3.27(−12) 4.27(14) 0.24 0.0096

Fe 56 385.991 45D0
4−45D4 3.20 9

9
3.60(6) 1.91(−13) 1.99(14) 0.10 0.014
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Table 2.21 (continued)

Atom M λ(nm) Transition Eu

(eV)
gu

gl

A(s−1) σ(cm2) S(λ) r g(s−1)

Rb 85 780.023 52P0
3/2−52S1/2 1.59 3

1
1.00(8) 1.50(−10) 18.42

Sr 88 460.733 51P0
1−51S0 2.69 3

1
1.90(8) 6.10(−11) 4.79(14) 0.60 13.39

Sr 88 689.259 53P0
1−51S0 1.80 3

1
4.23(4) 4.80(−14) 5.21(14) 0.85 0.0169

Sr+ 88 407.771 52P0
3/2−52S1/2 3.04 4

2
1.30(8) 2.03(−11) 3.52(14) 0.15 0.505

Sr+ 88 421.552 52P0
1/2−52S1/2 2.94 2

2
1.20(8) 1.04(−11) 3.70(14) 0.10 0.186

Cs 133 455.528 72P0
3/2−62S1/2 2.72 4

2
1.93(6) 5.20(−13) 4.72(14) 0.97 0.100

Cs 133 459.317 72P0
1/2−62S1/2 2.70 2

2
8.85(5) 1.22(−13) 4.78(14) 0.92 0.023

Cs 133 852.112 62P0
3/2−62S1/2 1.46 4

2
3.31(7) 5.80(−11) 4.35(14) 1.0 22.06

Cs 133 854.346 62P0
1/2−62S1/2 1.39 2

2
3.20(7) 2.83(−11) 4.35(14) 0.60 5.92

Ba 138 307.158 71P0
1−61S0 4.04 3

1
4.01(7) 5.05(−12) 9.60(13) 0.61 0.084

Ba 138 350.111 61P0
1−61S0 3.54 3

1
1.81(7) 3.37(−12) 1.77(14) 0.95 0.183

Ba 138 553.548 61P0
1−61S0 2.40 3

1
1.16(8) 8.55(−11) 5.16(14) 0.50 22.33

Ba+ 138 455.403 62P0
3/2−62S1/2 2.72 4

2
1.10(8) 3.00(−11) 4.72(14) 0.20 12.55

Ba+ 138 493.409 62P0
1/2−62S1/2 2.51 2

2
9.00(7) 1.57(−11) 4.95(14) 0.13 0.457

La 139 357.443 3.47 2.60(8)∗ 1.60(−11)∗ 0.97
La+ 139 408.672 3.03 1.00(8)∗ 9.19(−12)∗ 1.24
Zr 140 351.960 53P0

2−53F2 3.52 5
5

1.00(8) 4.26(−12) 0.36

Zr+ 140 357.247 54G0
5/2−54F3/2 3.47 6

4
6.20(7) 5.73(−12) 1.41

Nd 144 492.453 2.52 2.00(8)∗ 3.28(−11) 7.3
Eu 153 311.143 68P−68S0

7/2 3.98 8 1.10(9)∗ 6.30(−12) 1.07(14) 0.86 0.157

Eu 153 321.281 68P−68S0
7/2 3.86 8 9.60(8)∗ 6.05(−12) 1.31(14) 0.56 0.125

Eu 153 333.433 68P−68S0
7/2 3.72 8 6.60(8)∗ 4.65(−12) 1.62(14) 0.67 0.147

Eu 153 459.403 68P−68S0
7/2 2.70 8 6.70(8)∗ 1.23(−11) 4.79(14) 0.80 1.90

Eu 153 462.722 68P−68S0
7/2 2.68 8 5.60(8)∗ 1.05(−11) 4.80(14) 0.97 1.99

Eu 153 466.188 68P−68S0
7/2 2.66 8 4.60(8)∗ 8.90(−12) 4.82(14) 0.62 1.08

Eu 153 564.580 68P5.2−68S0
7/2 2.20 6

8
8.30(5) 1.71(−13) 5.17(14) 0.92 0.04

Eu 153 576.520 68P7.2−68S0
7/2 2.15 8

8
9.00(5) 2.62(−13) 5.27(14) 1.0 0.07

Eu 153 601.815 68P9.2−68S0
7/2 2.05 10

8
7.40(5) 3.06(−13) 5.29(14) 1.0 0.085

Eu+ 153 368.842 69P−69S0
4 3.36 9 9.70(7)∗ 8.22(−13) 1.99(14) 0.43 0.023

Eu+ 153 372.494 69P−69S0
4 3.32 9 2.80(8)∗ 2.45(−12) 2.00(14) 0.75 0.120

Eu+ 153 381.967 69P5−69S0
4 3.24 11

9
4.36(7) 3.67(−12) 2.00(14) 0.30 0.091

Eu+ 153 412.970 69P−69S0
4 3.00 9 1.90(8)∗ 2.24(−12) 3.65(14) 0.65 0.194

Eu+ 153 420.505 69P3−69S0
4 2.95 7

9
4.57(7) 4.3(−12) 3.72(14) 0.53 0.291

∗ = Aul ·gu
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Table 2.22 Rates of photoionization of metal atoms in the sunlight and effective cross-sections for
absorption

Atom M Eion (eV) λion (nm) S(λ) σion (cm2) j(s−1) σ(cm2)

LiI 7 5.390 230.3 7.93(12) 1.7(−18) 2.4(−4) 4(−24)
NaI 23 5.138 241.6 7.78(12) 1.2(−19) 2.0(−5) 2(−24)
MgI 24 7.644 162.4 1.70(10) 1.2(−18) 4.0(−7) 4(−18)
MgII 24 15.03 82.6 1.50(9) – – 3(−17)
KI 39 4.339 286.0 2.64(13) 1.2(−20) 3.3(−5) 1(−25)
CaI 40 6.111 203.1 8.50(11) 4.5(−19) 3.4(−5) 1(−23)
CaII 40 11.87 104.6 4.17(9) 1.7(−19) 2.0(−8) 2(−18)
FeI 56 7.896 157.2 1.30(10) 6.0(−18) 5.3(−7) 5(−18)
SrI 88 5.692 218.0 5.36(12) – 2.2(−4) 7(−24)
SrII 88 11.03 112.5 6.50(8) – – 5(−19)
CsI 133 3.893 318.8 1.20(14) 2.2(−19) 3.0(−4) 1(−25)
BaI 138 5.210 238.2 7.43(12) – 5.1(−4) 3(−24)
BaII 138 10.01 124.0 3.10(11) – – 2(−19)
EuI 153 5.67 218.9 6.48(12) – – 7(−24)
EuII 153 11.24 109.8 7.20(8) – – 7(−19)

the coefficient of molecular diffusion D), the diffusion separation begins at higher
altitudes, resulting in smaller densities of atmospheric components at high altitudes.
The altitude of the layer of maximum intensity of sodium emission is very sensitive
to the value of KT, and this value affects the transport of sodium from the region
of intrusion of meteoric matter to the altitude of the sodium layer in the Earth’s
atmosphere (Kirchhoff and Clemesha 1983).

As a first approximation, KT can be estimated by the data on stratification of the
sodium layer (Hunten and Wallace 1967):

KT =
L2

t
.

Here L is the distance between the maxima of the layer vertical structure and t is the
time during which this structure persists. According to the measurements performed
at Abastumani, the multilayered structure of the sodium layer repeatedly remained
rather stable at least for 60–70 (h) (Toroshelidze 1991). According to these measure-
ments, L was about 6 (km) and t varied from 24 to 70 (h). This gives the estimate
KT ∼ (1.5− 4) · 106(cm2 · s−1), which agrees with the results obtained by other
methods (Hocking 1985). The use of the altitude distribution of radiation intensity
also allows one to obtain data about altitude variations of the eddy diffusion coeffi-
cient (Fig. 2.18) (Toroshelidze 1991).

The resonance lines of metals, preferentially of alkali metals, such as Li, K, Ca,
Ca+, Mg, Mg+, Ba, and Ba+, have a special place in weak emissions. Some of these
species are of natural origin, entering the upper atmosphere with meteors, while
others are dispersed artificially to investigate diffusion, winds, etc. Owing to the
high efficiency of the fluorescent mechanism of excitation, many metals are used to
study the dynamic characteristics of the upper atmosphere. For this purpose they are
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Fig. 2.18 Altitude distribution of the eddy diffusion coefficient KT for winter and summer, derived
from the data obtained at Abastumani from 1962 to 1972. The variations in molecular diffusion
(Nicolet 1962) are shown by a straight line (Toroshelidze 1991)

released to form artificial luminous clouds (Filipp et al. 1986; Andreeva et al. 1991).
These problems are considered in Sect. 3.5.9.

Sporadic emissions were also the subject of active research (Vallance Jones 1958;
Link 1966; Gadsden 1969; Mitra 1974a,b; Granier et al. 1985, 1989; Grebowsky and
Reese 1989; Toroshelidze 1991; IAPh 1994).

The greatest attention was paid to the data on the 670.8-nm emission of lithium
obtained under twilight conditions since its occurrence accompanied the nuclear
tests conducted in the atmosphere from the late 1950s to the early 1960s (Gadsden
and Salmon 1958; Delannoy 1960). Besides, Li was always present in small amounts
in the artificial clouds produced by releasing sodium. In contrast to the emissions of
Na, for which the residual intensities in the Fraunhofer spectrum of the Sun make
about 6(%), for the emission of Li the solar spectrum is impaired insignificantly.
Therefore, the scattering factor for Li is much greater than that for Na. This feature
made it possible to estimate the wind speed in the upper atmosphere at the altitudes
where Li was nebulized.

Since the emission of lithium testified that a nuclear explosion had been ef-
fected, special interferometric measurements were performed to determine the iso-
topic composition for the lithium emission. As mentioned earlier, the nuclear charge
shell made of hard material, D6Li, contains the isotope 6Li whose participation
in a nuclear explosion results in the formation of tritium, which is necessary for
the subsequent nuclear reaction to occur. Figure 2.19 shows interferograms of the
670.8-nm emission of lithium (IAPh 1994). As can be seen, each group of rings
in the interferograms contains three emission lines. The wavelengths of the doublet
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Fig. 2.19 Comparison of two interferograms for emissions of the lithium isotopes 7Li and 6Li

of the isotope 6Li are shifted relative to those of the isotope 7Li to the long-wave
spectral range by 0.0154 (nm), i.e., practically by the width of the doublet interval
(0.0158 (nm)) for both isotopes (Kaliteevsky and Chaika 1970). As a consequence,
three rings are seen, the inner belonging to 6Li. Therefore, in the interferogram cor-
responding to the atmospheric tests, the inner ring (smaller component) refers to 6Li
and the outer to 7Li (greater component), while the middle ring is associated with
the total of 7Li and 6Li. A natural sample of lithium contains both isotopes in the
proportion 7Li:6Li = 10 : 1. In the atmosphere, within several days after a nuclear
explosion (e.g., in 1962 over the Johnston island in Pacific ocean), a different in-
tensity distribution was observed which corresponded to the proportion 7Li:6Li =
1 : 4. The intensity of the lithium emission observed in this case was several
kilorayleighs.

An exotic radiation which sporadically appears in the atmosphere at altitudes of
80–100 (km) results from iron-resonant emissions at λ = 385.991(nm) [(z5Do

4−
a5D4), A = 1.6 · 107(s−1)] and 371.994 (nm) [(z5Fo

4− a5D4), A = 2.5 · 107(s−1)].
The first of them was first detected by Broadfoot and Johanson (1976) and later it
was investigated by other researchers (Tepley et al. 1981). The intensity of these
emissions varied from 2 to 20 (Rayleigh). In the subsequent years, the altitude dis-
tribution of the atomic iron column density was analyzed with the help of laser
sounding (Granier et al. 1989; Alpers et al. 1990). It turned out that the column con-
tent of iron atoms varies, usually being (3− 4) · 109(cm−2); the iron concentration
is about 3 ·103(cm−3). However, it can increase 5–8 times, and layers of thickness
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about 2–3 (km) with a maximum concentration of 8 ·104(cm−3) can be formed. As
a result of observations it was repeatedly noted that the layer of iron atoms was
located several kilometers below the sodium layer, which, probably, is related to
photochemical processes in the atmosphere.

2.4 Molecular Oxygen Emissions

Molecular oxygen is undoubtedly the major constituent of the Earth’s atmosphere.
It not only absorbs the ultraviolet radiation of the Sun of wavelength shorter than
300 (nm), but also participates in reactions giving rise to numerous chemically ac-
tive components. The oxygen molecule has only one electronic state from which
an emission not forbidden by usual rules is possible. The other six electronic states
are metastable, and the transitions between them are responsible for nine systems
of bands. Six of them are in the ultraviolet spectral region and three in the infrared
one. Figure 2.20 presents potential curves plotted by the data of Gilmore (1965).
Since the potential curves of the upper excited states are considerably shifted rel-
ative to those of the lower excited states, in the Delandres table containing vi-
brational transitions the bands with maximum probabilities are placed, according
to the Franck–Condon principle, along the Condon parabola expanded with respect
to the main diagonal. Figure 2.21 shows systems of transitions between various
states.

Fig. 2.20 Potential curves of
the oxygen molecule
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Fig. 2.21 Schematic of transitions between various electronic states

2.4.1 Ultraviolet Systems

The oxygen molecule has some electronic transitions responsible for the ultraviolet
emission bands in the spectral range 200–550 (nm). They have the following names
and designations:

Herzberg I system: A3Σ+
u −X3Σ−g , 240–520 (nm), A(AX) = 15(s−1)

Herzberg II system: c1Σ+
u −X3Σ−g , 250–530 (nm), A(cX) = 1.0(s−1)

Herzberg III system: A′3Δu−X3Σ−g , 260–600 (nm), A(A′X) = 1.2(s−1)
Chamberlain system: A′3Δu− a1Δg, 300–870 (nm), A(A′a) = 0.89(s−1)
Broida–Gaydon system: A3Σ+

u −b1Σ+
g , 300–1100 (nm), A(Ab) =

Richards–Johnson system: c1Σ+
u − a1Δg, 280–1000 (nm), A(ca) =

Schumann–Runge system: B3Σ−u X3Σ−g , 137–200 (nm), A(BX)≈ 2 ·107 (s−1)

All of them correspond to initial metastable states (Bates 1988a).
Investigations of the molecular oxygen emissions in the ultraviolet spectral re-

gion have demonstrated that they occur as a result of recombination of atomic oxy-
gen (Barth 1964):

O+ O+ M→ O∗2 + M, αO2 = 5.5 ·10−33 · (200/T)2(cm3 · s−1) .

In the reaction of production of O∗2 excited molecules, several metastable elec-
tron states, such as 5Πg, A3Σ+

u , A′3Δu, c1Σ−u , b1Σ+
g , a1Δg, X3Σ−g , are realized in

the proportion 0.5:0.06:0.18:0.04:0.03:0.07:0.12, respectively (Bates 1988a). The
lifetime of the molecules in these metastable states is determined by the collisions
(Bates 1988a; Johnston and Broadfoot 1993)
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O2(A3Σ+
u )+ O2→ O2(X3Σ−g )+ O2 βO2

(A3Σ+
u ) = 1.5 ·10−10 (cm3 · s−1) ,

O2(A3Σ+
u )+ N2→ O2(X3Σ−g )+ N2 βN2

(A3Σ+
u ) = 3.8 ·10−11 (cm3 · s−1) ,

O2(A3Σ+
u )+ O→ O2(X3Σ−g )+ O βO(A3Σ+

u ) = 1.5 ·10−11 (cm3 · s−1) ,

O2(A3Σ+
u )→ O2(X3Σ−g )+ hν(λ240−520(nm)) A(AX) = 15(s−1) Herzberg I;

O2(A′3Δu)+ O2→ O2(X3Σ−g )+ O2 βO2
(A′3Δu) = 7.4 ·10−11 (cm3 · s−1) ,

O2(A′3Δu)+ N2→ O2(X3Σ−g )+ N2 βN2
(A′3Δu) = 2.0 ·10−11 (cm3 · s−1) ,

O2(A′3Δu)+ O→O2(X3Σ−g )+ O βO(A′3Δu) = 1.5 ·10−11 (cm3 · s−1) ,

O2(A′3Δg)→ O2(X3Σ−g )+ hν(λ240−520(nm)) A(A′X) = 1.2(s−1)Herzberg III;

O2(A′3Δg)→O2(a1Δg)+ hν(λ300−870(nm)) A(A′a) = 0.89(s−1) Chamberlain;

O2(c1Σ−u )+ O2→ O2(X3Σ−g )+ O2 βO2
(c1Σ−u ) = 1.6 ·10−11 (cm3 · s−1) ,

O2(c1Σ−u )+ N2→ O2(X3Σ−g )+ N2 βN2
(c1Σ−u ) = 4.3 ·10−12 (cm3 · s−1) ,

O2(c1Σ−u )+ O→O2(X3Σ−g )+ O βO(c1Σ−u ) = 2.7 ·10−11 (cm3 · s−1) ,

O2(c1Σ−u )→O2(X3Σ−g )+ hν(λ250−530(nm)) A(cX) = 1.0(s−1) Herzberg II.

In these terms, the emission rate (photon · cm−3 · s−1) of any system is deter-
mined as

Q(ki) =
αO2 · [O]2 · [M]

1 +
{
βO2

(k) · [O2]+βN2
(k) · [N2]+βO(k) · [O]

}
/A(ki)

.

In actual conditions, the intensities of these band systems are rather insignificant.
Their absolute values were determined by a number of researchers (Yarin 1961b,
1962c; Hennes 1966; Degen 1968, 1969, 1977; Degen and Nicholls 1969; Hasson
et al. 1970; Slanger and Huestis 1981; Torr et al. 1985; Sharp 1986; McDade and
Llewellyn 1986; Saxon and Slanger 1986; Ogawa et al. 1987; Swenson et al. 1989).
As follows from the measurements for the spectral range 310–390 (nm), the aver-
age intensity is 0.09 (Rayleigh·nm−1). The intensity of the Herzberg I system as
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a whole is ∼600 (Rayleigh). The Herzberg II and III systems and the Chamber-
lain system are weaker, their intensities being about 100, 70, and 200 (Rayleigh),
respectively (Krasnopolsky 1987; Sharp and Siskind 1989). Tables 2.23–2.25 list
the wavelengths of vibrational–rotational bands of the Herzberg I and II systems
and of the Chamberlain system. Figure 2.22 presents spectrograms of these sys-
tems which are shown in Figs. 1.1 and 1.2 in integrated form. In Table 2.26,
the probabilities of transitions are given for the bands of the Schumann–Runge
system.

The distributions of the populations of the excited molecules over vibrational lev-
els for the states A3Σ+

u , A′3Δu, c1Σ−g have maxima for v∼ 5÷7 and show an abrupt
fall in going toward the lower (v∼ 0–1) and upper levels (v∼ 10) (Stegman 1991).
The population distributions based on these data are presented in Fig. 2.23. The al-
titude distributions of the integrated emission rate have maxima near 97 (km) and at
layer thickness W ∼ 10(km). These data, based on the results reported elsewhere
(Krasnopolsky 1987), are presented in Fig. 2.24.

Table 2.23 Wavelengths (nm) and intensities (Rayleigh) of the Herzberg I system bands for O2
(the total intensity is taken equal to 1000 (Rayleigh)) (Stegman 1991)

v′′�v′ 0 1 2 3 4 5 6 7 8 9 10 11

0 285.6
0.0

298.8
0.0

313.2
0.0

328.8
0.1

345.7
0.4

364.1
0.9

384.2
1.8

406.4
2.7

430.7
3.5

457.7
3.5

487.6
2.9

521.1
2.1

1 279.4
0.0

292.1
0.0

305.8
0.3

320.6
1.3

336.7
3.3

354.7
6.1

373.1
8.4

394.0
8.1

416.8
5.4

442.0
1.7

469.9
0.1

500.8
0.5

2 273.7
0.0

285.9
0.3

299.0
1.9

313.2
6.0

328.4
12.0

345.0
16.7

363.1
14.7

382,7
6.5

404.3
0.5

427.9
1.1

454.0
4.5

482.9
4.9

3 268.5
0.2

280.2
1.6

292.8
7.3

306.3
19.1

320.9
29.1

336.8
26.9

353.9
11.2

372.6
0.3

393.0
4.0

415.3
10.3

439.8
7.1

466.8
0.8

4 263.7
0.4

275.0
3.9

287.1
15.4

300.1
30.8

314.1
36.0

329.3
19.3

345.7
1.4

363.4
4.2

382.8
12.8

404.0
8.1

427.1
0.3

452.5
3.1

5 259.4
0.8

270.3
6.6

282.0
20.7

294.5
35.4

308.0
28.0

322.5
6.1

338.2
1.2

355.2
12.0

373.7
10.1

393.8
0.7

415.8
3.0

439.9
7.0

6 255.4
2.2

266.0
15.3

277.3
42.8

289.4
53.9

302.5
27.9

316.5
0.5

331.6
11.7

347.9
20.5

365.6
4.7

384.9
2.2

405.8
11.3

428.7
5.2

7 251.9
2.8

262.2
17.4

273.2
39.6

285.0
39.6

297.6
10.8

311.1
1.4

325.7
15.8

341.5
11.1

358.5
0.0

377.0
7.8

397.1
7.6

419.0
0.1

8 248.9
1.6

258.9
8.7

269.6
17.4

281.1
12.7

293.3
1.3

306.5
2.6

320.6
7.4

335.9
1.7

352.4
1.0

370.2
4.1

389.6
1.1

410.6
0.6

9 246.3
1.7

256.2
8.2

266.6
13.5

277.8
7.6

289.8
0.1

302.6
3.6

316.4
4.6

331.2
0.2

347.3
2.0

364.6
2.6

383.3
0.0

403.7
1.5

10 244.3
1.3

254.0
6.0

264.3
8.9

275.3
3.7

287.0
0.0

299.6
3.0

313.1
2.3

327.6
0.0

343.3
1.9

360.2
1.1

378/5
0.1

398.3
1.3

11 242.9
0.2

252.5
1.0

262.7
1.3

273.5
0.5

285.1
0.0

297.5
0.5

310.8
0.3

325.1
0.0

340.5
0.3

357.2
0.1

375.1
0.0

294.6
0.2
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Table 2.24 Wavelengths (nm) and intensities (Rayleigh) of the Herzberg II system bands for O2
(the total intensity is taken equal to 1000 (Rayleigh)) (Stegman 1991)

v′′�v′ 0 1 2 3 4 5 6 7 8 9 10 11

0 286.6
0.0

299.9
0.2

314.4
0.7

330.1
1.6

347.1
2.2

365.6
1.6

386.0
0.5

408.3
0.0

432.9
0.3

460.1
0.4

490.4
0.2

524.3
0.0

1 281.1
0.1

293.9
0.8

307.8
2.7

322.8
4.7

339.1
4.5

356.8
1.7

376.1
0.0

397.3
0.7

420.5
1.2

446.2
0.4

474.6
0.0

506.2
0.3

2 276.0
0.4

288.4
3.0

301.8
8.3

316.2
11.3

331.8
7.1

348.7
0.8

367.1
0.9

387.3
3.0

409.3
1.5

433.6
0.0

460.4
0.7

490.1
0.9

3 271.4
1.3

283.4
8.2

296.3
18.7

310.1
18.7

325.1
6.5

341.4
0.1

359.0
5.0

378.3
4.9

399.3
0.3

422.3
1.1

447.7
2.2

475.8
0.4

4 267.2
3.8

278.8
19.2

291.3
36.7

304.7
26.2

319.1
3.7

334.7
3.5

351.7
11.7

370.1
3.8

290.2
0.6

412.2
4.5

436.4
1.9

463.0
0.1

5 263.4
6.2

274.6
28.2

286.7
44.3

299.7
22.1

313.7
0.2

328.8
10.1

345.1
11.9

362.8
0.5

382.1
4.0

403.2
5.0

426.3
0.1

451.6
1.9

6 259.9
8.3

270.9
32.7

282.6
42.3

295.2
13.1

308.8
0.9

323.4
13.6

339.1
6.9

356.3
0.4

374.9
6.5

395.1
2.3

417.2
0.6

441.5
2.9

7 256.8
16.2

267.5
56.1

278.9
59.1

291.2
9.7

304.3
6.2

318.5
22.1

333.8
4.1

350.4
4.1

368.4
10.0

387.9
0.5

409.2
3.5

432.5
3.5

8 254.0
16.5

264.5
50.7

275.6
43.1

287.6
3.0

300.4
10.6

314.2
16.7

329.1
0.5

345.2
7.1

362.7
5.8

381.6
0.2

402.2
4.6

424.7
1.1

9 251.5
8.2

261.8
22.8

272.7
15.2

284.4
0.2

297.0
6.1

310.5
5.2

325.0
0.0

340.7
3.8

357.6
1.3

376.0
0.6

396.0
1.8

417.8
0.0

10 249.4
7.7

249.4
19.3

270.2
10.6

281.7
0.0

294.0
6.0

307.2
3.0

321.4
0.5

336.7
3.3

353.3
0.4

371.2
1.2

390.7
1.2

411.9
0.0

Thus, it has been shown that the characteristics of ultraviolet emissions, irre-
spective of detailed features of each of them, are determined by the concentration of
atomic oxygen because they are manifestations of the process of its recombination.
Therefore, joint measurements of the time variations and altitude distributions of the
emission rate enable one to study the properties of atomic oxygen.

2.4.2 The Atmospheric System

The emission from the O2(b1Σ+
g )→ O2(X3Σ−g ) Atmospheric system of molecu-

lar oxygen was identified in the nightglow simultaneously with hydroxyl emission
(Meinel 1950d). The bands of this system are presented in Table 2.27. The most in-
tense transition occurs in the 761.9-nm (0–0) band. The 864.5-nm (0–1) band is the
second in significance. Other bands are practically not observed in the nightglow
atmosphere since the populations of the levels with v′ > 0 are almost two orders
of magnitude lower than those of the level with v′ = 0; hence, their intensities are
small (Slanger et al. 2000).
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Table 2.25 Wavelengths (nm) and intensities (Rayleigh) of the bands of the Chamberlain system
for O2 (the total intensity is taken equal to 1000 (Rayleigh)) (Stegman 1991)

v′′�v′ 0 1 2 3 4 5 6 7 8 9 10 11

0 379.5
0.0

402.1
0.0

427.2
0.0

455.0
0.1

486.1
0.2

521.0
0.5

560.4
0.8

605.3
1.1

656.8
1.1

716.5
0.9

786.2
0.5

868.8
0.3

1 368.4
0.0

389.7
0.1

41.32
0.3

439.2
1.0

468.1
2.1

500.4
3.2

536.6
3.2

577.7
2.0

624.4
0.7

678.1
0.0

740.2
0.2

813.0
0.5

2 358.4
0.0

378.5
0.5

400.6
2.1

425.0
5.1

452.0
8.3

482.0
7.4

515.6
3.6

553.3
0.4

596.1
0.4

644.8
1.7

700.8
1.6

765.7
0.4

3 349.3
0.3

368.4
2.3

389.3
8.0

412.2
16.1

437.6
16.9

465.6
8.0

496.9
0.5

531.9
1.6

571.3
4.5

615.8
2.6

666.7
0.1

725.2
0.8

4 341.0
1.1

359.2
7.7

379.0
23.0

400.7
32.5

424.7
21.7

541.0
2.8

480.3
2.3

512.9
9.3

549.4
5.1

590.6
0.0

637.2
2.6

690.4
3.3

5 333.5
2.5

350.9
15.4

369.8
37.4

390.5
39.0

413.1
12.6

438.1
0.2

465.6
10.9

496.2
9.5

530.3
0.3

568.5
3.4

611.6
5.0

660.4
0.5

6 326.8
4.0

343.4
20.9

361.5
40.2

381.3
28.3

402.8
2.8

426.5
5.2

452.6
13.1

481.5
2.8

513.5
1.8

549.2
6.1

589.3
1.3

634.5
0.9

7 320.8
9.4

336.8
41.2

354.2
64.1

373.1
29.7

393.8
0.0

416.4
17.8

441.2
14.9

468.6
0.0

498.8
9.2

532.5
5.9

570.1
0.2

612.3
5.0

8 315.5
11.0

331.0
43.2

347.8
51.1

366.0
13.0

385.9
2.8

407.5
18.5

431.3
5.5

457.4
2.4

486.2
9.2

518.2
1.1

553.7
2.8

593.4
3.9

9 311.0
5.7

326.0
19.4

342.3
17.7

359.9
2.1

379.1
3.4

400.0
7.2

422.9
0.4

447.9
2.7

475.5
2.8

506.0
0.0

539.9
2.1

577.6
0.6

10 30.72
5.5

321.9
16.5

337.7
12.0

354.9
0.4

373.5
4.2

393.8
4.5

415.9
0.0

440.1
3.0

466.8
1.2

496.1
0.5

528.6
1.6

564.7
0.0

11 304.2
4.8

318.6
12.9

334.1
8.1

350.9
0.0

369.1
3.9

388.9
2.5

410.5
0.2

434.0
2.4

459.9
0.3

488.4
0.9

519.8
0.9

554.7
0.1

Fig. 2.22 Calculated spectral
distributions of the intensities
of the ultraviolet bands of the
Herzberg I and II systems and
of the Chamberlain system
for molecular oxygen
(Krasnopolsky 1987)
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Fig. 2.23 Distributions of the
populations of the excited
molecules over vibrational
levels for the states A3Σ+

u ,
A′3Δu, c1Σ−g according to the
data of Stegman (1991)

The studies of the emission from the bands of this system in the upper atmosphere
have shown that the range of altitudes of occurrence of this emission is 90–100 (km)
(Hunten 1967; Izod and Wayne 1968; Llewellyn and Evans 1971; Bates 1982).
The altitude distribution of the emission rate is shown in Fig. 2.25 (Tarasova 1962;
Krasnopolsky 1987).

According to the present-day theoretical notions, several mechanisms of the for-
mation of metastable molecules O2

(
b1Σ+

g

)
, whose radiative lifetime is about 12 (s),

are considered (Bates 1954, 1982; Wallace and Hunten 1968; Greer et al. 1981).
Under the conditions of the night atmosphere (Bates 1954), the reaction considered
above,

O+ O+ M→ O∗2 + M ,

produces excited molecules, including O2
(
c1Σ−u

)
(Greer et al. 1981; Bates 1982),

which radiate the Herzberg II system bands.
As a result of deactivation of these molecules by the processes

Fig. 2.24 Altitude
distributions of the integrated
emission rate of the
ultraviolet bands of the
Herzberg I, II, and III systems
and of the Chamberlain
system for molecular oxygen,
constructed on the data of
several studies
(Krasnopolsky 1987)
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Table 2.27 The wavelengths λ (nm), absolute transition probabilities A (s−1), coefficients of scat-
tering g (s−1), and relative intensities I(%) of the Atmospheric system bands of molecular oxygen

v′′�v′ 0 1 2

0 759–773
7.93(–2)
8.5(–9) 88.54

862–870
3.91(–3)
4.2(–10) 4.38

994–
1002
9.71(–5)
1.0(–11)
0.104

1 687–697
7.99(–3)
6.0(–11)
0.625

768–777
6.73(–2)
5.0(–10) 5.21

871–880
7.75(–3)
5.8(–11)
0.604

2 628–635
4.34(–4)
1.4(–13)
0.0015

670–700
1.57(–2)
5.2(–12)
0.054

777–785
5.52(–2)
1.8(–11)
0.188

Transition probability AbX = 0.087(s−1)

O2
(
c1Σ−u

)
+ O2→O2

(
b1Σ+

g

)
+ O2 αO2(b

1Σ+
g ) = 5 ·10−13 (cm3 · s−1) ,

O2
(
c1Σ−u

)
+ O→ O2

(
b1Σ+

g

)
+ O αO(b1Σ+

g ) = 3 ·10−11 (cm3 · s−1) ,

O2
(
b1Σ+

g

)
molecules can be formed. The subsequent deactivation of the excited

states of the O2 Atmospheric system is also essential (Izod and Wayne 1968):

–3 1

Fig. 2.25 Example of the altitude distribution of the emission rate for the band (0–1) of the O2
Atmospheric system, constructed based on various measurement sets (Krasnopolsky 1987)
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O2
(
b1Σ+

g

)
+ O→O2

(
X3Σ−g

)
+ O βO(b1Σ+

g ) = 8 ·10−14 (cm3 · s−1) ,

O2
(
b1Σ+

g

)
+ N2→ O2

(
X3Σ−g

)
+ N2βN2

(b1Σ+
g ) = 2.2 ·10−15 (cm3 · s−1) .

These processes are responsible for the formation of the Atmospheric system
bands at altitudes below 100 (km). At higher altitudes, the following process can
occur (Bates 1982):

O
(1D
)
+ O2→O+ O2

(
b1Σ+

g

)
αO1D(b1Σ+

g ) = 6 ·10−11 (cm3 · s−1) ,

which considerably intensifies in the daytime due to O(1D) atoms produced
additionally as a result of the photoionization of oxygen molecules in the Schumann–
Runge continuum.

The direct fluorescence

O2
(
X3Σ−g

)
+ hν(761.9(nm))→ O2

(
b1Σ+

g

)
g(b1Σ+

g ) = 8.5 ·10−9 (s−1)

has a small coefficient of photon scattering; therefore, the contribution of this pro-
cess is most considerable at altitudes of about 50 (km).

At altitudes above 80 (km), O2
(
b1Σ+

g

)
molecules can be produced in the daytime

by the reactions of photolysis of ozone

O3 + hν(λ ≤ 310(nm))→ O2
(
a1Δg

)
+ O

(1D
)

jO3(a
1Δg) = 1.0 ·10−2 (s−1) ,

giving rise to metastable oxygen atoms, and

O3 + hν(λ ≤ 463(nm))→ O2
(
b1Σ+

g

)
jO3(b

1Σ+
g ) = 1.0 ·10−3 (s−1) .

At lower altitudes, the reaction

O3 + O→ O2
(
b1Σ+

g

)
+ O2 αO3(b

1Σ+
g )≈ 1.3 ·10−21 (cm3 · s−1)

can make some contribution.
In the range of altitudes where hydroxyl emission occurs, the reaction

O3 +H→O2
(
b1Σ+

g

)
+OH(v′ ≤ 4) αO3H(b1Σ+

g ) = 1·10−10 ·exp

(
−470

T

) (
cm3 · s−1)

can take place.
During auroras, oxygen molecules can be excited by electron impact, for which

the effective cross-section is a maximum at energies of 7–8 (eV) (Vallance Jones
1974):

O2 + e→ O2
(
b1Σ+

g

)
+ e σe(b1Σ+

g ) = 2 ·10−18 (cm2) ,

and also by the process (Vallance Jones and Gattinger 1974; Bates 1982)

O+
2 + NO→ O2

(
b1Σ+

g

)
+ NO+ αO+

2
(b1Σ+

g ) = 8 ·10−10 (cm3 · s−1) .
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The terminating emission process is

O2(b1Σ+
g )→ O2(X3Σ−g )+ hν(λ760(nm)) A(bX) = 8.7 ·10−2 (s−1) .

Under the conditions of ground measurements the 864.5-nm band of O2 (0–1) is
detected:

O2(b1Σ+
g )→ O2(X3Σ−g )+ hν(λ864.5(nm)) A(bX) = 3.7 ·10−3 (s−1) .

The spectral structure of this band is shown in Fig. 2.26; the energies of the
vibrational levels are given in Table 2.28; the wavelengths of the 864.5-nm (0–
1) band are listed in Table 2.29 (Krassovsky et al. 1962; Berg and Shefov 1962b,
1963).

The results of systematization of rocket measurements of the emission layer al-
titude (Shefov 1975b) show that it varies substantially within a day; at night the
emission intensity maximum is higher, at about 90 (km), and in the daytime the

Fig. 2.26 Spectral structure
of the 864.5-nm band of O2
(0–1). (A) Examples of
measured profiles; (B)
calculated synthetic profiles
for the given temperatures
and width of the instrumental
profile (Berg and
Shefov 1962a)
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Table 2.28 Energies of the rotational levels of the O2 states b1Σ+
g (v = 0) and X3Σ−g (v = 1)

b1Σ+
g (v = 0) X3Σ−g (v = 1)

v00 = 13120.9080(cm−1) v10 = 1556.3856(cm−1)

N F(cm−1) N F1(cm−1) F2(cm−1) F3 (cm−1)
0 0.0000 1 0.9511 2.8436 −1.1340
2 8.3478 3 15.1030 17.0631 +14.8749
4 27.8244 5 40.6578 42.6551 40.6375
6 58.4263 7 77.5908 79.6158 77.6355
8 100.1477 9 125.8908 127.9391 125.9863
10 152.9808 11 185.5477 187.6173 185.6880
12 216.9158 13 256.5508 258.6405 256.7330
14 291.9408 15 338.8884 340.9973 339.1093
16 378.0416 17 432.5465 434.6741 432.8054
18 475.2022 19 537.5098 539.6557 537.8057
20 583.4044 21 653.7610 655.9249 654.0932

layer lowers to an altitude of about 50 (km) because of the change of the excitation
processes.

Systematic ground measurements of the nightglow characteristics, such as the
intensity and rotational temperature of the 864.5-nm band (0–1), have revealed their
seasonal variations; maxima are observed in winter and minima in summer. Never-
theless, like for many other emissions, the yearly average intensity shows long-term
variations.

The rotational temperature is an important parameter of the emission of O2 (0–1).
The spectral band of this emission consists of RR, RQ, PQ, and PP lines. Their in-
tensity factors i(J), which determine the probabilities of transitions within the band,
were calculated in several studies (Miller et al. 1969). Their differences from values
calculated by Schlapp (1937) formulas and presented in Table 2.30 do not exceed a
few percent.

Table 2.29 Wavelengths (nm) of the lines of the O2 band (0–1) branches

N′ PP PQ RQ RR

0 864.689 – – –
2 865.128 864.964 863.924 864.065
4 865.587 865.436 863.527 863.677
6 866.056 865.915 863.150 863.300
8 866.559 866.412 862.793 862.945
10 867.077 866.929 862.456 862.609
12 867.607 867.463 862.138 862.292
14 868.159 868.017 861.838 861.995
16 868.732 868.590 861.559 861.716
18 869.333 869.182 861.300 861.457
20 869.931 869.793 861.059 861.218
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Table 2.30 Intensity factors i(N′) of the rotational lines of the O2 band (0–1) (Krassovsky
et al. 1962)

N′ PP PQ RQ RR

0 1 – – –
2 2 1.38 1.12 0.5
4 3 2.38 2.12 1.5
6 4 3.38 3.12 2.5
8 5 4.38 4.12 3.5
10 6 5.38 5.12 4.5
12 7 6.38 6.12 5.5
14 8 7.38 7.12 6.5
16 9 8.38 8.12 7.5
18 10 9.38 9.12 8.5
20 11 10.38 10.12 9.5

Due to the large radiative lifetime, rotational relaxation has time to complete
and the rotational temperature reflects the temperature of the atmosphere. However,
with the dispersion of the spectroscopic instruments used, the spectral structure of
the band was not resolved. Therefore, the temperature was determined by comparing
the measured and theoretical synthetic profiles calculated for various temperatures,
as can be seen from Fig. 2.26. The yearly average temperature turned out equal to
190 (K) (Berg and Shefov 1962a, 1963; Shefov 1975b). The error of individual val-
ues was ≤ 20(K). The intensities of OH and O2 emissions and their temperatures,
according to Zvenigorod data, are compared in Figs. 2.27 and 2.28, respectively. It
can be seen that there is a correlation between the intensities, which, however, de-
pends on the vibrational level number of the hydroxyl bands, and this, in turn, is de-
termined by the different character of seasonal variations for the bands of lower and
upper levels. This is especially pronounced in comparing monthly mean intensities.
In this case, the correlation coefficient increases in going from the lower (0.2–0.5)
to the upper levels (0.88). When comparing individual temperature values for the
OH and O2 bands, we see that the correlation coefficients have insignificant val-
ues (∼0.3). The monthly mean temperatures show a strong correlation (0.9), which
seems to be due to seasonal variability of the temperature regime in the mesopause.
Eventually, all the basic variations of the intensity of molecular oxygen emission,
which strongly depend on the vertical distribution of atomic oxygen, are determined
by the variations in vertical eddy diffusion (Perminov et al. 2004).

2.4.3 The Infrared Atmospheric System

The Infrared Atmospheric system of molecular oxygen was first observed in day-
glow with the use of instruments elevated on balloons (Gopstein and Kushpil 1964);
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Fig. 2.27 Comparison of the
measured (A) and monthly
average (B) intensities of
bands from different
vibrationally excited levels
with the intensity of the
864.5-nm O2 (0–1) band,
according to Zvenigorod
measurements. Full circles
are period from October to
March. Open circles are
period from April to
September

however, it was not identified at that time. Noxon and Vallance Jones (1962) de-
scribed first observations of this system in twilight. This system is produced by
the following transition with the probability determined by Mlynczak and Nesbitt
(1995):

O2(a1Δg)→O2(X3Σ−g )+ hν(1.27(μm)) A(aX) = 1.47 ·10−4 (s−1) .

Table 2.31 gives the wavelengths (nm), absolute values of transition probabilities
A (s−1), scattering coefficients g (s−1), and relative intensities I(%) of the bands of
the O2 Infrared Atmospheric system.

Only the 1.27-μm (0–0) and 1.58-μm (0–1) bands are actually observed. Despite
the low transition probability, the absorption coefficient σ1.27 = 6 ·10−22(cm2) ap-
pears sufficient for the optical thickness of the atmospheric layer from the surface
to the altitudes of occurrence of emission (∼ 80–100 (km)) to be high, τ1.27 ≈ 104.
Therefore, the radiation in the 1.27-μm (0–0) band is strongly attenuated (to 4(%))
in its propagation toward the Earth surface. Only part of the band produced by
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Fig. 2.28 Relation of the
measured (A) and yearly
average (B) rotational
temperatures of bands from
different vibrationally excited
levels to the rotational
temperature of the 864.5-nm
O2 (0–1) band, according to
measurements performed at
Zvenigorod. Full circles are
period from October to
March. Open circles are
period from April to
September

Table 2.31 Wavelengths (nm), absolute values of transition probabilities A (s−1), scattering coef-
ficients g (s−1), and relative intensities I(%) of the bands of the O2 Infrared Atmospheric system

v′′�v′ 0 1 2

0 1268.7
1.47(–4)
4.4(–10)
99.32

1580.8
1.86(–6)
3.0(–12)
0.67

2086.1

1 1067.7
6.25(–6)
1.4(–13) –

1280.4
2.67(–4)
6.0(–12) –

1593.0
4.03(–6)
9.0(–14) –

Transition probability AaX = 1.47 ·10−4 (s−1)
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transitions between higher rotational levels is recorded whose spectral distribution is
strongly distorted. Under night conditions, the intensity is about 100 (kilorayleigh)
and in the daytime it reaches 30 (megarayleigh). The transition probability for the
1.58-μm (0–1) band is A1.58(aX) = 3.5 ·10−6(s−1) (Haslett and Fehsenfeld 1969).
This value agrees with the measurements (Findlay 1969).

A mechanism of the production of O2(a1Δg) excited molecules at night is related
to the transitions of the Chamberlain band system considered above. Some other
reactions can also be involved (Gattinger 1971; Ali et al. 1986; Howell et al. 1990;
Vlasov et al. 1997):

O(3P)+O(3P)+M← O2(a1Δg)+M αOOM(a1Δg) = 2.2 ·10−34 · (200/T)2
(

cm3 · s−1
)

,

O(3P)+OH(v)→ O2(a1Δg)+H αOOH(a1Δg) = 3 ·10−12 ·
√

T
(

cm3 · s−1
)

.

In the daytime, O2(a1Δg) molecules are produced due to photolysis of ozone
(Nicolet 1971):

O3 + hν(λ≤ 611(nm))→O(3P)+ O2(a1Δg) jO3(a
1Δg) = 1 ·10−2 (s−1) .

However, the actual process of photolysis of ozone occurs due to the solar ultra-
violet radiation emitted in the Hartley bands:

O3 + hν(λ≤ 310(nm))→O(1D)+ O2(a1Δg) jO3(a
1Δg) = 1 ·10−2(s−1) .

This process is used to determine the ozone density by the observed intensity
of 1.27-μm emission. Based on this process, a model for the atomic oxygen den-
sity has been developed at CIRA–1996 (Llewellyn and McDade 1996). However,
the complex many-stage procedure of reconstruction of the ozone density by the
intensity of 1.27-μm emission followed by the reconstruction of the atomic oxygen
density from the reaction of ozone production with the use of standard data on the
densities of other atmospheric components and on the temperature made this model
incapable of predicting the actual variations of the atomic oxygen density (Semenov
and Shefov 2005).

Measurements of the altitude distribution of the emission rate of the O2 In-
frared Atmospheric system have revealed that the emission layer has two maxima of
nearly the same emission rate at about 87 and 96 (km). The minimum, which takes
place at altitudes about 91–92 (km), makes 25(%) of the amplitudes of the maxima
(Fig. 2.29) (Evans et al. 1972).

The nocturnal intensity variations of the 1.27-μm emission in most cases closely
correlate with those of hydroxyl emission (Vallance Jones 1973). In twilight periods,
the intensity abruptly decreases from 20 (megarayleigh) to 250 (kilorayleigh) in the
evening as the solar zenith angle χ increases from 80◦ to 100◦, and the rate of this
decrease in summer is greater than in winter. In the seasonal behavior of the twilight
intensity, a deep minimum in summer and a maximum in the middle of winter are
observed. The daytime intensity slightly varies during a year.
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Fig. 2.29 Altitude
distribution of the emission
rate of the O2 Infrared
Atmospheric system,
constructed based on the data
of Evans et al. (1972)

–3 –1

The deactivation of O2(a1Δg) excited molecules occurs as a result of the reactions
(Llewellyn and Long 1978)

O2(a1Δg)+ O2→O2 + O2 βO2
(a1Δg) = 2.2 ·10−18 · (T/300)0.78 (cm3 · s−1) ,

O2(a1Δg)+ N2→ O2 + N2 βN2
(a1Δg)≤ 10−20 (cm3 · s−1) ,

O2(a1Δg)+ O→O2 + O βO(a1Δg) = 1.3 ·10−16 (cm3 · s−1) ,

O2(a1Δg)+ H→ OH+ O βH(a1Δg)≤ 1 ·10−13 (cm3 · s−1) .

The state O2
(
b1Σ+

g

)
is the starting for the Noxon electronic transition (Noxon

1961)

O2(b1Σ+
g )↔ O2(a1Δg)+ hν(1.908(μm)) A(ba) = 2.5 ·10−3 (s−1) .

The intensity of nightglow in the upper atmosphere is estimated to be 600
(Rayleigh), but it can be observed only at altitudes above 20–30 (km) because of the
strong atmospheric absorption in this spectral range by CO2 and H2O molecules.
Since the 1.908-μm emission corresponds to the initial state for Atmospheric sys-
tem, different variations of this emission should be proportional to the variations of
the Atmospheric system.
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2.5 557.7-nm Emission of Atomic Oxygen

The 557.7-nm emission was the first discrete emission in the nightglow of the up-
per atmosphere, which was detected under the conditions of middle latitudes. It
had been known earlier as one of the “nebular” emissions shown up in spectra of
gaseous nebulas – relics of supernovas and high-latitude auroras. Nevertheless, its
nature was not elucidated at once. Details of the relevant investigations are pre-
sented in monographs by Khvostikov (1948) and Chamberlain (1961). It turned out
that this emission belongs to atomic oxygen and corresponds to a transition from one
lower metastable state to another. Therefore, it can occur only in rarefied gaseous
media. For the Earth’s atmosphere such conditions are provided at altitudes of about
100 (km).

The energy level structure of the lower metastable states of the oxygen atom is
shown in Fig. 2.30. Table 2.32 presents the parameters of transitions from the initial
level 1S.

The first mechanism of the production of O(1S) metastable oxygen atoms under
the conditions of the Earth’s atmosphere was proposed by Chapman (1931) who
considered it as a consequence of the recombination of atomic oxygen produced by
dissociation of molecular oxygen under the action of the solar ultraviolet radiation.
This process goes as follows:

O+ O+ O→O∗2 + O(1S0) .

Numerous investigations of the variations in green emission intensity, including
those based on rocket measurements, and the use of various laboratory data on pho-
tochemical reaction rates have revealed no correlation with direct measurements of
atomic oxygen concentrations at the altitudes of the 557.7-nm emission.

Fig. 2.30 Structure of the
metastable levels and the
wavelengths of the transitions
between these levels for a
neutral oxygen atom
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Table 2.32 Parameters of the transitions from the level 1S of atomic oxygen

λ(nm) Transition J A(s−1)

295.83 1S–3P 0–2 3.7(–4)
297.2325 1S–3P 0–1 7.6(–2)
557.7345 1S–1D 0–2 1.215

Another process was considered by Barth and Hildebrandt (1961):

O+ O+ M→ O∗2 + M αO2 ,

O∗2 + N2 → O2 + N2 β∗N2
,

O∗2 + O2 → O2 + O2 β∗O2
,

O∗2 + O→ O2 + O β∗O,

O∗2 + O→ O2 + O(1S0) αO,

O∗2 → O2 + hν A∗,

O(1S0)→ O(1D2)+ hν(557.7(nm)) A557.7,

O(1S0)→ O(3P1)+ hν(297.2(nm)) A297.2,

O(1S0)+ O2 → O+ O2 βO2
,

O(1S0)+ O→ O+ O βO.

Hereα are the rates of production of the excited components,β are their deactivation
rates in collisions with atoms and molecules, and A are the Einstein probabilities of
the radiation transitions.

As already considered in Sect. 2.4, in the reaction producing O∗2 excited
molecules, several metastable electronic states, namely A3Σ+

u , A′3Δu, c1Σ−u , are
realized. It was argued (Witt et al. 1979; McDade et al. 1986a; McDade and
Llewellyn 1988) that the most probable state for the initiation of the 557.7-nm emis-
sion is c1Σ−u . Subsequently it was discussed (Wraight 1982; Bates 1988a) whether
the molecules in the state 5Πg contribute substantially to the production of O(1S)
atoms because such molecules can make only ∼0.5 of all O∗2 molecules.

Investigations of the variations of the Doppler temperature under the action of
IGWs have made it possible to determine the numbers η and θ, which characterize
the relationship between the relative variations in intensity and temperature as well
as the mean time delay of the emission intensity oscillations caused by the propaga-
tion of IGWs relative to the temperature variations (Krassovsky 1972). The value of
θ turned out to be ∼90(s). The obtained values of η and θ made possible the con-
clusion that excited oxygen molecules – preferentially in the 5Πg state – are formed
in the Barth process (Semenov 1989a).
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Thus, the emission intensity is determined by the relation

I557.7 =
∞∫

0

Q(Z)dZ,(Rayleigh) ,

where the emission rate depends on the atmospheric constituents and reaction rates:

Q557.7 =
A557.7 ·αO ·αO2 [O]3[M]

{
A557.7 +A297.2 +βO2

[O2]+βO[O]
}{

A∗+β∗O2
[O2]+β∗N2

[N2]+(αO +β∗O)[O]
} ,
(
photon · cm−3 · s−1) .

In this case, if we take into account the deactivation of excited atoms O(1S0)
and molecules O∗2 by the surrounding unexcited oxygen atoms, which is neglected
in many studies (McDade et al. 1986a), we obtain the well-known cubic equation.
Its solution consists of two parts, which transform into one another on varying the
parameters of the emission layer:

[O] = D

{[
0.5 + 0.5 ·√1−E

] 1
3 +
[
0.5−0.5 ·√1−E

] 1
3
}

,
(
cm−3) ,

for E≤ 1 and

[O] = D ·4 1
3 ·E 1

6 · cos

[
1
3

arccos
1√
E

]
,
(
cm−3) ,

for E≥ 1.

Here

E =
4

27
D3d3 ,

where

D =

{
Q557.7

(
A∗+β∗O2

[O2]+β∗N2
[N2]
)(

A557.7 + A297.2 +βO2
[O2]
)

A557.7 ·αO ·αO2 [M]

} 1
3

,

d =
βO

A557.7 + A297.2 +βO2
[O2]

+
αO +β∗O

A∗+β∗O2
[O2]+β∗N2

[N2]
.

It should be noted that if other excited states of O∗2 are also taken into account,
the degree of the equation increases and its analytic solution becomes impossible.
Therefore, in solving the cubic equation, effective values of reaction rates are used
for some metastable states of the oxygen molecule for which the effective emission
probability is equal to A∗.

The emission rate Q557.7 (photon · cm−3 · s−1) for an altitude profile function
f(Z) is most adequately described by an asymmetric Gauss distribution function
(Sect. 4.4):
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Q557.7 = Qm(Zm) · f(Z) ,

where

Qm(Zm) = 2

√
loge 2
π
· I557.7

W557.7
, I557.7 = Qm ·W557.7 ·

√
π

4loge 2
,

and I557.7 is the emission intensity at zenith (photon · cm−3 · s−1). The parameters
of the emission layer, such as its thickness W557.7, i.e., the difference between the
altitudes corresponding to the values 0.5Qm(Zm), or

W = Zup[0.5 ·Qm(Zm)]−Zlow[0.5 ·Qm(Zm)] ,

and the asymmetry

P =
Zup[0.5 ·Qm(Zm)]−Zm

W
,

depend on the altitude Zm (Semenov and Shefov 1997c), or, more precisely, on
atmospheric density n.

Thus, we have

W557.7 = 1.89 · loge

(
2.44 ·1015

n

)
,(km)

and
n = 2.44 ·1015 exp(−0.53 ·W557.7),

(
cm−3) .

The rates of the above processes have the following values (Witt et al. 1979; Mc-
Dade et al. 1986a; McDade and Llewellyn 1988; Bates 1988b,c; Shefov et al. 2000,
2002):

A557.7 = 1.215(s−1),

A297.2 = 0.076(s−1),

A295.8 = 0.00037(s−1),

A∗ = 1.0s−1(c1Σ−u ),1.75s−1(A′3Δu),15s−1(A3Σ+
u ),A∗eff = 3s−1,

αO = 1 ·10−12(cm3 · s−1),

αO2 = 5.5 ·10−33(200/T) ·2(cm3 · s−1),

βO = 5.0 ·10−11 exp(−305/T)(cm3 · s−1),

βO2
= 4.3 ·10−12 exp(−865/T)(cm3 · s−1),

αO +β∗O = 5.9 ·10−12(cm3 · s−1),
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β∗O2
= 3 ·10−14(cm3 · s−1),

β∗N2
= 4.7 ·10−9(200/T)2 exp(−1506/T)(cm3 · s−1).

The Bart mechanism was used to calculate the atomic oxygen density under given
heliogeophysical conditions for which, based on the empirical model of variations of
the 557.7-nm emission of atomic oxygen (Semenov, Shefov 1997a,b,c,d), the inten-
sity, temperature, altitude, and thickness of the emission layer have been determined.
Comparison of the rocket measurements of altitude distributions of atomic oxygen
density in the ETON experiment (Greer et al. 1986) (dashed line) with the altitude
distribution calculated by the empirical model (Semenov and Shefov 1997a,b,c,d)
(solid line) for the same heliogeophysical conditions (Semenov 1997) (Fig. 2.31)
has shown a disagreement between experiment and calculation within 10(%).

Another mechanism of the excitation of the 557.7-nm emission is realized at
the altitudes of the ionospheric F2 layer simultaneously with the 630-nm emission
(Sect. 2.5).

In this case, the mechanism of excitation of metastable oxygen atoms at night in
quiet geomagnetical conditions is related to the dissociative recombination (Bates
1982)

O+ + O2→O+
2 + O αO+O2

= 2.8 ·10−11 (cm3 · s−1) .

This is followed by the dissociative recombination (Frederick et al. 1976; Bates
1982)

O+
2 + e→O+ O(1S) αO+

2 e = 1.7 ·10−8 · (300/T)0.5 (cm3 · s−1) .

As a result, the intensity of the 557.7-nm emission in the F2 layer makes about
30(%) of that of the 630-nm emission.

The excitation of oxygen atoms at night occurs due to their collisions with elec-
trons:

O+ e→O(1S)+ e q1Se = 4.0 ·10−9(s−1) .

Fig. 2.31 Comparison of the
rocket measurements of the
atomic oxygen density in the
ETON experiment (Greer
et al. 1986) (dashed line) with
the altitude distribution
calculated for the same helio
and geophysical conditions
(Semenov 1997) by an
empirical model (Semenov
and Shefov 1997c) (solid
line)

11 –3
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The contribution of photoelectrons is determined by the rate 2 ·10−12 (s−1).
A great number of studies was devoted to the intensity and temperature variations

of the 557.7-nm emission. Systematization of these results, which made it possible
to gain an impression of the behavior of the green emission of atomic oxygen, has
offered a way of developing a model of the variations of atomic oxygen concentra-
tion. The relevant considerations are given in Sects. 4.4 and 7.2.

2.6 The Atomic Oxygen 630-nm Emission

The atomic oxygen 630-nm emission is an important representative of the fam-
ily of “nebular” emissions which were first detected by the spectra of nebulas.
Subsequently they were attributed to the forbidden transitions from the metastable
states 1D of oxygen atoms. For quiet geomagnetic conditions, the intensity of this
atmospheric emission at night is 50–100 (Rayleigh). The anomalous intensity of
this emission in the Sun-illuminated aurora that took place on February 11, 1958
was detected at Zvenigorod (Mironov et al. 1959; Shefov and Yurchenko 1970),
Loparskaya (Yevlashin 1962), and Abastumani (Fishkova 1983); it reached 30
(megarayleigh) at the midlatitudes. According to the observations performed in
this period in the western hemisphere, the intensity of this emission reached 100
(megarayleigh) (Manring and Pettit 1959). A somewhat lower value was esti-
mated for the low-latitude aurora observed on January 21, 1957 (Shefov and
Yurchenko 1970). A detailed analysis of the behavior of the intensity of this emis-
sion in low-latitude red auroras was made by Truttse (1968a,b, 1969, 1972a,b,
1973), Truttse and Gogoshev (1977). A close correlation of the intensity logarithm
with the solar radio flux (index F10.7) and with the level of geomagnetic disturbance
Dst has been shown. It was revealed that the intensity variations in the predawn
time are related to the transport of superthermal ions from the conjugate region
(Krassovsky et al. 1976). The mechanisms of the occurrence of red low-latitude
arcs were analyzed by Pavlov (1998).

The atomic oxygen red emission is generated by the transitions from the O(1D)
metastable state (see Fig. 2.30):

O(1D)→ O(3P2)+ hν(630.0(nm)), A630.0 = 5.63 ·10−3(s−1),

O(1D)→ O(3P1)+ hν(636.4(nm))A636.4 = 1.82 ·10−3(s−1),

O(1D)→ O(3P0)+ hν(639.2(nm))A639.2 = 8.92 ·10−7(s−1).

The effective transition probability is A1D = 7.45 ·10−3 (s−1) (Baluja and Zeippen
1988; Link and Cogger 1988, 1989). This corresponds to an excited state lifetime
of ∼134(s) and this, naturally, suggests that these atoms can radiate only at the
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Table 2.33 Parameters of the transition levels related to the 630-nm emission

λ(nm) Transition J A(s−1)

630.0308 1D–3P 2–2 5.63(–3)

636.3790 1D–3P 2–1 1.82(–3)

639.17 1D–3P 2–0 8.92(–7)

44.2 (μm) 3P–3P 0–2 1.8(–9)

63.1 (μm) 3P–3P 1–2 8.9(–5)

147.0 (μm) 3P–3P 0–1 1.7(–5)

altitudes of the ionospheric F2 layer (∼270km). The parameters of the transition
levels that correspond to the 630-nm emission are presented in Table 2.33.

The mechanism of the excitation of metastable oxygen atoms at night in quiet
geomagnetical conditions is related to the dissociative recombination (Bates 1982)

O+ + O2→ O+
2 + O αO+O2

= 2.8 ·10−11 (cm3 · s−1) .

A more detailed formula for the rate of this reaction is given elsewhere (Torr and
Torr 1982). Besides, the following processes take place (Bates 1982):

O+ + N2→NO+ + N αO+N2
= 1 ·10−12 (cm3 · s−1) ,

O+
2 + N→ NO+ + O αO+

2 N = 1.2 ·10−10 (cm3 · s−1) .

The subsequent reactions realize dissociative recombination:

O+
2 + e→ O+ O(1D) αO+

2 e = 1.9 ·10−7 · (300/Te)0.5 (cm3 · s−1) ,

NO+ + e→ N(4S)+ O(1D) αNO+eS = 1 ·10−7 · (300/Te)0.7 (cm3 · s−1) ,

NO+ + e→ N(2D)+ O(3P) αNO+eD = 3 ·10−7 · (300/Te)0.7 (cm3 · s−1) ,

where Te is the temperature of electrons.
However, for the first reaction in which the nitric oxide ion participates, the

Wigner rule of conservation of spin does not hold, and therefore the actual con-
tribution of this process is insignificant (Bates 1982). The second reaction gives rise
to metastable nitrogen atoms (76%) which radiate at 520 (nm). It can be followed
by the reactions
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N(2D)+ O2 → NO+ O(1D) αNDO2 = 6 ·10−12 (cm3 · s−1) ,

N(2D)+ O→ N(4S)+ O αNDO = 4 ·10−13 (cm3 · s−1) ,

N(2D)+ e→ N(4S)+ e αNDe = 1.35 ·10−10 · (Te−220)0.5 (cm3 · s−1) ,

N(2D)→ N(4S)+ hν(λ520(nm)) A520 = 2.3 ·10−5 (s−1) .

At altitudes over 300 (km) its contribution becomes insignificant.
The processes of formation of excited oxygen atoms are accompanied by the

processes of their deactivation in collisions with atmospheric constituents (Pavlov
et al. 1999):

O(1D)+ O→ O(3P)+ O(3P) βO = 2.5 ·10−12 (cm3 · s−1) ,

O(1D)+ O2 → O(3P)+ O2 βO2
= 2.9 ·10−11 · exp(67.5/T)

(
cm3 · s−1) ,

O(1D)+ N2 → O(3P)+ N2 βN2
= 2.0 ·10−11 · exp(107.8/T)

(
cm3 · s−1) ,

O(1D)+ e→ O(3P)+ e βe = 8.3 ·10−10 · (Te/1000)0.86 (cm3 · s−1) .

The participation of ionized species in these basic photochemical processes de-
termines the importance of the solar ultraviolet irradiation of the atmosphere at al-
titudes of occurrence of the 630-nm emission. During twilight the intensity of the
630-nm emission decreases, as the Sun sets beneath the horizon, due to the lesser
effect of the solar UV radiation and the decrease in reactant concentrations resulting
from dissociative recombination. The influx of photoelectrons and O+, He+, and H+

ions from the magnetically conjugate regions of the upper atmosphere has an effect
as well. This feature is related to the fact that the magnetic dipole is not arranged
along the rotation axis of the Earth. Therefore, there is a certain angle between the
geographic and geomagnetic meridians because of which the magnetically conju-
gate points in one hemisphere appear illuminated earlier than the corresponding
region in the other hemisphere. When the magnetically conjugate region of the at-
mosphere is irradiated with solar ultraviolet, the photoelectrons and ions produced
provide an additional excitation of atomic oxygen in the evening in winter and an
enhancement of the emission at down.

During geomagnetic disturbances in low and middle latitudes, red auroras occur
whose intensity is substantially greater than that of the 630-nm emission in quiet ge-
omagnetic conditions. In the recovery phase of geomagnetic storms at midlatitudes,
subauroral red (SAR) arcs arise which are induced by collisions of oxygen atoms
with thermal electrons (Pavlov 1996, 1997):

O(3P)+ e→ O(1D)+ e .
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The energy exchange between the thermal plasma and the ring current increases
the electron temperature at the altitudes of the F region due to the intensification
of the heat flux from the plasmasphere (Pavlov et al. 1999). In this case, the effec-
tive cross-section of the excitation process is 3 ·10−17 (cm2) for electrons of energy
∼5(eV) (Rees 1989).

The electron excitation rate for the 630-nm emission is determined by the for-
mula (Pavlov et al. 1999)

P630 = 4.73 ·10−12 ·T0.7
e · exp(−22829/Te),

(
cm3 · s−1) ,

where Te is the electron temperature.
In high-altitude auroras, the excitation of atomic oxygen is also provided by di-

rect electron impact of the secondary electrons formed upon ionization of atmo-
spheric neutrals by precipitating high-energy electrons.

The excitation of the emission due to fluorescence is essentially possible:

O(3P2)+ hν(λ630(nm))→O(1D2) g630 = 4.5 ·10−10 (s−1) .

However, by virtue of the smallness of the scattering factor (Chamberlain 1978),
this process has no effect on the emission intensity.

The chain of reactions, as mentioned, is completed with the radiative process

O(1D)→O(3P)+ hν(λ630(nm)) AD = 7.45 ·10−3(s−1) .

Thus, the rate of the 630-nm emission is determined by the relation

Q630(Z) =
αO+O2

· [O+] · [O2 ]+αNO+eS · [NO+] ·ne +αNO+eD ·αNDO2 · [NO+] · [O2 ] ·ne

{
A520 +αNDO2 · [O2]+βNDO · [O]+βNDe ·ne

} ·
{

1+
βN2
·[N2]+βO2

·[O2 ]+βO•[O]+βe ·ne

A630+A636.4

} .

The emission intensity near midnight is generally 50–100 (Rayleigh). In evening
and morning twilights, it equals 1000 (Rayleigh). In the daytime, the average inten-
sity is ∼10 (kilorayleigh).

Much research was devoted to the behavior of the emission intensity, Doppler
temperature, and characteristics of the altitude distribution of the emission rate. Sys-
tematization of the data obtained is considered in Sect. 4.5.

2.7 Helium Emission

Helium is one of the major constituents of the upper atmosphere at altitudes above
300 (km). The helium concentration in the upper atmosphere was generally esti-
mated only theoretically by its concentration in the lower atmosphere. For excitation
of helium atoms high energies are required (Fig. 2.32) (Telegin and Yatsenko 2000),
therefore the helium emission registration is difficult, even in auroras.
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Fig. 2.32 The energy level
structure of the helium atom
and the wavelengths of the
basic transitions

Radiation from atmospheric helium was first detected at midlatitudes during the
sunlight-irradiated aurora on February 11, 1958 (Mironov et al. 1959; Krassovsky
and Galperin 1960). This was possible owing to the fact that the 1083.0-nm helium
emission, which, under usual conditions, is blended by the Q1 line of the (5–2) band
of the hydroxyl molecule, was much more intense (68 (kilorayleigh)) than in usual
conditions (1 (kilorayleigh)).

As can be seen from the energy level structure of the helium atom (Fig. 2.32;
Tables 2.34 and 2.35), the 1083.0-nm line corresponds to the 23P–23S resonant
transition of orthohelium whose lower level is metastable and requires high energy
(19.73 (eV)) for its excitation from the ground state 11S. Thus, the emission occurs
due to the reaction

He(23P)→He(23S)+ hν(1083.0(nm)) .

This is an allowed transition with the probability A1083 = 1.05 ·107 (s−1) (Allen
1973).

Analysis of the process initiating this helium emission, in view of the fact that
only the 1083.0-nm emission is detectable and the other well-known helium emis-
sions do not show up in the visible spectral region, shows that the detectable emis-
sion occurs due to the fluorescence of the metastable orthohelium atoms formed by
collisions of neutral helium atoms with electrons that takes place in sunlight.

The electron excitation of helium was extensively studied both theoretically and
experimentally (Vriens et al. 1968; Moussa et al. 1968).

For triplet states, in particular for the 23S level, the excitation follows the reaction

He(11S)+ e→He(23S)+ eσ23S = 5 ·10−18 (cm2)

in which electrons with energies of about 25 (eV) participate. The effective cross-
sections for this type of excitation are close to 20–25 (eV) (Vriens et al. 1968;
Moussa et al. 1968). In the upper atmosphere, electrons with these energies can be
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Table 2.34 Wavelengths, level energies, transition probabilities, and photon scattering factors for
the emissions from orthohelium atoms

λ(nm) Transition Level energy (eV) A (s−1) g (s−1)

1083.0341 23P–23S 20.97 19.82 1.05(7) 16.8
1083.0250 20.97 19.82
1082.9081 20.97 19.82
388.8648 33P–23S 23.01 19.82 9.4(6) 0.0485
318.7747 43P–23S 23.71 19.82 6.1(6) 0.0287
706.5719 33S–23P 22.72 20.97 1.6(7) 0.89
706.5188 22.72 20.97
587.5989 33D–23P 23.08 20.97 7.2(7) 9.6
587.5650 23.08 20.97
587.5618 23.08 20.97
471.3373 43S–23P 23.60 20.97 3.3(6) 0.0335
471.3143 23.60 20.97
447.1688 43D–23P 23.74 20.97 2.0(7) 0.715
447.1477 23.74 20.97
412.0993 53S–23P 23.97 20.97 2.0(7) 0.008
412.0812 23.97 20.97
402.6362 53D–23P 24.05 20.97 1.2(7) 0.143
402.6189 24.05 20.97
62.5585 23S–11S 19.82 0.00 2.2(-5)
59.1406 23P–11S 20.97 0.00 <1(3)

produced due to auroral precipitation of electrons with energies of about 10 (keV)
(Shefov 1961a,b,e,f).

Under quiet geomagnetic conditions, such electrons appear in the upper at-
mosphere as a result of photoionization of helium by solar ultraviolet radiation

Table 2.35 Wavelengths, level energies, transition probabilities, and photon scattering factors for
the emissions from parahelium atoms

λ (nm) Transition Level energy (eV) A (s−1) g (s−1)

2058.130 21P–21S 21.22 20.62 2.0(6) 13.5
501.5675 31P–21S 23.09 20.62 1.4(7) 1.73
396.4727 41P–21S 23.74 20.62 8.7(6) 0.0463
361.3641 51S–21P 24.05 20.62 4.3(6) 0.0255
728.1349 31S–21P 22.92 21.22 1.9(7) 1.13
667.8149 31D–21P 23.08 21.22 6.6(7) 13.0
504.7736 41S–21P 23.68 21.22 5.5(6) 0.079
492.1929 41D–21P 23.74 22.22 2.0(7) 1.25
443.7549 51S–21P 24.01 21.22 3.4(6) 0.0186
438.7928 51D–21P 24.05 21.22 8.6(6) 0.12
58.4328 21P–11S 21.22 0.00 2.33(9) 1.9(−7)
53.7014 31P–11S 23.09 0.00 5.6(8) 1.0(−8)
52.2186 41P–11S 23.74 0.00 2.3(8) 1.8(−9)
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whose most intense component is emitted in the 30.4-nm line of ionized helium
He+. The detection of the 1083.0-nm helium emission was the first immediate ev-
idence of the existence of significant photoelectron fluxes in the Earth’s upper at-
mosphere (Shefov 1962a,b; Shcheglov 1962a,b), which was earlier suggested by
Shklovsky (1951b).

A helium atom excited due to the above reaction absorbs a photon:

He(23S)+ hν(1083.0nm)→He(23P) .

The photon scattering factor for this emission, g1083, is 16.8(s−1) (Shefov 1961b,
1962a,b). Subsequently other estimates were obtained, e.g., g1083 = 17.7(s−1)
(Bishop and Link 1993). The intensity distribution in the solar spectrum (Minnaert
et al. 1940; Molher et al. 1950) near the wavelengths corresponding to the orthohe-
lium and parahelium lines is presented in Fig. 2.33.

Besides the above process of production of He(23S) metastable atoms, some
other processes may occur, such as the recombination of helium ions

He+(12S)+ e→ He(23S)+ hν(λ< 267.0(nm))

αHe+,23S = 1 ·10−12 ·
(

1000
Te

)0.5 (
cm3 · s−1) ,

where Te is the electron temperature.

Fig. 2.33 Emission intensity distribution in the solar spectrum (Minnaert et al. 1940; Molher
et al. 1950) near the wavelengths (nm) corresponding to the orthohelium and parahelium lines
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However, with the mentioned photorecombination rate, the contribution of this
process at altitudes above 1000 (km) can be substantial because of the low helium
ion density (104 (cm−3)).

Metastable helium atoms can be produced by the following sequence of reactions
(Shefov 1963a, b). The resonant absorption of the 58.4- and 53.7-nm solar emissions
gives rise to He(21P) and He(31P) atoms:

He(11S)+ hν(58.4(nm))→ He(21P)g58.4 = 1.9 ·10−7 (
s−1) ,

He(11S)+ hν(53.7(nm))→ He(31P)g53.7 = 1.0 ·10−8 (
s−1) .

The scattering factors were calculated by the data on the intensity of UV solar
radiation (Ivanov-Kholodny and Mikhailov 1980).

The above excited states are responsible both for the emissions that result in
scattered resonant radiation in the Earth’s atmosphere, including the nightglow at
high altitudes over the Earth’s shadow, and for the 2058.1- and 501.6-nm emissions,
respectively:

He(21P)→ He(11S)+ hν(58.4(nm)) A58.4 = 2.33 ·109 (s−1) ,

He(21P)→ He(21S)+ hν(2058.1(nm)) A2058.1 = 2.0 ·106 (s−1)

g2058.1 =13.5(s−1),

He(31P)→He(11S)+ hν(53.7(nm)) A53.7 = 5.6 ·108(s−1),

He(31P)→He(21S)+ hν(501.6(nm)) A501.6 =1.4 ·107(s−1) g501.6 = 1.73(s−1).

The photon scattering factors for the 2058.1-nm emission are smaller than for
the 1083.0-nm emission, since the solar spectrum contains a strong Fraunhofer line,
and they are greater for the 501.6-nm emission than for the 388.9-nm (33P–23S)
emission, since the latter occurs in the range of the strong Fraunhofer lines of ion-
ized calcium. However, in contrast to orthohelium atoms, absorption of 2058.1- and
501.6-nm photons results in the main in 58.4- and 53.7-nm emissions because their
transition probabilities are much higher. Therefore, the intensities of the 2058.1-
and 501.6-nm parahelium emissions are considerably lower compared to those of
the corresponding orthohelium emissions.

Metastable parahelium atoms are produced, similar to orthohelium atoms, by
electron impact:

He(11S)+ e→ He(21S)+ e σ21S = 6 ·10−18 (cm2) .

However, the cross-sections have wider peaks depending on the electron energy
(Massey and Burhop 1952). Besides, the formation of He(21S) metastable parahe-
lium atoms occurs due to photorecombination:
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He+(22S)+ e→He(2′1S)+ hν(λ< 321nm)

αHe+,21S = 10−12 ·
(

1000
Te

)0.5

(cm3 · s−1) .

The processes that give rise to metastable parahelium atoms are of interest be-
cause the reaction of electron exchange is possible. The excitation energy for the
21S level is greater by 0.78 (eV) than for the 23S level. Therefore, collisions of
He(21S) with thermal electrons occur as follows:

He(21S)+ e→He(23S)+ e,σ21S,23S = 3 ·10−14 (cm2) ,

α21S,23S = 5.4 ·10−7 ·
(

Te

1000

)0.5 (
cm3 · s−1) .

However, the contribution of this process to helium airglow is insignificant.
Besides the excitation of the 23S metastable state, there occur deactivation of

this state in collisions with atoms, molecules, and electrons, photoionization, and
the transition to the ground state. The level 23S is purely metastable. According to
the available estimates, the two-photon radiation transition to the state 11S is possi-
ble. As this takes place, the transition energy, which corresponds to the wavelength
62.6 (nm), is divided continuously between two photons (the transition probability
is taken from the work by Mathis (1957)):

He(23S)→ He(11S)+ hν+ hν A62.6 ≈ 2.2 ·10−5(s−1) .

Later studies also considered one-photon transitions (Woodworth and Moos 1975):

He(23S)→ He(11S)+ hν A62.6 ≈ 1.10 ·10−4 (s−1) .

The most contributory deactivation processes are Penning reactions [whose rates
were taken from other publications (Ferguson et al. 1964; Moussa et al. 1968;
Lindinger et al. 1974; Cook et al. 1974) for temperatures of∼900(K) corresponding
to the altitudes of the thermosphere]:

He(23S)+ N2→ He(11S)+ N+
2 + e βN2

= 3.5 ·10−10 (cm3 · s−1) ,

He(23S)+ O2→ He(11S)+ O+
2 + e βO2

= 6.5 ·10−10 (cm3 · s−1) ,

He(23S)+ O→He(11S)+ O+ + e βO = 1.25 ·10−10 (cm3 · s−1) .

Besides, the density of helium atoms in the 23S state decreases due to photoion-
ization from this excited level, whose rate is given elsewhere (Rundle 1960; McEl-
roy 1965; Patterson 1967):

He(23S)+ hν(λ< 267.0(nm))→ He+ + e j23S = 1.6 ·10−3 (s−1) .
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Woodworth and Moos (1975), based on the data on photoionization cross-
sections (Stebbings et al. 1973), have obtained j23S = 1.9 ·10−3 (s−1).

The reverse reaction of deactivation by thermal electrons

He(23S)+ e→ He(21S)+ e

β23S,21S = 5.4 ·10−7 ·
(

Te

1000

)0.5

· exp

(
−9100

Te

) (
cm3 · s−1)

proceeds at a considerably lower rate. The cross-section for the reverse process is
σ23S,21S = (1.5÷8) ·10−16 (cm2) (Ivanov et al. 1991).

The presence of twilight helium emission with an intensity of 1 (kilorayleigh)
was confirmed experimentally by direct measurements (Shefov 1961f; Shcheglov
1962a, b; Fedorova 1962, 1967). Figure 2.34 shows an interferogram of 1083.0-nm
helium emission, taken in twilight (Shcheglov 1962a, b).

Subsequently measurements were performed in usual twilight at middle lati-
tudes (Shefov 1963a, b, 1967, 1968, 1969a, d, 1973; Taranova 1967; Tinsley 1968a;
Shefov and Yurchenko 1970; Toroshelidze 1970, 1971, 1976, 1991; Christensen
et al. 1971; Teixeira et al. 1976; Tinsley and Christensen 1976; Suzuki 1983), dur-
ing a solar eclipse (Shouiskaya 1963), and during auroras illuminated by the Sun
(Fedorova 1967; Harrison and Cairns 1969; Sukhoivanenko and Fedorova 1976).
During auroras, the emission intensity was as high as 10–12 (kilorayleigh), but it
did not reach 68 (kilorayleigh), the maximum observed value measured in the red
aurora on February 11, 1958.

According to the observations at high latitudes in the Tiksi bay (Φ = 65.6◦N,
Λ = 195.2◦E), on the Spitsbergen island (Φ = 73.1◦N, Λ = 129.4◦E), and in Nor-
way (Φ = 64.3◦N, Λ = 104.9◦E), the 587.6-nm helium emission with a shifted
wavelength profile was regularly observed during intense auroras which was caused
by precipitating helium ions (Stoffregen 1969; Henriksen and Sukhoivanenko 1982).
Its intensity reached 120 (Rayleigh).

Fig. 2.34 Interferogram of
the 1083.0-nm helium
emission taken in twilight
(Shcheglov 1962a,b)
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Besides the neutral helium emission, the airglow spectrum of the Earth’s atmo-
sphere shows the presence of the 30.4-nm emission from He+ helium ions. Satel-
lite measurements (Meier 1974) have shown that the intensity of the atmospheric
nightglow is ∼12 (Rayleigh) and it is largely determined by the conditions of so-
lar irradiation of the upper atmosphere, reflecting the structure of its illuminated
part. The penetration of this emission into the atmosphere is restricted to altitudes
of 130–140 (km).

The emission from helium ions calls for the highest excitation energy among
all atmospheric constituents. Since the helium ion is a hydrogen-like atom, it can
make a series of transitions similar to the Lyman and Balmer series of hydrogen.
Table 2.36 presents the wavelengths, transition probabilities, and absorption cross-
sections for helium emissions.

The emissions from helium ions are provided mainly due to fluorescence of solar
radiation:

He+(22Po)→He+(12S)+ hν(λ30.4(nm)) A30.4 = 1.00 ·1010 (s−1),

He+(32Po)→ He+(12S)+ hν(λ25.6(nm)) A25.6 = 2.68 ·109 (s−1),

He+(42Po)→ He+(12S)+ hν(λ24.3(nm)) A24.3 = 1.09 ·109 (s−1).

The solar emission intensities at these wavelengths (Ivanov-Kholodnyand Mikhailov
1980; Ivanov-Kholodny and Nusinov 1987),

S(30.4(nm)) = 1.3 ·1010 (photon · cm−2 · s−1) ,

S(25.6(nm)) = 6.6 ·108 (photon · cm−2 · s−1) ,

S(24.3(nm)) = 3.0 ·107 (photon · cm−2 · s−1) ,

Table 2.36 Wavelengths (Striganov and Odintsova 1982) and transition probabilities for the
helium ion (Allen 1973; Wiese et al. 1966)

λ(nm) Transition E (eV) E (eV) gu gl A(s−1) σ (cm2)

23.73307 52Po–12S 52.24 0.0 6 2 5.50(8) 2.42(–15)
24.30266 42Po–12S 51.02 0.0 6 2 1.09(9) 5.14(–15)
25.63170 32Po–12S 48.37 0.0 6 2 2.68(9) 1.48(–14)
30.37822 22Po–12S 40.81 0.0 6 2 1.00(10) 9.22(–14)
99.2364 72D–22Po 53.31 40.81 10 6 8.23(7) 1.47(–14)
102.5273 52D–22Po 52.90 40.81 10 6 1.51(8) 2.97(–14)
108.4944 42D–22Po 52.24 40.81 10 6 3.30(8) 7.7)(–14)
121.5088 42D–22Po 51.02 40.81 4 2 1.55(8) 6.10(–14)
121.5171 32D–22Po 51.02 40.81 10 4 1.07(9) 5.26(–13)
164.0332 48.37 40.81 4 2 3.59(8) 3.47(–13)
164.0474 32D–22Po 48.37 40.81 6 4 1.03(9) 7.48(–13)
164.0490 32D–22Po 48.37 40.81 4 4 1.00(8) 4.84(–14)
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correspond to the 1-a. u. distance from the Sun and to the solar activity F10.7 = 144.
Following Ivanov-Kholodny and Mikhailov (1980), the dependence of the emis-

sion intensity on solar activity can be represented as

S30.4(F10.7) = S30.4(144) ·0.56 · loge

(
F10.7−17

23

)

(Ivanov-Kholodny and Nusinov (1987) give more cumbersome relations), which is
somewhat different from the average dependence for the entire ultraviolet radiation
flux.

For the excitation of helium due to resonant fluorescence we have

He+(12S)+ hν(λ30.4(nm))→ He+(22Po) g30.4 = 4.1 ·10−5 (s−1),

He+(12S)+ hν(λ25.6(nm))→ He+(32Po) g25.6 = 3.4 ·10−7 (s−1),

He+(12S)+ hν(λ24.3(nm))→ He+(42Po) g24.3 = 5.5 ·10−9 (s−1).

However, in this case, when performing calculations, one has to take into account
the difference between the Doppler profiles of solar emission lines and the profiles
of their absorption in the Earth’s atmosphere. According to the available measure-
ments (Doschek et al. 1974; Dere 1977; Ivanov-Kholodny and Mikhailov 1980), the
profiles of solar emission lines are very well described by the Doppler distribution
(Fig. 2.34)

I = I0 ·exp

[
−4 · loge 2 · (λ−λ0)2

(Δλ)2

]
= 2

√
loge 2
π
· S
Δλ
·exp

[
−4 · loge 2 · (λ−λ0)2

(Δλ)2

]
,

where the profile halfwidth (nm) is given by the formula

Δλ= 2 · λ0

c
·
√

2 · loge 2 ·k ·N ·T
M

= 7.16 ·10−7 ·λ0 ·
√

T
M

,

where T is the temperature and M is the atomic mass of helium.
For the lines of helium in the solar spectrum we haveΔλ(30.4(nm))=0.010(nm),

Δλ(25.6(nm)) = 0.0084(nm), and Δλ(24.3(nm)) = 0.0080(nm) (Doschek et al.
1974; Dere 1977; Ivanov-Kholodny and Mikhailov 1980). These values correspond
to a temperature of 845 000 (K).

At the same time, for the helium lines (M = 4) and atmospheric altitudes above
500 (km) (T∼ 1000(K)) we haveΔλ(30.4(nm))= 0.00034(nm), Δλ(25.6(nm))=
0.00029(nm), and Δλ(24.3(nm)) = 0.00028(nm). The effective solar fluxes for
these emissions (near the peaks of the profiles) are
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Sm(30.4(nm)) = 1.2 ·1012 (
photon · cm−2 · s−1 ·nm−1) ,

Sm(25.6(nm)) = 7.5 ·1010 (
photon · cm−2 · s−1 ·nm−1) ,

Sm(24.3(nm)) = 3.6 ·109 (
photon · cm−2 · s−1 ·nm−1) .

For these values of solar fluxes the scattering factors for the mentioned emissions
were presented above. It should be noted that these values are several fold lower than
those obtained by Chamberlain (1978) based on theoretical profiles for the solar
emission lines.

Figure 2.35 shows, for the 30.4-nm emission profile, the positions of the line
triplet of the doubly ionized oxygen atom O2+ whose wavelength, 30.3799 (nm),
practically coincides with the wavelength of the helium ion. Owing to the latter cir-
cumstance, fluorescence occurs (Bowen 1934, 1947) due to which the solar radiation
is additionally scattered by oxygen ions.

Fig. 2.35 Profiles of the 30.4-nm (He+) and 58.4-nm (He) emissions in solar radiation (Doschek
et al. 1974). For the 30.4-nm emission the positions of the multiplet components of the ionized
oxygen atom are shown
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Excitation of He+ states can occur due to photoionization of neutral helium
atoms:

He+ hν(λ≤ 19(nm))→He+(22Po)+ e j30.4 = 1.1 ·10−8(s−1),

He + hν(λ≤ 17(nm))→ He+(32Po)+ e j25.6 = 2.3 ·10−9 (s−1),

He + hν(λ ≤ 16.5(nm))→ He+(42Po)+ e j24.3 = 1.1 ·10−9 (s−1).

The altitude variations of the ultraviolet radiation spectral distribution due to dif-
ferent coefficients of absorption at different wavelengths are presented in Table 2.37.

Collisions of helium atoms with photoelectrons may result in excitation of the
atoms followed by their ionization:

He + e(E≥ 65(eV))→He+(22Po)+ e + e q30.4 = 3.2 ·10−11 (s−1),

He + e(E≥ 73(eV))→ He+(32Po)+ e + e q25.6 = 3.0 ·10−11 (s−1),

He+ e(E≥ 75(eV))→ He+(42Po)+ e + e q24.3 = 2.8 = 10−11 (s−1).

The radiation of the Sun contains, besides the radiation of ionized helium atoms,
the radiation emitted by neutral helium. Rocket measurements have established that
the intensity of the 58.4-nm He emission is about 1000 (Rayleigh) in the daytime
(measured at∼180(km)) and about 4–5 (Rayleigh) at night, and it is closely related
to the illumination of the atmosphere by the Sun. The intensity of the interplan-
etary component of the 58.4-nm helium emission is 7–10 (Rayleigh) (Ajello and
Witt 1979). The parahelium emission arises due to the transitions

He(21P)→ He(11S)+ hν(λ58.4(nm)) A58.4 = 2.33 ·109 (s−1),

He(31P)→ He(11S)+ hν(λ53.7(nm)) A53.7 = 5.66 ·108 (s−1),

He(41P)→ He(11S)+ hν(λ52.2(nm)) A52.2 = 2.43 ·108 (s−1).

Table 2.37 Coefficients of absorption of helium ion emissions by atmospheric components
(Banks and Kockarts 1973a,b)

Component σ (cm2)

30.4 (nm) 25.6 (nm) 24.3 (nm)

He 1.0(–18) 8.0(–19) 7.0(–19)
N2 4.0(–18) 4.0(–18) 4.0(–18)
O2 6.8(–18) 5.2(–18) 5.2(–18)
O 3.4(–18) 2.6(–19) 2.6(–18)
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The excitation of helium due to fluorescence in solar radiation occurs as follows:

He(11S)+ hν(λ58.4(nm))→ He(21P) g58.4 = 1.8 ·10−5 (s−1),

He(11S)+ hν(λ53.7(nm))→He(31P) g53.7 = 5.4 ·10−7(s−1),

He(11S)+ hν(λ52.2(nm))→He(41P) g52.2 = 1.0 ·10−7(s−1).

Here, as for the helium ion, the differences in Doppler profiles of the solar and
atmospheric emissions that are presented in Fig. 2.34 have been taken into account.

The coefficients of absorption of the neutral helium emissions by atmospheric
species are presented in Table 2.38.

The excitation of helium atoms by photoelectrons occurs due to the reactions

He(11S)+ e(E≥ 22(eV))→ He(21P)+ e q58.4 = 4.6 ·10−9 (s−1) ,

He(11S)+ e(E≥ 23(eV))→ He(31P)+ e q53.7 = 1.2 ·10−9 (s−1) ,

He(11S)+ e(E≥ 24(eV))→He(41P)+ e q52.2 = 4.4 ·10−10 (s−1) .

For photoelectrons with energies of about 30 (eV) the optical thickness to ultra-
violet radiation is practically the same for all helium emissions. The coefficients of
absorption are

σ(He) = 3.0 ·10−18(cm2),σ(N2) = 1.0 ·10−17(cm2),σ(O2) = 1.7 ·10−17(cm2),

σ(O) = 1.0 ·10−17(cm2).

Excited states can arise due to recombination (Allen 1973):

He+ + e→ He∗+ hν αHe∗ = 1.3 ·10−12 ·
√

1000
Te

(
cm3 · s−1) .

Table 2.38 Coefficients of absorption of the neutral helium emissions by atmospheric species
(Banks and Kockarts 1973a,b)

Component σ(cm2)

58.4 (nm) 53.7 (nm) 52.2 (nm) Factor

He 1.5(–13) 2.9(–14) 1.2(–14)
√

1000/T
N2 2.5(–17) 2.5(–17) 2.5(–17)
O2 2.7(–17) 2.7(–17) 2.7(–17)
O 1.1(–17) 1.1(–17) 1.1(–17)
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However, the contribution of this process to helium emissions is insignificant
because of the small helium ion density.

For the helium density in the upper atmosphere, of importance are the processes
responsible for its spatial variability resulting from diurnal variations of the exo-
spheric temperature and some escape. All this provides intra-atmospheric migration
of helium (Shefov 1970a,b). To account for the necessary escape of helium, various
chemical reactions were considered, such as the reaction of He+ with O2 and N2

as well as the reaction of He(23S) with O, O2, and N2 (Bates and Patterson 1962).
However, Patterson (1967) showed that the reactions related to metastable helium
atoms can provide no more than 1(%) of the necessary escape of helium. Moreover,
Krassovsky (1969) noted that though in these reactions an energy greater than the
eluding energy is released, these processes fail to provide the required escape of he-
lium since the necessary quantities of oxygen and nitrogen molecules are far below
the boundary of the exosphere from which helium atoms can escape. Therefore, the
helium atoms that possess excessive energy will not be able to conserve it in their
motion to the base of the exosphere because of their collisions with species of the
dense atmosphere.

At the same time, the transport of ionospheric plasma from one hemisphere into
another can occur due to a process which was proposed by Krassovsky (1959) and
later considered by Rishbeth (1967). Therefore, the transport of helium ions from
the summer to the winter hemisphere followed by their neutralization can produce
an excess of neutral helium.

2.8 Atomic Hydrogen Emissions

Atomic hydrogen is the lightest constituent of the atmosphere and, therefore, the
hydrogenous atmosphere extends up to altitudes of some tens of thousands of kilo-
meters and forms a geocorona, which is sensitive to solar activity.

The hydrogen airglow is characterized by a series of emission lines. The struc-
ture of transitions is shown in Fig. 2.36; the parameters of the transitions are given
in Table 2.39. Atomic hydrogen produces Hα (656.3 (nm)) and Hβ (486.1 (nm))
Balmer series emissions in the visible spectral region and Lα (121.6 (nm)) and Lβ
(102.7 (nm)) Lyman series emissions in the ultraviolet region. In the Earth’s at-
mosphere, the Lyman series radiation was detected first outside the auroral zone
(1955) (Byram et al. 1957; Kupperian et al. 1959) and then the Hα radiation was
detected at Zvenigorod (1957) (Shklovsky 1958, 1959; Prokudina 1959a) and at
Abastumani (1958) (Fishkova and Markova 1958).

The explanation of the origin of the Hα emission under the conditions of the up-
per atmosphere was given by Shklovsky (1958, 1959) who showed that it is caused
by the dissipation of the Lβ (102.7 (nm)) solar radiation by the atomic hydrogen of
the Earth’s atmosphere; that is, of the three possible transitions (Fig. 2.37)
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Fig. 2.36 Energy levels structure of the hydrogen atom and the wavelengths of the basic transitions

Table 2.39 Wavelengths (Striganov and Odintsova 1982), level energies (Moore 1949), tran-
sition probabilities (Allen 1973; Condon and Shortley 1935), and photon scattering factors
(Donahue 1964) for the transitions of the hydrogen atom

λ(nm) Symbol Transition Eu(eV) El(eV) A(s−1) g(s−1)

121.56683 Lα 2p2Po
3/2−1s2S1/2 10.20 0.00 6.23(8) 2.1(−3)

121.56737 Lα 2p2Po
1/2−1s2S1/2 10.20 0.00 4.68(8) –

102.57219 Lβ 3p2Po
3/2−1s2S1/2 12.09 0.00 1.65(8) 2.3(−6)

102.57230 Lβ 3p2Po
1/2−1s2S1/2 12.09 0.00 5.54(7) –

656.27256 Hα 3p2Po
3/2−2s2S1/2 12.09 10.20 2.23(7) 3.4(−7)

656.27720 Hα 3p2Po
1/2−2s2S1/2 12.09 10.20 2.23(7) –

656.28520 Hα 3d2D5/2−2p2Po
3/2 12.09 10.20 6.43(7) –

656.28520 Hα 3d2D3/2−2p2Po
3/2 12.09 10.20 1.07(7) –

656.27101 Hα 3d2D3/2−2p2Po
1/2 12.09 10.20 5.36(7) –

656.29099 Hα 3s2D1/2−2p2Po
3/2 12.09 10.20 4.20(6) –

656.27520 Hα 3s2D1/2−2p2Po
1/2 12.09 10.20 2.10(6) –
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Fig. 2.37 Schematic of the
transitions responsible for the
656.3-nm Hα emission. The
intensities of the 2p–3d
multiplet lines are indicated
(Krasnopolsky 1987)

H(3p2P)→H(2s2S)+ hν(λ656.3(nm)),

H(3s2S)→ H(2p2P)+ hν(λ656.3(nm)),

H(3d2D)→H(2p2P)+ hν(λ656.3(nm)),

only the first one is due to absorption of ultraviolet radiation:

H(1s2S)+ hν(λ102.7(nm))→ H(3p2P) σLβ = 2.8 ·10−14 (cm2) ,

and then reverse transitions with emission

H(3p2P)→H(1s2S)+ hν(λ102.7(nm)),

H(3p2P)→H(2s2S)+ hν(λ656.3(nm)) g656.3 = 3.4 ·10−7(s−1).

The scattering factor was estimated by Donahue (1964). It should be stressed once
again that the Hα emission arises due to several transitions (3p2P− 2s2S;3s2S−
2p2P; 3d2D−2p2P) of which only the 3p2P−2s2S transition participates in the flu-
orescence process. In these calculations, the Lβ emission intensity was taken equal
to 0.06 (erg · cm−2 · s−1), which corresponds to 3.1 ·109 (photon·cm−2 · s−1), and to
0.75 (erg · cm−2 · s−1 ·nm−1) at the center of the line, and F10.7 ∼ 210 was set. The
profile of the Lα line in solar radiation is shown in Fig. 2.38. (Nicolet 1989a) and that
of the Lβ line is presented in Fig. 2.39 (Meier et al. 1987). The dependence of the
Lβ emission intensity on solar activity can be described, following Timothy (1977),
by the formula (correlation coefficient is 0.88)

S(Lβ) =
F10.7 + 236

4880
(erg · cm−2 · s−1) or S(Lβ)

= 1.06 · F10.7 + 236
100

·109 (photon · cm−2 · s−1) .
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Fig. 2.38 Average profile of the Lα solar hydrogen emission (Nicolet 1989a)

These relations can be used to correct the coefficient g656.3, though the correlation
between the intensity and solar activity may be nonlinear.

The intensity of the Hα emission turned out equal to 10–15 (Rayleigh)
(Shefov 1959); other hydrogen lines are much less intense since the intensity of the
solar emissions producing these lines is lower compared to the Lβ emission. Though

Fig. 2.39 Average profile of
the Lβ solar hydrogen
emission (Nicolet 1989a).
The vertical line indicates the
position of the 102.576-nm
line of atomic oxygen (Meier
et al. 1987)
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the intensity of hydrogen airglow is insignificant compared to other emissions of
the upper atmosphere, its altitude distribution, as already mentioned, covers a very
large altitude range; therefore, this airglow can become one of the basic atmospheric
glows detected at altitudes above 700–800 (km) in sighting at 0◦–90◦ zenith angles.

Observations performed at Abastumani and at other observatories for many years
made it possible to obtain data on diurnal, seasonal, and long-term variations of the
intensity of the Hα emission (Fishkova 1963, 1972, 1983; Krassovsky et al. 1966;
Fishkova and Martsvaladze 1967; Armstrong 1967; Tinsley 1968b, 1969;
Shefov and Truttse 1969; Shefov 1969a; Krassovsky 1971b; Tinsley and Meier 1971;
Weller et al. 1971; Martsvaladze et al. 1971; Martsvaladze 1972; Fishkova 1972;
Mange 1973; Martsvaladze and Fishkova 1982).

The Hα emission intensity varies significantly during a day, a season, and a
solar cycle. The mean intensity is about 10 (Rayleigh). In the morning the in-
tensity is higher than in the evening for the same solar zenith angles, and this is
accounted for by the enhanced escape of hydrogen atoms in the daytime. The varia-
tions vary in character from night to night during different seasons (the solstice and
the equinox). This seems to be related to the change of circulation systems in the
upper atmosphere which provide intermixing of atmospheric constituents and trans-
port of molecular and atomic hydrogen upward and downward, respectively. This
is especially pronounced after artificial release of water vapor into the atmosphere
resulting from launches of heavy satellites and rockets (Krassovsky et al. 1982;
Martsvaladze and Fishkova 1982). An increase in intensity of hydrogen airglow by
up to 30(%) was systematically detected 2–6 (days) after launches of space vehicles
with apogees above 800 (km) in the western hemisphere.

The Hα emission intensity in the years of maximum solar activity is about half
that in the years of its minimum. After geomagnetic disturbances, several-day vari-
ations occur which are similar to the variations of OH emission (Martsvaladze
et al. 1971). A distinct asymmetry of the intensity in the northern and southern hemi-
spheres is observed. The key feature of the variations is that the hydrogen density in
the upper atmosphere is strongly affected by the escape of hydrogen atoms resulting
from temperature. Therefore, the intensity of Hα emission does not increase, as is
the case with other emissions, but decreases with temperature. The degree of elon-
gation of the geocorona on the night side is considered in a number of publications
(Kurt 1963; Shcheglov 1963, 1967; Meier 1969, 1974; Meier and Prinz 1970; Meier
et al. 1977).

Consideration of the mechanism of occurrence of Hα emission shows that the
optical thickness of the Earth’s atmosphere to Lβ radiation is determined by the
atomic hydrogen and molecular oxygen densities:

τLβ(Z) = σLβ(H) · [H] ·HH(Z)+σLβ(O2) · [O2] ·HO2(Z)

and is equal to unity for altitudes of about 105 (km) due to absorption by molecular
oxygen. The effective cross-section σLβ(O2) corresponds to the process

O2+hν(λ102.7(nm))→O+
2 +e σLβ(O2) = 1.6 ·10−18 (cm2) .
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The absorption of the radiation by hydrogen provides an optical thickness equal
to unity at altitudes of about 120 (km). Thus, for altitudes above 300 (km) (for which
the hydrogen emission should be considered) there is no need to solve a complicated
problem of radiation transfer, and the rate of the process is determined only by fluo-
rescence. The contribution of the radiation back-scattered in the lower thermosphere
is due to the central part of the solar emission profile and makes ∼42(%), which is
in good agreement with the data reported elsewhere (Brandt and Chamberlain 1959;
Kurt 1963).

The Hα emission can also arise due to photoelectron excitation of hydrogen
atoms in the daytime and in the auroral zone. An increase in the intensity of
the narrow-band Hα emission to 400 (Rayleigh) was also observed (Harang and
Pettersen 1967) which was accompanied by emissions from metastable ions of
atomic nitrogen [NII] at λ= 658.4(nm). The excitation of Hα emission in this case
proceeds as follows:

H(1s2S)+ e→H(32P,32S,32D)+ e; σHα(e) = 6 ·10−18(cm2);

qHα(e) = 6.5 ·10−8(s−1) .

Here it should be noted that the Lα emission that occurred due to electron exci-
tation (Kondo and Kupperian 1967) cannot have an intensity (which is three times
greater than that of the Lβ emission) comparable to the observed intensity (∼2500
(Rayleigh)) (Byram et al. 1957; Kupperian et al. 1959; Kurt 1963). This was the
subject of detailed consideration (Eather 1968; Donahue 1968; Krassovsky 1968b;
Shefov 1969b,d, 1970a, 1973).

The Hα emission can also arise due to a process (Bowen 1934, 1947) which is
related to the wavelength of Lβ emission being different by 0.004 (nm) from the
wavelength of atomic oxygen emission which can be excited by photoelectrons
(Table 2.40):

O(23P)+ e→O(33D)+ e; σO(e) = 8 ·10−18 (cm2) ; qO(e) = 6 ·10−9 (s−1) ,

O(33D)→O(23P)+ hν(λ102.7(nm)) A102.7(O) = 1.5 ·107(s−1) (Allen 1973).

Table 2.40 Wavelengths of emissions from hydrogen and oxygen atoms (Striganov and
Odintsova 1982)

Atom Transition λ (nm)

H 3d2D5/2−1s2S1/2 102.57219
H 3d2D3/2−1s2S1/2 102.57219
H 3p2P3/2−1s2S1/2 102.57219
H 3s2S1/2−1s2S1/2 102.57230
H 3p2P1/2−1s2S1/2 102.57230

O 3d3D3,2,1−1p43
P2 102.57618
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Thereafter, the state of hydrogen that is initial for the Lβ and Hα emissions is
excited:

H(1s2S)+ hν[λ102.7(nm);O(33D)]→ H(3p2P) .

At altitudes above 120 (km) the optical thickness to the 102.7-nm atomic oxygen
emission is less than unity. Therefore, the intensity of the Hα emission is determined
by the relation

I(Hα) =
1
3
· A656.3

A656.3 + A102.7
· [H] ·HH(Z) · I(O) ·

∞∫

0

KH(λ) · fO(λ) ·dλ ,

where I(O) is the intensity of the atomic oxygen emission; fO is the spectral profile
function for this emission; KH(λ) is the absorption factor of atomic hydrogen; [H]
and HH(Z) are, respectively, its density and scale height. In deriving this formula
the assumption was made that only one-third of the radiation of atomic oxygen is
directed upward to the geocorona.

The oxygen emission profile can be considered as a Doppler profile:

fO(λ) =
1√
π
· exp

[
− (λ−λ0)2

DO ·TO

]
,

where λ0 is the wavelength of atomic oxygen emission and

DO =
2k ·N ·λ2

0

MO · c2 = 1.22 ·10−8 .

Here, k = 1.38 · 10−16 (erg ·K−1) is the Boltzmann constant, N = 6.025 · 1023

(molecule · g−1 ·mol−1) is the Avogadro number, c = 3 · 1010 (cm · s−1) is the ve-
locity of light, and MO = 16 is the atomic mass of oxygen.

The absorption constant, in view of damping and Doppler broadening, can
be represented by a Voigt profile (Mitchell and Zemansky 1934; Unsöld 1938;
Ambartsumyan et al. 1952):

K(x) = K0 · a
2π
·
∞∫

−∞

e−y2 ·dy
( a

2

)2 +(x−y)2
,

where

x =
λH−λ√
DH ·TH

; a =
γ√

DH ·TH
;

and the coefficient of absorption at the center of the line

K0 =
√
π · e2

me · c2 ·
λ2

H√
DH ·TH

.
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Here,

DH =
2k ·N ·λ2

H

MH · c2 = 1.95 ·10−7 ,

and also e = 4.77 ·10−10 is the elementary charge, me = 9.0 ·10−28 (g) is the elec-
tronic mass, MH = 1 is the atomic mass of hydrogen, and γ= 1.18 ·10−5 (nm) is the
damping constant.

The emission wavelength for a hydrogen atom is λH = λ0 + δλ, where δλ =
3.88 ·10−3(nm). Approximation of the absorption factor yields (Unsöld 1938)

K(λ) = K0 · γ2π ·
√

DH ·TH

(λH−λ)2 ,

whence the effective cross-section for absorption is

σ102.7(H) = K0 · γ ·
√

DH ·TH ·
√

D0 ·T0

2π · (δλ)2 =
√
π · e2

me · c2 ·
λ2

H

2π · (δλ)2 ·
√

DO ·TO

= 2.3 ·10−11 ·
√

TO

1000
, (cm2) .

Assuming that the hydrogen column density at altitudes above 100 (km) is
∼1013 (cm−2), we obtain the intensity of the Hα emission as

I(Hα) = I(O) ·
√

TO

1000
.

According to calculations (Green and Barth 1967), the intensity of the 102.7-nm
atomic oxygen emission is ∼100 (Rayleigh). Estimates (Tinsley 1969) show that
the contribution of the interplanetary medium is about 4 (Rayleigh).

Excited hydrogen atoms can also arise due to photorecombination (Allen 1973):

H+ + e→ H(32P,32S,32D)+ hν(λ< 814(nm))

αHα = 1.52 ·10−13 ·
√

1000
Te

(
cm3 · s−1) .

For the Lβ emission, the recombination rate is

αLβ = 6.32 ·10−14 ·
√

1000
Te

,(cm3 · s−1) .

However, since the electron and proton densities are small (ne ∼ 105 (cm−3),
[H+] ∼ 2 · 104 (cm−3) at altitudes above 700 (km), the contribution of this process
is of the order of 0.01 (Rayleigh).

The atomic hydrogen density at the altitudes of the lower thermosphere de-
pends on solar activity and shows a long-term trend. Based on rocket measure-
ments of the Lα emission intensity, the atomic hydrogen density has been estimated
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(Semenov 1997; Shefov and Semenov 2002) and its proportionality to the level of
solar activity and long-term increase has also been revealed. These results are pre-
sented in Sect. 7.3.

Of importance for the density of hydrogen atoms, like for the helium density
in the upper atmosphere, are its spatial variations caused by the diurnal variations
of exospheric temperature and by some escape of hydrogen. All this gives rise to
intra-atmospheric hydrogen migration (Shefov 1970a,b).

At the same time, the transport of ionospheric plasma from one hemisphere into
another can occur due to a process which was proposed by Krassovsky (1959) and
later considered by Rishbeth (1967). Therefore, the transport of hydrogen ions from
the summer to the winter hemisphere, followed by their neutralization, can produce
an excess of neutral hydrogen.

2.9 The Continuum

The continuum present in the nightglow of the upper atmosphere has long attracted
the attention of researchers who observed the net stellar light and the time and space
variations of the sky glow in those spectral regions where no discrete emissions
were detected (Straižys 1977; McDade et al. 1986b). The true spectral structure of
this quasi-continuous radiation is still not exactly known. Therefore, the notion of
continuum implies the total of the radiation giving an actually continuous spectrum
and a possible radiation producing a series of weak diffuse molecular bands which
cannot be resolved spectroscopically.

Most of the investigations of the space–time characteristics of the continuum
were performed in the visible range, including near 530 (nm) (Chuvaev 1952, 1961;
Heppner and Meredith 1958; Shefov 1959, 1960, 1961d; Karyagina and Tulenkova
1959; Yarin 1961b; Taranova 1962; Tarasova and Slepova 1964; Gindilis 1965;
Davis and Smith 1965; Greer and Best 1967; Huruhata et al. 1967; Baker and
Waddoups 1967, 1968; Sparrow et al. 1968; Fishkova 1969, 1970, 1983; Robley and
Vilkki 1970; Robley 1973; Gadsden and Marovich 1973; Straižys 1977; Sobolev
1978a,b, 1979; Witt et al. 1981; Misawa and Takeuchi 1982; McDade et al. 1984,
1986b). The data of this research have shown that the intensity of the atmospheric
component is 10 (Rayleigh·nm−1).

The airglow has a minimum intensity near the equator (∼1–2 (Rayleigh·nm−1));
at the polar latitudes its intensity reaches 10–20 (Rayleigh·nm−1) (Taranova 1962;
Davis and Smith 1965). The intensity of the extraterrestrial radiation component
consisting of stellar and zodiacal light, investigated by a number of researchers
(Megill and Roach 1961; Roach and Megill 1961; Chuvaev 1961; Sternberg and
Ingham 1972; Sharov and Lipaeva 1973; Roach 1964; Roach and Gordon 1973),
is on the average 10 (Rayleigh·nm−1). From these measurements it could be sug-
gested that there is some dependence of the continuum intensity on geomagnetic
coordinates.
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Midlatitude measurements show that the continuum intensity varies from night
to night and during a night, and, on the average, is a minimum after local midnight.
According to data obtained at midlatitudes (Sobolev 1978a,b; Fishkova 1969, 1970,
1983), there are seasonal intensity variations.

Measurements of the continuum spectral distribution have revealed the exis-
tence of a wide peak near 600 (nm) and a decrease in intensity in the ultraviolet
and infrared regions (Fig. 2.40) (Shefov 1959, 1961d; Yarin 1961b; Gindilis 1965;
Fishkova 1969, 1970, 1983; Noxon 1978; Sobolev 1978a,b). The continuum inten-
sity is on the average 20–30 (Rayleigh·nm−1).

The spectral distribution was estimated based on ground-based electrophotomet-
ric measurements. From these data it follows that the spectral composition of the
continuum varies during seasons on the average within about 20(%), though some
larger diversions have also been detected that testify to several processes responsi-
ble for the continuum formation (Sobolev 1978a,b, 1979). The correlations between
the continuum and the emissions arising in the mesopause region were repeatedly

Fig. 2.40 Intensity
distributions in the nightglow
continuum spectrum,
according to observations at
various stations (for the
mountain stations the altitude
above sea level is indicated)
(Fishkova 1970, 1983)
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investigated (Shefov 1961d; Yarin 1961b; Fishkova 1969, 1970, 1983). Many
researchers noted both noncorrelating and correlating continuum components.

To elucidate the nature of the continuum, rocket measurements of altitude dis-
tributions were repeatedly performed. They have shown that the maximum of the
continuum emission rate is located at altitudes of∼100(km) and below, and the en-
tire altitude range of the emission layer is from 70 to 130 (km). However, it should be
noted that alongside the main maximum in the altitude distribution of the emission
rate, in some cases secondary maxima are detected in the lower part (and sometimes
in the upper one) of the main emission layer. This is confirmed by recent measure-
ments (Fig. 2.41) (Gurvich et al. 2002).

It should be stressed that notwithstanding the spectral emission rate of the con-
tinuum being small (though in some cases it was measured to be as high as 100–150
(Rayleigh·nm−1) (Yarin 1961b), the integrated intensity appears rather significant
over a wide spectral range. Thus, for the range 0.35–1.2 (μm) the intensity is about
10 (kilorayleigh) and can reach 20–30 (kilorayleigh); that is, the observed nightglow
is in fact the continuum glow. However, for the more long-wave range practically
no data about the continuum are available. A theoretical study where an increase
in intensity (to 150 (kilorayleigh)) in the long-wave spectral range was proposed
(Wraight 1975, 1977, 1986) was based on incorrect use of diverse measurements of
the spectra of the nightglow of the upper atmosphere (Shefov 1978).

The first theoretical notions about the nature of the atmospheric continuum
(Krassovsky 1951b) proposed a chemical process where nitrogen dioxide molecules
radiate due to the sequence of reactions

Fig. 2.41 Altitude distribution of the emission rate in the range 420–530 (nm) for the upper atmo-
sphere (Gurvich et al. 2002). The numerals on the curves correspond to the numbers of measuring
sessions on the “Mir” spacecraft



2.9 The Continuum 233

NO+ O→NO∗2 αNOO = 2.9 ·10−17 · exp(−530/T)
(
cm3 · s−1) ,

NO∗2→NO2 + hν(λ0.4−2(μm)) ANO∗2 = 2.2 ·104 (s−1) .

This process is well known in laboratory investigations (Karmilova and
Kondratiev 1951; Kondratiev 1958; Kondratiev and Nikitin 1974, 1981). Subse-
quently this viewpoint received support (Becker et al. 1971; Gadsden and Marovich
1973; Whitten and Poppoff 1971; Noxon 1978; Krassovsky 1978; Krassovsky
et al. 1980; Bates 1982).

Simultaneously with the above reactions, a three-body reaction proceeds
(Machael et al. 1976; Bates 1982):

NO+ O+ M→ NO∗2 + M αNOOM = 1.55 ·10−32 · exp(584/T)
(

cm6 · s−1
)

.

The spectral distributions of the emissions resulting from these reactions cannot
be separated since the reactions proceed simultaneously. Therefore, it is possible
to consider a unified distribution, as this was done by Kenner and Ogrizlo (1984).
Following these authors, emission was detected in the range 0.4–1.6(μm), while
Golde et al. (1973) observed it up to 3(μm).

The spectral distribution can be approximated by the relation (photons, relative
units)

INOO = 100 · exp

[

−
(

2.78 · loge
λ

0.66

)2
]

,

where the wavelength λ is expressed in μm.
Another possible process is also related to nitric oxide (Clough and Thrush 1967):

NO+ O3→NO∗2 + O2 αNOO3 = 1.26 ·10−12 · exp(−2100/T)
(
cm3 · s−1) .

The spectral distribution of the radiation intensity (0.6–3.0 (μm)) for this reaction
is given elsewhere (Kenner and Ogrizlo 1984). It has a maximum at about 1.2–1.25
(μm) and can be approximated as (photons, relative units)

INOO3 = 100 · exp

[

−
(

2.38 · loge
λ

1.25

)2
]

.

Here, as in the previous formula, the wavelength λ is expressed in μm.
The previous reaction can occur with participation of an excited ozone molecule

(Kenner and Ogrizlo 1984)

NO+ O∗3→NO∗2 + O2 αNOO∗3 = 1.8 ·10−15 (cm3 · s−1) ,

whose formation is provided by the process in which an excited oxygen molecule
takes part which radiates the Herzberg I system bands:
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O2(A
3Σ+

u )+ O2→O∗3 + O αO∗2O2
= 1.8 ·10−15 (cm3 · s−1) .

The lifetime of excited ozone molecules is determined both by photodissociation
(Banks and Kockarts 1973a)

O∗3 + hν(λ<1180(nm))→ O2 + O jO∗3 = 1 ·10−2 (s−1)

and by the emissions

O∗3→ O3 + hν(λ9.065(μm)) A9.065 = 0.667(s−1)

and
O∗3→ O3 + hν(λ14.4(μm)) A14.4 = 0.252(s−1) ,

and also by the reaction

O∗3 + M→ O3 + M βO∗3M = 2 ·10−14 (cm3 · s−1) .

The spectral distribution of the emission (0.5–1.4(μm)) that arises due to the
reaction of nitric oxide with an excited ozone molecule was determined by Ken-
ner and Ogrizlo (1984). The long-wave portion of the distribution was estimated
up to 2 (μm); the distribution peaks near 0.85–0.87 (μm). Based on experimen-
tal data (Fontijn and Schiff 1961; Fontijn et al. 1964; Clough and Thrush 1967;
Sobolev 1978), an approximation formula (photons, relative units) was constructed:

INOO∗3 = 100 · exp

[

−
(

2.53 · loge
λ

0.87

)2
]

,

where the wavelength λ is expressed in μm. The results of calculations for various
processes are presented in Table 2.41 and Fig. 2.42.

Using ground-based measurements (Sobolev 1978a,b, 1979), it is possible to es-
timate the intensity of the continuum near 1.2 (μm) produced due to the reaction
of nitric oxide and ozone to be about 15 (Rayleigh·nm−1). Thus, the integrated in-
tensity of the continuum in the infrared region is about 15 (kilorayleigh). However,
it should be stressed once again that this estimate refers to ground-based measure-
ments rather than to data obtained at altitudes above 100 (km).

The ozone density at altitudes above 100 (km) is low and, moreover, it decreases
in the daytime due to dissociation. Therefore, the reactions with participation of
ozone can have an appreciable effect only at altitudes below 100 (km).

Thus, the continuum airglow is related mainly to the pre-dissociative emission
from nitrogen dioxide molecules. The emission intensity seems to be also affected
by the deactivation processes (practically at altitudes below 100 (km)) (Becker
et al. 1971)

NO∗2 + M→ NO2 + M βNO∗2M = 2.44 ·10−11 (cm3 · s−1) .
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Table 2.41 Relative spectral distributions of the intensity (photons) of continua calculated based
on laboratory measurements by approximation formulas

λ(μm) NO+O NO+O∗3 NO+O3 λ(μm) NO+O NO+O∗3 NO+O3

0.40 5 2 – 1.20 6 52 99
0.45 33 6 – 1.25 – 43 100
0.50 56 14 – 1.30 – 36 98
0.55 78 26 – 1.35 – 29 96
0.60 93 42 5 1.40 – 24 92
0.65 100 58 9 1.5 – 15 82
0.70 96 74 15 1.6 – 10 70
0.75 86 87 23 1.7 – – 58
0.80 74 96 33 1.8 – – 46
0.85 59 100 44 1.9 – – 36
0.90 47 99 55 2.0 – – 28
0.95 35 95 66 2.1 – – 21
1.00 26 88 76 2.2 – – 16
1.05 19 80 85 2.3 – – 12
1.10 14 70 92 2.4 – – 9
1.15 9 61 96 2.5 – – –

Theoretical analysis of the problems relevant to the nitric oxide density in the
thermosphere shows that almost 40 reactions contribute to the NO density, and
an important role is played by atomic nitrogen, including that in the metastable
state 2D.

Some processes responsible for the formation of NO (Gordiets and Markov 1983)
in the thermosphere during intense auroras under the conditions of high tempera-
tures (T∼ 3500(K)), such as

Fig. 2.42 Approximate spectral distributions of the intensity (photon·cm−2 · s−1, relative units) of
a continuum for the reactions of different species indicated near each curve
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N2 + O→NO+ N αN2O = 1.2 ·10−10 · exp

[
−38000

T

]
(
cm3 · s−1) ,

N+ O2→NO+ O αNO2 = 2.2 ·10−14 · exp

[
−3570

T

]
(
cm3 · s−1) ,

which are accompanied by the deactivation

NO+ N→ N2 + O βNON = 2.6 ·10−11 (cm3 · s−1) ,

NO+ O→N+ O2 βNOO = 6 ·10−12 · exp

[
−19860

T

]
(
cm3 · s−1) ,

can provide a considerable increase both in nitric oxide density and in continuum
intensity (Zipf et al. 1970; Truttse 1973).

An important part in the formation of nitric oxide is played, besides the above
processes, by reactions with participation of metastable nitrogen atoms, such as

N(2D)+ O2→ NO+ O αN2DO2
= 7.4 ·10−12 ·

(
T

300

)0.5 (
cm3 · s−1) .

These atoms are produced due to the reactions

NO+ + e→ N(2D)+ O αNO+e = 3 ·10−7 ·
(

300
T

)0.5 (
cm3 · s−1) ,

N+
2 + e→N(2D)+ N αN+

2 e<< 3·10−7 (cm3 · s−1) ,

N+
2 + O→ NO+ + N(2D) αN+

2 O = 1.4 ·10−10 ·
(

300
T

)0.44 (
cm3 · s−1) .

The set of reactions involved can be extended further.
The photochemical equations for estimating the NO density should be comple-

mented with an equation describing the diffusion flow of NO molecules downward
which would compensate the losses due to photodissociation. The loss flux can be
estimated by the formula (Banks and Kockarts 1973a)

F(NO) =
1
2
· [NO] · jNOhν(NO) ·HNO

for the process of photodissociation

NO+ hν(λ<190(nm))→N+ O jNOhν = 1.34 ·10−5 (s−1) .
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The NO influx due to diffusion can be approximately described by the formula

F(NO) = [NO] · D(NO)
Hc

·
[

Hc

HNO
−M(NO)

Mc

]
.

The diffusion coefficient of the component Mi can be determined by the formula

D(i) = 3 ·1017 · T
0.5

[i]
.

Here Hc and HNO are the scale heights of neutral atmosphere and NO molecules,
respectively; Mc and M(NO) are the corresponding molecular masses.

At altitudes below 120 (km) the molecular diffusion coefficient is

D(NO)∼ 2.5 ·107 (cm2 · s−1) .

For altitudes above 120 (km), instead of this quantity, the coefficient of eddy diffu-
sion should be used:

K(NO)∼ 5 ·106 (cm2 · s−1) .

Thus, it is obvious that the airglow continuum of the upper atmosphere, provid-
ing a significant portion of the nightglow in the visible spectral region, reflects the
density of nitric oxide and its interaction with atomic oxygen.

2.10 Nitric Oxide Emissions

Nitric oxide is an important constituent of the upper atmosphere. The structure of its
molecule allows many electronic states with like potential functions most of which
having practically no shift relative to one another (Gilmore 1965). In a molecule of
this type, according to the Franck–Condon principle, only transitions with Δv = 0
can occur.

Emission bands of the β(B2Π−X2Π), γ(A2Σ+ −X2Π), δ(C2Π−X2Π), and
ε(D2Σ+−X2Π) systems were identified in the ultraviolet region (170–250 (nm))
of dayglow spectra of the upper atmosphere. However, they were not investigated
comprehensively.

The infrared emissions that arise due to vibrational transitions from the ground
state (1–0) at 5.3(μm) and (2–0) at 2.7(μm) represent the greatest interest:

NO(X2Π,v = 1)→ NO(X2Π,v = 0)+ hν(5.3(μm)), A1−0 = 13.38(s−1),

NO(X2Π,v = 2)→ NO(X2Π,v = 0)+ hν(2.7(μm)), A2−0 = 0.852(s−1).

For the 1.8-μm (3–0) band, A3−0 = 0.067(s−1) (Schurin and Ellis 1966;
Rothman et al. 1983).
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Measurements of the intensity of the 5.3-μm (1–0) band under the conditions of
the upper atmosphere are reported elsewhere (Stair et al. 1985; Baker et al. 1977;
Ulwick et al. 1985). At altitudes of about 140 (km) the thickness of the emission
layer was 60–70 (km). The conditions of the occurrence of this emission were con-
sidered theoretically (Degges 1971; Ogawa 1976; Ogawa and Kondo 1977; Baker
et al. 1977; Witt et al. 1981; Caledonia and Kennealy 1982).

The greatest contribution to the formation of vibrationally excited NO molecules
is provided by the reaction (Ogawa 1976)

NO(v=0)+O→NO(v=1)+O αNO,O =6.5 ·10−11 ·exp

(
−2900

T

)
(
cm3 · s−1) .

The fast oxygen atoms that appear during auroras considerably increase the yield
of this reaction (Krassovsky 1971a).

At altitudes below 100 (km), the transfer of vibrational energy from oxygen and
nitrogen molecules to NO molecules is of importance (Ogawa 1976):

NO(v = 0)+ O2(v = 1)→NO(v = 1)+ O2

αNO,O2 = 2 ·10−14 · exp

(
−460

T

)
(
cm3 · s−1) ,

NO(v = 0)+ N2(v = 1)→ NO(v = 1)+ N2(v = 0)

αNO,N2 = 4.22 ·10−10 · exp

(
−86.35

T1/3

)
(
cm3 · s−1) .

The O2 and N2 molecules are vibrationally excited in collisions with thermal
electrons (Gordiets et al. 1978; Rusanov and Fridman 1984):

O2 + e→ O2(v)+ e, σO2,e = 1 ·10−17 cm2,

αO2,e = 1.1 ·10−10 ·
(

Te

1000

)0.5

· exp

(
−2240

Te

)
(
cm3 · s−1) ,

N2 + e→ N2(v)+ e, σN2,e = 3 ·10−16 cm2,

αN2,e = 3.3 ·10−11 ·
(

Te

1000

)0.5

· exp

(
−3380

Te

)
(
cm3 · s−1) .

At altitudes above 100 (km) there occur the reactions (Malkin 1971; Kennealy
et al. 1978)
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N(4S)+ O2→ NO(v = 0÷10)+ O,

αN(S),O2
= 1.1 ·10−14 ·T · exp

(
−3151

T

)
(
cm3 · s−1) ,

N(2D)+ O2→ NO+ O, αN(D),O2
= 7.4 ·10−12 ·

(
T

300

)0.5 (
cm3 · s−1) ,

N(2P)+ O2→ NO+ O, αN(P),O2
= 2.6 ·10−12 (cm3 · s−1) .

These processes increase in importance during auroras.
At altitudes of 80–110 (km), the prevailing contribution is provided by fluores-

cence:
NO(v = 0)+ hν(5.3(μm))→NO(v = 1)

and a severalfold smaller contribution is made by the re-emission from the level
with v = 2:

NO(v = 0)+ hν(2.7(μm))→NO(v = 2),

NO(v = 2)→NO(v = 1)+ hν(5.4(μm)) .

In this case, fluorescence occurs both due to solar radiation, whose excitation rate
is given by (Ogawa 1976)

S = gS5.3 · exp(−τ ·Chpχ) (s−1), gS5.3 = 1.0 ·10−4 (s−1) (Ogawa 1976) ,

and due to the thermal radiation of the lower atmosphere for which gT5.3 = 3.8 ·
10−4 (s−1)(Ogawa 1976). For this case it was assumed that the absorption factor
is σNO,5.3 = 1.0 · 10−15 (cm2). The optical thickness τ5.3 is practically determined
by the absorption of NO molecules, including at altitudes below 80 (km), since the
attenuation of radiation due to Rayleigh scattering (σR = 5 ·10−31 (cm2)) is insignif-
icant. Therefore, we have τ5.3 = σNOn(NO) ·HNO(Z). Absolutely the same relation
takes place for the 2.7-μm emission. For this case, we have gS2.7 = 3.1 ·10−4 (s−1),
gT2.7 = 2.3 ·10−9 (s−1), and σNO,5.3 = 1.0 ·10−15 (cm2) (Degges 1971). The contri-
bution of the (2–1) transition is small and it can be neglected.

In the daytime, the formation of NO (v = 1 and 2) due to fluorescence in ultravi-
olet transitions is possible:

NO(v = 0)+ hν(γ;226(nm)) → NO(A2Σ+,v)

→ NO(X2Π,v = 1)gγ1 = 3 ·10−5 (s−1),

NO(v = 0)+ hν(δ;190(nm)) → NO(C2Π,v)

→ NO(X2Π,v = 1) gδ1 = 2.5 ·10−5(s−1),

NO(v = 0)+ hν(ε;190(nm)) → NO(D2Σ+,v)→ NO(X2Π,v = 1).
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The excitation of the vibrational levels of the ground state can occur not only due
to the above processes, but also in collision of NO molecules with electrons:

NO(v = 0)+ e→NO(v = 1)+ e,

αNO,1,e = 1.8 ·10−10 ·
(

Te

1000

)0.5

exp

(
−2680

Te

)
(
cm3 · s−1) ,

NO(v = 0)+ e→NO(v = 2)+ e,

αNO,2,e = 1.8 ·10−10 ·
(

Te

1000

)0.5

exp

(
−5360

Te

)
(
cm3 · s−1) .

It can be seen that under usual conditions the contribution of the electron excita-
tion of NO molecules is much less than that of the excitation by other processes.

Alongside the excitation there occur deactivation of the molecules:

NO(v = 1)+ M→NO(v = 0), βNO,10 = 6.5 ·10−11 (cm3 · s−1) ,

NO(v = 2)+ M→NO(v = 1), βNO,21 = 3.0 ·10−11 (cm3 · s−1) ,

NO(v = 2)+ M→NO(v = 0), βNO,20 = 4.1 ·10−11 (cm3 · s−1) ,

and their photodissociation:

NO+ hν(λ ≤ 190(nm))→ N+ O jNO,i = 1.34 ·10−5 (s−1) ,

resulting in destruction and excitation of the molecules (Nicolet 1981). This process
is more efficient than the photoionization (Rothman et al. 1978)

NO+ hν(λ≤ 134(nm))→NO+ + e jNO,ph = 5 ·10−7 (s−1) .

It should, however, be noted that Ogawa and Kondo (1977) took the photoion-
ization rate equal to 1.38 ·10−6(s−1).

In addition, the following ion-exchange reaction can occur:

NO+ O+
2 → NO+ + O2 βNO,O+

2
= 4.4 ·10−10 (cm3 · s−1) .

The collisions of NO molecules with other species have much lower rates.
In view of the above reactions, the 5.3-μm emission rate for the NO molecule is

determined by the relation
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Q5.3 =

{

[NO] ·
[
αNO,O · [O]+αNO,O∗2 · [O∗2]+αNO,N∗2 · [N∗2]+ S+ gS5.3

]
}

/

⎧
⎨

⎩
1 +

βNO,10 ·
[
[O]+ [O2]+ [N2]

]
+βNO,O+

2
· [O+

2 ]

A5.3

⎫
⎬

⎭
.

The importance of the 5.3-μm emission from nitric oxide molecules is related
to the participation of NO in the excitation of the 630-nm emission from oxygen
atoms during intense red auroras, resulting in energy removal from the upper atmo-
sphere. Krassovsky (1969, 1971a) pointed out that the intensity of the continuum
increases during intense geomagnetic disturbances and red auroras. This implies, as
mentioned in Sect. 2.9, that the density of NO molecules increases. The increase
in NO density testifies to the fact that the red emission intensifies due to its stim-
ulation in the upper part of the ionospheric F2 layer which rather strongly heats
up due to absorption of magnetohydrodynamic waves (Krassovsky 1968a). On col-
lisions of oxygen atoms with nitric oxide molecules, favorable conditions for the
excitation of the O(1D) state are created. The cross-section for the charge exchange
between atomic ions of atmospheric constituents with their neutral atoms is rather
large (∼10−15 (cm2)). Therefore, magnetohydrodynamic oscillations of frequency
more than 1 (Hz) can be efficiently absorbed in the upper ionosphere. Besides, the
infrared radiation of NO cools the upper atmosphere (Dalgarno 1963). All this pro-
vides the removal of energy from the atmosphere.

2.11 Infrared Emissions from Atmospheric Atoms and Molecules

The infrared radiation emitted by atmospheric atoms and molecules in the spectral
region beyond 2(μm) can be detected only by instruments placed on rockets and
satellites since these species radiate predominantly at altitudes over 90 (km). The
above-considered hydroxyl, nitric oxide, and continuum emissions cover the spec-
tral region approximately up to 5.5(μm). More long-wave emissions of terrestrial
origin were also identified which arise from various molecular, so-called minor, at-
mospheric constituents, such as NO+, CO, CO+, CH4, NO2, O3, and CO2.

Of greatest energetic and photochemical importance are the emissions from
ozone molecules at 9.065(μm) and 9.6(μm) and from carbon dioxide molecules
at 4.26(μm) and 14.98(μm). They cover an altitude range of several tens of kilo-
meters in the middle atmosphere. However, for the problems relevant to the upper
atmosphere, the region above 80 (km) is of interest.

The lowest vibrational transitions of the ozone molecule correspond to the emis-
sions (McClatchey et al. 1973)
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O3(100)→ O3(000)+ hν(λ9.065(μm)) AO3(100) = 0.667(s−1),

O3(001)→ O3(000)+ hν(λ9.596(μm)) AO3(001) = 12.37(s−1),

O3(010)→ O3(000)+ hν(λ14.267(μm)) AO3(010) = 0.252(s−1).

Vibrationally excited ozone molecules are produced first of all due to three-body
recombination collisions (von and Trainor 1973):

O+ O2 + M→O∗3 + M αOO2M = 1.1 ·10−34 · exp

(
510
T

) (
cm6 · s−1

)
,

and due to thermal excitation (Ogawa 1976):

O3 + M→ O3(100)+ M αO3M(100) = 2 ·10−14 · exp

(
−1590

T

) (
cm3 · s−1) ,

O3 + M→O3(001)+ M αO3M(001) = 2 ·10−14 · exp

(
−1500

T

)
(
cm3 · s−1) ,

O3 + M→ O3(010)+ M αO3M(010) = 2 ·10−14 · exp

(
−1010

T

)
(
cm3 · s−1) .

Absorption of the thermal radiation of the lower atmosphere by ozone molecules
results in their fluorescence in various bands:

O3 + hν(λ9.065(μm))→ O3(100) gT
O3

(9.065) = 1.2 ·10−3 (s−1)

gS
O3

= 1.1 ·10−5 (s−1),

O3 + hν(λ9.596(μm))→ O3(001) gT
O3

(9.596) = 3.2 ·10−2 (s−1)

gS
O3

= 2.0 ·10−4 (s−1),

O3 + hν(λ14.267(μm))→ O3(010) gT
O3

(14.267) = 3.6 ·10−3 (s−1)

gS
O3

= 5.7 ·10−6 (s−1).

From these relations it can be seen that the thermal excitation rate (gT
O3

) is about two

orders of magnitude greater than the solar excitation rate (gS
O3

).
Consideration of the processes resulting in excitation of higher vibrational levels

has shown that the vibrational temperature corresponding to their population distri-
bution can reach 300–500 (K) at altitudes of 80–85 (km) depending on the altitude
profiles of the atomic oxygen density and atmospheric temperature (Manuilova and
Shved 1989).

The reactions of deactivation of excited ozone molecules give rise to a variety
of other species, including those producing emissions in the Atmospheric Infrared
system bands of molecular oxygen (Dvornikov and Kulagina 1984)
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O∗3 + O→ O2(a1Δg)+ O2(X3Σ−g ) βO∗3O = 1.7 ·10−12 (cm3 · s−1) ,

hydroxyl emission (Bevan and Johnson 1973)

O∗3 + H→ OH∗+ O2 βO∗3H = 2.6 ·10−11 (cm3 · s−1) ,

and continuum (Kurilo et al. 1974; Hui and Cool 1978)

O∗3 + NO→ NO∗2 + O2 βO∗3NO = 1.8 ·10−15 (cm3 · s−1) .

The 9.6-μm (001) band is, naturally, most intense. The maximum of the emission
rate at night is 1 ·107 (photon·cm−3 · s−1) at altitudes near 90 (km); the thickness of
the emission layer is 10 (km). This corresponds to an emission intensity of ∼10
(megarayleigh).

The most important atmospheric constituent is carbon dioxide CO2. Its infrared
radiation diffuses upward from the lower atmosphere due to transport processes
which proceed in the optically thick medium.

The CO2 molecule is linear. Therefore, the mode v2(100) corresponds to sym-
metric vibrations and has no dipole moment for the CO2 molecule, which consists
of identical isotopes. Thereof the rotational–vibrational spectrum of this mode is
absent, as in the case of biatomic molecules with identical nuclei.

Above the 79- to 75-km level, the radiation of CO2 is an efficient sink of energy
from the upper atmosphere (Kutepov and Shved 1978, 1981). The most intense
processes are (Rothman and Benedict 1978; Caledonia et al. 1985)

CO2(00011)→ CO2(000 01)+ hν(λ4.26(μm)) ACO2(001) = 432.7(s−1),

CO2(01101)→ CO2(000 01)+ hν(λ14.98(μm)) ACO2(010) = 1.28(s−1).

The excitation occurs due to fluorescence caused by the thermal emission of the
lower atmosphere and by sunlight:

CO2(000 01)+ hν(λ4.26(μm))→ CO2(00011) gT
CO2

(001) = 1.3 ·10−5 (s−1)

gS
CO2

= 2.8 ·10−3 (s−1),

CO2(00001)+ hν(λ14.98(μm))→ CO2(01101)

gT
CO2

(010) = 2.1 ·10−3 (s−1) gS
CO2

= 3.1 ·10−5 (s−1).

The effective cross-sections for radiation absorption are σ (4.26(μm)) = 2.5 ·
10−14 (cm2) and σ (14.98(μm)) = 3.2 ·10−15(cm2).

An important process is the reaction of CO2 molecules with atomic oxygen
(Khvorostovskaya et al. 2002)
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CO2(000 01)+ O→ CO2(01101)+ O

αCO2O(010) = (1.56÷1.40) ·10−12 · exp

(
−960

T

)
(
cm3 · s−1) ,

CO2(01101)+ O→ CO2(000 01)+ O

βCO2O(010) = (1.56÷1.40) ·10−12 (cm3 · s−1) .

Laboratory investigations (Khvorostovskaya et al. 2002) have shown that the
rate of these reactions has different values for the temperatures below 260 (K)
and above 300 (K): kO

0110,000 0
= 1.56 · 10−12

(
cm3 · s−1

)
and kO

0110,000 0
= 1.40 ·

10−12
(
cm3 · s−1

)
, respectively. For intermediate temperatures, the reaction rate

varies practically linearly. Therefore, it can be well approximated (Semenov and
Shefov 2005) by a unified formula for the temperature range characteristic of both
the upper mesosphere and the lower thermosphere:

kO
0110,000 0 =

{
1.40 + 0.16

/[
1 + exp

(
T−280

10

)]}
·10−12 (cm3 · s−1) .

Comparison of the measured temperature profiles at the mentioned altitudes with
the altitude distributions of the atomic oxygen density calculated for the 557.7-nm
emission has shown a close quantitative relationship between them (Semenov and
Shefov 1999b), which testifies to an important part played by the interaction of oxy-
gen atoms with CO2 molecules. Obviously, the reverse process of excitation of CO2

molecules by collisions with oxygen atoms also takes place. It plays a significant
part in the cooling of the medium at altitudes above 100 (km) where the optical
thickness of the atmosphere to the 15-μm emission is less than unity (Kutepov and
Shved 1985).

Ulwick et al. (1985) performed measurements of the emission intensity for
O3 and CO2 molecules. At altitudes of 85–90 (km) the intensity was 6.1 and
95 (megarayleigh), respectively. For the 15-μm emission that occurs at altitudes
of 85–90 (km) there is a plateau which testifies to the presence of an emission
layer. With the ∼10-km thickness of this layer, the emission rate should be ∼108

(photon·cm−3 · s−1). However, the variations of these emissions were not measured
regularly.

The suggestion of an important part of the O2 infrared emission was first made by
Bates (1951). The ground state of atomic oxygen has three sublevels (Table 2.42)
the transitions between which correspond to the 63- and 147-μm lines. The first
results of rocket measurements of the altitude distribution of the emission intensity
were obtained on March 16, 1977 at 23:04 at the rocket range of the Andoya island
(69◦N, 16◦E) (Grossmann and Offermann 1978; Offermann and Grossmann 1978).
Subsequently measurements were performed at the Esrange rocket range, Sweden,
on December 9, 1981 at 21:25 (Grossmann et al. 1983).
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Table 2.42 The far-infrared lines of atmospheric atoms and molecules

Atom Wavelength Transition A(s−1)

H 21.1 (cm) 2S→ 2S 2.87(–15)

N+ 203.6(μm) 3P1→ 3P0 2.13(–6)
121.6(μm) 3P2→ 3P1 7.48(–6)
76.14(μm) 3P2→ 3P0 1.30(–12)

N2+ 57.29(μm) 2P0
2→ 2P

0
1 4.77(–5)

O 147.0(μm) 3P0→ 3P1 1.70(–5)
63.07(μm) 3P1→ 3P2 8.95(–5)
44.14(μm) 3P0→ 3P2 1.00(–10)

O2+ 88.16(μm) 3P1→ 3P0 2.62(–5)
51.69(μm) 3P2→ 3P1 9.75(–5)
32.59(μm) 3P2→ 3P0 3.50(–11)

OH 17.4 (cm) F2+→ F1− 0.940(–11)
18.0 (cm) F2+→ F2− 7.698(–11)
18.0 (cm) F1+→ F1− 7.103(–11)
18.6 (cm) F1+→ F2− 1.289(–11)

The emission intensity at zenith at an altitude of 100 (km) was 7 · 10−10 (W ·
cm−2 · sr−1) or 2.8 (megarayleigh). As follows from the character of the altitude
variations of the intensity, the atomic oxygen layer becomes optically thick at al-
titudes below 100 (km). At the measuring time the index Kp was 2 and the solar
activity corresponded to F10.7 = 74. It turned out that the measured intensity was
much lower than that predicted by theoretical calculations and, hence, it had no
significance for the cooling of the thermosphere.

The infrared transitions of oxygen and nitrogen atoms and ions in the microwave
region and of hydrogen atoms and hydroxyl molecules in the centimeter region,
presented in Table 2.42, because of the low densities of these species, can serve
only as indicators of the altitude distributions of the relevant processes.
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537 and 304 Å. Astrophys J 190:L141–L142

Dvornikov IV, Kulagina LV (1984) The quenching mechanism of the O2(b1Σ+
g ) by atomic oxygen.

Optics Spectroscopy 57:1015–1021
Eather RH (1968) Discussion of paper by Yoji Kondo and James E. Kupperian, Jr., Interaction

of neutral hydrogen and charged particles in the radiation belts: the consequent Lyman-alpha
emission. J Geophys Res 73:3599–3600

Elvey CT (1942) Light of the night sky. Rev Modern Phys 14:140–150
Elvey CT (1943) Observations of the light of the night sky with photoelectric photometer. Astro-

phys J 97:65–71
Evans WFJ, Llewellyn EJ, Vallance Jones A (1972) Altitude distribution of the O2(1Δ) nightglow

emission. J Geophys Res 77:4899–4901
Fallon RJ, Tobias I, Vanderlice JT (1961) Potential energy curve for OH. J Chem Phys 34:167–168
Fatkullin MN (1982) Physics of the ionosphere. In: Total results of the Science and Technique.

Geomagnetism and upper layers of the atmosphere, Vol 6. VINITI, Moscow, pp 4–224
Fedorova NI (1962) Twilight fluorescence of the 10830 A helium emission. Izvestiya USSR Acad

Sci Geophys Ser N 4:538–547
Fedorova NI (1967) Twilight emission of helium at high latitudes. In: Krassovsky VI (ed) Aurorae

and Airglow N 13. USSR Academic Science Publishing House, Moscow, pp 53–63
Ferguson AF, Parkinson D (1963) The hydroxyl bands in the nightglow. Planet Space Sci

11:149–159
Ferguson EE, Fehsenfeld FC, Dunkin DB, Schmeltekopf AL, Schiff HI (1964) Laboratory studies

of helium ion loss processes of interest in the ionosphere. Planet Space Sci 12:1169–1171
Filipp ND, Oraevsky VN, Blaunstein NSh, Ruzhin YuYa (1986) Evolution of the artificial plasma

inhomogeneities in the Earth’ ionosphere. Gusev VD (ed) Stiintsa, Kishinev
Findlay FD (1969) Relative band intensities in the atmospheric and infrared atmospheric systems

of molecular oxygen. Can J Phys 47:687–691
Finlayson-Pitts BJ, Kleindienst TE (1981) The reaction of hydrogen atoms with ozone as a source

of vibrationally excited OH(X2Πi)v = 9 for kinetic studies. J Chem Phys 74:5643–5658
Fiocco G, Fua D, Visconti G (1974) Origin of the upper atmospheric Na from sublimating dust: a
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lumière zodiacalle du pole célestre. Ann Géophys 29:321–328
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Chapter 3
Techniques of Investigation of the Airglow

The airglow that arises in the rarefied gaseous medium of the higher atmospheric
layers is a sensitive indicator of the conditions under which it is formed, charac-
terizing the parameters of the atmosphere, such as its density and temperature and
their variations in space and time. All this information is practically contained in
the airglow intensity and spectral distribution measurements. In airglow research it
is necessary to use spectroscopic equipment which would provide a required spec-
tral resolution to measure the spectral distribution of the airglow intensity and its
variations on various time scales. This requirement can be fulfilled by using various
types of spectroscopic equipment depending on a task in view.

For recording weak optical radiations of the upper atmosphere, four types of
equipment are used: spectrographs, spectrometers, photometers, and interferome-
ters. All optical measurement techniques using these devices constitute an integral
part of the physical research of the Earth’s upper atmosphere and circumterrestrial
space. Any theoretical models which describe the properties and behavior of the at-
mospheric characteristics should be based on experimental data or be checked up
with the help of these data. For the last half-century the methods and equipment
used have undergone significant improvements and changes. The prevailed photo-
graphic methods of recording radiation spectra and analog photoelectric processing
methods have been gradually replaced by matrix radiation detectors allowing digital
image processing. Nevertheless, since numerous data have been obtained by former
methods, it is natural that these methods should be described with all necessary tech-
nological details. This should provide the succession of experimental technology in
order that the subsequent researchers would comprehend all features of the obser-
vation data that have enabled researchers to obtain the up-to-date notions about the
physics of the Earth’s upper atmosphere.
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3.1 Photometry

In astrophysical investigations of radiation sources, it is critically important to mea-
sure quantitatively the luminous flux, i.e., the light energy that passes in a unit time
through the cross-section of a cone originating from the radiation source and hav-
ing a certain cone angle. The luminous flux can serve as a measure of the luminous
power of a source. The area S that is cut out by a cone on a sphere of radius r, whose
center is at the vertex of the cone, corresponds to a solid angle ω= S · r−2. If S = r2,
then ω = 1(sr). To measure light intensity, the candela unit (cd), formerly known
as international candle, is generally used. According to the definition, one candela
is the intensity of light radiated perpendicularly from the surface of a black emit-
ter 1.6 ·10−5 (m2) in size at the solidification temperature of platinum at a pressure
of 101,325 (Pa) (Kamke and Krämer 1977). The luminous flux corresponding to a
solid angle equal to 1 (sr) and having the light intensity equal to 1 (cd) is called the
lumen (lm).

The luminous flux dF that passes within a solid angle dω through an area dσ
perpendicular to the flux direction in a unit time dt within a unit wavelength interval
dλ (or frequency interval dν) is termed as the intensity I (Ambartsumyan et al. 1952;
Martynov 1977), i.e.,

dF = I ·dσ ·dt ·dω ·dλ.
If the area dσ makes an angle θ with the incident ray direction, we have

dF = I ·dσ · cosθ ·dt ·dω ·dλ.

The luminous flux incident on a unit area determines the area illuminance E. For
perpendicular incidence we have

E =
F
S

=
I ·ω

S
=

I
r2 .

For the unit of illuminance, one lux (lx), the illuminance is taken as that produced
by a flux of 1 (lm) passing through a 1-m2 area perpendicular to the light flux or
the illuminance produced by 1 (cd) at a distance of 1 (m). If a 1-lm flux passes
through an area of 1 (cm2), the illuminance is equal to 1 (phot). Thus, 1(phot) =
10,000(lx).

The brightness of a spatial light source is defined as the light intensity which is
provided by a 1-(cm2) area along a normal to this area. The brightness at which the
radiation of a surface of area 1 (cm2) yields, in the direction normal to the surface,
the light intensity equal to 1 (cd) or a flux of 1 (lm) in a steradian is taken as a unit
brightness and called the stilb (sb). The unit of brightness being one 10,000th of a
stilb is termed the nit (nt). It corresponds to 1 (cd) per 1 (m2).

All these units are not used in practical spectrophotometric investigations, but
can be useful in comparing different photometric data. Therefore, the values of pho-
tometric units for some light sources (Kulikovsky 2002) are given below:
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The illuminance produced by a star of magnitude m is

Em = 2.77 ·10−6 ·10−0.4m (lx).

The illuminance produced by the full Moon at zenith on the Earth surface per-
pendicular to the direction of incident rays is equal to 0.25 (lx). The mean brightness
of the full Moon is 0.251 (sb).

The illuminance produced by the Earth on the Moon at a new moon is 15 (lx).
The moonless night sky has a brightness of 10−7 (sb) or 10−3 (nt) in the visible

region of the spectrum.
The illuminance produced by the Sun at a distance of 1 (a.u.) (astronomical unit

is 1.496 · 1013 (cm), mean distance between the Sun and the Earth) outside the at-
mosphere is 1.35 ·105 (lx).

The luminous flux at a wavelength of 550 (nm) is 688 (lm) = 1(W).
It is common astronomical practice to measure the brightness of extra-atmospheric

objects in magnitudes m. The scale of magnitudes is determined by the relation

m2−m1 = 2.5 log10 (I2/I1);

that is, the difference of five magnitudes implies the intensity ratio equal to 100.
The radiation flux produced by a star of magnitude m belonging to the spectro-

scopic class of the Sun type is (Allen 1955, 1973)

Sm = 2.54 ·10−5 ·10−0.4m (erg · cm−2 · s−1)

or
Sm = 1.17 ·107 ·10−0.4m (photon · cm−2 · s−1).

For the boundary of the Earth’s atmosphere at a wavelength of about 550 (nm) this
corresponds to

Sm (550(nm)) = 3.72 ·10−8 ·10−0.4m (erg · cm−2 · s−1 ·nm−1)

and at about 725 (nm) to

Sm (725(nm)) = 2.77 ·10−8 ·10−0.4m (erg · cm−2 · s−1 ·nm−1)

or, in terms of photons,

Sm (550(nm)) = 1.02 ·104 ·10−0.4m (photon · cm−2 · s−1 ·nm−1),

Sm (725(nm)) = 1.00 ·104 ·10−0.4m (photon · cm−2 · s−1 ·nm−1).

Within the limits of the spectral sensitivity of an eye (Kulikovsky 2002), we have

Sm (vis) = 3.97 ·10−6 ·10−0.4m (erg · cm−2 · s−1),

Sm (vis) = 1.09 ·106 ·10−0.4m (photon · cm−2 · s−1).
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The function of the relative spectroscopic luminous efficacy of eyesight can be
approximated by an asymmetric Gaussian function (Budin 1997):

V(λ) = exp[−(λ−λ0)2 ·K],

where λ is the wavelength; λ0D = 0.555 (μm), KDblue = 337 (μm−2) (the error
σ is no worse than 15(%)) and KDread = 235 (μm−2) (< 10(%)) for the daytime
function VD(λ); λ0N = 0.507 (μm), KNblue = 270 (μm−2) (< 10(%)) and KNread =
395 (μm−2) (< 0.5(%)) for the night function VN(λ).

The intensity of the airglow of the upper atmosphere is usually measured in
Rayleigh. By definition 1 (Rayleigh) = 106 (photon · cm−2 · s−1), i.e., this is the
flux of omnidirectional radiation of an atmospheric column of cross-section 1 (cm2).
This is related to the concept that the Rayleigh characterizes the emission rate, i.e.,
the number of photochemical processes.

When comparing the units of surface brightness following Roach and Gordon
(1973), we obtain that the brightness of one star of m = 10 is equivalent to 4.4 ·
10−2 (Rayleigh · nm−1) = 1.31 · 10−8 (erg · cm−2 · s−1 · sr−1 · nm−1), whence the
intensity

Iλ (erg · cm−2 · s−1) = 1.98 ·10−3 · Iλ (Rayleigh)
λ(nm)

,

Iλ (Rayleigh) = 505 ·λ(nm) · Iλ (erg · cm−2 · s−1).

3.2 Spectrophotometric Equipment

During the last years of airglow observations there was a highly important stage
at which the optical technique was mastered for monitoring IGWs in the upper at-
mosphere. This technique is based on determining the variations of the emissions
of the upper atmosphere, which are characterized by a very low intensity (10–100
(Rayleigh)) and the temperature of the medium where they arise.

To determine the temperature from the spectra of radiating species, spectropho-
tometric equipment providing high spectroscopic resolution (0.0001–0.1(nm)) is
required. At the same time, to detect the time variations of the emission intensity
caused by the passage of IGWs through emission layers (for the mesopause altitudes
the Brunt–Väisälä period is about 5.2 (min)), it is necessary to use high-aperture
equipment which would be capable of recording radiation spectra with exposures
no more than 2–3 (min). To combine these two requirements, which seemingly are
mutually exclusive for optical spectroscopic equipment, special spectrophotomet-
ric complexes should be developed and built in which these requirements would be
balanced to solve specific geophysical problems. The issue is aggravated by the fact
that in geophysical investigations, measurements are often performed in field con-
ditions which poses additional difficulties. The special complexes designed to solve
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all these problems and the technology of their operation in ground conditions are
described in detail elsewhere (Potapov 1974; Potapov et al. 1978).

It should be stressed that the new technologies and methods developed for the
past half a century for measuring weak luminous fluxes have increased significantly
the capabilities of investigation of their space and time distributions and this has
considerably extended the range and improved the quality of geophysical investiga-
tions. Nevertheless, the fundamental geophysical results obtained by former meth-
ods remain obviously topical and important.

3.2.1 Diffraction Spectrographs

Spectroscopic instruments are devices in which ultraviolet, visible, or infrared elec-
tromagnetic radiation is decomposed into monochromatic components by means of
dispersive elements (such as a prism or a diffraction grating). Now diffraction grat-
ings are most widely used in spectroscopy as dispersive elements. In spectroscopic
equipment, gratings of various types are used: flat and concave, having grooves of
varied shapes and profiles. As to the purpose, the spectroscopic equipment can be
classed into several types:

• monochromators, which isolate a narrow spectral range or a spectral line;
• polychromators, which isolate simultaneously several narrow spectral ranges or

several spectral lines;
• spectrographs, which photograph simultaneously a wide spectral range;
• spectrometers, which scan a recorded spectrum.

The classical design of a diffraction (flat reflection grating) slit spectroscopic de-
vice, presented schematically in Fig. 3.1, contains a collimating lens which forms
a parallel beam of light incident on a dispersive element. In the focus of the col-
limating lens are the entrance slit, the dispersive element (diffraction grating), the
camera lens focusing the image of the entrance slit on the radiation detector at vari-
ous wavelengths of the decomposed light, and the radiation detector.

Numerous special publications (Zaidel et al. 1976; Lebedeva 1977, 1986; Tarasov
1968, 1977; Meaburn 1976) are devoted to the theory and practical issues of the de-
velopment and building of spectroscopic equipment. We shall not discuss the rele-
vant problems in detail, but only give a description of the devices specially intended
for recording the weak airglow of the upper atmospheric layers. It should be noted
that the spectroscopic devices have found wide use. The range of problems which
can be solved by means of spectroscopic equipment is extremely wide. They are
employed successfully in pure and applied research. In particular, they have many
applications in astrophysical and geophysical investigations in solving problems of
spectral analysis of the radiation of remote astronomical objects and of the airglow
of the upper layers of the Earth’s atmosphere.
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Fig. 3.1 Optical arrangement
of devices with flat diffraction
gratings: the Ebert (A) and
the Cherny–Terner scheme
(B) (Lebedeva, 1986)

3.2.1.1 The SP-48, SP-49, and SP-50 Spectrographs

Astrophysical and geophysical investigations involve the need of recording ex-
tremely weak radiations with high resolution. Successful realization of these
requirements in one device is practically impossible since increasing its optical ef-
ficiency results in considerable loss of resolving ability. Therefore, in developing
spectroscopic equipment one has to make a reasonable compromise depending on
the purposes of the equipment and the conditions of its operation. For the condi-
tions of recording the airglow of the upper atmosphere, the optimum linear dis-
persion of spectrographs is 8–10 (nm ·mm−1), which provides the necessary high
optical efficiency. In this regard, the complete set of diffraction spectrographs in-
tended for recording weak radiations of small gas constituents of the Earth’s upper
atmosphere, developed on V. I. Krassovsky’s initiative at S. I. Vavilov State Optical
Institute, turned out very successful. The complete set consisted of three devices of
type SP-48, SP-49, and SP-50 (Figs. 3.2–3.5) intended for recording the spectra of
weak glows in the visible, the ultraviolet, and the infrared region, respectively. The
devices possessed high optical efficiency and made it possible to obtain high-quality
spectra with 0.2–0.5 (nm) resolution. Subsequently, prior to the beginning of the In-
ternational Geophysical Year (1957), a series of such devices was produced at the
State Optical-Mechanical Plant in St. Petersburg (former Leningrad) for equipment
of the stations and observatories that conducted spectrophotometric investigations.
These devices were successfully used both in stationary and in field conditions.
Tables 3.1–3.3 list the characteristics of these spectrographs.
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Fig. 3.2 The SP-48 spectrograph

Fig. 3.3 The SP-49 spectrograph

Fig. 3.4 The SP-50 spectrograph with the FKT-1 image converter tube
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Fig. 3.5 The SP-50 spectrograph with the FPZS INSTASPEC IV unit

3.2.1.2 Spectrography

Spectrography of the variations of characteristics of the upper atmosphere air-
glow was carried out by the SP-48, SP-49, and SP-50 high-aperture diffraction
spectrographs providing high spectral resolution (several tenths of a nanometer)



3.2 Spectrophotometric Equipment 277

Table 3.1 Characteristics of the SP-48 spectrograph

Lens of collimator:
Focal distance (mm) 630
Relative aperture 1:4.7

Working spectral range (nm) 380–800
Reciprocal linear dispersion (nm/mm) 10
Full length of spectrum (mm) 48

Lens of camera:
Focal distance (mm) 70
Relative aperture 1:0.8

Measured length of spectrum (mm) 18
Limiting resolution (nm) 0.3

Magnification of optical system 0.1× Method of spectrum recording: photography

Replica of diffraction grating: flat
Number of grooves per 1 (mm) 1200
Size of shaded part (mm) 136×90
Concentration of light: order 1

Overall dimensions (mm):
Length 1045
Width 450
Height 270
Mass (kg) 60

(Gerasimova and Yakovleva 1956; Galperin et al. 1957; Kaporsky and Nikolaeva
1969). The optical schemes of these spectrographs are presented in Figs. 3.6–3.8.

The SP-48 spectrograph was used for recording radiation in the spectral range
700–800 (nm). Initially, in compliance with the manufacturer specifications, spec-
tra were recorded on a 16-(mm) film which was moved out from a special car-
tridge to the focal region of the spectrograph, which had a cylindrical surface with
a 100-mm radius of curvature. Spectra were photographed at night with exposures
from 3 to 10 (h).

The SP-49 spectrograph differed in design from the SP-48 and SP-50 devices.
Its lenses were mirror since they were intended for use in the ultraviolet spectral

Table 3.2 Characteristics of the SP-49 spectrograph

Lens of collimator:
Focal distance (mm) 2370
Relative aperture 1:15

Working spectral region (nm) 275–395
Reciprocal linear dispersion
(nm/mm) 8
Full length of spectrum (mm) 17

Lens of camera:
Focal distance (mm) 170
Relative aperture 1:1.25

Limiting resolution (nm) 0.2
Focal surface: cylindrical with radius (mm)
264

Magnification of optical system:
0.07×

Method of spectrum recording: photography

Replica of diffraction grating:
flat
Number of grooves per 1 (mm) 600
Size of shaded part (mm) 150×140
Concentration of light: order 1

Overall dimensions (mm):
Length 1195
Width 620
Height 290
Mass (kg) 95
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Table 3.3 Characteristics of the SP-50 spectrograph

Lens of collimator:
Focal distance (mm) 820
Relative aperture 1: 6.8

Working spectral region (nm) 800–1000
Reciprocal linear dispersion (nm/mm) 10
Limiting resolution (nm) 0.5

Lens of camera:
Focal distance (mm) 135
Relative aperture 1:1.5

Measured length of spectrum (mm) 15
Method of spectrum recording:
photography

Magnification of optical system: 0.16×
Replica of diffraction grating: flat
Number of grooves per 1 (mm) 600
Size of shaded part (mm) 120×95
Concentration of light: order 1

Overall dimensions (mm):
Length 1250
Width 550
Height 270
Mass (kg) 57

range. The Schmidt lens of the camera had a quartz plate with the surface of the
fourth order of curvature. The focal surface was inside the spectrograph. Therefore,
the 8-(mm) film was moved in the focal surface with a special cartridge. With this
design it was impossible to use image amplifiers.

To provide recording spectra with exposures of several minutes, multistage im-
age converter tubes (ICTs) were used; the spectrum image was photographed from
the ICT screen. For the SP-48 spectrograph, three-stage ICTs with multi-alkali
cathodes were employed. The working spectral range for the SP-50 spectrograph

Fig. 3.6 Optical arrangement of the SP-48 diffraction spectrograph. 1 – Slit; 2 – lens of the colli-
mator; 3 – grating; 4 – lens of the camera; and 5 – focal surface
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Fig. 3.7 Optical arrangement of the SP-48 diffraction spectrograph. 1 – Slit; 2 – lens of the colli-
mator; 3– grating; 4– lens of the camera; 5 – focal surface; 6 – attachment for reducing the field of
vision

was 1000–1100 (nm). Therefore, this device incorporated a multistage ICT with an
oxide-silver-cesium cathode, which must be cooled because of a considerable dark
noise at room temperature. Thus, to operate the SP-50 spectrograph, a cooler was
required. This was the only difference between the two recording systems. The rest
were absolutely identical; therefore, they are described in common below, and the
operation of the cooler is discussed separately.

Fig. 3.8 Optical arrangement of the diffraction spectrograph of the SP-50. 1 – Slit; 2 – lens of the
collimator; 3 – grating; 4 – lens of the camera; 5 – glass filter; 6 – detector
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The optical arrangement of the setup was as follows (see Fig. 3.8): Light from the
sky arrives at the entrance slit of the device, passes through the lens of the collimator,
and then, as a parallel beam, falls on a flat diffraction grating. The light decomposed
in wavelengths is collected by the lens of the camera on the ICT cathode.

Initially single-camera ICTs of the FKT type (see Fig. 3.33) (Volkov et al. 1962;
Shcheglov 1963) with contact transfer of the image appearing on the screen onto a
film were used. This made it possible to obtain high-quality spectrograms regularly
and compose the first atlas of the sky nightglow (Krassovsky et al. 1962). The spec-
trum in the range 300–400 (nm) was obtained with the SP-49 spectrograph, in the
range 400–700 (nm) with the SP-48 spectrograph, and in the range 700–1240 (nm)
with the SP-50 spectrograph.

Subsequently, to record hydroxyl emissions with exposures of several minutes,
three-camera ICTs were used. In this case, the image of the spectrum, converted into
visible form and amplified in brightness, was transferred from the screen onto a film
with the help of two high-aperture lenses (the screen was in the focal plane of the
first lens and the film was in the focal plane of the second lens). For the optics trans-
ferring the image from the screen onto the film, type RO-109 high-aperture lenses
(relative aperture 1:1.2) were used. When the SP-50 spectrograph was operated, a
type KS-13 red filter was placed in front of the slit to exclude superimposition of
the second-order spectra on the spectral region to be recorded.

In assembling an ICT it was necessary to meet special requirements (Shche-
glov 1963). The ICT was placed in an insulating plexiglas block in which elastic
sealing gaskets were mounted on the cathode and the screen side. This was neces-
sary to prevent moisture penetration to the high-voltage contacts of the ICT which
would immediately result in breakdowns and upset the normal operation of the de-
vice. The assembled converter was enclosed in a tube-shaped screen, made of soft
magnetic steel to exclude the defocusing action of induced magnetic fields, and fas-
tened to the housing of the spectrograph. On the side of the ICT screen, the recording
camera providing automatic film transport was placed.

The arrangement of the setup with the SP-50 spectrograph was complicated by
the necessity to cool the oxide-silver-cesium cathode of the ICT to−60 to−70)(◦C).
Cooling was performed with a mixture of solid carbonic acid with alcohol which
was put in the cooler surrounding the ICT cathode. The cooler was carefully heat-
insulated. To protect the cathode against fogging, a vacuum window was used and
the space between the window and the spectrograph lens was sealed off.

Structurally, the ICT attachment to spectrographs was designed so that it enabled
one to move the ICT unit without loss of sealing, which made it possible to focus the
spectrum image onto the coolable ICT photocathode keeping the cathode unfogged.

As already mentioned, type U-32 (3312) (Fig. 3.34) and U-72 (3308) commer-
cial three-stage image converter tubes with electrostatic focusing were used in the
setups. To maintain their normal operation, it was necessary to apply a high voltage,
∼ (10–15) (kV), between the cathode and the screen of each stage. Besides, to pro-
vide electrostatic focusing of the image, an additional voltage (tens of volts) should
be applied to some electrodes which could be varied within the limits ±100(V)
relative to the cathode of a given stage (Zaidel and Kurenkov 1970; Berkovsky
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et al. 1976, 1988). Thus, a three-cascade image converter tube of this type is a multi-
electrode electron-optical system to the electrodes of which voltages of the order of
45 (kV) are applied. Of all possible ways of voltage application to the ICT leads, the
power supply from one high-voltage source with a high-resistance divider was cho-
sen. Since the current flowing directly through the ICT is negligible (∼10−10 (A)),
the current consumed by the system was dictated by the resistance of the voltage di-
vider. The resistance was chosen so that, on the one hand, it was much lower than the
internal resistance of the ICT and, on the other hand, it should be much greater than
the internal resistance of the power supply in order that the latter not be shunted. In
these setups, the total resistance of the voltage divider was 1010 (Ω).

For the power supply, commercially produced air ionizers were used which are
capable of producing an output voltage discretely (in 5 (kV)) controllable from 5
to 50 (kV). The devices were modernized to allow smooth control of the output
voltage. The operating voltage was monitored by the current flowing through the
voltage divider of the ICT or by means of a static kilovoltmeter.

Subsequently the recording unit of the SP-48 spectrograph was re-designed. This
made it possible to employ an ICT of later modification—an EP-16-type modular
ICT with static electron focusing in which a fiber optics was used which enabled
the spectrum image to be transferred from the cathode on the ICT screen practically
without distortion. Moreover, this ICT had a high-voltage transducer built in the
housing which required an operating voltage less than 1 (kV). This circumstance
substantially simplified its service.

To take photos of nightglow spectra from the ICT screen, automatic cameras were
mounted which were operated with the help of an electronic timer. The timer pro-
vided commutation of the equipment control circuits in given time intervals. These
time intervals were determined by the required exposure time and film transport
time for one frame. For the usual range of exposures from 1 to 5 (min) the exposure
time control accuracy was within 1 (s) and the one-frame transport time control ac-
curacy was within 0.1 (s). The operation of the shutter was synchronized with film
transport with the help of an electronic timer. The timer also supplied signals to the
frame counter.

To provide three-azimuthal recording of radiation, a system of mirrors mounted
on the entrance slit of the device was used which projected the light from three sites
of the sky simultaneously onto three sites of the slit. Immediately on the slit, two
mirrors were installed (N1 and N3, Fig. 3.43) that projected light from two regions
of the firmament (N1 and N3, respectively) cut out from the emission layer by the
field of view of the spectrograph onto the top and bottom parts of the slit. The mirror
N2, also installed on the slit, was pushed a little forward so that the overhanging
parts of the device did not close the field of view. With this mirror the region N2 is
projected onto the middle portion of the slit.

The position of the regions on the firmament to be observed depends on the
orientation of the device (its optical axis) in azimuth and zenith angles and also on
the angles of rotation of the mirrors and can be varied over a wide range. The area of
the sky regions under observation at the altitude of hydroxyl airglow with the used
zenith angles of sighting is about 30×50(km2).



282 3 Techniques of Investigation of the Airglow

In the setup with the SP-50 spectrograph, the viewed regions were chosen to be
arranged so that they formed an almost equilateral triangle with a side (base) of
about 250 (km). The spectrograph axis was oriented to a point with an azimuth of
210◦. With this arrangement, the azimuths of the regions N1, N2, and N3 were 90◦,
210◦, and 330◦ and the zenith distances 63◦, 23◦, and 63◦, respectively. All azimuths
were counted clockwise from the south point.

The dimensions of the mirrors N1 and N3, equal to 10×20(mm2), were chosen
so that the required sky regions could be viewed even for a base of 50 (km). The
mirror dimensions were dictated by its distance from the slit and by the field of
view of the spectrograph.

In the setup with the SP-48 spectrograph, prisms were used. The principle of
three-azimuthal photography was also applied in this case. Because of the design
features of the system, the geometry of the base triangle was changed. The zenith
was chosen to be the location of one point; the azimuths and zenith angles of the
other two points were 180◦, 270◦ and 30◦, 30◦, respectively.

The spectrographic method described possesses a doubtless advantage from the
viewpoint of the spectral resolution of the emissions observed. This enables one to
select very precisely the necessary spectral ranges and, therefore, to use simulta-
neously several emission bands related to different vibrationally excitated electron
levels. Moreover, measuring emissions simultaneously from three regions of the sky
in many spectral lines considerably reduces the noises from random small clouds
during observations. Nevertheless, the disadvantage of the method is, certainly, the
laborious photometric processing of observation data.

3.2.2 Diffraction Spectrophotometers

Spectrophotometers were used both for obtaining data about the fast variations of
the Earth’s airglow characteristics (occurring within several minutes and some tens
of minutes) caused by the changes of the excitation processes under the condi-
tions of auroras (Vaisberg 1960) and for finding regularities in these variations.
At the Institute of Atmospheric Physics a type DFS-14 high-aperture spectrome-
ter (Fig. 3.9) was employed which was specially developed and manufactured at
the State Optical-Mechanical Plant (Vaisberg 1960). Its optical arrangement was of
Ebert type (Fig. 3.10); the specifications of the spectrometer are given in Table 3.4.

The most comprehensive measurements were conducted at Zvenigorod to in-
vestigate the variations of the hydroxyl emission temperature and intensity in twi-
light (Taranova 1967; Taranova and Toroshelidze 1970) and at Yakutsk (Ammosov
et al. 1992) to examine the spectral characteristics of the continuum (Sobolev
1978a,b, 1979).

The main advantage of the spectrometer is the higher dispersion allowing one
to detect fast temperature variations by measurements of closely located rotational
lines of hydroxyl emission.
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Fig. 3.9 The DFS-14 spectrometer

3.2.3 Photometers with Light Filters

3.2.3.1 Arrangement of an Electrophotometer

When studying the nightglow, which includes the airglow of the upper atmosphere
and the extraterrestrial light, one has to measure extremely weak luminous fluxes.
While the photographic method of recording enables one to obtain a required signal
from the emission source under observation due to a long exposure (of the order of
several hours), photoelectric detectors can be used if there is a need to record emis-
sion variations within substantially shorter time intervals. Conceptually, photome-
ters have long been developed; their description is given in a number of publications
(Nikonov 1973a), and their peculiarities are dictated by the tasks for which they are
used. Therefore, finalized commercial photoelectric instruments which would be ap-
plicable to measurements of any type are not available. Such equipment is generally
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Fig. 3.10 Optical
arrangement of the DFS-14
spectrometer. 1 – Input lens
for constructing the image of
the object of photometry
(e.g., an aurora) on the
entrance slit; 2 – entrance slit;
3 – deflecting mirror;
4 – spherical collimating
mirror; 5 – diffraction
grating; 6 – camera spherical
mirror; 7 and 10 – exit slits;
9 – deflecting mirror; 8 and
11 – Fabry lenses transferring
light to the cathodes of the
photomultipliers

developed by researchers as individual devices (or small series) for solving con-
crete measuring problems. This concerns in full measure to the investigations of the
Earth’s airglow.

The basic optical unit of a photometer includes an entrance lens O1; a diaphragm
D, which determines the field of vision of the photometer; a Fabry lens O2, which is
behind the diaphragm and projects the entrance pupil onto the cathode of a radiation
detector; and a photomultiplier S (Fig. 3.11). Since the entrance pupil of the pho-
tometer is illuminated practically uniformly, its image on the photocathode remains
unchanged and does not depend on the sensitivity distribution over the cathode.

Table 3.4 Specifications of the DFS-14 spectrometer

Collimator lens:
Focal distance (mm) 1200
Relative aperture 1:5.9

Working spectral range (nm)
310–670 (2)
580–1660 (1)
Reciprocal linear dispersion
(nm/mm) 0.6
Limiting resolution (nm) 0.3

Camera lens:
Focal distance (mm) 1200
Relative aperture 1:5.9

Maximum sweep speed (nm/s) 30
Number of speeds 8

Inlet tube:
Focal distance (mm) 1000
Relative aperture 1:7.3

Method of spectrum recording: photoelectric
Slit dimensions (mm) 0.42; 0.75; 1.5; 2.3; 3; 6
Slit height (mm) 60

Magnification of the optical
system: 1

Overall dimensions (mm):
Length 3500

Replica of the diffraction grating: flat
Number of grooves per 1 (mm) 600
Dimensions of the shaded part (mm)
150×140
Concentration of light: order 2

Width 2100
Height 900
Mass (kg) 700
Guiding system (kg) 400
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Fig. 3.11 Optical arrangement of an electrophotometer. O1, O2 lenses; D diaphragm; S focal
surface

A natural component of the photometer is a light filter, which allows one to select a
required spectral range.

3.2.3.2 Electrophotometry

As applied to the study of the airglow emissions, electrophotometry possesses some
advantages over photography, allowing quicker and more convenient obtainment
of initial data. Thus, it offers the capability of obtaining measurements in numeral
form, so that their subsequent interpretation can be readily computerized. Below we
give examples of photometers designed for goal-directed investigations.

For recording IGWs, three absolutely identical photometers had been developed
and built, subsequently each operated at its own azimuth. Each photometer had a
unit for changing the interference filters, a lens, a PMT unit with a cooler, and a
preamplifier unit. For measurements the hydroxyl emission (4–1) band was chosen
which is located in the spectral range near 1030 (nm) where there are practically
no absorption bands of the Earth’s atmosphere. The wavelengths of the filters were
chosen so that the P (1034 (nm)) and Q (1029 (nm)) branches could be recorded.
The spectral halfwidths of the filters were about 5 (nm).

The photometer was of conventional arrangement. The lens had a focal distance
of 300 (mm) and a 1:4.5 relative aperture. The diaphragm located in the focal plane
of the lens provided a 5◦ field of vision. Behind the diaphragm, a Fabry lens was
placed which constructed the image of the photometer entrance pupil, uniformly
illuminated by the incident light, on the photocathode. This made it possible to
exclude the effect of nonuniform sensitivity distribution over the cathode surface.

Since measurements were performed in the infrared spectral region, PMTs with
an oxide-silver-cesium photocathode which demanded a rather deep cooling (to
about−70(◦C)) to reduce the basic noise or with a gallium arsenide cathode (Reisse
et al. 1974; Berkovsky et al. 1976, 1988) were used. Used for cooling was solid car-
bonic acid mixed with alcohol, as was done in spectrography.

In front of the lens the filter-changing unit was placed whose main component
was a rotating disk. On this disk, in special mounts, 80-mm diameter interference fil-
ters were lodged. The inclination of filters could vary gradually during their rotation
from 0◦ to 15◦. The principle of operation of the filter rotator is described elsewhere
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(Lyakhov and Managadze 1975; Potapov et al. 1978) (Fig. 3.12). Its advantage over
a mere swinging of the filter is that it ensures a fine adjustment and reproducibility
of a required inclination angle and also possesses opacity to stray light.

For this case, the inclination angle of the filter to the optical axis, ψ, depending
on the angle of rotation of the filter mount about its axis, ϕ, making an angle α with
the line of sight is determined by the relation (Fig. 3.13)

sin
ψ
2

= sinα · sin
ϕ
2

.

The mounted light filter was at the angle α to its plane of rotation, i.e., in one of
its positions it was perpendicular to the optical axis.

Change of filters was executed within several seconds by a command of a digital
printing device (DPD). The construction of the disk allowed for the installation of
four light filters for recording hydroxyl emissions from different vibrational levels.
The operating capacity of the photometers was tested in triangulation measurements
of the hydroxyl emission altitude (Potapov 1975a,b, 1976).

For automatic operation of the device as a whole it was necessary to match the
change of the photometer filters and the operation of the frequency meters and DPD.
For this purpose a matching unit and a filter-changing unit were made. The op-
erational cycle of each photometer was as follows: recording of the signal of the
P branch of the OH (4–1) band during 10 (s) followed by data input in the DPD
during 5 (s); recording of the signal of the Q branch of the OH (4–1) band during
10 (s) followed by data input in the DPD during 5 (s); recording of the dark current
of the PMT during 10 (s) followed by data input in the DPD during 5 (s). Thus, the
complete recording cycle lasted 45 (s).

Fig. 3.12 Rotator intended to
vary the inclination of an
interference light filter to the
optical axis (Lyakhov and
Managadze 1975; Potapov
et al. 1978). I – Sketch of the
orientation of a mounted light
filter; II – sketch of the filter
rotator. 1 – Stator; 2 – rotor;
3 – light filter. a – Rotation
axis of the filter; b – optical
axis of the system
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Fig. 3.13 Scheme showing
rotary changes of the
inclination of an light filter to
the photometer optical axis

For recording the variations of the hydroxyl intensity and rotational temperature
related to IGWs the three identical photometers were arranged so that their optical
axes were co-oriented at a zenith distance of 45◦ to the following azimuths: 60◦,
180◦, and 300◦.

Figure 3.14 presents an example of records of the rotational temperature varia-
tions during the night of March 15–16, 1975, at three azimuths.

Fig. 3.14 Example of the
rotational temperature records
with a photometer
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The general properties of the photoelectric equipment used in investigations
of orographic perturbations also met the above requirements. As mentioned in
Sect. 5.2, two photometers were used: a double-channel photometer for measuring
the temperature along the direction perpendicular to the median line of the Cau-
casian edge and an eight-channel one for investigations of wave processes.

The two-channel photometer (Fig. 3.15) had two parallel channels for measur-
ing simultaneously two spectral ranges of the OH (8–3) band with the use of light
filters: the Q branch (at 727.55 (nm) in vertical position and at 725.7 (nm) in in-
clined position for measuring the noise) and the R branch (at 724.75 (nm) in vertical
position and at 722.7 (nm) in inclined position for measuring the noise). The inter-
ference light filter unit was mounted in a special casing for providing inclination (up
to 15◦) and placed in a thermostat with a temperature of 30(◦C). The light filters had
halfwidths of 1.1 (nm) (Q branch) and 2.15 (nm) (R branch) in vertical position and
1.6 (nm) (Q branch) and 2.34 (nm) (R branch) in inclined position. The measuring
cycle for each channel at each zenith angle (Fig. 5.21) included four readings: the
light intensity measured with the filter in vertical and in inclined position and with
a luminophor, and the dark current. The multi-alkali photocathodes of the FEU-79
photomultiplier were cooled by three-stage thermoelectric coolers which allowed
to reduce the temperature of the photocathodes up to −40(◦C). Accumulation of
photons in each channel was performed for 8 (s); the transition to another state took
2 (s). The cycle of operation at one orientation of the line of sight lasted 40 (s); the
complete cycle of obtaining a profile in the plane perpendicular to the edge lasted
14 (min) 40 (s).

In the eight-channel photometer, each channel operated as an individual pho-
tometer with its own optical system and light filter. All of them were combined
into one unit placed in the cold store of a compression cooler. The optical axes of
the photometers were arranged in given directions by means of identical periscopic

Fig. 3.15 Arrangement of a
two-channel photometer
designed for determination of
the temperature of hydroxyl
emission
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mirror systems. The halfwidths of the light filters were ∼1.8–2.0(nm) at a wave-
length of 724.7–724.9(nm). The configuration of the channels is shown in Figs. 5.22
and 5.23.

Under the conditions of photometric measurements at altitudes over 100 (km)
above the Earth surface in the presence of bright light sources, such as the Sun,
in the sky, careful protection against the light scattered at the entrance parts of the
photometer is necessary. For this purpose, specially and carefully developed blinds
are used which substantially reduce the level of possible noises (Fig. 3.16) (Davydov
et al. 1975; Davydov 1986). As can be seen, the blind unit consists of an exterior
complex blind (1), a lens (2), an opaque damper (3), an interior blind (4), a field
diaphragm (5), lenses (6 and 8), mirrors (7), condensers (10 and 12), focal surface
(13), a PMT (14), interference filters (9), and a modulator (11) in the immediate
proximity of which a light gate is located.

The length of the exterior blind, L, and the diameter of its inlet, D, are calculated
by the formulas

D = D0 + 2a + 2L · tgβ; L =
D0 + 2a

tgϕmin− tgβ
,

where D0 is the diameter of the entrance pupil of the lens; 2β is the angle of vision
of the lens, and ϕmin is the minimum light-striking angle at which direct rays from

Fig. 3.16 Schematic diagram of a photometer with a blind attenuating light noises from bright
light sources. See explanatory notes in the text
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a lateral light source fall on the lens; a is the distance between the extreme field ray
and the line on which the interior edges of diaphragms of smaller diameters lie.

If the angles of light-striking from a lateral light source are greater than ϕmin,
direct light does not fall on the lens, and it is quenched in the blind. To increase the
degree of attenuation of light in the blind, besides basic diaphragms 15, 16, 17, and
18, additional diaphragms 15′, 16′, 17′, 18′ can be set up.

The blind of this design substantially reduces the light scattered by its interior
surfaces and makes it possible to decrease the number of diaphragms whose inte-
rior edges reflect the first-order light into the lens. Moreover, the level of noise in
the range of scattering angles from 15◦ to 95◦ is reduced by about four orders of
magnitude.

3.2.3.3 Calibration of Photometric Measurements

The photoelectric observations using narrow-band interference light filters feature
low spectral resolution. Therefore, the problem is to obtain information on a discrete
emission from measurements in several spectral regions. In the previous section it
was pointed out that the vibrational temperature of hydroxyl can be determined from
measurements in two spectral regions. However, in this case, the possibility should
exist to transform the measured intensity ratios into absolute values of temperature.
To do this when operating with interference filters, it is necessary to know the trans-
mission curves of the filters for various angles of their inclination relative to the
optical axis of the photometer (the inclination of the filter changes the spectral char-
acteristics of the device) and the theoretical intensity distributions for various band
lines depending on temperature.

However, because of some practical difficulties, it appears inconvenient to con-
struct the transmission curve of a filter in the working state with a required accu-
racy. In this connection, to determine the temperature of hydroxyl emission, another
method of the transformation of intensity ratios into temperature was used, namely,
comparison of the results of measurements performed on a photometer with those
obtained with a DFS-14 spectrometer. This stationary device, with the spectral width
of the entrance slit equal to 0.9 (nm), allowed measurements of the emission inten-
sity of individual rotational lines of the P branch of the hydroxyl bands located in the
range 700–1010 (nm) based on which the rotational temperature was determined.

As a radiation detector, a PMT with a cooled oxide-coated cathode was used
which operated as a photon counting receiver. The dark noise of the PMT was
1–2(pulse · s−1). To increase the response speed of the spectrometer, a system for
stepwise rotation of the diffraction grating was developed that minimized the time
it took to switch from one line of the OH band to another during measurements.

An interference filter with a maximum transmission at a wavelength of 846 (nm)
(P1(3) OH (6–2) line) was used in the photometer. An SP-50 spectrograph was used
to photograph the transmission spectral regions of the filter at various inclination
angles. At an angle of 15◦ the transmission band displaced to the R and Q branches
of the OH (6–2) band. The radiation intensities of hydroxyl emission rated in these
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two branches show different temperature dependences. Therefore, their ratio is a
sensitive function of temperature.

For calibration of photometric measurements with the DFS-14 spectrometer, the
intensities of the P1(1) and P1(3) lines of the OH (6–2) bands were measured. The
temperature dependence of their intensity ratio was obtained as described elsewhere
(Piterskaya and Shefov 1975).

When performing calibration, the photometer and spectrometer were oriented to
the same region of the sky. Measurements were conducted in clear moonless nights
with a good atmospheric transparence to minimize the contribution of the con-
tinuous background. Comparison was carried out by the corresponding harmonic
amplitudes obtained by a harmonic analysis of observation data sequences. Both
measurement sequences were of identical duration and consisted of data obtained
for identical time intervals. After smoothing, elimination of a trend, determination of
the average value and variance, centering, and construction of periodograms, max-
ima were revealed in both periodograms. When the periods of oscillations corre-
sponding to these maxima coincided on the photometer and on the spectrometer,
their amplitudes were compared.

Since the spectrometer measured the emission intensities of the P1(1) and P1(3)
lines of the OH band, the temperature was determined by the formula (Sect. 2.2.5)

T = 1.44 ·ΔF1,3/

(
loge

P1(1)
P1(3)

− loge
i1
i3

)
,

where ΔF1,3 = F1−F3 is the difference between the energies of levels for P1(1) and
P1(3); i1 and i3 are the intensity factors.

The nightly mean temperature and the oscillation amplitudes were determined
in absolute values directly from the spectrometer measurements. For the photome-
ter, these quantities were determined in relative units. To reduce them to abso-
lute temperature values, plots were constructed to determine the harmonic ampli-
tudes and the mean temperature from the photometer data (Fig. 3.17a, b). Sepa-
rate calibrations for the mean temperature and the amplitude are dictated by the
need to investigate the effect of the background on each of these quantities. As
can be seen in Fig. 3.17a, the slope of the regression line is equal to 20 (K) per
1(%) of the intensity ratio for individual lines or P branches, which corresponds
to an ideal relationship in the absence of a background. At small temperature vari-
ations some background effect is possible. However, for usually measured ampli-
tudes (> 0.5(%)) this effect can be neglected. Figure 3.17b illustrates the relation
between the mean temperatures obtained from spectrometer data and the mean in-
tensity ratios obtained from photometer data for the same observation intervals as
in Fig. 3.17a. In this case, the effect of the background shows up in untrue val-
ues of mean temperatures: the temperatures lower than 250 (K) are overestimated,
while those higher than 250 (K) are underestimated, and the error increases with
background intensity. The spread in experimental points is also explained by the
background effect.
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Fig. 3.17 Calibration of photometer measurements of the rotational temperature by spectrometric
measurements. (A) Relation of temperature oscillation amplitudes As to oscillation amplitudes of
intensity ratio Aph (photometer). (B) Relation of mean rotational temperatures Ts (spectrometer)
to readout ratios Tph (photometer)

Subsequently these plots were used to determine oscillation amplitudes and mean
temperatures in processing photometric data.

3.2.4 Photographic and Photoelectric Interferometers

Interferometers are widely used in physical research and for industrial inspection
of characteristics of various products. However, all these applications are preferen-
tially aimed at measuring wavelengths and linear displacements of objects. Temper-
ature measurements are carried out under the conditions of high temperatures and
radiation intensities, allowing rather fast times of signal recording. As a rule, for
these purposes interferometers of special design were commercially produced. The
conditions of using interferometers in investigations of weak luminous fluxes in as-
tronomy and in observations of the night airglow of the upper atmosphere impose
much heavier demands on their stability during long-term (lasting many hours) pe-
riods and noise immunity to stray light sources, as well as on the sensitivity of the
radiation detectors and recording systems.

The optical arrangement of a Fabry–Perot interferometer includes a system of
two parallel high-reflectivity flat mirrors (Fig. 3.18). The main advantage of the
interferometer over other spectroscopic instruments is its considerably greater aper-
ture ratio, L, which is defined as the product of the entrance pupil area S and the
solid angle Ω (Meaburn 1976):

L = S ·Ω, where S =
πD2

4
and Ω=

πd2

4F2 .
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Fig. 3.18 Optical arrangement of a Fabry–Perot interferometer

For a spectrometer the entrance area is determined as the product of the width
of the slit (∼0.02(cm)) and its height (∼1.8(cm)), i.e., S = 0.036(cm2); for an in-
terferometer with a ∼5-cm diameter of the plates S = 19.6(cm2). The solid angle
of the collimator lens of diameter d ∼ 15(cm) with focal distance F ∼ 70(cm) is
Ω= 0.036(sr) and for an interferometer with the size of the first ring d ∼ 0.2(cm)
and focal distance F ∼ 10(cm) is Ω = 0.00031(sr). Thus, we have for the spec-
trometer LSP =0.0013 and for the interferometer, allowing much higher resolution,
LFP =0.0022.

The use of Fabry–Perot interferometers began soon after the detection of the
Earth’s airglow. Being high-aperture instruments with high resolving ability (Tolan-
sky 1947; Korolev 1953; Frish 1980), they were used for exact determination of the
wavelength of the night-sky green emission whose identification was an important
problem at the beginning of the 20th century (Khvostikov 1937, 1948). Another
example of the use of an interferometer of this type for the determination of the
spectral structure of emissions was the detection of the isotopic composition of the
670.8-nm lithium emission during nuclear explosions realized in the upper atmo-
sphere (IAPh 1994). The matter is that the nuclear charge structurally contains a
solid constituent, lithium deuteride D6Li, which participates in the nuclear reaction
giving rise to tritium necessary for the subsequent explosion. Figure 2.19 shows
a photo of an interferogram on which components of the 7Li and 6Li lines of the
lithium atom are clearly seen. For comparison the isotope ratio for natural condi-
tions (7Li :6 Li = 10 : 1) and that for the atmospheric conditions after an explosion
(7Li :6 Li = 1 : 4) are given.

The main goal of the use of a Fabry–Perot interferometer in atmospheric inves-
tigations was to determine the Doppler temperature of the upper atmosphere by
the emission lines of atomic oxygen at 557.7 (nm) (Hernandez 1971, 1976, 1977;
Ignatiev 1977a,b; Semenov 1989; Ignatiev and Yugov 1995) and 630.0 (nm) (Mul-
yarchik 1960a,b; Semenov 1975a,b, 1976, 1978; Ignatiev 1977a,b; Hernandez and
Killeen 1988; Hernandez et al. 1992; Ignatiev and Yugov 1995), by the anomalous
broadening of the nightglow emission lines of sodium (Hernandez 1975), and by
the Q1(2) and P1(3) lines of the vibration–rotation bands of the hydroxyl molecule
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(Hernandez et al. 1992; Greet et al. 1994; Choi et al. 1998). Besides, the interfer-
ometer was used as a narrow-band light filter for the determination of the inten-
sity of both the Hα hydrogen emission in the nightglow (Shcheglov 1967a,b) and
of the Hβ emission from extra-atmospheric radiants (Aitova and Shcheglov 1977;
Aitova 1977). An important application of these interferometers was the determina-
tion of wind velocities at the altitudes of emission layers (Ignatiev and Yugov 1995;
Roble and Shepherd 1997).

To determine the Doppler temperature of emission lines under real conditions,
two techniques for recording the interference pattern were used: (1) photographic
recording of an immobile image (Mulyarchik 1959, 1960a,b; Shcheglov 1967a;
Semenov 1975a,b, 1976, 1978; Ignatiev and Yugov 1995) and (2) spectrophotomet-
ric recording with scanning the spectrum by varying the pressure inside the chamber
(Hernandez and Turtle 1965) containing an interferometer or by varying the distance
between the plates with the help of piezoelements (Hernandez 1966, 1970, 1974).
Typical interferograms of the 557.7- and 630-nm emissions photographed under the
conditions of auroras are shown in Fig. 3.19.

During investigations of the upper atmosphere temperature the radiating medium
is usually optically thin, and therefore the profile of the emission line produced by
a gas parcel at a constant temperature can be described by the Doppler distribution

I(λ) = I0 · exp

⎡

⎢
⎢
⎢
⎣
−1

2
· (δλ)2

(
λ0

√
kNT/Mc2

)2

⎤

⎥
⎥
⎥
⎦

,

where I0 is the peak intensity, λ0 is the wavelength of the line under investigation,
δλ= λ−λ0, k is Boltzmann’s constant

(
1.380 ·10−16

(
erg ·K−1

))
, T is the temper-

ature, M is the atomic weight, c is the velocity of light (2.9979 ·1010(cm · s−1)), and
N = 6.025 ·1023 is the Avogadro number.

The halfwidth ΔλHW of the line profile, i.e., its width at the intensity equal to
half the maximum, and the Doppler dispersion ΔλD are given (expressed in wave-
lengths), respectively, as

ΔλHW = 7.18 ·10−7λ0

√
T
M

and ΔλD = 3.84 ·10−7λ0

√
T
M

.

However, a recording optical system distorts the actual profile because of the fi-
nite width of its instrument function. It is well known that the ideal instrumental
profile of the Fabry–Perot etalon is described by the Airy function (Tolansky 1947;
Tarasov 1968; Born and Wolf 1964; Hays and Roble 1971; Zaidel et al. 1972;
Lebedeva 1977; Ignatiev and Yugov 1995)

IAiry (θ) =
(1−μ)2

1−2μ · cosθ+μ2 .
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Fig. 3.19 Photos of interferograms of the emissions. (A) At 557.7 (nm) in an aurora
(t = 200(mm)). (B) At 630 (nm) in an A-type aurora of moderate intensity. (C) At 630 (nm) in
a bright A-type aurora. (D) At 587.092 (nm) (yellow line of krypton) from a laboratory source
(Mulyarchik and Shcheglov 1963)

Here μ =
√μ1 ·μ2, where μ1 and μ2 are the reflectivities of the two mirrors of

the interferometer, θ = 4π · n · t ·
(

1
λ∠
− 1
λ⊥

)
· cosϕ is the phase difference between

two neighboring interfering rays, λ∠ and λ⊥ are, respectively, the wavelengths of
the inclined and normal rays, incident on the plates of the interferometer, n is the
refraction index of the medium between the plates, t is the distance between the
plates, and ϕ is the angle of incidence of light on the mirrors.

The above formula of the instrument function of an ideal interferometer is
normed to its maximum. The transmittance of such an interferometer is

τmax =
(

1−μ− ε
1−μ

)2

,

where ε is the absorption coefficient of the mirror coatings of the plates. Thus, the
full halfwidth of an ideal interferometer is
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δλAiry =
1−μ

2π ·√μ ·
λ2

t
.

However, the actual instrumental profile is a convolution of the Airy function and
the following functions (Hays and Roble 1971): (1) the function describing micro-
scopic irregularities of the interference plate surfaces, which is a normal distribution
for the argument 2π · t ·cosϕ)/λ; (2) the quadratic function describing spherical de-
fects in the interference plates; and (3) the aperture function similar in form to the
previous one, with the only difference that for this function the halfwidth is the in-
strument geometry factor a = d2/16λ · f2, where d is the diameter of the circular
aperture, f is the focal distance of the lens, and this factor does not depend on the
distance t between the plates; ϕ is the angle of incidence of rays (Zhiglinsky and
Kuchinsky 1983).

Thus, the main constituents of an actual instrumental profile are the Airy and the
Gauss functions (Ivanov and Fishman 1973). If the instrumental profile is described
by the Lorentz function and the profile under investigation by the Doppler function,

IL =
1
π
· ΔλL

(ΔλL)2 +(Δλ)2 I =
1√
π ·ΔλD

· exp

[
− (Δλ)2

(ΔλD)2

]
,

then the recorded profile will be described by the Voigt function

V(t,a) =
1√
π ·ΔλD

· a
π
·
∞∫

−∞

e−x ·dx
(t−x)2 + a2 ,

where t = Δλ
ΔλD

and a = ΔλL
ΔλD

. The solution of this equation is considered, for instance,
by Zhiglinsky and Kuchinsky (1983).

However, all these approaches take into account only the factors that influence
the image of an interference figure. If the image is recorded by photographing there
occurs radiation scattering in the photographic layer or imposition of the discrete
structure of the matrix detector. This implies that the actual instrumental profile
should be determined experimentally by recording narrow emission lines, such as
the lines of a krypton laser.

If the Doppler profile of a line is observed, one more Gauss function is imposed
on the instrumental profile, and therefore there is a complex convolution of functions
at the output of the device. Under the actual conditions of measuring weak emission
lines in the spectral transmission band of an interferometer interferences occur due
to a possible blinding by close spectral components and also due to the noise of the
radiation detector and fluctuations of the background. Therefore, the true profile of
the line under investigation can be revealed only by Fourier analysis, and thereafter
the least square method can be used to determine the Doppler temperature (Hays
and Roble 1971; Cooper 1971; Ivanov and Fishman 1973).

In investigations of low-intensity emission lines of the upper atmosphere, the
recording time required for signal accumulation inevitably increases. In this case,
of great importance are the intensity time variations that can distort the line profile
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if recorded by the method of successive scanning of the spectrum, as this occurs
on varying the pressure in the interferometer chamber. To eliminate errors of this
type, the method of recording of the entire interferometric pattern is preferred. Ini-
tially photographic recording with electrooptical image converters was used for this
purpose (Trunkovsky and Semenov 1978). Interferograms were obtained with the
use of a three-camera ICT with a multi-alkali photocathode which was cooled to
−18(◦C) with the help of an absorption refrigerator (Fig. 3.20). This can best be
done by using modern matrix radiation detectors.

Fig. 3.20 The Fabry–Perot interferometer with an image converter tube, used for the determination
of the temperature of the 630-nm emission (Semenov 1975a) at Zvenigorod. (A) View from the
laser light source; (B) view from the refrigerator
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Interferometry allows not only to determine the emission layer temperature by
broadening the Doppler profile, but also to measure small wavelength variations
caused by the Doppler shift resulting from horizontal wind motions in the upper
atmosphere.

To determine the horizontal wind velocity V in an emission layer by interfero-
metric measurements in two opposite azimuthal directions, the change ΔD1 of the
diameter D1 of the interior ring resulting from the Doppler shift of the wavelength λ
relative to λ0 is directly measured. An increase in diameter D1 results in a decrease
in wavelength. This implies that the wind velocity vector is directed to the observer.
Since the radial velocity Vr is determined immediately, in view of Fig. 3.21, we
have

V =
Vr

sinζ0
,

where ζ0 is the zenith angle of the line of sight at the emission layer point at which
the measurement is performed. Here

sinζ0 =
sinζ

1 +
Z

RE

,

where ζ0 is the zenith angle of the sky region under observation (the emission layer
altitude region) at the observation place, Z is the altitude of the emission layer, and
RE = 6356(km) is the Earth’s radius.

For the wavelength Doppler shift δλ we have

Fig. 3.21 Scheme illustrating
the determination of the
velocity of a wind
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Vr =
c
λ0
·δλ,

where c is the velocity of light. Thus,

V =
c
λ0
·

1 +
Z

RE

sinζ
·δλ.

According to the dispersion formula for an interferometer, for instance, for the
northern (N) and southern (S) directions,

(δλ)N =−Δλ · 2DN ·δDN

D2
2N−D2

1N

, (δλ)S =−Δλ · 2DS ·δDS

D2
2S−D2

1S

.

The variations in ring diameters in the northern (DN) and southern (DS) direc-
tions relative to the direction toward the zenith (D0) have different signs; that is, if
we assume that DN is greater than DS, we have

δDN = DN−D0 and δDS = D0−DS

and then
2δD1 = δDN + δDS = DN−DS.

Since the actual variations of the diameter of a ring are small (ΔD/D ∼0.05),
the diameters (not the diameter variations!) of the rings in the northern and southern
directions can be considered identical (where they are factors in the formulas above).
Therefore, we have

2δλ=−Δλ · 2D1 ·δD1

D2
2−D2

1

,

whence the wind velocity in the direction from north to south (+) is

V = c · Δλ
λ0
·

1 +
Z

RE

sinζ
·
δD1

D1

D2
2

D2
1

−1

.

From the viewpoint of the actual observation conditions, the optimum zenith
angle of the direction of the line of sight, ζ, is 60◦. Therefore, for the mentioned
characteristics of interferometers we have

V (557.7(nm)) = 3267 ·Φ(ΔD1), (m · s−1),

V (630.0(nm)) = 16,230 ·Φ(ΔD1), (m · s−1),

V (630.0(nm)) = 14,173 ·Φ(ΔD1), (m · s−1),

where
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Φ(ΔD1) =

ΔD1

D1

D2
2

D2
1

−1

.

The distance X along the emission layer from the zenith to the sighting point is
determined by the relation

sinζ=
(

1 +
Z

RE

)
· sin

⎛

⎜
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· 180
π
· 1

1 +
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⎞

⎟
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whence we have for the zenith angle ζ
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for the vector radius r

r = (RE + Z) ·
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for the distance X
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and for the angle Ψ subtended by the arc of the great circle
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Ψ=
180
π
· X

RE
· 1

1 +
Z

RE

.

For the emissions and observation conditions considered above we have

X (557.7(nm)) = 166(km), r (557.7(nm)) = 192(km), Ψ (557.7(nm)) = 1.47◦;
X (630.0(nm)) = 411(km), r (630.0(nm)) = 476(km), Ψ (630.0(nm)) = 3.57◦.

Assuming that for the central ring the angle of sight of the interferometers is
about 1◦, we obtain for the dimension ΔX of the emission layer region at ζ= 60◦

ΔX60 (557.7(nm)) = 6.4(km), ΔX60 (630.0(nm)) = 15.0(km)

and at zenith

ΔX0 (557.7(nm)) = 1.7(km), ΔX0 (630.0(nm)) = 4.4(km).

To fit the actual conditions under which the temperature of the upper atmosphere
is determined, the emissions of atomic oxygen at 557.7 (nm) (altitude∼97 (km) and
temperature ∼200 (K)) and 630 (nm) (altitude ∼270 (km) and temperature ∼700–
1500 (K)) are mainly used. Therefore, the following parameters are commonly cho-
sen for the interferometers:

t(557.7(nm)) = 30(mm), Δλ(557.7(nm)) = 0.00518(nm), γ (557.7(nm)) =

0.52845150(K−1);
t(630.0(nm)) = 7(mm), Δλ(630.0(nm)) = 0.0284(nm), γ (630.0(nm)) =

0.22434056(K−1);
t(630.0(nm)) = 8(mm), Δλ(630.0(nm)) = 0.0248(nm), γ (630.0(nm)) =

0.29419895(K−1).

3.3 Radiation Detectors

The first detector of light capable of quantitatively evaluating its intensity was, cer-
tainly, the naked eye. Therefore, all photometric notions arose initially as a result
of visual determination of the luminosity of optical radiation. However, this turned
out to be absolutely insufficient to obtain detailed quantitative data. Therefore, tech-
nological progress gave rise to new instrumental methods for research of light, and
measurement of its quantitative characteristics appeared.

It is quite clear that the ideal radiation detector does not exist. Nevertheless, it
is possible to specify the necessary properties of such a detector. It should be an
efficient and precise instrument, i.e., be capable of detecting most of the incident
photons and determining reliably and precisely the input signal from measurements
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of the output signal. Such a detector should operate over a broad range of values
of the input signal without nonlinear distortion or saturation. It should ensure accu-
mulation, storage, and release of the output signal on any required time scale. For
one- or two-dimensional image detectors, high spatial stability and homogeneity,
good resolution, and a large size of the light detection zone are required. Moreover,
the detector should be simple to service, reliable in operation, and durable (Eccles
et al. 1983).

Naturally, none of the existing radiation detectors meets the above requirements.
Therefore, when specifying the goal of a study, one must choose instruments which
would best suit the necessary requirements, bearing in mind the optimum modes of
their operation.

The primary characteristic of a detector is its sensitivity. It can be defined as
the output-to-input signal ratio. However, it speaks nothing about the efficiency of
detection of photons. The quantum yield of a detector is defined as the number of
detected photons related to the number of photons which would be detected by an
ideal detector; it is measured in percent. Nevertheless, this characteristic is more
convenient when different detectors are compared by sensitivity to radiation of dif-
ferent wavelength, since it does not take into account the photon losses at subse-
quent stages of recording. It is more appropriate to define a generalized quantum
yield DQE as the ratio of the squared signal/noise ratios at the inlet and at the outlet
of the detector (Eccles et al. 1983):

DQE =
(

Sout

Nout

)2
/(

Sin

Nin

)2

,

which is usually measured in percent.
The spatial resolution of a detector is generally expressed by the number of dis-

cernible stripes per millimeter. It is closely related to the image element of the small-
est region of the detector-sensitive surface for which the signal level is noticeably
different from that for the neighboring region.

3.3.1 Photography

Photography was the first method of light recording in the form of an image of both
the light source and the light spectrum (Dokuchaeva 1994). The main constituent of
the modern black-and-white photographic materials used in scientific research is the
photosensitive emulsion coating consisting of a solidified mixture of microcrystals
of silver halides (silver bromide AgBr, silver iodide AgI) and gelatine. The micro-
crystals are usually about 1 μm in size; their number reaches 109−1010 per1(cm2)
of the coating surface. The emulsion coating thickness is different for different pho-
tographic materials. For slow films it is 4–8 (μm) and for fast films and plates it
varies between 10 and 20 (μm) (Mees 1942; Mees and James 1966). Glass, film,
or paper can serve as substrates for photographic emulsions, but only photographic
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materials applied on film were used for spectrophotometric investigations of the
Earth’s airglow. Used for fastening the photolayer is hardened gelatine with admix-
tures of organosilicon substances and some other ingredients. The subbing layer has
a thickness no more than 1μm. The substrate thickness is 0.07, 0.10, or 0.18 (mm).
Some photographic materials have an antihalation coating.

When a photomaterial is exposed to light, a photochemical reaction takes place
which results in the formation of microcrystals of silver halide producing a latent
image. The most important property of a photographic emulsion is its ability to
accumulate incident light photons.

Since to record weak optical radiations calls for high sensitivity, which allows
one to reduce the duration of exposure, the airglow investigations were carried out
with the use of films of special types, such as Kodak 103aF and also A-700U- and
A-660-type films produced at Kazan Chemicals Plant. For the best emulsions, the
generalized quantum yield DQE is only 4(%).

Development of Photographic Materials

An obligatory primary treatment of an exposed photographic material is chemical
development in a developer solution. The developer is highly selective in its action.
However long term the development, the difference between strongly irradiated and
not irradiated layer regions remains appreciable.

In the course of development, particles of metallic silver are pushed out from
the crystal since a silver atom is larger in volume than the ion. When halides are
removed from a microcrystal, it is transformed to a tangled ball of filaments. Fine-
grained emulsions contain short filaments, while coarse-grained emulsions include
larger balls of silver filaments. Centers of a latent image are formed both on the
surface and in the bulk of microcrystals.

Photographic developers conventionally have in their composition the following
components: a developing substance, a compound providing an alkaline reaction
of the solution, an antioxidant preventing fast oxidation of the solution by the air
oxygen, an antifogging agent, and water as solvent. The most typical developer
components are the following (Zhurba 1990):

Metol M-143 (C6H4OHCH3)2 ·H2SO4 is an easily water-soluble, softly working
developing agent.

Hydroquinone H-142 C6H4(OH)2 is a developing agent whose activity strongly
increases when an alkali is added to the developer. Hydroquinone is generally used
together with Metol. In mixed developers, Metol begins development and hydro-
quinone prolongs this process and promotes enhancement of contrast. The activity
of developing agents strongly depends on the alkali, which is necessary for neutral-
ization of hydrobromide acid HBr formed on reduction of silver bromide. The most
commonly used are sodium carbonate and potash. In alkali-free Metol developers,
the alkaline medium is produced by sodium sulfite Na2SO3.
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For the developer antioxidant, only sodium sulfite Na2SO3 is used. It is of impor-
tance that this component prevents the developed photographic image and gelatine
from coloration by the products of decomposition of developing agents.

Potassium bromide KBr is commonly used as an antifogging agent.
For dissolution of the developer components, it is absolutely necessary to use

only distilled water and to dissolve them in the sequence indicated in manuals.
Table 3.5 gives the compositions of developers used in processing of photo-

graphic materials at different times.
A developer can be used not earlier than 12 (h) after preparation. The tempera-

ture of development should be observed carefully for providing stable photometric
characteristics of the results obtained in long-term systematic investigations. Rou-
tinely this is 20(◦C). During development it is necessary to ensure intermixing of
the bath with the developed photographic material. A developer should be stored in
a densely closed vessel with the air volume above its surface as small as possible.
The duration of use should be restricted.

After development, the photographic material is dipped for several seconds in
a water bath for rinsing not only to interrupt the development, but also to prevent
ingress of the developer in the fixing agent solution.

Fixation is performed with hyposulfite Na2S2O3 and is accompanied by mixing.
As a result of this process, unexposed silver halide which has not decomposed under
the action of light is removed from the photosensitive layer. The total time of fixation
is determined as the double time during which there occurs clarification of the layer.
It is recommended to use sequentially two fixing baths. In this case, in the first
bath, 95(%) of silver halide goes from the layer into solution, and in the second
bath, within the same time, the residual is washed out with fresh fixing solution.
Nevertheless, it is not allowed to considerably increase the time of fixation.

After fixation, it is necessary to wash the negatives in running water for no less
than an hour to remove the heels of hyposulfite and other impurities. After washing,
the negatives are rinsed in distilled water. Careful observance of the technology
ensures a long shelf life of negatives.

Negatives are dried at room temperature in a housing protected from ingress
of dust.

Table 3.5 Compositions of developers for different films

Builder UP-2 D-19 D-76

Metol (g) 5 2.2 2
Anhydrous sodium sulfite (g) 40 96 100
Hydroquinone (g) 6 8.8 5
Anhydrous soda (g) 31 48
Crystalline borax (g) 2
Potassium bromide (g) 4 5 2
Water (l) Upto 1 Upto 1 Upto 1
Duration of development (min) 6 5−10 12−16
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Photometric Processing of Negatives

A photographic negative is the basic material for further investigations. The light
having been incident on a photosensitive layer during the exposure time produces
a latent image in the emulsion which, after development, gets a certain blackening
that characterizes the light source. The blackening density of a photographic image
is presented as a record (Fig. 3.22), which is obtained with a special instrument—a
microphotometer.

An important property of a photographic emulsion is the nonlinear dependence
of blackening density on exposure time. In photography, the “signal” amplitude,
i.e., the amount of light which has acted on the photosensitive layer, is estimated by
the quantity termed an exposure dose, which is defined as the product of the illumi-
nance at a given layer region by the time for which this illuminance persists, which
is termed an exposure time, i.e., H = Et (Martynov 1977; Avgustinovich 1990). The
choice of this quantity is related to the fact that the blackening density of a pho-
tosensitive layer is determined by the total amount of absorbed energy. As follows
from Fig. 3.22, the blackening density produced by a measured signal is higher than
the fog density. Thus, the measure of blackening on a record is the ratio of the use-
ful signal density measured from the fog background level h to the deviation of the
background level L from the photometer signal that corresponds to its dark level,
i.e., h/L.

The curve described by the relation

lg
h
L

= f(log10 H)

is called a characteristic curve (Fig. 3.23). In this curve, three sections can be distin-
guished: the section of underexposures, the linear section, and the section of overex-
posures. The tangent of the slope angle γ of the linear section is called the contrast
coefficient of the photographic material. The characteristic curve of a photographic

Fig. 3.22 Record of the blackening of a photographic image, obtained with a microphotometer.
1 – the level of the dark signal of the microphotometer; 2 – the level of the for blackening back-
ground of the photographic image; 3 – blackening from the continuous spectrum background;
4 – blackening from an emission line
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Fig. 3.23 Characteristic
curve of a photosensitive
layer in logarithmic
coordinates (h/L blackening,
H exposure). 1 – section of
underexposures; 2 – linear
section; 3 – section of
overexposures; γ is the slope
angle of the linear section

material is usually constructed by taking the image of a spectrally neutral step at-
tenuator on this material. Such an attenuator has a set of areas with specified optical
densities allowing one to determine the proportion between the amounts of light
energy that act on the photolayer during the same time interval. Usually no less
than two exposures at different initial source strengths are required to cover the
entire blackening section of the characteristic curve. Since the curve sections are
constructed in logarithmical coordinates, they are stitched by shifting one relative to
another along the axis of exposure doses.

In photometric processing of spectrograms, blackening records were first ob-
tained with the use of an MF-4 microphotometer. Subsequently, to automate and
speed up the processing, various versions of analog and digital conversion of black-
ening into light intensity were used (Kononovich 1962, 1963). In this case, the char-
acteristic curve initially constructed in logarithmic coordinates was reconstructed in
linear coordinates. An example of such a characteristic curve is shown in Fig. 3.24.

As mentioned above, the blackening density depends on the exposure dose
determined by the illuminance and exposure time. For actual conditions, they
are not interchangeable. According to the Schwarzschild equation, the relation
(E · tp)D=const = const is valid. Nevertheless, it was found that the value of p is
different not only for different photographic materials, but also for the same ma-
terial developed in different developers, for the same developer and different de-
velopment times, and even for the same material developed during the same time
in the same developer, but with different relations between E and t determin-
ing the same exposure (Schwarzschild effect). Because of the complexity of the
Schwarzschild effect, it is impossible to characterize it only by the Schwarzschild
equation (Avgustinovich 1990). For long exposure times inherent in recording weak
light fluxes, we have p < 1 or, more specifically, p∼ 0.7–0.9.
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Fig. 3.24 The characteristic curve of a photosensitive layer in linear coordinates (h/L is blacken-
ing, I is intensity)

To eliminate the Schwarzschild effect, all photographic measurements of radia-
tion intensity should be performed with the same exposure time.

When recording spectra of the nightglow of the upper atmosphere, special astro-
nomical films having high sensitivity at exposure times were used. Nevertheless, the
necessity of hypersensitization of the photographic materials used inevitably arose.
In the literature, various methods of hypersensitization were repeatedly described
(Mulyarchik and Petrova 1957; Breido 1973; Martynov 1977). More often, prelimi-
nary illumination with an exposure time of∼0.01 (s) before taking photos was used.

The inherent property of photographic materials is the wavelength dependence
of the sensitivity. Therefore, the spectral calibration for the purposes of photometric
processing should be performed on the same spectroscopic instrument that was used
in recording the nightglow spectra and under the same conditions at which the spec-
tra were photographed. For this purpose it is possible to use secondary light sources,
such as incandescent lamps and luminophors, whose radiation spectral distributions
have been determined by using other standard radiation sources.

3.3.2 Photomultipliers

Photoelectric recording was developed to record weak light fluxes. A photomulti-
plier tube (PMT) is an electrovacuum instrument which converts radiation into an
electric signal followed by amplification of the signal. PMTs are conditionally dis-
tinguished by the type of cathodes which are operative in various spectral ranges:
cesium-antimonide photocathodes in the visible spectral range (300–650 (nm)),
multi-alkali photocathodes in the range 600–800 (nm), and oxide–silver–cesium
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photocathodes in 700–1250 (nm) (see Fig. 3.35). It is natural that various practical
applications of PMTs dictated their various parameters such as overall dimensions,
the photocathode size, etc.

The conditions under which small light fluxes are measured pose strong require-
ments on the quality of the PMTs used. Since the principle of operation of a PMT
consists in consecutive amplification of the electron flux developed at the cathode
by dynodes, an important part is played by the voltage distribution between the dyn-
odes (Fig. 3.25).

The operating experience of photometers has shown that the instrument sensitiv-
ity can be increased substantially by matching the voltage divider resistors for each
dynode. This matching is performed on a special bench.

A PMT can operate in one of the three modes: the mode with a dc amplifier, the
mode with an ac amplifier where the input light flux is modulated, and the photon
counting mode. In any mode, a dark background signal is present, which should
be weakened. Therefore, the mode of high-voltage supply is also matched to the
properties of the PMT. While in the mode with a dc amplifier all electrons from
the photocathode are recorded, in the photon counting mode the amplifier circuit
should include a pulse amplitude discriminator downstream of the PMT to cut off
weak background pulses and restrict the signal amplitudes in order that the pulse
counting device operated with pulses of the same amplitude.

In Poisson statistics, the variance D of a measurable quantity is numerically equal
to the average number of readouts N for a chosen time t, i.e., D = N. Then for a
useful signal NS = N−Nn, and DS can be expressed in terms of directly measured
quantities as

DS = D+ Dn = N+ Nn = (n + nn) · t,
where n is the average rate of counting of one-electron pulses and nn is the rate of
counting of the dark current pulses.

In photometric measurements, of great importance is the ratio of the measured
signal amplitude to the root square of its variance, i.e., the signal/noise ratio:

Fig. 3.25 Circuit diagram of the voltage divider of a PMT power supply
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ρ=
N−Nt√
N+ Nt

=
NS√

NS + 2Nt
= (n−nt) ·

√
t

n + nt
= nS ·

√
t

nS + 2nt
.

One-electron pulses are counted if their amplitude exceeds some threshold value
or the number of electrons in a pulse is over a threshold value Mthr. Then the prob-
ability for a pulse to be recorded is given by the formula

a1 = α · nS + nD

n
+β · nn

n
,

where nn is the noise component whose average amplitude differs from that of the
one-electron pulse,

α= 1− exp(−M0) ·
Mthr−1

∑
M=0

MM
0

M!
; β= 1− exp(−M1) ·

Mthr−1

∑
M=0

MM
1

M!
,

where M1 is the number of electrons in the pulse, M0 is the same for the signal
coming from the photocathode, and M is the number of electrons in the anode pulse.

The coefficients α and β can be reduced to a unified Poisson scale if we replace
M1 by M0 in the expression for β and simultaneously change the limit of summation
by setting M0/M1 = σ:

β= 1− exp(−M1) ·
Mthr·σ−1

∑
M=0

MM
0

M!
.

For the case of no signal, we obtain a similar expression a2 = a1 (nS = 0).
Amplitude selection of this type does not violate the Poisson statistics of the

number of readouts at the PMT output, since we consider the case of recording of
independent events. Denoting n1 = nD + nn, in view of the threshold, we can write

PN =
(a1 ·n · t)N

N!
· exp(−a1 ·n · t) PN1 =

(a2 ·n1 · t)N1

N1!
· exp(−a2 ·n1 · t)

with averages

N = (nS + nD) ·α · t+ nn ·β · t; N1 = nD ·α · t+ nn ·β · t.

Then the signal/noise ratio is

ρ= nS ·α ·
√

t
nS ·α+ 2(nD ·α+ nn ·β) .

If background light pulses with counting rate nbg are present in the output signal,
the equation for the signal/noise ratio becomes

ρ= nS ·α ·
√

t
nS ·α+ 2[nD ·α+ nn ·β+ nbg · (α+ γ ·β)] ,
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where γ is a coefficient taking into account the amplitude distribution of the back-
ground pulses.

It seems that optimization of the discrimination threshold cannot be expected for
nS >> nD and nS >> nbg. If we consider the signal variance to be small compared
to the variance of the background, for nD >> nbg or nbg >> nD we have

ρ= ε ·nS ·
√

t
2nD

.

For the cases nD >> nbg and nbg >> nD there correspond ε1 = α√
α+β

and ε2 =
α√
α+γ·β and, obviously, ε1 = ε2 for γ= 1.

Figure 3.26 gives the family of curves ε(Mthr) (Vetokhin et al. 1986). The pres-
ence of a maximum at γ �= 0 points to the existence of an optimum threshold for
amplitude discrimination. Since ε increases with σ, the location of this threshold is
stable.

The sources of noise can be subdivided into primary and secondary, interior and
exterior, essentially eliminable and inherent. The thermal emission from the pho-
tocathode and first dynodes and the leakage current through the PMT anode are
assigned to internal primary and essentially inherent noise sources. The optical and
ionic feedbacks are considered internal secondary and essentially eliminable noise
sources; they are collectively called gas-discharge phenomena. Internal primary es-
sentially eliminable noise sources include autoelectronic emission and the ionizing
radiation of the nuclei of the constituent species of the PMT constructional mate-
rials. The existence of external primary essentially eliminable sources of noise is

Fig. 3.26 The effect of the amplitude discrimination threshold on the signal/noise ratio in one-
electron recording (Vetokhin et al. 1986)
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associated with the background action of hard and optical radiations; these radia-
tions are also capable of producing secondary effects, such as the long-term glow of
the luminescent materials present in a PMT.

An important characteristic of a PMT which is used to analyze the amplitude dis-
tribution of pulses is its counting-rate curve. For a PMT acceptable for operation the
counting-rate curve has three sections showing different dependences of the number
of pulses on the power supply voltage.

The first section is characterized by a fast rise in the number of pulses with volt-
age, which is accounted for by the fact that the system amplification capability is
insufficient to produce recordable pulses from each electron which has arrived at the
first dynode and produced secondary electrons.

The second section of the counting-rate curve—a plateau—corresponds to the
recording of each electron multiplied by the dynode system. Some rise is due to the
following reasons: (1) the recording of some portion of thermionic electrons from
the first dynodes; (2) the decrease of the probability of the secondary emission coef-
ficients becoming zero; and (3) the gas-discharge phenomena gradually developing
with increasing power supply voltage.

The third section, which demonstrates an abrupt increase in the number of pulses
at high power supply voltages, is associated with intensely developing gas-discharge
phenomena.

For the majority of photomultipliers for which the amplitude distribution of
pulses follows approximately the Poisson law, the one-electron peak is accompanied
by a non-Poisson additive in the region of small amplitudes; the intensity of this ad-
ditive falls exponentially with increasing amplitude (Fig. 3.27). In most cases, it is
accepted to choose the optimum discrimination threshold on a level A correspond-
ing to the transition region between the exponential branch and the one-electron
peak. This choice turned out to be rather successful (Vetokhin et al. 1986).

The FEU-79 photomultiplier turned out to be the most acceptable for recording
weak signals by its sensitivity and noise levels and also by the amplitude distribution
of the output pulses, which is shown in Fig. 3.27.

Fig. 3.27 Typical amplitude
distribution of the output
pulses of a one-electron PMT.
A is the amplitude
discrimination level
(Vetokhin et al. 1986)
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The dark background can be reduced by cooling the photocathode to −30 to
−40(◦C) (Nikonov 1973a; Vetokhin et al. 1986). Nevertheless, there is evidence that
the sensitivity decreases on cooling; however, this is not always the case, including
for the FEU-79.

In investigations of weak light fluxes, PMTs with a photocathode of small work-
ing area, such as FEU-64 and FEU-79, are preferred. This is essential because the
image of the photometer entrance pupil, produced by the Fabry lens on the photo-
cathode, is 5–8 (mm) in size, and this allows one to use completely the photocathode
sensitive part at which the noise signal occurs. On cooling (FEU-79, FEU-83) the
amplitude distribution of noise pulses changes in character: the one-electron peak
disappears (Figs. 3.28–3.30). At the same time, a decrease in temperature practically
does not change the spectrum of the useful signal at a weak light flux (Fig. 3.31)
(Vetokhin et al. 1986).

The photomultipliers considered above were used in various photometric instru-
ments for investigations of the airglow of the upper atmosphere.

3.3.3 Image Converter Tubes

Image converter tubes (ICTs) are vacuum radiation detectors operating in various
spectral ranges. They are used to enhance the brightness of an image or to convert
an image obtained in x-ray, ultraviolet, or infrared radiation into a visible image.

Fig. 3.28 Temperature effect
on the amplitude spectrum of
the dark current (1) and on
the amplitude spectrum in the
weak light flux mode (2) for
the FEU-79 photomultiplier
(Vetokhin et al. 1986)
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Fig. 3.29 Temperature effect on the amplitude spectrum of the dark current for the FEU-79 (A),
FEU-62 and FEU-83 photomultipliers (B) at temperatures of +20 (1), +5 (2), −15 (3), −20 (4),
and 40(◦C) (5) (Vetokhin et al. 1986)

The idea to transfer an electron image from a photocathode on a screen by
means of a uniform electric field was proposed and realized by Hulst in the 1930s.
In the 1940s, a series of single-stage ICTs were developed with participation of
Krassovsky, Butslov and co-workers (Butslov et al. 1978).

The possibility of visual observation of objects in infrared rays gave rise to ex-
tensive use of ICT in night-vision instruments for the observation of objects illumi-
nated with infrared light or objects which radiate in this spectral range. In the late
1940s, ICTs were successfully employed in astronomy for photographic recording
of the infrared radiation emitted from the center of the Galaxy and also for spectro-
graphic investigations of the Earth’s airglow (Krassovsky 1949, 1950a,b; Kalinyak
et al. 1950). The results of these experiments stimulated the development of new
ICT design versions, which substantially extended the field of their scientific appli-
cations in geophysics, nuclear physics, medicine, etc. (Berkovsky et al. 1976, 1988).
The use of image converter tubes in the Soviet Union in investigations of the Earth’s
airglow and various astronomical objects in the near-infrared range, initiated by
Krassovsky, gave essentially new scientific results. Owing to the regular spectropho-
tometric measurements with the use of ICTs at various stations carried out for sev-
eral tens of years, unique material has been accumulated.

Fig. 3.30 Amplitude
distribution of one-electron
pulses for the FEU-62 and
FEU-83 photomultipliers at
temperatures of +20 (1), 0
(2), and 40(◦C) (3) (Vetokhin
et al. 1986)
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Fig. 3.31 Temperature effect on the spectral sensitivity (relative units) for FEU-79 (1), FEU-62
and FEU-83 (2a,b): −20 (1), −10 (2a), and −40(◦C) (2b) (Vetokhin et al. 1986)

Principle of Operation

The simplest ICT consists of a vacuum cylindrical flask; at its end faces a semitrans-
parent photocathode and a luminescent screen are disposed (Zaidel and Kurenkov
1970; Iznar 1977). Inside the flask, between the photocathode and the screen, a unit
for electron-optical focusing of electrons is placed (Fig. 3.32). The image of the
object under observation (1) is projected with a lens (2) onto the photocathode (3).
When the photocathode is illuminated due to photoelectric emission, an electron im-
age of object 1 is produced in which the distribution density of photoelectrons corre-
sponds to the light intensity distribution in the optical image. Since an accelerating
voltage is applied between the photocathode and the screen, the electron image starts
moving toward the screen. The (electrical or magnetic) focusing system (4) forces
electrons to move from the photocathode in such a manner that all electrons from
any point of the photocathode are focused, irrespective of the initial velocities and
escape direction, at a certain point of a luminescent screen (5) and excite it. Thus,
the electron optics forms an electron image of the object on the photocathode in
the plane of the screen; the image can be detected visually or recorded photographi-
cally with an eye lens (6). In this case, the image brightness increases several tens of
times. Initially single-stage ICTs were used. The type FKT-1 contact ICT (Fig. 3.33)
turned out to be most efficient. In these devices, the screen was a thin mica film to
which a photographic film was attached by immersion, allowing efficient use of the
light radiated by the screen (Volkov et al. 1962; Shcheglov 1963). Later three-stage
ICT of the U-32 type (Fig. 3.34) came into use for investigations of internal gravity
waves and for interferometric temperature measurements (Semenov 1975a). In the
1970s, ICTs were equipped with built-in electron image intensifiers based on mi-
crochannel plates (MCPs). An MCP is designed as a spacer of certain diameter and
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Fig. 3.32 Schematic diagram
of an image converter tube.
1 – Object under observation;
2 – lens; 3 – photocathode;
4 – focusing system;
5 – screen; and 6 – eye at an
eyepiece

thickness 0.4–0.5 (mm) consisting of several millions of glass tubules (channels)
of diameter 10–40 (μm). Each tubule is a miniature secondary-electron multiplier
with a dynode system of distribution type. Due to the potential difference between
the ends of a channel, once an electron hits on its internal surface, a significant
(103–104 times) multiplication of the number of electrons takes place. The use of
MCP has made feasible a planar ICT with no focusing of the electron flow. This
considerably reduced the ICT dimensions and therefore appreciably extended the
field of their use.

Characteristics of Image Converter Tubes

Any ICT is characterized by certain parameters, a knowledge of which enables one
to choose an instrument which would meet specific goals. Let us consider these
parameters (Zaidel and Kurenkov 1970).

The integral sensitivity of a photocathode, ϕ, is the ratio of the photoelectric
current Iph to the incident light flux F from an incandescent lamp whose filament
has a color temperature T = 2854(K):

ϕ= Iph/F.

The integral sensitivity of a photocathode to a light flux is measured in amperes
per lumen.

The spectral sensitivity of a photocathode, ϕ(λ), is the ratio of the photoelectric
current Iph to the incident light flux F(λ) from a monochromatic radiation source:

Fig. 3.33 FKT-1 contact image converter tube (Volkov et al. 1962)
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Fig. 3.34 U-32 three-stage image converter tube in the assembly unit, used in an interferometer

ϕ(λ) = Iph/F(λ).

Figure 3.35 presents the spectral sensitivities ϕ(λ) of cesium–antimony SbCs,
multi-alkali SbKNa-Cs, and oxide–silver–cesium O-AgCs photocathodes. For com-
parison the curve of eye visibility K(λ), the radiation intensity distribution F(λ) for
a standard radiation source of type A (black body at 2856 (K)), and the transmission
curves of filters for red, τr(λ), and infrared, τir(λ), radiations are given.

The conversion coefficient η is the ratio of the light flux radiated by the ICT
screen to the light flux incident on the ICT photocathode from an incandescent lamp
whose filament has a color temperature T = 2856(K):

η=
ΦSCR.RAD

ΦFL.INC
= π · γ ·ϕ ·U ·Kn

G,

Fig. 3.35 Spectral distributions of the sensitivity ϕ(λ) of cesium–antimony SbCs, multi-alkali
SbKNa-Cs, and oxide–silver–cesium O-AgCs photocathodes. For comparison the eye visibility
curve K(λ), the radiation intensity distribution F(λ) for a standard source of type A (black body at
2856 (K)), and the transmission curves of filters for red, τr(λ), and infrared, τir(λ), radiations are
given
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where γ is the luminous efficacy of the screen (cd ·W−1); ϕ is the integral sensitivity
of the input photocathode (A · lm−1); V is the operating voltage (V), KG is the stage
current gain, and n is the number of amplification stages.

The maximum resolution is the number of stripe pairs per millimeter of the image
of a black-and-white test pattern on a photocathode which are discernible in the
image on the screen in four directions at the optimum screen brightness and good
magnification of the eye lens.

The brightness coefficient ηB is the ratio of the brightness of the ICT screen, B,
to the corresponding illuminance of the photocathode, E:

ηB =
B
E

=
η

M2
ICT

,

where η is the conversion coefficient and M2
ICT is the electron-optical magnification.

This parameter allows one to estimate the efficiency of operation of an ICT in visual
observation of the image.

The brightness of the dark background is the brightness of the ICT screen lumi-
nescence in the absence of illumination of the photocathode. This luminescence is
caused by the photocathode thermoemission, back light-striking inside the device,
and scintillations arising on bombardment of the accessory and walls inside the ICT
by scattered electrons. The temperature dependence of the photocathode thermoe-
mission current is described in general form by the expression

IT = SPhC ·A ·T2 · e−εAkT ,

where SPhC is the area of the photocathode, εA is the work function of the photosen-
sitive layer of the photocathode, k is Boltzmann’s constant, T is the temperature of
the photocathode, and A is a factor depending on the photocathode type.

To perform photographic recording of radiation spectra in the 700- to 1200-nm
near-infrared region, image converter tubes have been used since the mid-1950s.
The arrangement of these image amplifiers is described in a number of publica-
tions (Volkov et al. 1959, 1962; Shcheglov 1958, 1963; Zaidel and Kurenkov 1970;
Soule 1968; Iznar 1977; Butslov et al. 1978).

3.3.4 Photoelectric Charge-Coupled Devices

Recently the radiation detectors based on semiconductor systems of image recep-
tion and transmission have been actively introduced in the practice of recording
and investigation of weak emissions. These devices, combining advantages of both
photographic and photoelectric methods, have extended substantially the scope of
investigations of the characteristics of the Earth’s airglow. They do not demand vac-
uum, have small dimensions, and possess high quantum yield (up to 80%). In the
late 1960s, V. Boyle and H. Smith at the Bell Laboratory, USA, discovered the
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principle of operation of solid-state photoelectric converters based on the transfer of
a localized charge. In 1970, this principle was used to develop commercial charge-
coupled devices (CCDs) (Séquin and Tompsett 1975). They received wide applica-
tion in electronic systems for memorization of great bodies of data, signal analysis,
recording of weak light signals, etc. CCDs are produced as single line arrays (one-
dimensional arrangement of light-sensitive cells) or matrices (two-dimensional ar-
rangement of cells) (Press 1981). The use of one or another type of detector in the
spectrometry of the Earth’s airglow depends on the way of scanning of radiation
spectra in the focal plane of the spectrometer.

These matrix devices, capable of producing images much as this is done in pho-
tography and also in digital form applicable for real-time processing, in many cases
have successfully replaced the earlier used instruments. However, to operate CCD
efficiently, the experimenter must understand many features of these devices. In this
section we briefly outline the available information about CCD.

Practically, a charge-coupling device consists of a set of miniature MOS (metal-
oxide-semiconductor) capacitors (Abramenko et al. 1984). An MOS capacitor is a
metal electrode deposited on an oxidized surface of p-silicon (Fig. 3.36). If a po-
tential positive with respect to the substrate is applied to the metal electrode, the
majority carriers (“holes ”) in the silicon, which appear in p-silicon under the action
of light, will be repelled from the electrode and leave the adjacent semiconductor
layer. As a result, a potential well is formed at the oxide–semiconductor (silicon)
interface in which electrons (minority carriers of p-silicon) pile up. The charge ac-
cumulated in this hole is proportional to the intensity of the radiation incident on the
detector and to the recording time.

In charge-coupled devices, MOS capacitors are mounted on the common layer
of oxide and semiconductor so close to each other that their potential wells appear
practically “coupled”. In this case, the charge of minority carriers builds up at the
place where the potential is greater, i.e., the charge behaves as if it flows in the deep-
est part of the potential well. This effect allows one to control the charge transfer
along the oxide–semiconductor interface from one metal electrode to another. The
charge movement along the transport channel can be realized due to a certain po-
tential distribution at the metal electrodes. This charge movement reminds “a fire

Fig. 3.36 Block diagram of a
MOS capacitor
(cross-section)
(Lebedeva 1986)
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chain”—handing over of a bucket filled with water for fire suppression, i.e., charges
transfer from one potential well into the next one throughout the channel.

Let us consider the charge transfer by the example of three-phase voltage ap-
plication to electrodes. Figure 3.37 shows three storage cells of a CCD. Each of
them has three electrodes, and the third electrodes of the cells are connected to the
same busbar. The dashed line beneath the semiconductor characterizes the potential
distribution for different voltages applied to the electrodes. In the mode of charge
storage beneath electrodes 1, 4, and 7 (see Fig. 3.36a) a potential V2 is applied to
these electrodes which is greater in amplitude than the potential V1 applied to other
electrodes. When a greater potential V3 (V3 > V2 > V1) is applied to electrodes 2,
5, and 8, the charges move in deeper potential wells beneath these electrodes (see
Fig. 3.36b). After their transport, the storage mode is actuated again (see Fig. 3.36c,
d), but charges have already moved for the dimension of one electrode compared to
the situation shown in Fig. 3.36a. Thereafter all processes repeat, and the charges
reach the edge of the detector from which they are extracted.

Like any radiation detector, a CCD has a light-signal and a frequency-contrast
characteristic which relate the output signal to the illuminance in its plane. The
light-signal characteristic is linear over a wide range of light fluxes (Fig. 3.38).

The best CCD detectors have a dynamic range of ∼5 · 103. In the light-signal
characteristic, three points are selected for which the detector parameters are mea-
sured. For the middle part, it is convenient to define an integrated voltage sensitivity
as the ratio of the variation of the light-signal amplitude to the variations of the il-
luminance (V · lx−1), irradiance (V ·W−1 ·cm−2), and light exposure (V · J−1 ·m−2)

Fig. 3.37 Sketch of the
charge transfer in a CCD with
three-phase control. (A)
Mode of charge storage in
cells 1, 4, and 7; (B) mode of
charge transfer; (C) mode of
charge storage in cells 2, 5,
and 8; (D) mode of charge
storage in cells 2, 5, and 8 at
potential V2. Preparation for
the next charge transfer event;
V1 < V2 < V3
(Lebedeva 1986)
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Fig. 3.38 Light-signal characteristic of a CCD (Press 1991)

in a given spectral range (Press 1991). Since the light-signal characteristic is linear,
it is possible to measure merely the ratio of the light-signal amplitude to the illumi-
nance or to the exposure. The integral sensitivity is 10−2–10−3 (V · lx−1 · s−1), and
it is determined by design and technological factors.

The bottom portion of the light-signal characteristic gives an idea of the operation
of the CCD in the threshold region, i.e., at extremely low values of illuminance. If
the incident light is completely cut off, some dark signal will remain at the output
which is characterized by the voltage and the uniformity of the voltage distribution.
The dark signal is formed by the deterministic and fluctuation noises of the CCD.
The deterministic noise, in turn, consists of the clock noise (as a rule, from the pulses
applied to the gate of the reset transistor) and geometric dark noise. The geometric
dark noise represents the nonuniformity of the dark current distribution. It arises
due to thermal carrier generation giving rise to a dark current and associated with
surface and volumetric generation–recombination centers. The occurrence of these
centers is related in the main to the deposition of metals at places of disruption of
the crystal lattice.

The pattern of a dark signal taken from the CCD output shows that the signal
is nonuniform, the local outbursts in overwhelming majority (80(%)) coincide with
the locations of metal deposition places. The dark signal parameters characterize the
technological level of manufacture of the CCD and the temperature of the device
during operation. On going from the dark mode to low levels of illuminance, the
geometric imperfection of the signal often increases since new carrier generation
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centers—recombinations—are actuated and the existing centers become more ac-
tive under the action of light. Local luminescence, which is most pronounced at
low illuminance levels, should also be attributed as geometric imperfection. Four
types of local luminescence are possible: the first one is caused by clocking the
output register, the second is related to the prebreakdown state of p–n junctions in
the input–output unit, the third arises on puncturing MOS transistors in the output
devices, and the fourth is associated with luminous spots.

The first type of luminescence is observed in matrix CCDs in modes of low il-
luminance and long charge accumulation time. The output register operates during
accumulation, and the clocking of its phase electrons can give rise to long-wave pho-
tons absorbed by the elements of vertical shift registers located most closely to the
output register. The luminosity falls rapidly with distance from the register output
(10–20 cells) and depends on the phase shift, frequency, and risetime of the clock
pulses of the output register, and also on temperature. The generation of photons
by p–n junctions in a prebreakdown state is a phenomenon well known for a long
time. Its observation in a CCD has shown that in this case a near-infrared radiation is
emitted to which the silicon CCDs are rather sensitive. In a TV image taken from a
light-protected CCD, a luminous region can be seen which extends from the output
device to which a too high voltage has been applied. A similar situation arises as a
channel of the output MOS transistor is punctured. When the voltage at the drain
becomes much greater than the voltage at the gate, conditions arise for avalanche
generation of electron–hole pairs and emission of photons in the near-infrared re-
gion. The most serious concern is luminous spots which appear as a result of local
leakages between the phases and between a phase and the substrate. Since the area
of a matrix CCD is great, the probability of the appearance of spots is significant.
One can distinguish luminous spots from white dots on the image, which are caused
by an excess dark current, by cooling the CCD. A way for preventing the appear-
ance of luminous spots is to reduce the phase voltages and to control (reduce) the
substrate bias during charge accumulation.

The fluctuation noise of a CCD includes two basic components: the carrier trans-
port noise and the noise of the output device. The transport noise results from the
inefficient transport of charge carriers and is directly proportional to the degree of
inefficiency. For highly efficient modern CCD this noise is of minor importance. The
main problem is the noise of the output device. It is proportional to the root square
of the capacitance of the reading unit and is essentially unavoidable. A way of re-
ducing this noise is to optimize the design of output devices. The fluctuation noise is
characterized by the voltage of the noise component, which is the root-mean-square
value of the time-dependent signal fluctuation at a fixed load resistance in the given
frequency range and in the absence of radiation. By measuring the voltage of the
noise component and using the signal-to-noise ratio one can determine the parame-
ters that characterize the threshold behavior of a CCD: the threshold irradiance, the
threshold flux, and the threshold exposure. The threshold illuminance of a photo-
sensitive surface corresponds to the voltage of the signal equal to the voltage of the
noise time component. The threshold flux is defined similarly. The threshold expo-
sure dose is the product of the threshold illuminance by the charge accumulation
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time. The noises and the threshold parameters of a CCD are measured for one cell
of the device, obtaining a time series of measurements (the longer the series, the
more accurate the resulting parameter value).

The top portion of the light-signal characteristic reflects two parameters: the max-
imum output signal, which is characterized by the saturation voltage of the output
signal and corresponds to filled potential wells, and the response of the CCD to
local overillumination, i.e., the overfilling of potential wells at sites of increased il-
luminance. Uniform overillumination of a CCD, causing overfilling of all potential
wells in the photosensitive region, is not so harmful. It is suppressed with the use
of neutral optical filters or by varying the charge accumulation time. Local overil-
luminations are much more difficult to suppress, and the struggle against them is a
major problem. At local illuminations, blooming spots and stripes extended in the
direction of transport of charge packets are observed on a TV image. The degree
of blooming can be estimated by various methods, for instance, by measuring the
width of the bloomed image and relating it to the width of the projected stripe or by
determining the ratio of the excess local illuminance to the illuminance that causes
the filling of the potential well.

Blooming can be eliminated by preventing the propagation of excess carriers
from the site of local overillumination by modifying the circuit or design of the
device. The circuit-based antiblooming is reduced to intensification of the recom-
bination of excess carriers at surface local centers. This method is used in matrix
CCD with frame transfer; in this case, the CCD design remains unchanged and it
suffices to change the sequence of performing pulses. Some electrodes in the accu-
mulation cells are switched from a depleting to an inverting bias during the reverse
motion along the line array. The majority carriers from the nearest stop-channel re-
gions emerge beneath these electrodes. As the device is switched to a depleting bias,
excess carriers fill the surface traps and recombine in them. Switching occurs sev-
eral times during the reverse motion along the array. In each cell where the charge
exceeds the maximum storage capability of the cell, the surface centers are filled
alternately with electrons and holes. This results in more intense recombination of
the excess charge at the surface traps.

A design-based solution of the problem calls for complication of both the design
and the technique of manufacturing of CCD.

Blooming has the appearance of smearing: an image spreads vertically down-
ward as though potential wells were slightly overfilled. However, the origin of this
phenomenon is other than that of blooming. In matrix CCDs with frame transfer,
smearing occurs due to the flare light during the transfer of charge packets from
the photosensitive section to the memory section. Though the accumulation time
during charge transfer is small, the addition of carriers of the subsequent frame to
the carriers of the preceding one is possible at high illuminances, and this results in
smearing of the image. This effect can be inhibited by increasing the transfer fre-
quency. At a transport frequency of 4 (MHz), which is attained in the best matrices,
the phenomenon of image smearing is suppressed. In matrix CCD with line-frame
transfer, smearing is caused by that the carriers generated in the bulk by long-wave
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photons get in the vertical shift registers. In matrices of this type, as distinct from
matrices with line-frame transfer, smearing shows up at low illuminances.

The frequency-contrast characteristic (FCC) of a CCD determines the resolving
ability of the device (Fig. 3.39). It describes the response of the CCD to an optical
signal in the form of a system of stripes (meander) with a certain spatial frequency.
To obtain the FCC of a CCD, a stripe test chart, whose step sets the spatial frequency
of CCD operation, is projected on the CCD. It is convenient to use the ratio of the
given spatial frequency f to the maximum frequency fmax at which the step of the test
chart is equal to the step of the photosensitive cells of the CCD. In an ideal CCD,
upon projecting a test chart, rectangular signals should appear at the output; in ac-
tuality, the shape of signals is flattened, and at high spatial frequencies it resembles
a sine curve. The ratio of the total amplitude of the output signal during the transfer
of a mira of given spatial frequency or of an electrically introduced signal of given
frequency to the total amplitude of the signal from a large detail of the image or of
an electrically introduced signal (which fills no less than five potential wells) deter-
mines the modulation transfer coefficient KM. Practically, to characterize a CCD, it
suffices to measure the modulation transfer ratio at any fixed frequency, more of-
ten at a half of the maximum spatial frequency, because, according to the Nyquist
theorem, a radiation detector transfers without distortion spatial frequencies not ex-
ceeding a half of the maximum frequency. In projecting higher spatial frequencies,
the Moire effect shows up in the form of false images.

The form of the FCC of any CCD is determined by three factors: the geometry
of the active part of the device, i.e., the dimensions and step of photosensitive cells
(integration FCC, expressed by the modulation transfer ratio KM1); the efficiency of
carrier transfer (transfer FCC, expressed by the modulation transfer ratio KM2), and

Fig. 3.39 The
frequency-contrast
characteristic of a CCD (A)
and the method of measuring
the modulation factor (B)
(Press 1991)
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the diffusion of carriers generated by long-wave photons (diffusion FCC, expressed
by the modulation transfer ratio KM3).

For rectangular photosensitive cells of size s, arranged in line with a step p, the
dependence of KM1 on spatial frequency f is described by the expression

KM1 =
sin

(
f

fmax
· π · s

2p

)

f
fmax
· π · s

2p

,

where fmax = 1/2p. If the cells are densely spaced (s = p), then KM = 0 for f = 2fmax.
For the maximum spatial frequency we have KM1 = 64(%). Such an FCC is inher-
ent, for example, in a CCD with frame transfer. It should be borne in mind that an
FCC along the vertical is different from that along the horizontal. If the step of cells
differs from their size (as in matrices with line-frame transfer where photosensitive
columns alternate with shift registers along the horizontal), the form of the FCC
is different. Here, the modulation transfer ratio for the maximum frequency makes
∼85(%). It should be stressed that the expression for KM1 refers not to the FCC
phase component, but to the best case where the test chart stripes and the CCD cells
coincide in phase. If the phases do not coincide, the resolving ability of the device
decreases.

The fall of an FCC depending on the number of transfer events, n, and on the
inefficiency of one transfer event, ε, is determined by the expression

KM2 = exp

{
−n · ε ·

[
1− cos

(
n · f

fmax

)]}
.

For the modulation transfer ratio measured at a half-maximum of the spatial fre-
quency this expression takes the form

KM2 = exp(−n · ε).

For a CCD with a greater number of cells and high carrier transfer efficiency, the
diffusion of carriers generated by long-wave photons is a serious factor restricting
the resolving ability. The long-wave photons (0.66–1.1 (μm)) penetrate deep in the
bulk of the semiconductor since they are weakly absorbed by silicon. The generated
carriers diffuse in all directions. Most of them get in a proper photocell, but a signifi-
cant amount of them appear in the adjacent photocells. Thus a crosstalk noise arises,
and the resolving ability decreases. The closer the photocells are located, the larger
is the photon penetration depth, and the larger the diffusion length of the carriers,
the steeper the fall of the FCC and the lower the modulation factor KM3. It can be
determined by the relation

KM3 =
ch

(
d

L0

)

ch

(
d
L

) ,
1

L2 =
1

L2
0

+(2πf)2,



3.3 Radiation Detectors 325

where L0 is the diffusion length of carriers in silicon and d is the distance from the
place of light absorption to the depleted layer.

If the input optical image contains spatial frequencies above the Nyquist limit
and if the FCC of the detector beyond this limit has a rather great value of KM, the
output signal will contain stray components giving rise to false images. Since in this
case converted signals of higher spatial frequencies fall in the working band, this ef-
fect is referred to as a reduction of spatial frequency. At a frequency f much greater
than the Nyquist frequency fN, distinct false components appear. If the optical image
is moved relative to the detector, the moving false images are perceived as Moire ef-
fects. To exclude the reduction and, at the same time, to retain good resolution in the
transmission band (0 < f < fN), it is necessary to prefilter the higher spatial frequen-
cies with an optical filter with a near-rectangular characteristic (Fig. 3.40). However,
it is well known that the FCC of a light detector having a rectangular point spread
function is represented by a curve which, at high frequencies, gets to the region
of negative values of the contrast transfer ratio, and the effect of “false resolution”
is observed at these frequencies. However, such a filter is physically unrealizable.
Usually, in each concrete case, it is possible to find a more or less successful com-
promise between the requirements of sufficient sharpness and a minimum of false
signals.

One more important property of a CCD, along with the characteristics dis-
cussed above, is the spectral sensitivity Sλ. For a CCD with the MOS storage
photocells having polysilicon electrodes, the spectral sensitivity maximum is near
800–900 (nm) (Fig. 3.41) (Abramenko et al. 1984; Khomich et al. 1999, 2002;
Khomich and Zheleznov 2000; Khomich and Schutter 2000). Photodiode matrices
show the widest spectral sensitivity band. They provide for recording radiation in
the optical range 0.3–1(μm).

To reduce the noise and attain the highest possible sensitivity, it is necessary
to cool the CCD with thermoelectric microcoolers. At temperatures from −20 to
−40(◦C) the dark current can be reduced by two or three orders of magnitude. In
this case, it is necessary to take into account that on cooling the transmission band
of a CCD is appreciably shifted toward the short-wave spectral range.

Fig. 3.40 Frequency-contrast
characteristic KM for a
rectangular function of
scattering A(x). f is the
spatial frequency
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Fig. 3.41 Spectral
dependence of the quantum
efficiency. 1 – Illumination of
the device on the side of the
electrode structure;
2 – illumination of the device
from behind

When recording the airglow of the higher atmospheric layers with the purpose
of studying various nonstationary processes related both to photochemical mecha-
nisms of initiation of various emissions and to internal gravity waves propagating
through emission layers, two-dimensional image detectors (matrices) are most of-
ten used (Nakamura et al. 1999; Ammosov and Gavrilieva 2000; Gavrilieva and
Ammosov 2001; Semenov et al. 2002; Bakanas et al. 2003). Figure 3.42 shows a
radiation recording unit with an INSTASPEC IV CCD manufactured by the ORIEL
firm (1999) which was mounted on an SP-50 spectrograph. The CCD matrix con-
sists of 1024× 256 cells. The pixel size is 26× 26(μm). To attain the best sig-
nal/noise ratio, the CCD matrix is cooled to −40(◦C) with a thermoelectric cooler.

Fig. 3.42 The radiation recording unit with a CCD, mounted on an SP-50 spectrograph
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Figures 1.8–1.10 give examples of spectrograms. An example of recorded spatial
wave disturbances of hydroxyl emission is shown in Fig. 5.1.

Devices of this type are capable of recording radiation from all elements of the
image projected on their photosensitive surface. They ensure high quantum effi-
ciency and good time resolution and are capable of recording low-contrast images
and, most importantly, to perform real-time computer processing of the image. The
small dimensions and mass of the matrix allow its easy cooling aimed at reducing
noise signals. As a rule, the thermoelectric refrigerators harnessing the Peltier ef-
fect are used for these purposes. The cooling temperature of the matrix is set and
controlled with high precision by means of a computer.

3.4 Cooling of Radiation Detectors

In recording weak light fluxes it is necessary to provide the greatest possible signal-
to-noise ratio. The dark background of a photoelectric detector can be efficiently
reduced by decreasing the temperature of the photosensitive part of the detector. For
the conditions under which the nightglow of the upper atmosphere is recorded only a
limited number of photoelectric detector types are usable. These are photomultipli-
ers operating in various spectral regions, image converters, and charge-coupled pho-
toelectric devices. For devices of these types, which operate at wavelengths shorter
than 1.2(μm), a significant reduction of the dark background is attained at temper-
atures below −20(◦C). The photoresistors used in the more long-wave region de-
mand deeper cooling, which can be provided by using liquid nitrogen (−196(◦C)).
In this case, the specificity of the photoresistors consists only in special designs of
liquid-nitrogen cryostats with which they are furnished. Here we do not consider
the photoelectric detectors that are used for measurements of the far-infrared spec-
tral region with use of rockets.

3.4.1 Cooling with Solid Carbonic Acid

The first and simplest cooling agent for the cathodes of photoelectric detectors was
solid carbonic acid formed on abrupt expansion of a condensed gas. The tempera-
ture of the resulting “dry ice” is −78(◦C). For cooling, a detector is placed in a cold
store. To improve the contact between the external surface of the photocathode and
the cooler walls, a thin rubber sheet is placed in the space between them. Alcohol is
added to maintain a permanent thermal contact of the cooling dry ice with the metal
construction. The cooler is enclosed in a heat insulator, usually made of cellular
plastic. The inlet window near which the photocathode is placed is made as a de-
gasified cylindrical glass flask ∼50 (mm) in diameter with two plane-parallel sides.
The distance between these parallel glasses is ∼20 (mm). This vacuum window
prevents moisture penetration to the cooled photocathode. Nevertheless, to reliably
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protect the photocathode against fogging during long-term measurements, the space
between the exit part of the camera lens and the vacuum window was encapsu-
lated with a thin-walled metal cylinder. Its one end was rigidly and hermetically
fastened on the foam envelope of the cooler, while the other could slide by its inte-
rior surface, greased with lubricant, over a specially made exterior casing mounted
on the lens of the spectrograph camera. This design made it possible to properly
focus the spectrum image onto the photocathode of the image converter tube. With
a carefully manufactured cold storage, about 400–500 (cm3) of dry ice suffices for
1–2 (h) of work at room temperature of the ambient air. This method was employed
for image converter tubes used to photograph nightglow spectra and for photo-
multipliers with silver–oxygen–cesium photocathodes operated in the near-infrared
range.

To use photoresistors for recording radiation in the wavelength range over
1.3(μm), liquid nitrogen providing the temperature−196(◦C) is required.

3.4.2 Thermoelectric Cooling

The radiation detectors that demand low temperatures and small powers can be suc-
cessfully cooled with thermoelectric coolers which depend for their operation on
the Peltier effect (Antonov et al. 1969). A cooling device of this type is based on an
ordinary thermal cell which consists of two series-connected semiconductor arms,
one possessing electron (n) and the other hole conductance (p). When the thermal
cell carries a dc electric current in the n-to-p direction, a temperature difference
arises between the switching plates that connect the thermal cells and power supply
leads. Heat is absorbed at one junction and released at the other junction. If the tem-
perature at the hot junction is kept constant by heat removal, the temperature of the
cold junction will decrease. At a given current, the temperature decrement depends
on the thermal load of the junction. This load includes the heat input from the sur-
rounding medium, the heat coming from hot junction due to the thermal conduction
of the thermal cell arms, and the Joule heat released in the thermal cell arms as they
carry a current.

The operation of a thermal cell is substantially rendered by Joule heat. Actu-
ally, if the absorbed Peltier heat P is proportional to the first power of current,
i.e., Q1 = P · I · t, the Joule heat released in a thermal cell is proportional to the
squared current: Q2 = I2 ·R · t. Thus, as a first approximation, about half the Joule
heat falls on the cold junction of the thermal cell, and this reduces the effect of
cooling. Therefore, the maximum temperature decrement at the cold junction is at-
tained at a certain optimum current. In real thermoelectric coolers, as the current is
changed by±10(%) of its optimum value, the degree of cooling remains practically
unchanged.

For the operation of a real thermoelectric cooler, forced cooling of the hot junc-
tion is necessary. In the investigations of orographic perturbations of the upper atmo-
sphere emissions performed at the Institute of Atmospheric Physics of the Russian
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Academy of Sciences, air cooling was used for the radiators of the thermoelectric
coolers that were employed in the two-stage photometer considered in Sect. 3.2.3
(see Fig. 3.15) (Voronin et al. 1984). When IGW investigations were carried out
by means of a set of photometers, water-cooled thermoelectric coolers were used.
The INSTASPEC IV photosensitive charge-coupled detectors (see Fig. 3.42) manu-
factured by the ORIEL company (1999) operate with water cooling. The necessary
temperature is set and controlled with a computer.

3.4.3 Household Refrigerators

The absorptive and compressive refrigerating units used in household refrigerators
are convenient coolers for radiation detectors (Veinberg and Vain 1974). For this
purpose, the cooled detector (or several detectors, since the cold store is generally
rather large in volume and rather powerful) is put in a specially made metal case
and placed in the cold store. This facility as a whole demands careful heat insulation
and airtight packing (it is desirable that it would meet the requirements placed on
vacuum operating conditions) to preclude moisture penetration inside the device,
since the system is in permanent operation because of the long time (6–8 (h)) it takes
for steady-state conditions (−18(◦C)) to establish inside of the cold store. To reduce
the pressure difference between the air inside the refrigerator and the surrounding
air, a simple device in the form of a rubber boot was used which was put on the tube
outgoing from the interior of the refrigerator and varied in volume as the air pressure
decreased on cooling. Devices of this type were successfully employed both for
multistage photometers in recording wave processes by means of hydroxyl emission
(Potapov et al. 1976, 1978) and orographic perturbations (Sukhodoev et al. 1989a,b)
and for Fabry–Perot interferometers (see Fig. 3.20) in recording 557.7- and 630-nm
emissions from atomic oxygen (Semenov 1975a). The long-term experience of these
devices has shown that the humidity inside the cold store starts exceeding the normal
level only after continuous operation of the refrigerating unit for several months.

3.5 Methods and Conditions of Measurements

3.5.1 Measurements at Given Directions

The zenith angle ζ and horizontal range X corresponding to an emission layer under
consideration which is located at an altitude Z above the Earth surface are deter-
mined by the formulas
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tgζ=
(1 + Z/RE) · sin
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)
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,

where RE is the Earth’s radius.
When performing measurements aimed at location of IGW sources, the azimuths

of the lines of sight are determined by the formulas (Fig. 3.43)
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√
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√
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τg

)2

−1,

where R0 is the radius of the circle in which the emission layer regions at an altitude
of about 90 (km) viewed by the photometer are arranged; r is the distance from the
observation point to the IGW source; ρ is the distance from the observation point
to the sighting region (along the layer); ζ is the zenith angle counted from the line
between the wave source and the observation point; τ is the measured wave period;

Fig. 3.43 Scheme of
three-azimuthal
measurements (Potapov
et al. 1978). See explanations
in the text
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τg = 5.2(min) is the Brunt–Väisälä period; Avis is the azimuth of the line of sight at
the observation point, and As is the azimuth of the source relative to the observation
point.

3.5.2 Optical Recording of Wave Processes
in the Upper Atmosphere

The results of investigations of the fast variations of airglow emissions, including
hydroxyl emission, at some one line of sight, have long indicated the apparently
oscillating character of the intensity and rotational temperature variations of the
emissions in OH bands (Taranova 1967). This type of variations was earlier pre-
sumed to be caused by internal gravity waves (Krassovsky 1957a,b; Krassovsky
and Shagaev 1974a,b). Therefore, to detect perturbations of this type which prop-
agate in the upper atmosphere at altitudes of about 90 (km) and to determine their
velocity and direction of propagation, it is necessary to perform measurements si-
multaneously at several sites of the emission layer that are spaced along the Earth
surface at some hundreds of kilometers, the order of the IGW length. This measur-
ing technique using three observation points has already been known in ionospheric
(Mitra 1952) and seismic investigations (Mathesn 1966; Eiby 1980).

For measuring the parameters of the airglow emissions arising at altitudes of
about 90 (km), the side of the basic triangle was chosen to be about 200–500 (km)
(see Fig. 3.43). This corresponded to about 55◦–60◦ zenith angles of the directions
of the optical axes of the instruments used (Shagaev 1975).

Based on Fig. 3.43, one can derive the necessary relations for the velocity and
azimuth of propagation of IGWs. The distance ri from the origin of coordinates
(observation point) to the ith vertex of the triangle is given by

ri = Z · tgζi.

If the optical axis of the device is at an angle α relative to the line directed to the
zenith, the center of the ellipsoidal region of the horizontal layer under observation
is off the optical axis. Therefore, ri is determined as

ri =
Z · tgζi

1− sec2ζi · sin2 α
2

or, in view of the curvature of the Earth surface, as

ri = Z · tgζi ·
[

1 +
Z

RE
·
(

1− Z
RE

)
· tg2ζi

]
,

where RE is the Earth’s radius. Therefore, the coordinates of the triangle vertices or,
in general, of any observation point are given by
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xi =−ri · sinAi =−Z · tgζi · sinAi,

yi =−ri · cosAi =−Z · tgζi · cosAi,

where Ai is the azimuth of the point (xi, yi). The triangle side length lij is determined
by the formula

l2ij = r2
i + r2

j −2ri · rj · cos
(
Ai−Aj

)
.

Here the x-axis is directed to the east and the y-axis to the north; the azimuth Ai

is counted clockwise from the south point S from 0 to 360◦.
Spectral analysis of the observed variations of emission parameters at each point

(xi, yi) for the pth component of frequency ωp (period τp = 2π/ωp) yields the am-
plitude

B(τp) = (Re2(p)+ Im2(pϕ))1/2

and the phase
ϕ(τp) = arctg(−Im/Re),

where Re and Im are the real and imaginary parts of the Fourier transform. For each
point (xi, yi), the phase ϕ(τp) at a given point in time can be represented in the form

ϕi = ϕo + kx ·xi + ky ·yi,

where ϕo is the phase at a point O; kx and ky are the components of the wave vector.
In view of the relation

|k|=
√

k2
x + k2

y,

the wave velocity and azimuth are C =
ω
|k| =

2π
τ |k| and A∗ = arctg

(
−ky

kx

)
, respec-

tively.
However, the direction of counting of the angle A∗ differs from the astronomical

azimuth A and is related to this quantity as

A−A∗ = 270.

Therefore, we have

A = arcctg(−ky/kx) = arctg(kx/ky).

Thus, the quantities kx and ky for the basic triangle are determined by the system
of equations

kx ·x1 + ky ·y1 +ϕo = ϕ1;

kx ·x2 + ky ·y2 +ϕo = ϕ2;

kx ·x3 + ky ·y3 +ϕo = ϕ3.
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For the number of observation points n more than three, using the least square
method, one can determine kx and ky by the system of conditional equations

kx ·Σx2
i + ky ·Σxiyi +ϕo ·Σxi = Σxiϕi;

kx ·Σxiyi + ky ·Σy2
i +ϕo ·Σyi = Σyiϕi;

kx ·Σxi + ky ·Σyi +ϕo ·n = Σϕi.

Hence,
kx = Dx/D;ky = Dy/D,

where Dx, Dy, and D are the determinants of the system:

Dx =

∣
∣
∣∣
∣
∣
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∣
∣
∣∣
∣
∣
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∣
∣
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∣
∣
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∣
∣
∣∣
∣
∣
, D =

∣
∣
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∣
∣

x1y11
x2y21
x3y31

∣
∣
∣∣
∣
∣
.

These relations allow one to derive simple expressions for the azimuth A and
wave velocity C if the basic triangle is equilateral, its center being at the origin and
one of its vertices on a coordinate axis. The side of the triangle is equal to r ·√3. If
the first vertex lies on the y-axis, the coordinates of the vertices are

x1 = 0, y1 = r;

x2 = r ·
√

3
2

, y2 =−0,57r;

x3 =−r ·
√

3, y3 =−0,57r.

The wave phase is given by

ϕ= t ·2π/ti,

where ti is the point in time at which the wave passes through the ith vertex of the
triangle. Thus,

tgA =
√

3
2
· t2− t3

t1−0.5 · (t2− t3)
, C =

3 · r · cosA
2 · [t1−0.5 · (t2− t3)]

.

When vertex 3 lies on the x-axis, we have

x1 = 0.5 · r, y1 = r ·
√

3
2

;

x2 = 0.5 · r, y2 =−r ·
√

3
2

;

x3 =−r, y3 = 0.
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In this case,

tgA =
2
√

3
3
· 0.5 · (t1 + t2)− t3

t1− t2
, C =

√
3 · r · cosA
t1− t2

.

These relations can be easily transformed for a given orientation of the basic
triangle.

Let us now consider the effect of the variations of the initial quantities Z, ζi, and
Ai on the calculated IGW parameters: the velocity C and azimuth A. As follows
from the above relations,

dx
x

=
dZ
Z

+
dζ

sinζ · cosζ
− ctgA ·dA,

dy
y

=
dZ
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+
dζ

sinζ · cosζ
+ tgA ·dA,

dC
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dτ
τ

+ sin2 A · dkx

kx
+ cos2 A · dky

ky
,

dA = 0.5 · sin2A ·
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dkx

kx
− dky
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)
.

From the expressions for kx and ky we have

dC
C

=
dτ
τ
− dD

D
+ sin2 A

dDx

Dx
+ cos2 A

dDy

Dy
,

dA = 0.5 · sin2A ·
(

dDx

Dx
− dDy

Dy

)
.

For actual observation conditions, the errors in various quantities have some fea-
tures. The effect of the error of determination of the coordinates of the basic triangle
vertices on the error in the phase is given by the formula

Δϕi = kx ·Δxi + ky ·Δyi.

The inaccuracy of the determination of Δζi is practically determined by the
method of positioning of the optical axes of the photometers or mirrors. Therefore,
if measurements are performed at the same zenith distances ζi, the corresponding
measurement errors will be practically identical. This is equally valid for the deter-
mination of the azimuths Ai; that is, we have

|Δζ1|= |Δζ2|= |Δζ3| and |ΔA1|= |ΔA2|= |ΔA3|.

The error in the altitude of the emission layer is due to the average altitude
Z = 87(km) that has to be taken because of lack of data about the true altitude of
the layer during observations. However, this error is insignificant, since the data of
rocket measurements (Shefov and Toroshelidze 1974, 1975) show a random spread
on the average within ± 5 (km).
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Thus, if we use an equilateral basic triangle, we have
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where A3 is the azimuth of the third vertex of the basic triangle. Setting A3 = 60◦,
we obtain

ΔC
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+ cos2 A ·
(
ΔZ
Z

+
Δζ

sinζ · cosζ

)
+

2√
3

sinA · sin
(
A−60

) ·ΔA,

ΔA =
4
3

cos
(
A−30

) · sin
(
A+ 30

) ·
(
ΔZ
Z

+
Δζ

sinζ · cosζ

)

+ 2

[
1 +

1√
3

sin2
(
A+ 30

)
]
·ΔA,

whence, on the average, the errors are given by

ΔC
c

=
Δτ
τ

+ 0.5 ·
(
ΔZ
Z

+
Δζ

sinζ · cosζ

)
+ 0.4 ·ΔA,

ΔA = 0.6 ·
(
ΔZ
Z

+
Δζ

sinζ · cosζ

)
+ 2 ·ΔA.

Thus, if the error of the determination of the angles of positioning of the instru-
ment mirrors (i.e., Δζi and ΔAi) is about 1◦, for the error in measuring an altitude of
about 5 (km), ζi ∼ 60◦, and Z∼ 87(km), we have

ΔC
C

=
Δτ
τ

+ 5(%).

Estimation of the maximum values of the errors yields

ΔC
C

=
Δτ
τ

+ 9(%), ΔA = 6◦.

The above reasoning and conclusions show the ways of increasing the accu-
racy of determination of IGW parameters and suggest that they can be determined
reliably.
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3.5.3 Sky Scanning

This measuring technique can involve terrestrial and satellite measurements.
Measurements of the former type were performed with a photometer, multichan-

nel in some cases, whose optical axis was moved, following a certain program,
along almucantarats at given zenith angles. Roach et al. (1953) were among the first
to perform such measurements for studying the spotty structure of the 557.7-nm
emission. To study the behavior of the 630-nm red oxygen emission at the Haute
Provence observatory, a multichannel photometer was developed (Barbier 1955).

An example of this type of device developed and built at the Institute of At-
mospheric Physics of the USSR Academy of Sciences is described elsewhere
(Jordjio 1961). In this case, the zenith angles were 10◦, 20◦, 30◦, 40◦, 50◦, 60◦,
and 70◦, and switching from one almucantarat to another occurred when the pho-
tometer was oriented to the south. The time of complete survey of the sky was about
16 (min). In this photometer, provision was made to record the light from a stan-
dard luminophor source every 30 (min). With this device mounted at the Vannovsky
station of the Physicotechnical Institute of the Turkmen Academy of Sciences (near
Ashkhabad), a great body of data were obtained about the spatial distribution of the
intensities of the 557.7- and 630-nm emissions from atomic oxygen (Korobeynikova
et al. 1966, 1968, 1972; Korobeynikova and Nasyrov 1972).

In carrying out investigations of orographic perturbations in the mesopause near
the Caucasian ridge, the mesopause region was scanned with a two-channel pho-
tometer over the vertical plane in 11 discrete directions (see Sect. 5.2).

When the airglow of the upper atmosphere is recorded with instruments erected
on a satellite, the scanning of the firmament occurs due to the motion of the satellite.

3.5.4 Scanning of a Spectrum

In optical radiation measurements a need arises to consecutively record a spectrum
at the entrance of the spectrophotometer by moving the spectrum image along the
exit slit of the instrument. This scanning of a spectrum demands that some con-
ditions should be fulfilled in order that the resulting intensity distribution over the
spectrum not be distorted during the measuring process by inherent variations of
some emissions.

The first condition is that the resolution should be high enough to detect impor-
tant details of the spectrum under investigation which are used to determine charac-
teristics of the upper atmosphere.

This imposes the requirement on the speed of scanning of the given section of
the spectrum to minimize the distortions of the spectral intensity distribution that are
caused by time variations of the intensity during the scanning of the given spectrum.

The scanning speed, in turn, is determined by the sensitivity of the radiation
detector and, hence, by the time constant of the recording device.
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The observance of these requirements is of particular importance in recording
interferograms of emissive line profiles which are used to determine the Doppler
temperature.

At the Zvenigorod station, to provide for rapid (some minutes) recording of hy-
droxyl emission spectra, a DFS-14 spectrometer was employed.

3.5.5 Use of Fiber Glass Tubes

The fiber glass tubes are convenient to transfer a light flux from an optical device to
a detector when these units are difficult to interface immediately. This problem also
arises when the focal surface of the spectrometer is curved, while the surface of the
radiation detector is flat.

The modules of image converter tubes that have fiber glass tubes on the pho-
tocathode and on the screen efficiently correct the curvature and the distortion of
the transferred image. This enables one to increase considerably the effective area
of the screen and to obtain an image of greater dimensions (about 30 (mm)) on the
screen. However, the sensitivity of an ICT as a whole depends on the structure of
the fiber glass tubes and on their matching to one another. For quite obvious rea-
sons, the cross-sections of various fiber glass tubes consisting of numerous fibers
cannot be entirely identical in structure. But even if some fiber glass tubes are not
too different from each other, their imperfect matching in series-connected mod-
ules can affect substantially the resulting amplification of the system (Kapani 1967;
Trofimova et al. 1972; Sattarov 1973; Veinberg and Sattarov 1977; Avdoshin 1990;
Kravchuk et al. 1990).

Fiber glass tubes are usually regular in structure. The structure quality is de-
termined by the technology of manufacturing of fiber glass bundles. Typical fiber
diameters are 7–15 (μm). The thickness of the fiber envelope makes 0.15–0.25 of
its outer radius.

The propagation of light in fibers is determined by the Straubel invariant, accord-
ing to which

n1 · sinu1 = nc · sinuc = n2 · sinu2 =
√

(n2
c−n2

u) = A0,

where n1, n2, nc, and ni are the refraction indices of the medium at the inlet and
outlet of the fiber, the material of the core and the insulating envelope, respectively;
u1, uc, and u2 are the inclination angles of the ray to the axis prior to the fiber glass
tube inlet, inside the fiber glass tube, and at its outlet, respectively.

If for the medium outside a fiber glass tube n1 = 1, the nominal numerical aper-
ture A0 = sinu0, where u0 is the nominal aperture angle of a ray bundle in air (rela-
tive to the fiber).

This implies that if for the medium at the outlet n2 < nc, complete internal reflec-
tion of a ray bundle from the outlet end face is possible. From the Straubel invariant
it follows that sinu2 = 1 for n2 = A0. If n2 < A0, there occurs vignetting of the
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light flux due to the return of some bundles reflected from the outlet end face. This,
naturally, results in a decrease of the flux passed through the fiber glass tube.

If a conical bundle of rays with an aperture angle over u0 is incident on the inlet
of a fiber glass tube, the geometric transmittance of the fiber glass tube is less than
unity, since some rays experience vignetting caused when they hit the fiber glass
tube lateral surface at an angle j smaller than the critical angle of complete internal
reflection

jk = arcsin
nu

nc
.

Skew rays penetrating in a fiber glass tube propagate so that they pass at a dis-
tance b from the fiber glass tube. Thus,

b =
√

1− (sinu0/sinu1)
2.

Therefore, the greatest inclination angle of a ray passing through a fiber glass
tube without vignetting depends on the distance b between the ray and the fiber axis
and is determined by the relation

sinu =
√

[(n2
c−n2

u)/(1−b2)] = A0/
√

1−b2.

Thus, for the TF5 glass of the fiber core (nc = 1.755) and K17 glass of the enve-
lope (nu =1.516) the critical angle providing complete internal reflection jk = 60◦.
At a numerical aperture in air A1 = 1, light passes through the fiber glass tube, but
only the circumferential part of the fiber glass tube manufactured of TF5 and K17
glasses, which makes only 81(%) of the fiber glass tube cross-section, participates
in passing rays with u = 90◦. The working cross-section of the fiber glass tube in-
creases with decreasing inclination angle, and if u ≤ uo, all rays undergo complete
internal reflection.

The nominal numerical aperture Ao of a fiber glass tube depends on the wave-
length of the light incident on the inlet end face. Thus, for a wavelength of
400, 550, 650, and 850 (nm) we have Ao =0.57, 0.54, 0.53, and 0.52 (nm), respec-
tively. The angle 2uo is the cone angle of the rays entering the fiber glass tube.

In butt-jointed fiber glass tube, the propagation of light will be determined by
the degree of coincidence of the cross-sections of individual fibers. Increasing the
number of butt-joints appreciably attenuates the transmitted radiation.

Assuming that the interior part of a fiber has a round cross-section, δ is the thick-
ness of the fiber envelope related to its diameter, and Δ is the mutual displacement
of two fibers, and that the fiber transmission function is rectangular, we can estimate
the transmittance P by the relation

P =
2
π
·
[
π
3
−
√

3 · Δ
2(1− δ) + arccos

Δ
2(1− δ) + arccos

1−Δ/2
1− δ −2arccos

1−Δ√
3

]

−
[

Δ
2(1− δ) · sin

(
arccos

Δ
2(1− δ)

)
+

1−Δ/2
1− δ · sin

(
arccos

1−Δ/2
1− δ

)]
.
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As follows from calculations, a significant effect is rendered by the thickness of
the fiber envelope in which stray light scattering takes place. This is of particular
concern in recording weak radiation.

When the luminophor of the ICT screen is butt-jointed with a fiber glass tube,
light is emitted from the luminophor within an angle ω0 ∼ 180◦ and the fiber aper-
ture ω is ∼60◦. The solid angle ratio for this case is

η=
1− cos(ω/2)
1− cos(ω0/2)

,

whence for ω∼ 60◦ and ω0 ∼ 180◦ we have η∼0.13, while for ω∼ 60◦ and ω0 ∼
120◦ η ∼0.27. Thus, for butt-jointed n modules of the same transmittance P the
effective transmittance is given by

Peff = P2n−1.

As a result, for a three-stage ICT of the EP-16 type, the transmittance can vary
from 0.05 to 0.5 for δ∼ 0.1–0.2.

Adjustment of the image of the spectrum of the recorded radiation source having
small linear dimensions on the ICT screen to the photosensitive elements of the CCD
should also affect the transfer of fine weak details of the image. When matching the
ICT screen and the matrix pixels (which are rectangular in shape and 15–20 (μm) in
size and are spaced at about 5(μm)) either by placing them in contact or by trans-
ferring the image with a lens not changing the image scale, a weak image of small
objects can be attenuated substantially on its reproduction with the CCD matrix.

When fiber units are butt-jointed, the resolving ability of the instrument also
changes. There is an empirical formula for the resolving ability νrm of n fiber glass
tube units, each having a resolving ability νmi (Trofimova et al. 1972; Veinberg and
Sattarov 1977):

vnm =

(
n

∑
1

v−7
mi

)−0.143

.

For the typical values of envelope thickness δ ∼ 0.1–0.4 the resolving ability is
not over 30.

Should the need arise to perform measurements in directions which differ from
the direction of the optical axis of the spectroscopic device, in particular simulta-
neously in several different directions, a fiber optics can be used. When doing this,
however, it is impermissible to bend the fiber glass tube when a need arises to change
the line of sight by rotating its inlet end face.

3.5.6 Airborne Measurements

Airborne measurements offer certain opportunities. Investigations of this type were
conducted during the solar eclipse of February 15, 1961, in the region of Rostov-on-
Don. At an altitude of flight of 10 (km), the sky brightness on the opposite side of
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the Sun at the zenith viewing angle during the maximum eclipse phase was approx-
imately an order of magnitude lower than that with no eclipse (Shouyskaya 1963).
This was equivalent to the conditions of twilight observations on the Earth surface
when the depression angle of the Sun beneath the horizon was ∼6◦. Considerable
difficulties in this type of measurements arise due to inevitable vibrations of the
airplane.

Besides, airborne measurements were performed to determine the spatial vari-
ations of the characteristics of airglow emissions over a small area of the Earth,
for instance, in the region of a mountain ridge in studying the effect of orographic
disturbances (Semenov et al. 1981; Shefov et al. 1983; Shefov and Pertsev 1984).

3.5.7 Rocket Measurements

Rockets were the first space vehicles used in the study of the Earth’s airglow. With
their help altitude distributions of emission intensity were measured at altitudes
above the rocket flight altitudes. The main difficulty in these measurements was re-
lated to the use of photometers with interference light filters whose spectral widths,
in particular at the initial stages of investigation, were responsible for a considerable
contribution of the continuum to the measured intensities of discrete emissions. An-
other difficulty was encountered in monitoring the orientation of the rocket in flight.
An important problem was associated with calibration of the measured data.

Rocket measurements were carried out on many testing grounds (Fig. 3.44) by
means of various types of rockets (Grinberg et al. 1979). Table 3.6 presents the geo-
graphic (ϕ, λ) and geomagnetic (Φ, Λ) coordinates of the places of rocket launches,
and also the geographic coordinates (ϕcon, λcon) of the conjugate region of the at-
mosphere for the altitude Z = 270(km).

Notwithstanding the above problems, the published results of all rocket measure-
ments of various emissions have been used for statistical data processing. When a
certain body of information of rocket investigations was accumulated, it was ini-
tially thought that there was a large spread in the measured parameters. However,
subsequently it was found that the available data involved a broad spectrum of varia-
tions of the intensity, temperature, altitude, and thickness of emission layers caused
by diurnal, seasonal, tidal (lunar), and long-term variations among which there were
those associated with solar cycles. A great many measurements of altitude distribu-
tions of many emissions from molecular and atomic oxygen were performed under
the ETON program (Greer et al. 1986; McDade et al. 1986a,b). Some results were
involved in empirical models of the variations of emissions from hydroxyl (87 (km)),
sodium (92 (km)), molecular oxygen (95 (km)), and atomic oxygen at 557.7 (nm)
(97 (km)) and 630 (nm) (270 (km)) (Semenov and Shefov 1996, 1997a,b,c,d, 1999;
Fishkova et al. 2000, 2001a,b). They are presented in Chap. 4.
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Fig. 3.44 Rocket ranges from which rockets were launched to study the characteristics of the
Earth’s airglow emissions. 1 through 21 are the numbers of stations. Their names and coordinates
are given in Table 3.6

Table 3.6 Rocket range on which investigations of altitude distributions of the airglow emissions
were performed

Noa Station Country ϕ (deg) λ (deg) Φ (deg) Λ (deg) Z = 270(km)

ϕcon (deg) λcon (deg)

1 Heiss Island USSR 80.6◦N 58.4◦E 71.3◦N 156.2◦E 60.8◦S 95.9◦E
2 Fort Barrow USA 71.3◦N 203.4◦E 68.6◦N 241.3◦E 61.7◦S 152.5◦E
3 Andoya Norway 69.8◦N 10.8◦E 68.7◦N 110.5◦E 63.0◦S 63.8◦E
4 Esrange Sweden 68.6◦N 21.0◦E 65.8◦N 117.0◦E 59.5◦S 66.3◦E
5 Poker Flat USA 64.9◦N 212.0◦E 64.6◦N 256.3◦E 60.4◦S 166.7◦E
6 Fort Churchill Canada 58.8◦N 265.8◦E 68.7◦N 322.6◦E 76.4◦S 223.8◦E
7 South Uist England 57.4◦N 252.6◦E 61.2◦N 80.0◦E 61.7◦S 32.7◦E
8 Volgograd USSR 48.7◦N 45.8◦E 42.9◦N 125.1◦E 36.9◦S 63.8◦E
9 Uchinoura Japan 39.6◦N 139.7◦E 29.3◦N 205.1◦E 20.8◦S 133.8◦E

10 Wallops
Island

USA 37.8◦N 284.5◦E 49.5◦N 352.1◦E 61.6◦S 280.4◦E

11 El Arenocilo Spain 37.0◦N 352.7◦E 41.7◦N 74.4◦E 45.8◦S 12.3◦E
12 White Sands USA 32.4◦N 254.0◦E 41.3◦N 317.5◦E 50.5◦S 239.6◦E
13 Kagoshima Japan 31.5◦N 131.1◦E 20.6◦N 198.2◦E 12.6◦S 128.1◦E
14 Utinuara Japan 30.3◦N 131.3◦E 19.4◦N 198.5◦E 11.6◦S 128.4◦E
15 Eglin USA 30.0◦N 273.0◦E 40.9◦N 239.3◦E 52.8◦S 265.3◦E
16 Barking

Sands
USA 22.0◦N 200.9◦E 21.5◦N 265.3◦E 22.9◦S 191.3◦E

17 Thumba India 8.5◦N 76.8◦E 1.0◦S 146.2◦E 2.1◦S 78.0◦E
18 Natal Brazil 5.9◦S 324.8◦E 3.8◦N 32.5◦E 13.5◦S 324.5◦E
19 Alcantara Brazil 2.5◦S 44.4◦E 8.0◦N 24.8◦E 18.4◦S 317.8◦E
20 Woomera Australia 31.0◦S 137.0◦E 41.2◦S 209.9◦E 50.9◦N 147.4◦E
21 Syowa Japan 69.0◦S 39.6◦E 69.7◦S 77.7◦E 64.7◦N 343.6◦E
a See Fig. 3.44
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3.5.8 Satellite Measurements

Satellite measurements of characteristics of the airglow emissions have both advan-
tages and disadvantages. On the one hand, they allow one to obtain global distri-
bution of the different characteristics of the atmosphere which indicate latitudinal
and longitudinal variations for rather short time intervals. In this case, in sighting
from a spacecraft there is an opportunity of seeing a panorama of the luminous
atmosphere. On the other hand, to obtain statistically regular variations demands
long-term measurements which encounters certain difficulties. Besides, in sighting
along the horizon, the integrated intensity along the limb is measured which is an
average for a large range of latitudes and longitudes and, hence, for a large interval
of local times. Therefore, in twilight periods, the line of sight inevitably passes both
through atmospheric regions still being in a shadow and through regions illuminated
by the Sun. To determine the vertical distribution of the emission rate, it is necessary
to solve an inverse problem using a number of assumptions (Sect. 1.4.4).

The procedure of satellite measurements also depends on whether they are per-
formed by an automatically operated instrument or by an astronaut.

When an observer (instrument) moves over the Earth surface, its position, spec-
ified by coordinates (geographic latitude, geographic longitude, local time) and an
altitude, continuously varies according to the law of motion. For an orbital motion,
the time–space coordinates should be calculated based on the orbit elements and the
running time. Thus, if we consider an unperturbed elliptical orbit, it is specified by
the following elements (Abalakin et al. 1976; Abalakin 1979): the major semiaxis
of the orbit, a; the eccentricity e; the inclination of the orbital plane to the equato-
rial plane, i; the longitude of the ascending node, Ω; the angular distance from the
ascending node to the perigee, ω; and the epoch mean anomaly M0. The quantityΩ
usually refers to the vernal equinoctial point.

These elements are determined by the initial conditions of the satellite motion:
the velocity V0 and the distance from the Earth center, r0. The circular velocity is
given by

Vcirc =

√
k2 ·mE

r0
= 7905.36 ·

√
RE

r0
,(m · s−1).

Here k2 ·mE = 3.986005 · 1014 (m3 · s−2) is the geocentric gravitation constant
equal to the product of the gravitation constant k2 by the Earth’s mass, mE . The
equatorial radius of the Earth, RE, is 6378.140 (km).

If the initial velocity V0 is directed horizontally, we have

a =
r0

2−
(

V0

Vcirc

)2 =
RE

2

1 +
Z

RE

−
(

V0

7.9

)2 ,
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where V0 is expressed in kilometers per second. The initial eccentricity is deter-
mined by the formula

e0 =
(

V0

Vcirc

)2

−1.

In this case, the initial point is the perigee and the perigee orbital altitude is given
by Zper = r0−RE and the apogean altitude by Zapog = a0 · (1 + e0)−RE.

The motion period depends only on the semiaxis a0 and is determined by the
formula

P0 =
2π · a3/2

0√
k2 ·mE

= 84.489 ·
(

a0

RE

) 3
2

(minute).

If the zenith angle ζ0 of the direction of the initial velocity is not equal to 90◦,
then the satellite orbit is elliptical with the same major semiaxis a0 (it does not
depend on the direction of velocity), but the eccentricity of the orbit, eζ, is greater
and the perigee is displaced by the angle δωζ relative to the initial position of the
satellite. For this case, the orbit elements are determined by the following formulas
(Bronshten et al. 1981):

e2
ζ = e2

0 +(1− e2
0) · cos2 ζ; tg(δωζ) = (1 + e0) · tgζ

e0 · tg2ζ−1
; rper = r0 · 1− e

1− e0
;

rapog = r0 · 1 + e
1− e

,

where e0 is the eccentricity for ζ = 90◦. In this case, the perigee altitude Zper is
less than the initial altitude. We have an approximate equality Z0−Zper ≈ r0 · (e−
e0). For example, for Z0 ∼ 200–300(km) and ζ ∼ 89◦ we obtain that Z0−Zper ∼
100(km), and the orbital motion of a satellite becomes impossible because of its
drag in the lower atmosphere.

If we set the azimuth Ainit (from the south point) of the initial direction of the hor-
izontal velocity and the geographic coordinates—latitude ϕinit and longitude λinit—
of the initial zero point, the orbit elements will be determined by the relations

cosi0 =−cosϕinit · sinAinit; sinω0 =
sinϕinit

sin i0
;

cosω0 =− sinϕinit · cosAinit

sin i0

sin(Ω0
ginit−λinit) =

sinϕinit · sinAinit

sin i0
; cos(Ω0

ginit−λinit) =−cosAinit

sin i0
.

Here the longitude of the ascending node,Ω0
ginit, at the zero point is counted, like

the longitude λinit, from the Greenwich meridian. Since the orbital plane retains its
orientation in space, we have Ω0

ginit = Ω0− S0, where Ω0 is the longitude of the
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ascending node relative to the vernal equinoctial point, and S0 is the sidereal time at
the Greenwich meridian at the time zero (see Sect. 1.4.5).

The epoch mean anomaly is determined as

M0 = n · (τinit− τper),

where τinit is the initial time (epoch), τper is the point in time at which the satellite
passes through the perigee, and the mean motion is given by

n0 =

√
k2 ·mE

a3
o

=
631.3482

a3/2
0

,(s−1),

where a0 is expressed in kilometers, or by

n0 =
1.2394 ·10−3

a3/2
0

,(s−1),

where a0 is expressed in units of the Earth’s equatorial radius.
Thus, the mean anomaly is determined as

M = n · (τ− τinit)+ M0.

The eccentric anomaly E is described by Kepler’s equation

E− e · sinE = M.

This equation is solved by the iteration method

E1 = E0 +
M + e · sinE0−E0

1− e · cosE0
,

until a required accuracy is achieved. Since the quantities M and E are expressed in
degrees, we have

E1 = E0 +
M +

180
π
· e · sinE0−E0

1− e · cosE0
.

Thereafter the true anomaly v is calculated:

tg
v
2

=

√
1 + e
1− e

· tgE
2

,

whence the longitude in the orbit (countered from the ascending node) is determined
as l = v +ω0.

Based on these parameters, one can determine the geographic coordinates of a
satellite along the orbit:

sinϕ= sin i0 · sin l; sin(λ−Ω0
gpeg) =

cosi0 · sin l
cosϕ

; cos(λ−Ω0
ginit) =

cosl
cosϕ

.
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The distance from the center of the Earth is determined as r = Z+R = a0 ·(1−e0 ·
cosE). The dependence of the Earth’s radius on latitude is described by the formula
(Bronshten et al. 1981)

R = RE · (1−0.003325 · sin2ϕ−0.000028 · sin4ϕ),

whence Z = a0 · (1− e0 · cosE)−R.
From the given formulas it follows (Skrebushevsky 1990) that a satellite shifts in

longitude from the east to the west. This shift per one circuit, in a first approxima-
tion, is determined as (Skrebushevsky 1990)

Δλorb = ωE ·Tsat,

where ωE is the angular velocity of the Earth and Tsat is the satellite period.
The ratio

nλ =
2π
Δλorb

=
TE

Tsat

specifies the number of circuits per day. In the general case, if nλ is an irrational
number, the satellite does not return to its initial position and, hence, sequentially
passes over all points of the Earth surface in the range of latitudes

− i≤ ϕ≤ i for 0≤ i≤ π
2
,

i−π≤ ϕ≤ π− i for
π
2

< i < π.

Here i is an orbit element—the inclination of the orbit to the equatorial plane.
In the real atmosphere there occurs a drag of a satellite, and therefore its orbit

elements change. Approximate formulas which describe the decrements of some
orbit elements per one circuit have the form (Bronshten et al. 1981)

δa
a

= K · (1 +
1

8v
+ 2e− 3

4
· e

v
) ·
√

2π
v

; δe = K · (1− 3
8v

+ e) ·
√

2π
v

;

K = 2.2 ·ρper ·
σ
m
· a;

δP
P

=
3
2
· δa

a
;

δZper

a
=
δa
a
· (1− e)− δe;

δZapog

a
=
δa
a
· (1 + e)+ δe; ν=

a · e
H

.

Here H is the scale height at the altitude Zper, P is the satellite period, σ is the
cross-sectional area of the satellite (cm2), m is its mass (g), and ρper is the atmo-
spheric density (g · cm−3) at the perigee altitude:

ρper = 1.673 ·10−24 · {28 · [N2]+ 32 · [O2]+ 16 · [O]+ 4 · [He]},
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where [N2], [O2], [O], and [He] are the concentrations of the atmospheric con-
stituents.

The disturbing acceleration of a satellite at the thermospheric altitudes, caused
by the compression of the Earth, is greater than that resulting from the drag in the
atmosphere. However, it manifests itself in permanent shifts of the orbit perigee and
ascending node. For one circuit we have

δΩ=−0.58◦ ·
(

RE

a

)2

· cosi
(1− e2)2 ; δω= 0.29◦ ·

(
RE

a

)2

· 5 · cos2−1
(1− e2)2 .

These approximate formulas are too rough to yield accurate values of the satel-
lite orbit elements and position for a long time, but they are applicable to estimate
the coordinates of an observer moving over the Earth surface with the purpose of
estimating the parameters of an expected airglow.

A satellite intended for investigations of the characteristics of various airglow
emissions was WINDII/UARS launched into an orbit in 1991. Its description is
given elsewhere (Shepherd et al. 1993a,b).

With the instrumentation erected on this satellite, the rotational temperature of
OH (8–3) emission, the emission intensity, and the wind speed were determined
from the 557.7-nm emission measurements performed by means of a Fabry–Perot
interferometer (Shepherd et al. 1993a,b).

The Explorer satellites have made it possible to reveal the distribution of the
airglow over the Earth surface and, in particular, to obtain the image of the auroral
oval in the ultraviolet spectral range by the measured parameters of the 130.4-nm
emission from atomic oxygen (Frank et al. 1986; Craven and Frank 1987).

The optical observations performed by astronauts on piloted spacecrafts were
visual in the prevailing number of cases and gave no quantitative information which
could be used in a joint analysis together with ground-based, rocket, and satellite
measurements.

It was managed to extract interesting results from satellite measurements per-
formed voluntarily by the astronauts on the “Mir” spacecraft for pale stars during
their set beyond the horizon (Gurvich et al. 2002). The immediate goal of these
measurements was to investigate the space–time distribution of the air density in the
stratosphere by observations of stellar scintillations. For this purpose bright stars
were observed which substantially reduced background noises. Besides, the spec-
tral range of emissions under investigation (420–530 (nm)) was chosen outside that
of the discrete emissions of the upper atmosphere. However, in recording pale stars,
a considerable contribution to the recorded radiation was made by the airglow con-
tinuum. Since the measurements for various types of stars were performed during
successive periods of motion of the “Mir” station at various dates, it appeared that
the local time was the same for all cases. This made it possible to exclude the pos-
sible effect of the variations of the continuum emission intensity during a night.
Processing of these data has yielded the altitude distribution of the airglow at alti-
tudes of 75–120 (km) and revealed some features of the emissions (see Fig. 2.41).
The line of sight over the Earth surface for different measurements appeared over
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different longitudes at latitudes of 46–52◦N. This made it possible to obtain the lon-
gitudinal distribution of the irregularities in the airglow intensity (Fig. 5.45). An
important advantage of this measurement technique, which involved the sighting of
stars in their set beyond the horizon, was the opportunity of exact coordinate fixa-
tion of the line of sight and also the possibility of absolute calibration of the airglow
intensity by the radiation spectra of sighted stars when they were at large zenith
angles. This ensured the absence of noises from the airglow in the field of vision of
the instrument.

3.5.9 Formation of Artificial Luminous Clouds

Bates (1950) proposed to use rockets to release various chemicals into the upper
atmosphere to create artificial luminous clouds. The goal of experiments of this type
is not only to investigate the action of various substances on the gaseous medium of
the upper atmosphere, but also to determine its temperature, the wind velocity, and
the turbulent and molecular diffusion coefficients.

Systematic rocket experiments with release of alkali metal atoms, whose fluo-
rescence could be observed by ground-based instruments, in the upper atmosphere
illuminated by the Sun have been conducted since 1954.

First measurements were performed with sodium as the released glow indicator.
They have shown the possibility to determine the velocity of a wind in the middle
atmosphere and the atmospheric density at altitudes up to 400 (km) (Shklovsky and
Kurt 1959), and also as an indicator of the position of a spacecraft launched to-
ward the Moon (Shklovsky 1960). Subsequently various substances were released
to produce plasma, luminescent, and smoke clouds. Used for this purpose were
lithium (Li), whose photon scattering factor is much greater than that of sodium
(see Table 2.21), other alkali metals, such as potassium (K), cesium (Cs), barium
(Ba), and strontium (Sr), and also trimethyl aluminum (Al(CH4)3) which forms
AlO molecules upon interaction with atomic oxygen in the thermosphere (Andreeva
et al. 1991). Long-term investigations of the upper atmosphere have been carried
out by the Institute of Experimental Meteorology (Kluev 1979, 1985; Andreeva and
Katasev 1983; Andreeva 1985; Andreeva et al. 1991).

An important line of research was the determination of the thermospheric tem-
perature. For this purpose, chemical agents were released which form fluorescent
molecules of alumina (Johnson 1965; Cole and Kolb 1981; Kluev 1985). Though
irregular, the measurements performed gave results that could be compared with
model predictions for the altitudes of the upper atmosphere (120–170 (km)) that are
inaccessible to study by other methods (Guseva and Kluev 1977). Interesting re-
sults were obtained in observations of luminous tracks of released substances over
a wide range of altitudes. This made it possible not only to determine the altitude
distribution of the atmospheric temperature, but also to find out its oscillations at al-
titudes from 110 to 170 (km) (Kluev 1985; Andreeva et al. 1991). As mentioned in
the cited publications, in a number of experiments conducted in the western Europe
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(El Arenocilo, Spain, 37.1◦N, 353.3◦E) oscillations of the temperature profiles with
periods of about 10 (km) were observed at altitudes of 20–80 (km) of the middle at-
mosphere and near the turbopause at altitudes of 90–135 (km), which corresponded
in periods (10–200 (min)) to internal gravity waves (Friedrich et al. 1977; Offer-
mann 1977, 1979; Offermann et al. 1979; Schmidlin et al. 1982). This suggests that
the oscillations revealed in the thermosphere are not local processes, but manifesta-
tions of IGWs propagating from the troposphere.

For the mentioned altitude range, the damping coefficient of IGWs can be ap-
proximated by the relation (correlation coefficient r = 0.998) (Kluev 1985)

k(Z) = exp

(
−Z−90

20

)
.

A similar relation was obtained on investigations of IGWs in the altitude range
135–170 (km) (Justus and Woodrum 1973).

Comparison of thermospheric temperature measurements with the model predic-
tions by Barlier et al. (1978) and Köhnlein (1980) has shown that even for these
models, more perfect compared to the CIRA-1972, the measurement data exceed
the predictions by some tens of degrees (Kelvin) (Kluev 1985). This was considered
as a good reason for refining empirical models.

However, a possible explanation of the observed discrepancies between the
temperature measurements and predictions is that the model values of tempera-
tures corresponded to higher altitudes. Relation of these model altitudes and the
differences between them to the measured altitudes has shown high correlation
(r = 0.750± 0.081). The average altitude difference for altitudes of 135–140 (km)
was ∼9 (km). Since the data on which the above models are based were obtained
in the 1960s, while the midlatitude measurements (Kluev 1985) were performed in
the period from 1976 to 1979, the yearly average rate of subsidence of the atmo-
sphere, estimated for a period of ∼10 years, is several hundreds of meters per year.
It does not contradict to the data reported elsewhere (Evlashin et al. 1999; Semenov
et al. 2000; Starkov et al. 2000).

When measuring the wind velocity, temperature, and diffusion coefficients, one
has to determine the absolute brightness of artificial luminous clouds. In the case of
spherically symmetric release of agents, as the cloud reaches a critical radius (within
0.1–1 (s) after release of chemicals), its spatial evolution occurs in accordance with
the solution of the diffusion equation (Dorokhova et al. 1990)

n(r, t) =
N

π3/2 · (R2
cr + 4D · t)3/2

· exp

(
− r2

R2
cr + 4D · t

)
,

where n(r, t) is the concentration of released particles, D is the diffusion coefficient,
Rcr is the critical radius of the cloud, r is the running radius of the cloud, and t is the
time.

The emission intensity corresponding to the given spatial distribution of the par-
ticle concentration in the cloud is given by the formula
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I =
∞∫

−∞
g ·n ·dl,

where g is the coefficient of photon scattering due to resonance (for alkali metals) or
diffuse scattering (for an aerosol cloud) and l is the distance along the line of sight.

The brightness distribution over a cloud, provided that the optical thickness of
the emission layer is less than unity, is described by the formula

I =
√
π ·g ·Rcr ·n(0, tcr)
1 + 4D · t/R2

cr
· exp

[
− r2/R2

cr

1 + 4D · t/R2
cr

]
,

where Rcr is the critical radius of the cloud at the maximum of its brightness.
Measurements have shown that the emission intensity from a cloud is generally

10–100 (kilorayleigh).
Experiments in which ethylene was released showed an interesting feature. In

this case, during the formation and expansion of a cloud, fast photochemical reac-
tions, whose rates are greater than the diffusion rates, took place. The basic chemical
process in such a cloud at altitudes of 100–150 (km) was the reaction of ethy-
lene with atomic oxygen (Konoplev et al. 1985). The fast expansion of the cloud
at the initial stage was the result of spontaneous ignition of ethylene (Gershenzon
et al. 1982, 1984, 1990). An interesting inference from this experiment was the de-
tection of an increased intensity of hydroxyl emission in the cloud within several
minutes at altitudes of about 100 (km) which was due to the reaction

HCO+ O→OH(v≤ 9)+ CO, αHCO,O ∼ 10−11 (cm3 · s−1).

It should be noted that in this case the formation of OH molecules excited up
to the ninth vibrational level is provided. However, the observed radiation inten-
sity in the OH (6–2) band was ∼900 (kilorayleigh), which is about three orders of
magnitude greater than the intensity of the night airglow.

A peculiar kind of artificial clouds are those containing alkali metals, such as
barium, released at high altitudes in the thermosphere. When the atmosphere is il-
luminated by the Sun, ionization of barium takes place. Therefore, alongside the
green glow of barium at the 553.5-nm wavelength, the blue glow of the barium ion
at wavelengths of 455.4 and 493.4 (nm) arises which moves along the magnetic field
lines (Föppl et al. 1967; Rieger 1974; Filipp et al. 1986).

Observations have shown that a neutral cloud of barium vapors released at high
altitudes (930 (km)) expands as a thin spherical sheath with a velocity of about
1.2 (km · s−1). The total brightness of a cloud of barium atoms—a neutral (not ion-
ized) cloud—falls rapidly due to photoionization, whose rate is jBa = 5.1 ·10−4 (s−1)
(Filipp et al. 1986). As a result of photoionization, a cloud of ionized atoms appears
which is readily distinguished by color and shape. Soon after the release of barium,
the ionic cloud becomes visible in the form of stripes extended along the geomag-
netic field lines (Milinevsky et al. 1990). Within 2 (min) after barium release at the
mentioned altitude the diameter of the neutral cloud was about 200 (km), while the



350 3 Techniques of Investigation of the Airglow

diameter of the ionized clouds reached∼1000 (km) within about 10 (min). By track-
ing the motion of such a cloud, one can determine the characteristics of the Earth’s
electric field at high altitudes.

The clouds formed by release of chemical agents make it possible not only to
investigate the processes occurring in the upper atmosphere, but also to actively
affect the thermal regime and state of various atmospheric constituents, both neutral
and ionized. These problems have received much attention (Zinn et al. 1982; Biondi
and Sipler 1984; Vlasov and Pokhunkov 1986; Kachurin 1990).

3.6 Measurement Data Processing

3.6.1 Spectrophotometry of Photographic Images of Spectra

To provide high accuracy of photometric processing of photographic spectrograms,
observance of all rules of spectrophotometry is necessary. With this purpose, for a
spectrograph supplied with an ICT a special device was developed which superim-
posed the spectrum of a standard lamp and the image of a nine-stage attenuator on
the film on which the night airglow was exposed in the beginning and at the end
of the cycle of night observations. The exposure was the same for the superimposi-
tion and the recording of airglow spectra. In illuminating the spectrograph slit by a
standard lamp, a spreading screen was used. The stability of the lamp operation was
monitored by the readings of 0.1-grade instruments connected in the power supply
circuit and by the signal from a selenium photocell that was recorded with a mi-
croammeter. To obtain reference spectral lines from a standard source on a frame,
light from a neon lamp was introduced in a part of the slit. The reference and the
neon lamp were enclosed in a light-tight housing.

The absolute and spectral calibration of the reference lamp was performed in ref-
erence to the Sun; therefore, the lamp was a secondary standard source (Krat 1973).

To obtain the characteristic curve of a film that would allow one to translate the
film darkening into the intensity of the nightglow emission that caused this darken-
ing, a nine-stage attenuator with measured transmission coefficients of each stage
was used. The procedure of its superimposition on the film was the following: The
attenuator, through an opal glass and a neutral and a green filter (as this was the
color of the luminescence of the ICT screen), was illuminated with light from an in-
candescent lamp. The image of the attenuator in green light (whose wavelength cor-
responded to the wavelength of the luminescence of the ICT screen) was transferred
on the film by a rotary prism with the help of a lens whose optical axis was perpen-
dicular to the optical axis of the spectrograph. The luminance of the illuminating
lamp and, hence, the intensity of light passed through the attenuator was controlled
with a photoelectric cell. This device was also placed in a light-tight housing.

A special benchboard was fabricated to control the operation of the reference
lamp and the optical unit of the nine-stage attenuator by varying the filament voltage
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of the lamps. The luminance of the lamps was controlled with a photoelectric cell
connected with a microampermeter. All this made it possible to reliably control the
light conditions of the standard sources.

The effective spectral sensitivity curve obtained by photographing the reference
lamp and the characteristic curve obtained by photographing the nine-stage attenu-
ator were used subsequently in processing spectrograms. These curves usually re-
mained practically unchanged from night to night; however, when a new type of
film was used, spectrograms were processed with proper corrections.

In photometric processing of spectrograms of the Earth’s airglow, photographs
obtained with SP-48 and SP-50 spectrographs were processed. The images of spec-
tra on the film were about 15× 2(mm) in size; in a photograph the width of the
instrumental profile of individual lines, whose spectral width was 0.3–0.4 (nm), was
∼0.05 (mm). For microphotometry, MF-4 microphotometers were used which made
it possible to obtain spectrum records of blackenings. In this case, the dark back-
ground corresponding to the closed shutter was recorded in the beginning and at the
end of the procedure. Initially spectrum records were obtained by a standard way
on photoplates, and then the needed parameters were measured. Subsequently the
spectrum records were reproduced on a paper ribbon with an EPP-09 self-recording
unit.

The processing automation was refined with the help of an additional rheo-
chord, which had ten uniform sections, built in the EPP-09 self-recording unit
(Kononovich 1962, 1963). The rheochord tuning for obtaining a characteristic curve
on a linear scale was performed with wire-wound resistors connected in parallel to
each of its section. In this case, blackenings were automatically converted into inten-
sities, and the spectrum records required only a correction for the spectral sensitivity
which would take into account the absolute calibration.

When it became possible to use computers, spectrum records, which were read
out from a microphotometer, by using the characteristic curve and the spectral sen-
sitivity memorized in numerical form in the computer, were printed as intensities of
individual lines of the spectrum under investigation. Since for the most part these
were spectrograms of hydroxyl bands, the temperature and its error were calculated
by the method of least squares with the use of the known relations between line
intensities and rotational temperature.

At the start of investigations of the variations of intensity and rotational tem-
perature resulting from the modulation of the upper atmosphere by internal gravity
waves, the exposure time of photographic recording of spectra was substantially re-
duced (to 5 (min)) owing to the use of three-stage ICTs. This substantially increased
the amount of spectrophotometric processing and called for methods which would
allow one to determine short-term variations of relative intensities and temperatures.

The rotational temperature measured by hydroxyl bands could be determined in
several ways. All of them are based on the supposition that the population distri-
bution over the rotational levels of the OH molecule is described by a Boltzmann
relation corresponding to a temperature T (see Sect. 2.2.5). Therefore, the intensities
I(J) (in photons) of the lines of the OH vibration–rotation bands will be determined
by the corresponding formula.
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The simplest way of determining the rotational temperature is to use its depen-
dence on the relation between the intensities of two or three most intense lines of
the P branch, for example,

T = f

{
I[P1(1)]− I[P2(1)]
I[P1(2)]− I[P2(2)]

}
.

Application of this method enabled one not to take into account the background,
assuming that the background intensity remains practically unchanged within the
spectral range taken by three P lines (no more than 5 (nm)). Then the photome-
try procedure is reduced to measuring intensities at the maxima of three P lines.
Besides, for rapid processing, the temperature was evaluated by the difference in
blackening from two P lines in the hydroxyl band. In this case, in usual operation
within the linear portion of the characteristic curve of the photographic emulsion
it was possible to readily determine the temperature, not performing intermediate
calculations, by the formula

T = [(F2−F1)/k]/[α(D1−D2)/γ− loge (i1/i2)],

where F1 and F2 are the energies of the levels, α is a coefficient taking into account
the spectral sensitivity of the system as a whole, D1 and D2 are the blackenings from
the P-line emissions, γ is the contrast factor, i1 and i2 are the respective intensity
factors.

However, the most widespread, though somewhat complicated, method is the
determination of temperatures simultaneously by the first three, most intense, P lines
of OH bands, which yields the least error. With this method, three temperatures, T1,2,
T2,3, and T1,3, were calculated from the intensities of P-line pairs by the formulas

Tml = 1.4388 · (Fm−Fl)/
(

loge
Im

Il
− loge

im
il

)

or

Tml = 0.625 · (Fm−Fl)/
(

log10
Im

Il
− log10

im
il

)
,

where the sense of the designations is the same as above. Afterward the rotational
temperature was determined as an average:

T =
1
3
· (T1,2 + T2,3 + T1,3).

Let us consider the errors that can occur in determining the temperature by the
above methods. First, they can arise on conversion of blackenings from individual
lines into intensities because of an inexact knowledge of the characteristic curve.
As revealed by a special check, a characteristic curve obtained in different nights
remains practically unchanged from night to night. Therefore, for a photographic
emulsion of the same coating the characteristic curve was constructed by pho-
tographs of the nine-stage attenuator obtained for no less than ten nights. In this case,
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the great number of experimental points ensured high accuracy of the curve. For the
usually used range of radiation intensities of hydroxyl bands, which corresponds
to the linear portion of the characteristic curve, the accuracy of the conversion of
blackenings into intensities of individual lines was estimated to be within 0.5(%).
This agrees with the data available in the literature (Sawyer 1951; Malyshev 1979).

The effective spectral sensitivity curve obtained by photographing a reference
lamp also showed high reproducibility from night to night and, therefore, it was
constructed by spectra obtained for several nights. As to the errors in its determina-
tion, which could arise because of the instability of power supply voltages applied
to the reference lamp, they were evaluated experimentally. The spectrum of the ref-
erence lamp was photographed under usual conditions of night operation (i.e., at the
same power supply voltage and exposure during 3 (h)). Processing of the spectrum
records has shown that the intensities in the three chosen ranges of the spectrum
of the reference lamp corresponding to the first three P lines of the OH band have
a variance of about 1(%), and the proportion between them is retained to within
0.5(%).

Besides, the spectrum of a neon lamp was photographed and the proportion be-
tween the intensities of its lines produced by the transitions from the common state
3D1 to the states 3P◦2 and 3P◦1 at wavelengths of 621.7 and 638.3 (nm), respectively,
was determined. In this case, the root-mean-square deviation from the average value
for the intensity ratio of these lines was not over 1(%), implying that the temperature
determined by this method was accurate to within 5 (K).

3.6.2 Electrophotometric Spectrometry

Since the electric signal of a radiation detector is proportional to the measured radi-
ation flux, the primary problem in measurements of this type is to take into account
the spectral sensitivity of the whole of the instrument complex. In this case, the
spectral calibration procedure is absolutely the same as that used in spectrographic
measurements. The only difference is that the scanning of the airglow and standard
light source spectra should be performed with electronics operating in the same
mode.

3.6.3 Photographic Spectrophotometry of Interferograms

An essential peculiarity of the processing of interference images used to determine
a radiation temperature is that the dispersion of the interferograms obtained, and,
hence, of the spectrum records, is nonlinear, becoming infinite at the center of the
interference pattern. This presents some difficulties in analyzing the measured pro-
files since their shape should be corrected for this effect.
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This correction is performed as follows: Assume that an emission arises at two
close wavelengths, λ0 and λ0 + δλ, belonging to the Doppler profile of a line for
which λ0 is the central wavelength. To these wavelengths there correspond certain
radii of two sequential interference rings. Since in practice the spectrum record of
the first ring is most often processed as being most intense, we shall consider the first
and second rings. In Fig. 3.45 to the wavelengths λ0 and λ0 + δλ there correspond
the radii R1 and R1 + δR1 in the first ring and R2 and R2 + δR2 in the second one.

Let the above wavelengths at the center of the interference pattern be associated
with interference orders n(λ0) and n(λ0 + δλ).

Assume that for all wavelengths of the Doppler profile within the limits of the
first ring the integer parts of the interference order ni are identical, while the frac-
tional parts ε are different.

Then, following Tolansky (1947), we can write

n(λ0) = n1 + ε(λ0),
n(λ0 + δλ) = n1 + ε(λ0 + δλ),

n(λ0)−n(λ0 + δλ) = ε(λ0)− ε(λ0 + δλ).

The interference order at the center of the interference pattern for a standard light
source with distance t between the plates is given by

n(λ0) =
2t
λ0

and n(λ0 + δλ) =
2t

λ0 + δλ
;

therefore, following Tolansky (1947), we have

Fig. 3.45 Curve obtained by the photoelectric scanning of interferogram of atomic oxygen emis-
sion (630 (nm)) registered by the photographic method (Trunkovsky and Semenov 1978). See ex-
planations in the text



3.6 Measurement Data Processing 355

1
λ0
− 1
λ0 + δλ

=
ε(λ0)− ε(λ0 + δλ)

2t
,

or, approximately,
δλ
λ2

0

=
1
2t
· [ε(λ0)− ε(λ0 + δλ)] ,

whence

δλ=
λ2

0

2t
· [ε(λ0)− ε(λ0 + δλ)] = Δλ · [ε(λ0)− ε(λ0 + δλ)] ,

where Δλ = λ2
0/2t is the free spectral interval. For example, for a line with λ0 =

630(nm) and for a laser line with λ0 = 632.8(nm) we have Δλ= 0.0248(nm) and
Δλ= 0.0250(nm), respectively.

Let us write down the expressions relating ε(λ0) and ε(λ0 + δλ) with the corre-
sponding radii in the first and the second ring:

ε(λ0) =
R2

1

R2
2−R2

1

=
R2

2

R2
2−R2

1

−1;

ε(λ0 + δλ) =
(R1 + δR1)2

(R2 + δR2)2− (R1 + δR1)2 =
(R2 + δR2)2

(R2 + δR2)2− (R1 + δR1)2 −1.

In view of the well-known formula (Tolansky 1947)

R2
2−R2

1 =
λ0 · f2

t
=
λ2

0

2t
· 2f2

λ0
= Δλ · 2f2

λ0
,

we can write

(R2 + δR2)2− (R1 + δR1)2 =
(λ0 + δλ)2

2t
2f2

(λ0 + δλ)

=

[
λ2

0

2t
+

2λ0 ·δλ+(δλ)2

2t

]

· 2f2

(λ0 + δλ)
.

Since the width of the Doppler profile of a line, for example, the 630-nm line, is
such that δλ/λ0 ∼ 10−6−10−5, we obtain

2λ0 ·δλ
2t

≤ 10−5 · λ
2
0

2t
and

(δλ)2

2t
≤ 10−10 · λ

2
0

2t
.

Neglecting these terms in the above equation and taking into account that the
deletion of δλ in the denominator of the multiplier 2f2

λ0+δλ results in the relative error

(
2f2

λ0
− 2f2

λ0 + δλ

)/
2f2

λ0 + δλ
=
δλ
λ0
≤ 10−5,
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we have

(R2 + δR2)2− (R1 + δR1)2 =
λ2

0

2t
· 2f2

λ0
= Δλ · 2f2

λ0
.

From the above formulas we obtain

δλ= Δλ ·
[

R2
1

R2
2−R2

1

− (R1 + δR1)2

(R2 + δR2)2− (R1 + δR1)2

]
=
Δλ · [R2

1− (R1 + δR1)2
]

Δλ · 2f2

λ0

,

whence

(R1 + δR1)2−R2
1 =−2f2

λ0
·δλ.

Now, introducing new designations by setting ΔR = R2−δR1 and δr = δR1 (see
Fig. 3.45), we obtain

− δλ
Δλ

=
(R1 + δr)2−R2

1

R2
2−R2

1

=
δr
ΔR
·
[

2R1 + δr
2R1 +ΔR

]
=
δr
ΔR
· 2R1 + δr

ΔR
· 1

1 +
2R1

ΔR

,

whence

δλ=−Δλ · δr
ΔR
· 1

1 +
2R1

ΔR

· 2R1 + δr
ΔR

.

When analyzing the last formula, it is necessary to take into account that the radii
increase toward the periphery, while the wavelengths increase toward the center.
The radius R1 corresponds to the intensity maximum of the first ring and to the
wavelength λ0. Let us agree that δr is a positive increment if the corresponding
point of the profile is farther from the center than the maximum. The corresponding
wavelength increment δλ will be of opposite sign to δr.

Since the expression (2R1 +δr)/ΔR is always positive irrespective of the sign of
δr, we have 2R > δr. Therefore, the sign of δλ is determined only by the sign of δr.
However, the absolute value of the expression (2R1 + δr)/ΔR depends on the sign
of δr. To find the full width of a profile at any level, it is necessary to add up the
absolute values of the wavelength increments corresponding to the displacements in
both directions from the radius R1 to the profile points lying at this level.

Let us designate the radius increments corresponding to the displacement out-
ward and inward in relation to the center by δrout and δrin, respectively, and intro-
duce similar designations for the respective wavelengths.

Taking into account that δrout > 0 and |δrout| = δrout, and also that δrin < 0 and
|δrin|=−δrin, we have

|δλout|= Δλ · |δrout|
ΔR

· 1

1 +
2R1

ΔR

· |2R1 + δrout|
ΔR

= Δλ · |δrout|
ΔR

· 1

1 +
2R1

ΔR

·
[

2R1

ΔR
+
|δrout|
ΔR

]
,
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|δλin|= Δλ · |δrin|
ΔR
· 1

1 +
2R1

ΔR

·
[

2R1

ΔR
− |δrin|
ΔR

]
.

Introducing new designations by setting

Δr = |δrout|+ |δrin| and δ= |δrout|− |δrin|,

we obtain the full width of the profile

δλ= |δλout|+ |δλin|= Δλ · Δr
ΔR
· 1

1 + 2R1/ΔR
·
[

2R1

ΔR
− δ
ΔR

]

= Δλ · Δr
ΔR
· 2R1/ΔR

1 + 2R1/ΔR
·
[

1− δ
2R1

]
;

or, setting

z =
2R1

ΔR
,

we obtain the formula

δλ= Δλ · Δr
ΔR
· z

1 + z
·
[

1− δ
2R1

]
= Δλ · Δr

ΔR
· z

1 + z
·
[

1− 1
z
· Δr
ΔR
· δ
Δr

]
.

The quantity δ/Δr characterizes the degree of asymmetry of the profile in relation
to its width. The asymmetry is caused by the nonlinear dispersion, and because of
this nonlinearity we have |δrin|> |δrout| and δ> 0. The factor z/(1+z) characterizes
the total broadening of the profile in a spectrum record in relation to the width of
the actually observed profile due to the nonlinearity of dispersion. Both factors, δ
and z/(1 + z), depend on the diameter of the ring under consideration. Therefore,
in practice, to reduce the asymmetry of the intensity distribution in the recorded
profile, it is necessary to adjust the interferometer so that the diameter of the first
ring be as large as possible.

The second part of the last formula can be used with tabulated data (Trunkovsky
and Semenov 1978). The values of δ/Δr can vary in the range 0.01–0.1, Δr/ΔR in
the range 0.1–1, and z in the range 1.5–3.

Based on the values of δλi, calculated by the formula

δλi = ρ ·
√

loge
I0

Ii
= 7.18 ·10−7 ·λ0 ·

√
T
M
·
√

loge
I0

Ii
,

the correlation plot is constructed (Fig. 3.46) and the line of regression is drawn
through the points with greatest “weights”, which, if the profile is of Gaussian type,
should pass through the origin of coordinates (Semenov 1975a). This procedure,
which is used in statistics, allows one to check whether the line profile is Gaussian
and whether the background intensity level from which running intensities of the
line are counted is drawn correctly, which is of particular importance for the profile
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Fig. 3.46 Relation between
the measured profile width (at
the levels of the normalized
intensity I/I0) and√

log10(I0/I). 1 – 630-nm
emission of the upper
atmosphere; 2 – 632.8-nm
emission of the calibration
source (Semenov 1975a)

wings. This gives the important advantage of using not only the halfwidth, but also
many points of the profile. It can be seen that the squared regression coefficient is
proportional to the estimated temperature Tmeas.

Thereafter a correction for instrumental broadening should be made. If the in-
strumental profile is well described by a Gaussian distribution, which was verified
by photographic recording (Trunkovsky and Semenov 1978), the relation

|δλmeas|2HW = |δλatm|2HW + |δλinstr|2HW ,

holds and the atmospheric temperature is equal to the difference between the mea-
sured temperature Tmeas and the temperature corresponding to the instrumental pro-
file of the device, Tinstr:

Tatm = Tmeas−Tinstr.

The error introduced in determining the temperature is calculated by using the
conventional formulas (Taylor 1982)

σ2
δλ =

1
N−2

·
N

∑
i=1

(
δλi−ρ ·

√
I0

Ii

)2

=
1

N−2
·
[

N

∑
i=1

(δλi)
2−2ρ ·

N

∑
i=1

(
δλi ·

√
I0

Ii

)
+ρ2 ·

N

∑
i=1

(√
I0

Ii

)2
]

,

σ2
ρ =

N ·σ2
δλ

N ·
[

N
∑

i=1

(√
I0
Ii

)2
]
−
[

N
∑

i=1

√
I0
Ii

]2 ,

which yield

σT = 2T · σρ
ρ

.

As considered above, in recording an immobile interference image, for exam-
ple, by photographing it or by using a matrix image detector, the directly obtained
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wavelength increment depends nonlinearly on the ring radius:

δλ=−Δλ · r2−R2
1

R2
2−R2

1

.

Since the Fourier analysis deals with the interval Δλ, it is necessary to choose
interval boundaries in the spectrum record near the analyzed profile such that for

r = rin,= Δλ/2 and r = rout,=−Δλ/2

the condition 0 ≤ δλ ≤ Δλ be satisfied, and the dependence of the wavelength in-
crement δλ on radius should be determined by the relation

δλ=
Δλ
2
−Δλ · r2−R2

1

R2
2−R2

1

.

In photometry, the interval under investigation is partitioned into equal intervals
δr, i.e., we have r = δr(j−1)+ rin, where j is the number of a point of partition, or

δλj

Δλ
= 1− δr(j−1)

√
R2

2−R2
1

·
⎡

⎣ δr(j−1)
√

R2
2−R2

1

+ 2
rins√

R2
2−R2

1

⎤

⎦ , where rins =

√
3R2

1−R2
2

2
.

A similar formula holds for rout =
√

R2
1+R2

2
2 . The previous formula demands that

the interferometer be adjusted so that the condition R2
R1

<
√

3 is satisfied. This con-
dition implies that the interval Δλ/2 should fall within the radius of the first ring,
and it is desirable, with some margin. Under real conditions, the partition step δr
is set by the electron-mechanical device producing the spectrum record. Therefore,
subject to the condition that

j = 1→ δλ= Δλ and j = p→ δλ= 0,

the number of points will be determined by the expression

p =

⎡

⎢
⎢
⎣1.5 +

√
R2

1 + R2
2

2
−
√

3R2
1−R2

2

2
δr

⎤

⎥
⎥
⎦ ,

where the square brackets denote the integer part of the number and 0.5 is added for
its correct rounding. Since the ring dimensions in emission profiles are different for
the sky and a laser (in obtaining characteristics of the instrumental profile), p and Δr
for them can be different.

Thus, a spectrum record is discretized linearly in r and appears nonlinearly par-
titioned in δλ. Therefore, the Fourier coefficients should be calculated by formulas
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which would take into account the step irregularity. If trapezoid formulas are used
to evaluate the integrals, we have

an =
1
2

p−1

∑
j=1

[
S(δλj)cos

2πn
Δλ
δλj +S(δλj+1)cos

(
2πn
Δλ
·δλj+1

)]
· (δλj+1−δλj),

bn =
1
2

p−1

∑
j=1

[
S(δλj) · sin

(
2πn
Δλ
·δλj

)
+S(δλj+1) · sin

(
2πn
Δλ
·δλj+1

)]
· (δλj+1−δλj),

cn =
1
2

p−1

∑
j=1

[
W(δλj) · cos

(
2πn
Δλ
·δλj

)
+W(δλj+1) · cos

(
2πn
Δλ
·δλj+1

)]
· (δλj+1−δλj),

dn =
1
2

p−1

∑
j=1

[
W(δλj) · sin

(
2πn
Δλ
·δλj

)
+W(δλj+1) · sin

(
2πn
Δλ
·δλj+1

)]
· (δλj+1−δλj).

Naturally, other numerical integration formulas can also be used.
The minimum of the function K(T) that corresponds to the sought-for Doppler

temperature T of an airglow emission can be found by a computer step-by-step
evaluation. The initial value of T is generally chosen at the level of the lower limit.

3.6.4 Photoelectric Spectrophotometry of Interferograms

Photoelectric interferograms are obtained on scanning the interference pattern im-
age by varying the optical thickness of the medium between the interference plates.
This can be realized by varying the pressure inside the interferometer or the distance
between the plates. In the latter case, piezoelectric cells changing their dimensions
on application of a dc voltage are used. In either case, the spectrum record obtained
shows a linear distribution of the wavelength along the abscissa (Fig. 3.47) (Her-
nandez and Turtle 1965).

Fig. 3.47 An interferogram
of the 557.7 (nm) emission
obtained by a photoelectric
method at scanning with the
help of change of pressure
within 15 min (Hernandez
and Turtle 1965)
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When the image of an interference pattern is projected on the plane of a round
diaphragm, since the path-length difference depends on the mirror spacing of the
standard source, t, on the index of refraction of the medium between the mirrors, n,
and on the inclination angle ϕ of interfering rays, the spectrum can be scanned by
varying any of these parameters.

The scanning by varying the mirror spacing demands high-precision mechan-
ical displacements. For these purposes, the best choice is to use barium titanate
piezoelectric cells which change their dimensions under the action of dc voltage.
In this case, however, there are difficulties with selection of cells having identical
properties.

Scanning by varying the gas pressure in photoelectric recording of signals was
actively used by Hernandez and Turtle (1965). It is best applicable if the spacing
t is large. The index of refraction of a gas, n, is related to the pressure p linearly
(Tarasov 1977; Lebedeva 1977; Ignatiev and Yugov 1995):

n−1 = (n0−1) · p
p0

,

where n0 is the index of refraction at normal pressure p0. For the angle of incidence
of rays on the interferometer close to zero, the interference order k is related to n
and t as

k =
2nt
λ

.

Estimates obtained with the above relations show that the scanning of a spectrum
by varying the gas pressure within 1 (atm) is appropriate at t over 10 (mm). One
of the most convenient way of providing a uniform pressure rise is to supply the
gas through a narrow capillary tube (∼0.01 (mm)), since the amount of gas flowing
through a capillary tube with a supersonic speed does not depend on the pressure
difference between the inlet and the outlet. For example, at an inlet pressure of about
2.5 (atm), the pressure rise in the chamber was uniform to within 1.5(%).

Under the conditions of measurements of the nightglow emissions, whose inten-
sities were some tens to hundreds of Rayleighs, the time required for scanning one
or two rings was about 15 (min) even at plate diameters of∼120 (mm). To eliminate
the time variations in emission intensity, it was necessary to perform simultaneous
intensity measurements with a photometer.

The method of varying the angle of inclination of the interferometer plates with a
small spacing (t∼ 60(μm)) was successfully used in measuring the intensity of the
656.3-nm Hα emission (Shcheglov 1967a; Fishkova 1983). In this case, a Fabry–
Perot interferometer was used as a narrow-band filter with a spectral bandpass of
3.6 (nm), naturally, in combination with a conventional interference light filter with
a bandpass of 2–3 (nm).

The inclination angle can be varied periodically with the use of any swinging
device. In a device of this type, a standard light source and an interference light
filter (Lyakhov and Managadze 1975; Potapov et al. 1978) are placed in a rotating
disk inclined at an angle α/2 to a plane perpendicular to the optical axis of the
device as a whole in which the standard source is also at an angle α/2 to the disk
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plane. In this case, as the disk is rotated, the inclination angle of the standard source
periodically varies from zero to α.

In photoelectric recording of interference images by means of scanning, the
recorded profiles of emission lines have a linear scale wavelength. In this case, nat-
urally, alongside with the desired signal, a noise component is present. To eliminate
the noise and, simultaneously, the instrument function of the standard source, it was
proposed to apply the Fourier analysis method to the obtained spectrum records
(Hays and Roble 1971; Killeen and Hays 1984). To do this, it is necessary to repre-
sent the measured (S(δλ)) and the instrumental profile (W(δλ)) as Fourier series:

S(δλ) =
a0

2
+

∞

∑
n=1

[
an · cos

(
2πn
Δλ
·δλ
)

+ bn · sin

(
2πn
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·δλ
)]

=
a0

2
+

∞

∑
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Sn · cos

(
2πn
Δλ
·δλ−ψn

)
,

W(δλ) =
c0

2
+

∞

∑
n=1

[
cn · cos

(
2πn
Δλ
·δλ
)

+ dn sin

(
2πn
Δλ
·δλ
)]

=
c0

2
+

∞

∑
n=1

Wn · cos

(
2πn
Δλ
·δλ−ψn

)
.

Here Δλ is the spectral interval of the interferometer, i.e., the distance between
the maxima on the wavelength scale:

Δλ=
λ2

2t
.

The Fourier coefficients are given by

an =

Δλ/2∫

−Δλ/2

S(δλ) · cos

(
2πn
Δλ
·δλ
)

dδλ, bn =

Δλ/2∫

−Δλ/2

S(δλ) · sin

(
2πn
Δλ
·δλ
)

dδλ,

cn =

Δλ/2∫

−Δλ/2

W(δλ) · cos

(
2πn
Δλ
·δλ
)

dδλ, dn =

Δλ/2∫

−Δλ/2

W(δλ) · sin

(
2πn
Δλ
·δλ
)

dδλ,

the harmonic amplitudes by

Sn =
2
Δλ
·
√

a2
n + b2

n, Wn =
2
Δλ
·
√

c2
n + d2

n,

and the phases, in units of Δλ, by

ψn =
Δλ
2πn
· arctg

bn

an
, ψ′n =

Δλ
2πn
· arctg

dn

cn
.
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Since

I(δλ) = I0 · exp

[
− (δλ)2

(δλD)2

]
,

where

δλD =
λ0

c
·
√

2kNT
M

and

S(δλ) =
∞∫

−∞
I(δλ)·W(δλ− δλ′) ·dδλ′,

we have

ST(δλ) = A0 +
∞

∑
n=1

Wn · e−
n2

4 ·γ·T · cos

(
2πn
Δλ
·δλ
)

,

where

γ=
4π2

(Δλ)2 ·β and β=
2kN ·λ2

0

M · c2 .

For an instance, β (557.7(nm)) = 3.5417403 · 10−8 and β (630.0(nm))
= 4.5833681 ·10−8.

The functions S(δλ) and ST(δλ) can be compared by the method of least squares,
according to which the function

K(T) =
∫

[S−ST]2 dx or K(T) =
N

∑
n=1

S2
n−

[
N
∑

n=1
Wn ·Sn · e−

n2

4 ·γ·T
]2

N
∑

n=1
W2

n · e−
n2

2 ·γ·T

should have a minimum for the sought-for temperature. As a rule, the number of
harmonics N≤ 8 (Hays and Roble 1971).

The function K(T) is cuspidal in character and has one extremum. It can be ap-
proximated well enough by a polynomial of the fourth degree. The use of a second-
order parabola (Hays and Roble 1971) is possible only within a narrow range of T
values, and this is inconvenient in practice. Thus, if we assume that

K(T) = A+ B ·T + C ·T2 + D ·T3 + E ·T4

and introduce T = T0 ·m, then, setting m = 1, 2, 3, 4, and 5, we can obtain K1, K2,
K3, K4, and K5 and construct the system of equations
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A+ B ·T0 + C ·T2
0 + D ·T3

0 + E ·T4
0 = K1,

A+ 2B ·T0 + 4C ·T2
0 + 8D ·T3

0 + 16E ·T4
0 = K2,

A+ 3B ·T0 + 9C ·T2
0 + 27D ·T3

0 + 81E ·T4
0 = K3,

A+ 4B ·T0 + 16C ·T2
0 + 64D ·T3

0 + 256E ·T4
0 = K4,

A+ 5B ·T0 + 25C ·T2
0 + 125D ·T3

0 + 625E ·T4
0 = K5.

The solution of this system yields the coefficients of the equation:

Q4 = 24E ·T4
0 = K5−4K4 + 6K3−4K2 + K1,

Q3 = 24D ·T4
0 =−10K5 + 44K4−72K3 + 52K2−14K1,

Q2 = 24C ·T4
0 = 35K5−164K4 + 294K3−236K2 + 71K1,

Q1 = 24B ·T4
0 =−50K5 + 244K4−468K3 + 428K2−154K1.

To obtain the value of T from the minimum K(T), it is necessary to solve the
equation

4E ·T3 + 3D ·T2 + 2C ·T + B = 0

or
T3 + 3d ·T2 + 2c ·T + b = 0,

where

d =
Q3

4Q4
·T0, c =

Q2

4Q4
·T2

0, b =
Q1

4Q4
·T3

0.

Introducing

p =

[
2
3
· Q2

4Q4
−
(

Q3

4Q4

)2
]

·T3
0, q =

[(
Q3

4Q4

)3

− Q3

4Q4
· Q2

4Q4
+

1
2
· Q1

4Q4

]

·T2
0,

which are coefficients of the equation

y3 + 3py2 + 2q = 0,

we obtain

p3

q2 =

[
2
3
· Q2

4Q4
−
(

Q3

4Q4

)2
]3

[(
Q3

4Q4

)3

− Q3

4Q4
· Q2

4Q4
+

1
2
· Q1

4Q4

]2 ,

whence
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.

Since the actual temperature range is 200–1800 (K), we can use in calculations
the T0 values that correspond to a particular type of emission. For example, for
the 630-nm emission we have T0∼350–400(K) and for the 557.7-nm emission
T0∼100–150(K).

As considered above, in photoelectric recording of an immobile interference im-
age, for example, with matrix image detectors, a directly obtained spectrum record
shows a nonlinear dependence on the ring radius and its processing is carried out as
described in Sect. 3.6.3.

3.6.5 Spectral Analysis of Time Series

In investigations of time variations of the intensity and temperature of airglow emis-
sions a need arises to reveal regular variations with various time scales: daily, lunar
phase, seasonal, and long term. The last, in turn, include quasi-biennial, 5.5-yr, and
11-yr solar cycles, as well as secular scales. Some variations can be superimposed
by disturbed changes caused by geomagnetic storms. It is quite natural that to sep-
arate these components, it is necessary not only to analyze carefully the formal
spectral composition of the variations, but also to consider the physical nature of the
involved phenomena.

In this connection, it is necessary to consider various analyses of the data con-
stituting the time sequence. The first and most natural and customary method is
Fourier analysis.

It is quite natural that the time series of the characteristics of the Earth’s airglow,
by virtue of its optical specificity, are not ideally continuous. Hence, time inter-
vals for which there are no data are inevitable. Therefore, an understanding of the
laws of the variations and a certain skill to reveal their properties are required. Any-
way, in analyzing the behavior of processes which occur on smaller time intervals,
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regularities for more long-term variations should be revealed and eliminated from
the analyzed data.

The spectrum analysis of time series is most applied in investigations of internal
gravity waves since, in this case, the variation phases are not known in advance.

In the presence of random outliers of the high-frequency component type, it
is practical in some cases to perform smoothing by means of numerical windows
whose character affects the results of the spectral analysis (Harris 1978). An im-
portant feature of the spectral analysis is that each signal under processing should
have a finite duration. The signal duration can be varied, which, in some cases, is
necessary for obtaining reliable information (see Fig. 3.51), but it should necessar-
ily be finite. In processing signals of finite duration, interesting and interdependent
problems arise which must be considered in the course of analysis. The finiteness
of the interval of observation affects the resolvability of periods with small ampli-
tudes in the presence of close periods with strong amplitudes, the resolvability of
oscillations of varying frequency, and the accuracy of estimates of the parameters of
all mentioned signals. Therefore, smearing of a signal or spectral leakage from the
continuum may occur.

The reason for the smearing is that signals with frequencies other than basic ones
are aperiodic in the observation window. If the recorded signal is incommensurable
in duration with the observation interval, the periodic extension of the signal will
have discontinuities at the interval boundaries. These discontinuities make spectral
contributions at all basic frequencies, thereby smearing the signal. The windows
represent weighting functions, which are used to reduce the smearing of spectral
components resulting from the finiteness of the observation interval. Therefore, the
action of a window on a data array (as a multiplicative weighting function) consists
in reducing the order of a discontinuity at the boundary of the periodic extension.
To provide this, the weighed data should smoothly tend to zero at the boundaries
of the interval, so that the periodic extension of the signal be continuous up to the
derivatives of higher orders.

In Fourier analysis, windows are used to diminish undesirable spectral leakage
effects. Windows affect many characteristics of a harmonic processor, such as the
detection ability, resolving ability, dynamic range, reliability, and realizability of
computing operations (Harris 1978).

One of these features is considered in Sect. 3.6.6.
The time series of emission intensities and temperatures measured in various

regions of the sky, even in visual examination, sometimes testify to the presence
of perturbations propagating in the upper atmosphere. Examples of such data were
presented in a number of publications. In these series it is possible to distinguish,
even visually, perturbed sections (trains), to evaluate their delay relative to each
other, and thus to solve the problem of finding the azimuth and propagation velocity
of IGWs. For doing this, it is convenient to apply the method of mutual correlation
functions, Rlm(r), which are determined for a delay r:

Rlm(r) =
1

(N− r) ·√σl ·σm
·

N−1

∑
s=1

∣
∣Ti(s)−Tl

∣
∣
∣
∣Tm · (s+ r)−Tm

∣
∣.
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Here Tl and Tm are the time series under investigation with variances σl and σm

and averages T1 and Tm. The presence of a maximum Rlm(r) for a delay r can be
interpreted as if the series Tl(s) is shifted relative to the series Tm(s) by r corre-
sponding to the time interval δtlm = r ·Δ, where Δ is the sampling interval. When
measurements are performed at three points (1, 2, and 3), for IGWs the obvious
condition should be fulfilled:

δt1,2 + δt2,3 + δt3,1 = 0.

For all maxima of the correlation functions that satisfy this condition, the IGW
azimuth and propagation velocity can be determined from the known coordinates of
the observation points.

However, this method has a number of major disadvantages. First, it gives no
information about important IGW parameters, such as amplitude and period. More-
over, in analyzing the mutual correlation functions, a significant number of maxima
are almost always detected for the delays that satisfy the above condition, compli-
cating the interpretation of results and sometimes even making it impossible.

This is due to many disturbances hampering the recording of the effect and the
superposition of IGWs with different periods. These are instrumental noises, various
distorting factors in the surface air (variations of the transparency, highlights from
urban lights), and the variations of the structural parameters of the atmosphere re-
lated to the circulation at the altitude of the emission layer. Therefore, to determine
reliably IGW parameters (amplitude, period, azimuth, and propagation velocity),
statistical methods should be applied to select a signal on the noise background.
Based on these methods, widely described in the literature (see, e.g., Serebryan-
nikov and Pervozvansky 1965; Bendat and Piersol 1966; Jenkins and Watts 1969),
a procedure for processing time series of temperatures obtained as a result of ob-
servations of hydroxyl emission variations at three points of the firmament has been
developed.

The procedure of processing spectrographic and photometric data consists of two
stages. First of all, it is necessary to determine temperatures at three observation
points and then select a desired signal (IGW, in our case) from the obtained time
series by spectral analysis and determine its characteristics. As to the first stage, it
has some features related to the peculiarities of the operation of spectrographs and
photometers. The second stage is absolutely identical for spectrographic and pho-
tometric data. The procedure of primary processing of spectrographic observations
has already been described. A description of the primary processing of photometric
observations is given below.

As described above, the information coming from a photometer consisted of six
readings of the dark background in the beginning of observations, xo

db, an array
of skyglow readings, and six readings of the background at the end of observations
xN

db. The array of skyglow readings was subdivided into groups of six numbers, each
group corresponding to one cycle of sequential observation of the sky at three points
and each number corresponding to a certain arrangement of the filter and mirrors,
i.e., each number of this array is represented as xijn, where i = 1, 2 is the number of
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the filter position; j = 1, 2, 3 is the number of the mirror position, and n = 1, 2, 3...
N is the cycle number.

The temperature at each of the three points of the sky was determined by the ratio
of the readings corresponding to two different positions of the filter. To take into
account a possible variation of the dark background during a night, its arithmetic

mean values were determined at the beginning of observations, xo
db =

1
6
·

6
∑
1

xN
db, and

at their end, xN
db =

1
6
· 6
∑
1

xN
db, and then the value of the dark background corresponding

to the nth cycle was found by the formula

xdb(n) = xo
db +

n
N

(xN
db−xo

db).

The temperature at the jth point of the sky for the nth cycle was determined as

Tjn =
x1j(n)−xdb(n)
x2j(n)−xdb(n)

·K,

where K is the calibration factor. These operations yield three series of length N for
the temperature Tn that correspond to the three observation points, and each value
within this series is taken with a time interval Δ. Each series can be represented
as the sum of three components: a desired signal which is present in the form of
one or several periodic components corresponding to IGWs of different periods (1);
random noises (2); and a slowly varying low-frequency component which can be
superimposed on the desired signal (3). To analyze the desired signal, it is necessary
to select it from the measurement data.

The effect of noises is that they increase the variance of spectral estimates, and
therefore spectral density maxima appear at high frequencies, which cannot be in-
terpreted as IGWs. To reduce the effect of noises, it is necessary to smooth the data.
Usually a smoothing filter has the form

Tn =
m

∑
k=−m

ωk ·Tn+k,

where Tn are smoothed values of temperature and ωk is the so-called weighting
function.

For smoothing with equal weights ωk = 1/(2m + 1), the filtering procedure is
equivalent to the smoothing of a time series by a rectangular window of width (2m+
1) ·Δ. The frequency characteristic of such a filter is given by

H(f) =
sin |(2m + 1)πf ·Δ|
(2m + 1) · sinπfΔ

.

The value of m was chosen proceeding from the form of this frequency char-
acteristic, and it was also taken into account that the IGW periods are longer than
the Brunt–Väisälä period τg ∼ 5.2(min). For the photometer, m = 3 was chosen. In
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processing the data of spectral observations, m was varied from 1 to 3 depending
on exposure time. This corresponded to an averaging time interval of 10.5 (min) for
the photometric data and 7–12 (min) for the spectral data. Moreover, smoothing of
initial data reduces the variance for the process under investigation, which is espe-
cially important in processing photometer readings whose distribution is statistical
in character. In this case, the statistical error of an individual measurement decreases
on smoothing by a factor of

√
2m + 1 because of the increase in the total number of

photons making a contribution to this measurement.
If the observation period is less than the period of the low-frequency component,

the time series under investigation represents a fluctuating process with a slowly
varying mean (trend). Without going into the physical nature of the processes re-
sponsible for the occurrence of this trend, it should be noted that it distorts the spec-
trum of the desired signal because of low-frequency power leakage (Jenkins and
Watts 1969). Therefore, to reduce the shift of spectral estimates, the trend should
be filtered. A filter of first differences, T̃n = Tn−Tn−1, is generally used. However,
for the case under consideration, such a filter is unacceptable since its frequency
characteristic (Jenkins and Watts 1969) can distort the signal spectrum at low fre-
quencies. Therefore, to eliminate the trend, a procedure based on selection of a trend
of known functional form by the method of least squares was used. It is well known
(Taranova 1967; Takahashi et al. 1974) that the overall smoothed run of the hy-
droxyl emission rotational temperature within a night (6–7 (h)) shows no more than
one extremum (see, e.g., Fig. 3.14). Besides, the geophysical conditions of the pro-
cesses responsible for the generation of IGWs in active meteorological structures
and propagation of IGWs in the region of their recording indicate that it would be
practical to investigate the obtained time series within periods of about 3–4 (h). All
this gives sufficient grounds to approximate the trend by a parabola:

Tn = ao + a1 ·n + a2 ·n2,

though other analytic representations can also be used (Chetyrkin 1975).
To determine the coefficients αo, α1, and α2, a system of normal equations was

composed:

αo ·N+α2 ·∑n +α2 ·∑n2 =∑Tn,

αo ·∑n+α1 ·∑n2 +α2 ·∑n3 =∑nTn,

αo ·∑n2+α1 ·∑n3 +α2 ·∑n4 =∑n2Tn..

The determinant of this system of equations is

D =

∣
∣
∣
∣∣
∣

N∑n∑n2

∑n∑n2∑n3

∑n2∑n3∑n4

∣
∣
∣
∣∣
∣
=

N3 · (N2−1
)2 · (N2−4

)

2160
.

With a conventional notation for the minors of this determinant: A1,1, A1,2, etc.,
the solutions are written as
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α0 =
A1,1 ·∑Tn + A2,1 ·∑nTn + A3,1 ·∑n2Tn

D
,

α1 =
A1,2 ·∑Tn + A2,2 ·∑nTn + A3,2 ·∑n2Tn

D
,

α2 =
A1,3 ·∑Tn + A2,3 ·∑nTn + A3 ·∑n2Tn

D
,

or

a0 =
30

N · (N−1) · (N2−2)
·

N

∑
n−1

Tn ·
[

n2− 3
5
(2N+1) ·n+

1
10

(3N2 +3N+2)
]
,

a1 =
−180

N · (N−1) · (N2−4)
·

N

∑
n−1

Tn ·
[

n2− (2N+1) · (8N+11)
15(N+1)

·n+
1

10
(N+2) · (2N+1)

]
,

a2 =
180

N · (N2−1) · (N2−4)
·

N

∑
n−1

Tn ·
[

n2− (N+1) ·n+
1
6
(N+1) · (N+2)

]
.

The coefficients of the parabola completely determined the character of the trend.
The low-frequency component determined in such a way was then subtracted from
the initial series Tn:

T̃n = Tn− (αo +α1 ·n +α2 ·n2).

All subsequent operations were performed with filtered series T̃n. In many cases
of data processing, the square term of the trend approximation was small enough.

The results of trial calculations have shown that the use of polynomials of higher
orders for selection of the trend form is inexpedient.

The next stage in processing time series is the construction of a so-called peri-
odogram. A time series is represented as the sum of N/2 cosine functions whose
frequencies are divisible by the base frequency f1 = 1/N ·Δ:

T̃n =
2Δ
N
·

N/2

∑
p=1

Bp · cos(2π ·n · f1 +ϕp).

Here Bp is the amplitude and ϕp is the phase of the pth harmonic. The amplitude
and phase can be expressed in terms of Fourier coefficients:

Bp(τp) =
√

Re2(p)+ Im2(p); ϕp(τp) = arctg

[
− Im(p)

Re(p)

]
,

Re(p) =
N

∑
n=1

T̃n · cos(2π ·p ·n · f1), Im(p) =
N

∑
n=1

T̃n sin(2π ·p ·n · f1).

It is more practical to use a spectrum of phases restricted by the interval [−π, π].
To obtain a variation of ϕp(τp) on this interval, it suffices to analyze the signs of the
real and imaginary parts of the Fourier transform for the frequency fp and to find the
value of ϕ′p. Thus, for finding the phase we have the following conditions:
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Re = 0, Im = 0, ϕ′ = 0,

Re < 0, Im = 0, ϕ′ =−π,
Re > 0, Im = 0, ϕ′ = π,
Re = 0, Im < 0, ϕ′ =−π/2,

Re < 0, Im < 0, ϕ′ = ϕ−π,
Re > 0, Im < 0, ϕ′ = ϕ,
Re = 0, Im > 0, ϕ′ = π/2,

Re < 0, Im > 0, ϕ′ = ϕ+π,
Re > 0, Im > 0, ϕ′ = ϕ.

If the length of the observation data series is small, the frequency step Δf =
1/N ·Δ can be too large and there is a risk to miss a maximum of interest in the
periodogram. Therefore, to obtain a more detailed plot of the spectral density, the
latter should be calculated with a step smaller than 1/N ·Δ by a factor of two or three.
Though in this case the spectral density estimates at the next frequencies become
correlated, the positions of maxima in periodograms can be determined with high
accuracy.

Subsequently the spectra of the phases of temperature time series measured at
three points of the sky are used to determine the azimuth and velocity of propaga-
tion of IGWs. For a wave of frequency ω = 2πf which propagates in the xy-plane
with velocity C (see Fig. 3.43), the wave vector is determined as K = ω

|C| ·C. The
oscillation phase ϕi, measured at a point with coordinates (xi, yi), is related to the
wave vector components kx and ky as

ϕi = ϕ0 + kx ·xi + ky ·yi,

where ϕ0 is the phase at the point zero. It is well known that

|k|=
√

k2
x +k2

y; the velocity of a wave C =
ω
|k| =

2π
|k| ; and its azimuth A∗ = arctg

(
−ky

kx

)
.

However, the direction of counting of the angle A∗ differs from the astronomical
azimuth A and is related to it as A = A∗+ 270◦. Therefore, we have

A = arcctg

(
−ky

kx

)
= arctg

kx

ky
.

Thus, the values of kx and ky are determined for the base triangle from the system
of equations

kx ·x1 + ky ·y1 +ϕ0 = ϕ1;

kx ·x2 + ky ·y2 +ϕ0 = ϕ2;

kx ·x3 + ky ·y3 +ϕ0 = ϕ3.
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In our case, it turned out that a simpler way was to determine the wave azimuth
and velocity for all calculated frequency values and detect a wave by the spectral
density maximum at one or another frequency at all three vertices of the measuring
triangle.

To validate this way of determination of the wave parameters at a given fre-
quency, the correlation between the temperature variations at three points was esti-
mated by means of the coefficient of coherence (Potapov et al. 1978).

When all three coefficients of coherence at a given frequency f were greater than
some threshold value depending on the data series length, it was considered that a
wave with a period τ = 1/f passing through three points of the firmament had been
detected. For usually investigated data series the threshold value of the coefficient
of coherence was chosen in the range from 0.6 to 0.9, depending on the data series
length, following a well-known procedure (Jenkins and Watts 1969). It should be
noted that practically in all cases the presence of a spectral density maximum was
confirmed by a high value of the coefficient of coherence.

The above algorithm served as a basis in developing data processing codes.
The operation of a code was first mustered on artificial series. Three series were

formed, each consisting of two sinusoids of different periods shifted in phase rela-
tive to each other. Then these series were clogged with random numbers distributed
by a normal law. The variance of these random numbers, i.e., the noise level, var-
ied over a wide range. As a result of the operation of the code it turned out that
the parameters of a wave (amplitude, period, azimuth, and velocity of propagation)
can be determined confidently for the noise level approaching 100(%) of the wave
amplitude.

The error of the determination of the wave phase, Δϕ, was ∼0.3 (rad), while the
errors of the period, Δτ, was of the order of the sampling interval.

In particular cases, in addition to harmonic Fourier analysis, other methods
should be used. In a spectral analysis of oscillatory processes within obvious time
intervals, such as a day, the phase age of the Moon, and a year, harmonics are calcu-
lated whose periods are divisible by these time intervals. For oscillatory processes
with fuzzy time limits, such as biennial, formal procedures of Fourier analysis or
wavelet transformation (Astafieva 1996), which have been widely used for many
years, are inefficient. Repeated analyses by these methods gave no insight into the
physical nature of such a process.

It turned out that to elucidate the character of the quasi-biennial variations of both
solar activity and atmospheric phenomena, numerical filtering of data is necessary
for eliminating both seasonal and 11-yr variations, which was proposed by Ivanov-
Kholodnyi et al. 2000a,b). This was considered in detail in Sect. 1.6.2. Here it can
be mentioned that the filtering procedure involved the calculation of the second
differences of the time series aimed at elimination of the seasonal variations and
solar activity effects during the cycle. It turned out that this process is not harmonic
(Fadel et al. 2002; Kononovich and Shefov 2003) and it is described by the Airy
function. Therefore, the results obtained by harmonic methods (Labitzke and van
Loon 1988; Gruzdev and Bezverkhnii 1999, 2000, 2003) formally yield a mean
period and give no idea of the physical process (Shefov and Semenov 2006).
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For cases like this, the “Caterpillar” method of principal terms of time series
(Danilov and Zhiglyavsky 1997) can be successfully used for which a developed
processing code is given in the cited publication.

Attempts to analyze the long-term series of 11-yr solar cycles with the use of
Fourier transforms do not consider the circumstance that the variations in each cy-
cles are determined by aperiodic relaxation processes which cannot be “squeezed”
in any harmonic sequence.

3.6.6 Spectral Characteristics of IGW Trains Detected
in the Upper Atmosphere

The observed variance of the amplitudes of internal gravity waves (IGWs) detected
in the mesopause region in their spectral dependence on period has a normal distri-
bution and it is substantially greater than possible errors.

Spectral analysis of the wave trains of short duration generated by tropospheric
gusts shows that this is due to the fact that the amplitudes of detected spectral com-
ponents depend on the degree of attenuation of the oscillations in the train. The
degree of attenuation, in turn, depends on the conditions of IGW generation which
are determined by the interaction of the wind flow with an obstacle. To reveal these
conditions, the harmonics were calculated analytically for various durations of the
interval of the detected train portion and its position relative to the beginning of the
train.

Long-term observations of IGWs in the upper atmosphere, in particular, mea-
surements of the characteristics of hydroxyl emission (Krassovsky et al. 1977, 1978;
Novikov 1981; Spizzichino 1971), have revealed that the dependence of the wave
amplitude δT on period τ is described by the universal formula

(δT/T)2 ∼ τ 5/3,

where T is the atmospheric temperature.
Records of wave disturbances in the downwind regions of the Urals (Semenov

et al. 1981; Shefov et al. 1983; Shefov and Pertsev 1984) and Caucasus Mountains
(Sukhodoev et al. 1989a,b; Sukhodoev and Yarov 1998; Shefov et al. 1999, 2000)
have shown that mountain obstacles generate various wave trains whose phases de-
pend on the speed and fluctuations of the slip wind.

The observed variance of some values of wave amplitudes relative to the average
regression dependence on period is greater than possible measurement errors and,
therefore, it has a real physical content. Besides the seasonal variations of atmo-
spheric characteristics (Semenov 1988), the finite duration of the generated wave
trains and the random relative time position of a train and the time period of its
recording should also have an effect. This inevitably should result in underestimated
IGW amplitudes.
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The spectral dependences of IGW amplitudes δT on periods τ reported in a num-
ber of publications (Krassovsky et al. 1977, 1978; Novikov 1981; Spizzichino 1971)
were obtained by spectral analysis of time series of length from two to several hours.
It is obvious, however, that this time interval was arbitrarily superimposed on the
wave train.

The measurement data obtained near the Caucasian ridge with an eight-channel
photometer, whose visual fields were distributed in a certain manner in the region
of the hydroxyl emission layer over the downwind region of the mountains, have
revealed a substantial nonuniformity of the wave field in the horizontal region cov-
ered by the eight-channel device (∼50 (km)) (Sukhodoev et al. 1989a,b). According
to the measurements, appreciable fluctuations of the wave amplitudes and periods
were observed in some sections of the emission layer (at ∼87 (km)) which seem to
result from the irregularity of the underlying surface and wind field and from fluctu-
ations of gusts responsible for the appearance of local wave sources. Undoubtedly,
for sighting regions corresponding to large zenith angles, additional spatial smooth-
ing of the recorded waves by the apertures of spectroscopic instruments can take
place (Shefov 1989).

Analysis of the dependences of the calculated amplitudes of IGWs on their peri-
ods (Novikov 1981) shows (Fig. 3.48) that there is some difference from the exper-
imental, reliably established τ5/3 dependence (Krassovsky et al. 1977, 1978) and
also from a theoretically derived relation (Obukhov 1988). Figure 3.49 presents
statistical distributions of the deviations of measured amplitudes, Δ log10(δT/T),
from the relation δT/T∝ τ5/6 (Shefov and Semenov 2004). The sampling was made
for several intervals of periods (Δ log10 τ=0.4). As follows from these data, the dis-

Fig. 3.48 Dependence of the
IGW amplitudes on their
period (Novikov 1981)



3.6 Measurement Data Processing 375

Fig. 3.49 Mean distributions
of the number of deviations
(N) of the measured IGW
amplitudes, Δ log10(δT/T)
from the relation δT/T∼ τ5/6

for various period intervals τ
(Δ log10 τ=0.4). Time
intervals: 12–32 (A), 32–80
(B), 80–200 (C), and
200–500 (D) (Shefov and
Semenov 2004)

tributions are well described by the normal law (correlation factor r =0.999, 0.997,
0.995, and 0.999, respectively), suggesting that the observed deviations were ran-
dom in character. The variances σ of these distributions decrease with increasing
periods τ according to the empirical relation

σ
[
Δ log10

δT
T

]
= (0.248±0.012)− (0.054±0.0058) log10

τm

τ0
,

where τm = 22, 56, 140, and 350 (min) and, for the chosen intervals, τ0 = 1(min).
It can clearly be seen that the calculated amplitudes decrease with increasing

periods. It should be stressed that, according to the requirements of the standard
spectral analysis, the condition T0/τ ≥ 3, where T0 is the analyzed time series in-
terval, was satisfied. The decrease in IGW amplitudes for the periods ∼7–15 (min)
is most likely due to the fact that not all IGWs pass through the middle atmosphere
(Gossard and Hooke 1975).

The variations of the revealed (measured) amplitude deviations (Novikov 1981)
from the theoretical relation can be approximated by a square polynomial in log10 τ:
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log10

⎡

⎢
⎢
⎣

(
δT
T

)

meas(
δT
T

)

theor

⎤

⎥
⎥
⎦=−0.2856 + 0.4221 · log10

τ
τ0
−0.1642 ·

(
log10

τ
τ0

)2

,

where τ is expressed in minutes and τ0 = 1(min).
Theoretical estimates of the possible oscillations propagating upward from the

regions of their origin testify to the attenuation character of the trains including sev-
eral periodic oscillations. The basic time dependence of the oscillation amplitudes
has the form (Chunchuzov 1988, 1994)

δT = δT00

(
2πt
τ

)1/2

exp

(
−2πt
ατ

)
cos

(
2πt
τ

+
π
4

)
.

Here τ and δT00 are the wave period and amplitude, respectively; t is the time
elapsed from the beginning of the wave train; α is the attenuation parameter deter-
mined by the width a of the obstacle of height Z to which the wave propagates and
by the zenith angle of its propagation θ, namely,

α=
Z

a · sinθ · cosθ
or

α=

Z
a

(
τ
τg

)2

[(
τ
τg

)2

−1

]1/2
∼ Z

a
· τ
τg

since the Brunt–Väisälä period τg ∼ 5.2(min) for altitudes up to 100 (km). For the
initial time t0 of the measurement interval from 0 to T0 the formula for the train
oscillation amplitude can be represented as

δT = δTmax

√

2e
2π(t− t0)
ατ

exp

[
−2π(t− t0)

ατ

]
cos

[
2π(t− t0)

τ
+
π
4

]
,

since the maximum amplitude δTmax of the curve enveloping the wave train is
given by

δTmax = δT00 ·
√
α
2e

.

This formula takes into account the circumstance that the oscillation could ap-
pear earlier or later than the starting of the procedure of recording of the radiation
modulated by this oscillation.
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Fig. 3.50 Examples of wave
trains for various values of
the parameter α (Shefov and
Semenov 2004)

Examples of trains calculated by this formula for various values of α are shown
in Fig. 3.50.

In a Fourier analysis of the oscillations observed during a time period T0 for the
above train of damped oscillations, the Fourier coefficients are determined by the
formulas

an = 2

√
2e
α
· δTmax

T0

T0∫

0

[
2π(t− t0)

τ

]1/2

·exp

[
2π(t− t0)
ατ

]
· cos

[
2π(t− t0)

τ
+
π
4

]
· cos

2πnt
T0

dt,

bn = 2

√
2e
α
· δTmax

T0

T0∫

0

[
2π(t− t0)

τ

]1/2

· exp

[
2π(t− t0)
ατ

]
· cos

[
2π(t− t0)

τ
+
π
4

]
· sin

2πnt
T0

dt.

Introducing new designations by the relations

X = t/T0, X0 = t0/T0, 2πT0/τ= 2πk,
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we obtain

an = δTmax

√
2e
α
√

2πk

1−X0∫

−X0

√
Zexp

(
−2πk(X−X0)

α

)

×
{

cos
[
2π(k−n)Z− (2πnX0− π4 )

]
+cos

[
2π(k+n)Z+(2πnX0 +(2πnX0)+

π
4
)
]}

dZ,

bn = δTmax

√
2e
α
√

2πk

1−X0∫

−X0

√
Zexp

(
−2πk(X−X0)

α

)

×
{
−sin

[
2π(k−n)Z− (2πnX0− π4 )

]
+ sin

[
2π(k+n)Z+(2πnX0 +

π
4
)
]}

dZ,

whence

an = δTmax

√
2e
α
√

2πk
[
C1n cos(2πnX0− π4 )+ C2n cos(2πnX0 +

π
4
)

+S1n sin(2πnX0− π4 )−S2n sin(2πnX0 +
π
4
)
]
,

bn = δTmax

√
2e
α
√

2πk
[
C1n sin(2πnX0− π4 )+ C2n sin(2πnX0 +

π
4
)

−S1n cos(2πnX0− π4 )+ S2n cos(2πnX0 +
π
4
)
]
,

where

C1n =
1−X0∫

−X0

√
Y · exp

(
−2πkY

α

)
· cos [2π(k−n)Y]dY,

C2n =
1−X0∫

−X0

√
Y · exp

(
−2πkY

α

)
· cos [2π(k + n)Y]dY,

S1n =
1−X0∫

−X0

√
Y · exp

(
−2πkY

α

)
· sin [2π(k−n)Y]dY,

S2n =
1−X0∫

−X0

√
Y · exp

(
−2πkY

α

)
· sin [2π(k + n)Y]dY,

where Y = X−X0. Calculation of the functions C and S based on the data by
Prudnikov et al. (1981) yields the relations
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CC(W) =
√
π(U2 + V2)

2(β2 + ξ2)3/4
· cos(

3
2
μ− δ)−

√
W

β2 + ξ2 · exp(−βW) · cos(μ+ ξW),

SS(W) =
√
π(U2 + V2)

2(β2 + ξ2)3/4
· sin(

3
2
μ− δ)−

√
W

β2 + ξ2 · exp(−βW) · sin(μ+ ξW),

where

sinμ=
ξ

√
β2 + ξ2

; cosμ=
β

√
β2 + ξ2

.

Here β= 2πk/α, ξ= 2π (k±n),

cosδ=
U√

U2 + V2
, sinδ=

V√
U2 + V2

.

The functions U and V correspond to the representation of the function

erf z =
2√
π
·

z∫

0

e−x2
dx

of a complex argument in the form

erf (ρ+ iη) = U(ρ,η)+ iV(ρ, η),

where the argument is determined by the relation

ρ+ iη=
√

(β+ iξ)W = (β2 + ξ2)1/4 ·
√

W · cos
μ
2

+ i · (β2 + ξ2)1/4 ·
√

W · sin
μ
2
.

As follows from the above formulas,

ρ= 2

√
πk
α
·
(√

α2 ·
(

1± n
k

)2
+ 1+ 1

)1/2

·
√

W,

η= 2

√
πk
α
·
(√

α2 ·
(

1± n
k

)2
+ 1−1

)1/2

·
√

W,

and ρη= 4π(k±n)W. The sign “+” refers to the functions C2n and S2n and the sign
“−” to the functions C1n and S1n.

Following Abramowitz and Stegun (1964), we have

U(ρ,η) = erfρ+
2e−ρ

π
·
[

1− cos2ρη
4ρ

+
∞

∑
m=1

e−
m
2

m2 + 4ρ2 · fm(ρ,η)

]

,

V(ρ,η) =
2e−ρ

π
·
[

sin 2ρη
4ρ

+
∞

∑
m=1

e−
m
2

m2 + 4ρ2 ·gm(ρ,η)

]

,
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where

fm (ρ, η) = 2ρ−2ρ ch mη · cos2ρη+ m sh mη · sin2ρη,
gm (ρ, η) = 2ρ · ch mηsin2ρη+ m sh mη · cos2ρη.

For actual calculations m = 5 is sufficient.
For a real variable the function erf x has an approximation (Abramowitz and

Stegun 1964)

erf x = 1− (a1t+ a2t2 + a3t3)exp(−x2),
t = 1/(1 + rx), r = 0.47047, a1 = 0.3480242, a2 =−0.0958798,

a3 = 0.7478556.

Thus,

C1n = CC (1−X0)−CC (−X0) ξ= 2π(k−n),
C2n = CC (1−X0)−CC (−X0) ξ= 2π (k + n),
S1n = SS (1−X0)−SS (−X0) ξ= 2π (k−n),
S2n = SS (1−X0)−SS (−X0) ξ= 2π (k + n),

and in all relations

β=
2πk
α

.

The wave amplitude is δTn =
√

a2
n + b2

n or

δTn = δTmax ·
√

4πek
α
·
√

(C1n−S2n)2 +(C2n−S1n)2.

The oscillation phase for the representation of the components in the form cos(2πnY−
ϕn) is defined as

ϕn = arctg(bn/an)

or
ϕn = (κn−νn)/2 + 2πnX0−π.

For the beginning of the train the phase is given by ϕ0
n = 2πnX0.

By virtue of the definition of the train waveform, we have π− (κn−νn)/2 = π/4.
Here,

cosκn =
C2n√

C2
1n + S2

1n

; sinκn =
S2n√

C2
1n + S2

1n

;

cosνn =
C1n√

C2
1n + S2

1n

; sinνn =
S1n√

C2
1n + S2

1n

.
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This eventually allows one to determine which part of the wave train was mea-
sured.

Based on the relations obtained, the functions of attenuation of the calculated
wave amplitude δTn related to its real value δTmax were constructed: δTn/δTmax =
f (α, t/τ, T0/τ). The results are presented in Fig. 3.51. It can be seen that in all
cases the calculated amplitudes of IGW harmonics are less than the maximum am-
plitude of the train. The optimum measurement conditions corresponded to the situ-
ation where the analyzed time interval was five times greater than the wave period,
instead of three times as usual. Besides, it is necessary that the oscillation under
investigation completely fill the analyzed time interval. In this case, the value of α
should be within the range 25–60. Naturally, if the analyzed time interval is taken
only by a portion of the train, the calculated amplitudes will by considerably lower
than the real ones.

As follows from the calculations, the calculated wave amplitude strongly depends
on the ratio of the integer number of train periods to the duration of the analyzed
time interval, namely,

δ Tn/δ Tmax ∼
∣
∣
∣∣

nτ
T0
−1

∣
∣
∣∣

15

.

Thus, as this ratio deviates from unity by 0.04, the amplitude halves. Therefore, it
is necessary to vary sequentially the analyzed interval to detect (n) periods divisible
by this interval since the sought-for IGW period is the nth harmonic of the analyzed
interval T0.

The generation of IGWs is usually related to the region of interaction of a jet
stream and a baric structure of cold front (Krassovsky et al. 1977, 1978). The
jet stream of moderate latitudes (45–65◦N) is usually at altitudes of 8–12 (km)
(Zverev 1977); the width of the region of IGW generation is 50–200 (km). For these
conditions we have α ∼ (0.1–0.5)τ. Thus, for waves with periods of 15–30 (min),
the amplitudes decrease by a factor of ∼0.9, which agrees with the measurement
data (Novikov 1981) based on which the formula approximating the deviations of
the measured amplitudes from their theoretical values was obtained.

Fig. 3.51 Effective relative
wave amplitudes obtained by
spectral analysis of the
interval of a time series
having different
characteristics at different
values of T0/τ (Shefov and
Semenov 2004)
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The above analysis of the expected amplitudes of recordable IGWs has shown
that their values make no more than 90(%) of the maximum amplitude of oscil-
lations in the train. The optimum measurement conditions correspond to the sit-
uation where the analyzed time interval is five times greater than the wave pe-
riod, and it is completely filled with the oscillation under investigation. In this
case, the value of α should be in the range 25–60, which corresponds to peri-
ods of 15–50 (min). The proportion between the calculated harmonic amplitudes
can serve as an indicator of the character of the IGW train under investigation
(Shefov and Semenov 2004).

3.7 Calibration of Measurements

3.7.1 Calibration of the Characteristics of Spectrophotometric
Instruments

The spectral properties peculiar to all spectrophotometric instruments are deter-
mined by the sensitivity of the radiation detectors and the transparency of the optics.
Therefore, these instruments should be calibrated to give absolute values of emis-
sion intensities. For various types of light measurements various systems of units
are used depending on the properties of the phenomena under investigation. For
optical investigations of the Earth’s airglow, typical parameters are the emission
wavelength (nm) and intensity (Rayleigh = 106 (photon · cm−2 · s−1)). This is con-
ditioned by the fact that the airglow emissions arise due to photochemical processes
with participation of atoms and molecules which convert the solar energy absorbed
by the atmosphere into radiation. The rate of this conversion can be estimated by
measuring the intensities of the emissions under observation.

Notwithstanding that the airglow is spatially nonuniform in structure (rather fine
scale: from several kilometers to several tens of kilometers, i.e., 1◦–10◦), most of the
spectrophotometric instruments perceive the sky glow as a spatial radiation source
which fills up the instrument aperture. Therefore, the calibration procedure demands
that the instrument aperture be filled by the light from a reference source. Used for
the reference source was a screen whose scattered radiation filled up the instrument
aperture.

3.7.1.1 Optical Characteristics of Spectrographs and Spectrometers

As already mentioned, the key feature of spectrophotometric measurements of the
night airglow is that the optical object is a spatial radiation source. Therefore, a
luminous flux is measured which is perceived by the entrance optical system within
its visual angle. This determines the conditions for which absolute intensities of
emissions are calculated.
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Calibration of spectrophotometric devices implies determination of a variety of
their parameters. For spectrographs, these are the linear dispersion and the shape and
width of the instrumental profile on the photographic image of a narrow spectral line
at a given width of the entrance slit. Thus, for SP-48 and SP-50 spectrographs, the
focal distance ratio of the collimating and the camera lens is 9 and 6.1, respectively.

Minimum image size on the photofilm was determined by light scattering in pho-
tosensitive layer. It was 0.03 (mm). Therefore, the projection of this size on the en-
trance slit was∼0.2 (mm). This was the optimum width of the slit, since a reduction
of the slit width could not improve resolution, but only resulted in light flux losses.
The spectral line width was 0.35 (nm) for the SP-48 and 0.4 (nm) for the SP-50
spectrograph.

For the spectral ranges inherent in these spectrographs, the dispersion curves
were slightly nonlinear.

The spectral sensitivity should be determined within the spectral range used. A
shift of the spectral range called for a new determination of the wavelength depen-
dence of emission intensity because of the vignetting effects that occurred in the
optics at the edges of the spectral range. These effects were most pronounced when
image converter tubes were used because of the distortion of the spectrum image on
the screen, such that the spectral line width was the narrowest at the screen center
and increased toward the edges. This, naturally, resulted in a gradual broadening of
the instrumental profile of the spectral lines from the center of the spectrogram to
its edges. ICT with fiber glass tube at the cathode and screen moderated this effect,
but the curved focal surface of the camera lens also distorted the spectrum image on
the flat outside surface of the fiber spacer with a photocathode.

As to spectrophotometers, certain requirements should also be fulfilled. In the
case under consideration, the optical system, similar to that of the DFS-14 spec-
trometer (Vaisberg 1960), had the collimating and camera lenses with the same fo-
cal distance. To provide a greater luminous flux, not only mirrors and a diffraction
grating of larger dimensions were used, but also the heights of the slits were in-
creased. In doing this, the curvature of the spectral lines at the outlet slit was taken
into account.

3.7.1.2 Characteristics of Electrophotometers

In contrast to the spectrographs and spectrophotometers considered above, the pho-
tometers with light filters were specially fabricated for realization of concrete re-
search programs.

Prior to performing spectral measurements for an airglow emission one should
know its intensity and space–time characteristics. This necessitates calibration of
the photometer.

An important stage in photometer calibration is the investigation of the function
of the photometer visual field, ω. Knowledge of this function is necessary to es-
timate the effective solid angle and the contribution of light from individual stars,
which may significantly increase the signal intensity when these stars pass through
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the visual field. This can serve as an additional check of the absolute calibration if
the characteristics of the passing star are known.

Experimental investigations show that the field function ω can be rather well
approximated by the expression (Miroshnikov 1977)

ω= cosk
(
π
2
· rX

r0

)
,

where r0 is the radius of the field diaphragm aperture and rX is the distance from the
optical axis (Fig. 3.52).

Since the luminous flux measured by a photometer is determined by the solid
angle, the existence of the field function, playing the role of a weighting function η,
makes the effective solid angle smaller than the geometric angle

ωG =
π · r2

0

f2 ,

where f is the focal distance of the lens, i.e.,

ωeff = η ·ωG,

where

η=
8
π2 ·

π/2∫

0

x · cosk x ·dx.

Numerical evaluation of the integral yields the following analytic approximation:

η= 0.99−0.366 ·k +0.613 ·k2−0.201 ·k3 + 0.025 ·k4.

Fig. 3.52 Geometry of
measuring the field function
of a photometer with a star
passing through its field of
vision. (A) Field of vision;
(B) record of the signal from
a star passing along a chord d
at a distance rx from the field
center
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The plots of ω and η are presented in Fig. 3.53. For k = 2, which closely corre-
sponds to the real geometry of a vignetted field, the analytic representation yields

η(2) =
1
2
− 2
π2 = 0.297.

The function ωeff was determined experimentally by recording the signals of a
photometer as its field of vision was crossed by bright stars. For this purpose, the
photometer was fixed at a given zenith angle. Since a star moves in the photometer
field with constant velocity, the signal waveform will depend on the distance rX

from the field center. When a star crosses the field along its diameter D, the passage
time ΔtD depends on the declination of the star:

ΔtD =
4D(degree)

cosδ
,

Fig. 3.53 The field function
ω of a photometer and the
effective solid angle η versus
parameter k
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where
sinδ= sinϕ · cosζ− cosϕ · sinζ · cosA,

where ϕ is the geographic latitude, ζ is the zenith angle of sight, A is the azimuth
which is counted from the south point to the west. The length d of the chord along
which a star passes (Fig. 3.54) is determined as

d =
√

D2−4r2
X,

whence the distance rX (deg) is

rX =
cosδ

8
·
√
Δt2D−Δt2d,

where the times ΔtD and Δtd are expressed in minutes. In analyzing the waveform
of the signal from a star passing through the photometer field the relative distance
from the center is determined by the formula (Fig. 3.54)

Fig. 3.54 Calculated relative values of the signal from a star (A) passing through the photometer
field along chords at various distances rX/r0 from the field center (B) on the assumption that the

field function is ω= cos2
(
π
2 · rX

rO

)
. The halfwidth of the profile in fractions of the field geometric

diameter as a function of the relative distance from the field center (C)



3.7 Calibration of Measurements 387

rX

r0
=

√√
√
√1 +

[(
2ρ
Δtd

)2

−1

]

·
(
Δtd
ΔtD

)2

,

where D = 2r0, ρ is the distance of the star along a chord from the chord middle
point (mm), and rX is the distance from the field center to the star moving along the
chord.

Measurements performed for the photometer used for orographic measurements
in Kislovodsk have shown that the field function can be rather well described by
(Fig. 3.55)

ω= cos1.7
(
π
2
· r

r0

)
,

which gives η =0.341. The dependence of η on the field function exponent k is
shown in Fig. 3.53.

For this case, Fig. 3.54 presents the relative values of the signal from a star pass-
ing through the photometer field along chords at various distances rX/r0 from the
field center. The halfwidth of the signal profile (in fractions of the angular geometric
diameter D) is given by

Δ=

√{
2
π
· arccos

[
1√
2
· cos

(
π
2
· rX

r0

)]}2

−
(

rX

r0

)2

.

Many difficulties emerged when interference light filters were used whose spec-
tral characteristics were not always suited to the research goals. Moreover, the actual
properties of filters of this type depend substantially on the conditions under which
they are used.

Before using an interference light filter, its characteristics should be checked.
The matter is that in manufacturing a light filter for a certain spectral range, where
it should have a narrow transmission band, Δλ ∼ 1–2(nm) near the wavelength
λ0, an additional transmission band of width ∼50 (nm) always appears in a more

Fig. 3.55 The measured field
function of a two-channel
photometer. Points are
measurement data, solid line
is calculation by the formula

ω= cos1.7
(
π
2 · rX

rO

)
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long-wave spectral range near λ∼ 1.2λ0. If the spectral sensitivity range of a radia-
tion detector covers this spectral range, it is necessary to use additional light filters.

The operating conditions of a light filter in the light beam of a photometer are
of great importance. If the filter is in a converging beam either in front of the lens
or inside the photometer before the field diaphragm, the transmission band will be
expanded and shifted toward the short-wave spectral range. Therefore, the real trans-
mission curve of a light filter should be measured either immediately on placing it
in a photometer or in conditions corresponding to the given place in the photometer.
Since the transmission band of a filter shifts to the short-wave spectral range and
expands on varying the slope of the filter relative to the optical axis, this should be
a subject of investigation.

The transmission band of a light filter is sensitive to ambient temperature. There-
fore, it is necessary to stabilize the temperature to within ∼1(◦C). Moreover, the
ageing of a light filter results in a shift of the transmission band to the short-wave
range. Therefore, it would be expedient that narrow-band filters intended for some
special use be manufactured to pass a greater wavelength, so that a required spec-
tral range be obtained by varying the slope of the filter. Figure 3.56 presents the
transmission curves of the interference light filters that were used in a two-channel
photometer to measure the rotational temperature of the OH (8–3) band in relation to
the intensities of the Q and R branches in investigations of orographic perturbations
(Sect. 5.2). It can be seen that when the slope of the light filter unit was changed
by 15◦ relative to the optical axis, the transmission band shifted noticeably to the
short-wave spectral range.

3.7.1.3 Characteristics of Interferometers

In investigations of the upper atmosphere, Fabry–Perot interferometers were em-
ployed in the main to determine Doppler temperatures and wind speeds. For this
purpose, the atomic oxygen 557.7- and 630-nm emission lines of the P branch of
the OH (8–3) band were used. Originally, interference plates of diameter 50 (mm)
with dielectric coatings were used; the accuracy of the surfaces was ∼λ/50. Only
the interference plates, the plate separators, and the housing in which the interfer-
ence unit was assembled were commercially produced. The remaining parts of the
device construction were manufactured to suit particular goals of the study of air-
glow emissions. Therefore, to realize the necessary capabilities of the plates, the
latter were coated with dielectric multilayers. An example of such a device is shown
in Fig. 3.20. Photographic recording was carried out with the help of image ampli-
fiers (Semenov 1975a).

The piezoelectric method was used for scanning interference images (Hernan-
dez 1966, 1970, 1974, 1978; Hernandez and Mills 1973; Ignatiev and Yugov 1995).

To determine the instrumental profile of the interferometer, the 632.8-nm laser
radiation was used. With the recording tools employed—an image converter tube
and a photographic film—the instrumental profile was determined by the properties
of the ICT luminescent screen and by the scattering coefficient of the photographic
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Fig. 3.56 Transmission curves of the interference light filters of different channels of a two-
channel photometer in upright and in inclined position. The positions of the lines of the R and
Q branches of the OH (8–3) bands are shown and their yearly average intensities are given in the
bottom

emulsion and was rather well described by a Gaussian distribution. An example of
such a distribution is given in Fig. 3.56.

For absolute calibration many requirements should be fulfilled to ensure a nec-
essary accuracy of the radiation intensity measurements because all subsequent cal-
culations are based on these primary data. It should be noted that the real absolute
calibration error is unlikely to be less than 10(%). However, in view of a substantial
variability of the parameters of the emissions under consideration, this accuracy is
quite sufficient for absolute intensity estimates.
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3.7.2 Artificial Reference Light Sources

Secondary reference light sources used for calibration of spectrophotometric data
are standard lamps and phosphor screens (Nikonov 1973b). The conventional in-
candescent lamps applied as standard light sources possess a radiation spectrum
similar to that of a black body at a temperature of 2856 (K), termed as an A-type
light source. Nevertheless, since actual emitters differ from a black body, it is neces-
sary to introduce a grayness coefficient into the spectral distribution (Ribaud 1931;
Harrison 1960). However, for the operating conditions of the spectrophotometric
instrumentation used for measuring the nightglow intensity, the radiation intensity
of such a lamp should be substantially attenuated, and this, naturally, should af-
fect the final spectral distribution of the light source under observation. Besides,
powerful lamps of this type carry high currents. To provide emission stability, it is
necessary to control the voltage and current by instruments of high accuracy rat-
ing, since the brightness of a lamp is proportional to the seventh power of current
(Ribaud 1931). Therefore, in regular operation, one has to use secondary reference
sources of substantially lower intensity, so that the radiation signals from the sky and
the calibration source are comparable. Secondary radiation sources, in turn, should
be calibrated against natural radiation sources, such as stars and the Moon. A sec-
ondary radiation source of this type is shown schematically in Fig. 3.57. Several
small incandescent lamps, operated at a reduced voltage in order that there was no
vaporization of the lamp filament and, hence, the radiation characteristics did not
vary, were placed in a closed housing. The outgoing radiation was attenuated with
neutral filters. The size of the output window of the radiator was made equal to
the size of the photometer lens, so that the calibration source had the properties of
a spatial radiator. On the opposite inner wall of the housing, a selenium photocell
was placed that recorded the total radiation of the lamps. The photocell current was
measured with a microammeter.

Fig. 3.57 Scheme of a
secondary calibration source
for photometers
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Fig. 3.58 Radiation spectra
of a reverse-shifted silicon
p–n transition at room
temperature (1) and of a black
body at 2856 (K) (2)
(Kosyachenko et al. 1990)

For the spectrographs, a special secondary source was manufactured which imi-
tated a spatial radiation source.

Now low-intensity semiconductor radiation sources are available which are
closely similar to A-type sources in the radiation spectral distribution (Kosyachenko
et al. 1990). An example of such a spectral distribution is shown in Fig. 3.58.

3.7.3 Natural Reference Radiation Sources

Extraterrestrial luminaries, such as stars, the Moon, and the Sun, are the most con-
venient reference radiation sources whose absolute intensities have been measured
rather reliably. Possible variations of their spectral and time characteristics are well
studied. They have been discussed in Sect. 1.2.

When calibration is performed against the Moon and the Sun, it is most appropri-
ate to illuminate a white screen placed before the entrance pupil of the spectrograph,
spectrometer, or photometer to make their aperture to be filled with light to exclude
the vignetting of the device field. Besides, it is necessary that the light flux directly
entering the device be comparable in intensity to that corresponding to the condi-
tions of night measurements. This should be provided quantitatively by attenuating
the light of the Moon and, particularly, of the Sun. When doing this, it is neces-
sary to bear in mind that the spectra of these radiation sources have broad ranges
distorted due to the absorption of radiation by the terrestrial atmosphere.

In ground-based photoelectric observations, the most reliable calibration method
involves the use of stars with observance of necessary requirements during mea-
surements. Nevertheless, the use of stars calls for feeding optics. Thus, a recent
absolute calibration of a lamp for spectrophotometric measurements has been per-
formed against the spectrum of the Chapella star (α Aur, α = 5h15m, δ = 45◦58′)
of class G8III (magnitude 0.03m) with a spectrograph erected on a telescope. How-
ever, for stationary instrumentation a special watching system is required to keep the
light source in the instrument field, which considerably complicates the calibration
task.
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A good case in point is the use of stars of magnitude m ∼ 5 in the measure-
ments of the altitude distributions of airglow emissions performed on the Mir orbit-
ing spacecraft. The advantage of pale stars is that their intensity is a small fraction
of that of the atmospheric radiation. Therefore, in sighting and guiding them during
measurements above the emission layer of the upper atmosphere, absolute calibra-
tion of the photometer was performed. Subsequently, for the period during which
a star crossed the emission layer until its set beneath the horizon, a series of data
precisely referred to an altitude above the Earth surface was obtained. Mathematical
processing of the measured intensities has made it possible to determine the altitude
distribution of the emission rate in the spectral range selected by the interference
light filter (Gurvich et al. 2002).

3.8 Errors of Intensity and Temperature Measurements

3.8.1 Photographic Measurements

Photography errors are mainly caused by the nonlinear dependence of the blacken-
ing density on incident intensity. In obtaining a spectrum record, inevitable errors
arise in drawing the fog background level which serves as a reference in evalu-
ating the blackening density. For instance, in a spectrum record obtained on the
paper chart of an EPP-09 self-recorder the background level was about 200 (mm)
apart from the level corresponding to the closed microphotometer shutter. The noise
recording track of the fog background had a swing no more than 10 (mm), and its av-
erage level was drawn accurate to within 1 (mm). Thus, the error of this record was
no more than 1(%). The error of the determination of the level of the upper atmo-
sphere radiation background relative to the fog background was the sum of the error
aroused in drawing the average level of the spectrum background in the record and
the error caused by the variations of film blackening associated with the presence
of weak atmospheric absorption bands. On the average, it seemed to be not over
2–3(%). Thus, the error of the determination of the intensity of a hydroxyl band line
was no more than 5(%). Since the background level near the rotational lines of the
OH band that were used for the determination of rotational temperature was practi-
cally the same for all lines, the errors were also nearly the same and practically of
the same sign. Special check has shown that in these cases the relative error in the
determination of rotational temperature was not over half the error of the determina-
tion of line intensity, i.e., it was less than 2–3(%), which corresponds to 4–6 (K) at
an average temperature of∼200 (K). This can well be seen from Figs. 2.11 and 2.12
(Shefov 1961).

The conditions of processing of spectrograms corresponded to photographing
both immediately on SP-48 spectrographs and with the use of image converter
tubes on SP-50 spectrographs. It is natural that in the latter case distorting factors
might come into play, such as the nonuniformity of the ICT luminescence field.
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Fluctuations in the transparency of the atmosphere, both during the exposure time
and throughout the observation period, and the background noise from artificial ra-
diants and the Moon could also produce false effects in the time variations of the
OH rotational temperature in three regions of the firmament.

Possible transparency fluctuations could distort true temperature values only if
the radiation attenuation factor would vary highly nonuniformly along the spec-
trum. However, for the spectral ranges used neither these effects nor indications of
selective absorption for individual lines of OH bands have been revealed (except
for the Q branch of the (8–3) band). Trial observations under the conditions of a
strong background (the Moon, twilight, highlight from urban lights) have shown
that the continuum of such a background distorts the intensity distributions of in-
dividual lines of the hydroxyl emission bands under investigation and, hence, the
temperature, inappreciably. Probably, the background affects radiation records in
those spectral ranges where it is superimposed by the absorption bands of water va-
por. Nevertheless, the observations were carried out only in clear moonless nights
with good air transparency. The results of special investigations were in agree-
ment with inferences from other works that the rotational temperature of OH can
be determined with high accuracy (Shefov 1961, 1967; Taranova 1967; Sivjee and
Hamwey 1987).

Obviously, each temperature value obtained during the exposure time can be re-
ferred to the middle of the time interval only if the air transparency and the in-
strumentation sensitivity were stable. If these parameters vary gradually during the
exposure time, the effective times at which these temperatures are measured may
shift within the exposure time, perhaps, by no more than 20–25(%) of the time in-
terval.

A similar situation occurs in processing photographic images of interferograms.
The correctness of the drawing of the background level near the emission lines (see
Fig. 3.45) is checked once the correlation plot has been constructed (see Fig. 3.46).

To conclude the discussion of the effect of various errors on the determination
of temperature, it should be noted that the statistical processing methods applied to
IGWs are rather efficient. These methods will be described in detail below. They
allow one to determine reliably the IGW parameters (amplitude, propagation az-
imuth, and velocity) even when the noise level reaches 100(%) of the IGW am-
plitude. The noises caused by instrumental errors and by the errors encountered in
the method of determination of temperature are much lower, as follows from the
discussion.

3.8.2 Photoelectric Measurements

Photoelectric measurements have the feature that the signal accumulation time is
either determined by the time constant of the amplifying unit for the analog mea-
suring method or set by the operating mode of the recording device if the photon
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counting method is used. In view of the natural variability of emission intensity, the
obtained intensity value is a mean value for a given time interval.

3.8.3 Interferometric Measurements

The errors of primary photometric processing of interferograms were discussed in
Sects. 3.8.1 and 3.8.2. Below the effect of atmospheric factors is considered.

3.8.3.1 The Errors Caused by a Possible Broadening of the Doppler
Profile of an Emission due to Tropospheric Scattering

In interferometric investigations of the atomic oxygen 630.0-nm red emission that
arises at the altitudes of the F2 ionospheric region, the temperature of the emis-
sion layer is determined by the Doppler broadening of the emission profile and
the wind speed in this altitude range by the Doppler shift of the emission wave-
length. However, during measurements the instrument records not only the radia-
tion directly from the region of the sky under observation, but also some portion
of the radiation of the upper atmosphere scattered by the lower atmosphere. In this
case, the radiation intensity for the Doppler profile of the emission from the sighted
region of the sky is summed up with that for the profiles having other Doppler
shifts.

Thus, some “smearing” of the recorded profile should be expected if the trans-
parency of the lower atmosphere is not high enough. The estimation of the in-
crease in temperature due to a decrease in transparency was considered by Akmame-
dov (1991).

Sighting of an emission layer is usually performed at a zenith distance ζ0. There-
fore, the Doppler shift of the emission intensity profile at an altitude Z above the
Earth surface for the horizontal wind velocity V lying in the vertical sighting plane
(see Fig. 3.21) will be determined by the relation

δλ=
λ0

c
· V

1 + Z
RE

· cosω · sinζ0,

where ω is the angle counted from the vertical sighting plane.
The transparency p of the lower atmosphere, measured by a conventional method

with reference to stars (Rosenberg 1963), is determined in the main by the aerosol
component. Therefore, the profile portion associated with the directly sighted radi-
ation corresponds to the intensity determined by the ratio
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where the denominator is the van Rhijn factor (Chamberlain 1978), which takes into
account the variation of the emission layer thickness with increasing zenith angle ζ0.

The scattered portion of the radiation from a spatial source is less attenuated, and
the degree of attenuation can be represented as (Rosenberg 1963)

1
1 + 0.5 · τ =

1

1− lnp
2
· secζ

,

where τ is the optical thickness corresponding to the transparency p = e−τ. Besides,
radiation scattering occurs with a certain indicatrix, which can be determined by the
Henyey–Greenstein formula (Chamberlain 1978)

ρ(θ) = β · 1−g2

(1−2g · cosθ+ g2)3/2
,

where g is a parameter, which, in fact, is the mean cosine of the scattering angle, β
is a normalizing factor, and θ is the scattering angle calculated by the formula

cosθ= cosζ0 · cosζ+ sinζ0 · sinζ · cosω.

The value of g determines the elongation of the indicatrix. On the average, for
the real case of single scattering by a mist (Gorchakov et al. 1976a,b), the ratio of
the forward/backward scattering energies is about three, which corresponds to an
approximately tenfold forward/backward elongation of the indicatrix. For this case
we have g∼0.35.

For a more turbid scattering medium, multiple scattering predominates, and the
indicatrix becomes practically spherical (Gorchakov et al. 1976a,b). This corre-
sponds to g∼ 0.

Thus, for practical estimation of the degree of scattering, it can be assumed that
g ≈ 0.4 · p. In view of the indicatrix shape, the normalizing factor is (Abramowitz
and Stegun 1964; Prudnikov et al. 1979)

β=
1

4π
.
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Moreover, when scattered, light is partially absorbed by the atmosphere. For the
albedo we can take a value approximately equal to 1−p, where p is the transparency
of the atmosphere.

Thus, based on the approach considered, a recorded emission intensity profile,
approximated as a Doppler profile, will be determined by the relation
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where

sinξ= sinζ ·

⎡
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√
√
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(
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Z
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)2 −
cosζ

1 +
Z

RE

⎤
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.

The effective Doppler width δλeff of a profile under observation is convenient to
determine by the method considered above (Semenov 1975a) in which the regres-
sion equation (see Fig. 3.46)

δλi = δλeff ·
√

loge
I0

Ii
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is used to calculate the regression coefficient δλeff. Then the temperature and its
error are determined as

Teff = T ·
(
δλeff

δλD

)2

and σ(T) = 2T · σ(δλeff)
δλeff

.

The value of σ(δλeff) is determined by the above Taylor formula (Taylor 1982),
and it serves as a criterion for the accuracy of calculation of the temperature.

Numerical calculations of the effect of the profile broadening due to the trans-
parency of the atmosphere by the formulas presented above were performed for the
atomic oxygen 630.0-nm red emission at T = 1000(K), Z = 250(km), ζ0 = 60◦,
and various values of the transparency p and wind speed V. For this case, σ(T) was
5–20 (K), which is much lower than the possible experimental errors.

Based on these calculations, an empirical relation has been constructed which
approximates the obtained equation for the transparency values from 0.2 to 1, which
are reasonable both from the viewpoint of the feasibility of measurements and from
the viewpoint of the validity of the theoretical approximations made. As a result, we
have

Teff

T
= 1 +

V
100
· (1−p)1.5 ,

where the velocity V is expressed in meters per second.
As can be seen, measurements performed under low transparency conditions can

give overestimated temperature values. Thus, for the above conditions, the temper-
ature increment ΔT is not over 20 (K) at p ∼ 0.8 and can reach almost 100 (K) at
p∼ 0.5 for V = 300(m ·s−1). For V = 100(m ·s−1) at p∼ 0.5 we have ΔT∼ 35(K).

Obviously, the limiting value Teff at p = 1 corresponds to the initial value of T. An
estimate of Teff by the above relation at another limiting value of transparency, t∼ 0,
seems to be incorrect since the radiation scattering should be taken into account in
a more complicated way. However, in practice this is not necessary because it is
obvious that the temperature measured under these conditions is strongly distorted
due to the Doppler “smearing” of the emission profile caused by the wind in the
emission layer.

The errors in the determination of temperature and wind speed for the obtained
material of observations can be estimated based on the above formulas with the help
of the relations

ΔT = T ·

⎡

⎢
⎣

(
2Δ(δλ)
δλ

)2

+

⎛

⎝
Δ
(

loge
I0

I(λ)

)

loge
I0

I(λ)

⎞

⎠

2⎤

⎥
⎦

1/2

;

ΔV = V ·
[(

2ΔD1

DN;W−DS;E

)2

+
(

3ΔD1

D1

)2

+
(

2ΔD1

D2−D1

)2
]

.

In most cases, the error for temperature was 70–100 (K) and for wind speed 15–
30 (m · s−1).
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The effect of the atmosphere transparency on the determined values of wind
speed was considered theoretically (Abreu et al. 1983; Abreu 1985). However, ac-
tual estimates of the variations of the measured wind speed values were not given.

3.8.4 Spatial Orientation of the Instrumentation

In Sect. 3.5.1, when the calculations of the orientation of lines of sight for three-
azimuthal measurements were considered, the errors of the determination of the
zenith angles of optical axes and of the dimensions of a basic triangles have been
estimated.

3.8.5 Statistical Processing Errors

Results of any measurements, irrespective of their carefulness, are subject to some
errors. Theoretical relations for the estimation of errors are given in many works on
statistical processing of measurements (Shchigolev 1960; Taylor 1982). It should be
borne in mind that errors may occur as random deviations from a true value realized
as an average of repeated measurements and they may be systematic errors occur-
ring for some latent reasons, including personal errors introduced by the operator
who performed measurements. In analyzing direct measurements and calculations
of quantities of interest, all intermediate errors encountered in the calculations of
the components used are inevitably accumulated. Therefore, in some cases, the rel-
ative errors of initial data can be much less than the absolute errors. However, this
may have no effect on the resulting correlation relations. It should also be borne in
mind that the observed variance of the values of measured quantities is not always
caused by errors. In many cases, the spread in values about an average value may
result from time variations of the measured quantities on various time scales. There-
fore, an obvious rule of any analysis of data is to preclude the influence of distorting
processes. Sometimes repeated iterations are required for revealing a more reliable
relation to describe the behavior of a quantity under investigation.

In some cases, errors can be associated with too rough approximations used and
with the simplifying assumptions applied in solving equations which describe some
processes.

The obtaining of statistical relationship between mutual variations of two com-
pared characteristics is the important task. The typical procedure consists in con-
structing a correlation field for obtaining parameters of the regression function, more
often linear:

y = a +ρ ·x.

This problem is solved by the method of least squares, since the sum of squared
deviations of individual data in an n-dimensional space determines the squared
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distance from the origin of coordinates. The requirement of its minimum determines
the sense of the method of least squares. The system of conditional equations

a ·N+ρ ·Σxi = Σyi,

a ·Σxi +ρ ·Σx2
i = Σxi ·yi,

has the obvious solution

a =

(
Σx2

i

) · (Σyi)− (Σxi) · (Σxi ·yi)

N · (Σx2
i

)− (Σxi)
2 ; ρ=

N · (Σxi ·yi)− (Σxi) · (Σyi)

N · (Σx2
i

)− (Σxi)
2 .

These formulas are used in computer codes. However, the errors of the regression
equation coefficients are not always found by specially derived formulas. Sometimes
they are determined in terms of the sums entering in the conditional equations:

σρ =

√√
√
√

N · [Σy2
i +ρ · (ρ ·Σx2

i −2 ·Σxi ·yi
)− a2 ·N]

(N−2) ·
[
N · (Σx2

i

)− (Σxi)
2
] ; σa = σρ ·

√
Σx2

i

N
.

The correlation coefficient r is determined by the well-known formula

r =
N ·Σxi ·yi−Σxi ·Σyi√[

N ·Σx2
i − (Σxi)

2
]
·
[
N ·Σy2

i − (Σyi)
2
] ; σr =

1− r2
√

N−1
.

It is well known that anomalous values present among a data set subject to anal-
ysis can substantially distort the statistical analysis result, i.e., the values of the
regression coefficient ρ and correlation coefficient r (Taranova 1965). Therefore, vi-
sual examination of the correlation field is necessary to detect anomalous situations.

The significance of correlation factors is evaluated by calculating the Student
coefficient (Gmurman 1975)

tSt =
r ·√N−2√

1− r2
.

For a two-sided critical region, a significance level of 0.05, and N > 10 we have
tSt ≤2.20. Thus, the following condition should be satisfied:

r >

(
1 +

N−2

t2St

)−0.5

.

In practice, the significance of calculated values of ρ and r is determined by the
ratios ρ

σρ
≥ 3 and

r
σr
≥ 3.
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In any case of construction of a linear correlation field for a given data set there
are two usual regression lines corresponding to the equations

y = a +ρx ·x and x = b +ρy ·y,

which form a certain angle ψ. If we normalize these equations with respect to aver-
age y and x, i.e., represent them in the form

y
y

=
a
y

+ρx ·
x
y
· x

x
and

x
x

=
b
x

+ρy ·
y
x
· y

y

or
Y = A+ρnx ·X and X = B+ρny ·Y,

then the angle ψ is determined by the formula

tgψ=
ρnx · (1− r2)

r2 +ρ2
nx

,

since ρx ·ρy = ρnx ·ρny = r2.
When the spread of points in the correlation field is great enough, i.e., the signif-

icant correlation coefficient is small, a straight line

Y = C+ρnx ·X

can be constructed, such that the sum of squared distances from this line to all
measurement data points is a minimum. The angle ϕ this line makes with the x-
axis is determined by the relation (Franklin 1955; Shefov 1965)

tg2ϕ=
2ρnx · r2

r2−ρ2
nx

,

whence the effective regression coefficient is given by

tgϕ= ρnx =
ρ2

nx− r2 +
√

(r2−ρ2
nx)2 + 4ρ2

nx · r4

2ρnx · r2 .

The bisectrix of the angle ψ, which also characterizes the mean trend of the regres-
sion relation, makes an angle θ with the x-axis, which is determined by the formula

tg2θ=
ρnx · (1 + r2)

r2−ρ2
nx

,

whence

tgθ=
ρ2

nx− r2 +
√

(1 +ρ2
nx) · (r4 +ρ2

nx)
ρnx · (1 + r2)

.
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As follows from these formulas, for r = 1 we have tgϕ= tgθ= ρnx. For another
limiting case, r→ 0, we have tgϕ = ρnx→ 0 and, at the same time, ρnx→ 1/ρny,
i.e., it becomes indefinite as ρny→ 0. As r→ 0, we have tgθ→ 1, i.e., the bisectrix
remains in position.
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Tables and maps of isophotes. Ashkhabad, 1964. In: Kalchaev KK, Shefov NN (eds). VINITI,
Moscow

Korobeynikova MP, Nasyrov GA, Khamidulina VG (1968). In: Kalchaev KK, Shefov NN (eds)
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Séquin CH, Tompsett MF (1975) Charge-coupled device. Academic Press, New York
Serebryannikov MG, Pervozvansky AA (1965) Discovery of the latent periodicities. Nauka,

Moscow
Shagaev MV (1975) Study of the hydroxyl emission with time resolution of some minutes. In:

Krassovsky VI (ed) Aurorae and airglow. N 23. Nauka, Moscow, pp 22–27
Shcheglov PV (1958) Some methodical problems in applying image converters. Astron Rep

35:651–655
Shcheglov PV (1963) Electronic telescopy. Fizmatgiz, Moscow
Shcheglov PV (1967a) Photoelectric interferometric installation with Fabry–Perot etalon. Astron

Circ USSR Acad Sci N 411:1–4
Shcheglov PV (1967b) The neutral hydrogen distribution in the terrestrial atmosphere by observa-

tions of the Tα nightglow. Astron Circ USSR Acad Sci N 427:5
Shchigolev BM (1960) Mathematical treatment of the observations. Fizmatgiz, Moscow
Shefov NN (1961) On determination of the rotational temperature of the OH bands. In: Krassovsky

VI (ed) Spectral, electrophotometrical and radar researches of aurorae and airglow. N 5. USSR
Acad Sci, Moscow, pp 5–9

Shefov NN (1965) Correlation between the upper atmosphere emissions. In: Krassovsky VI (ed)
Aurorae and airglow. N 11. USSR Acad Sci, Moscow, pp 43–47

Shefov NN (1967) Some properties of the hydroxyl emission. In: Krassovsky VI (ed) Aurorae and
airglow. N 13. USSR Acad Sci, Moscow, pp 37–43

Shefov NN (1989) The recording of wave and spotted inhomogeneities of upper atmospheric
emission. In: Feldstein YaI, Shefov NN (eds) Aurorae and airglow. N 33. VINITI, Moscow,
pp 81–84

Shefov NN, Toroshelidze TI (1974) Dynamics of minor constituent emissions. Ann Geophys
30:79–83

Shefov NN, Toroshelidze TI (1975) Upper atmosphere emission as an indicator of the dynamic pro-
cesses. In: Krassovsky VI (ed) Aurorae and airglow. N 23. USSR Acad Sci, Moscow, pp 42–53



410 3 Techniques of Investigation of the Airglow

Shefov NN, Pertsev NN (1984) Orographic disturbances of upper atmosphere emissions. In:
Taubenheim J (ed) Handbook for Middle Atmosphere Program, vol 10. SCOSTEP, Urbana,
pp 171–175

Shefov NN, Semenov AI (2004) Spectral characteristics of the IGW trains registered in the upper
atmosphere. Geomagn Aeron 44:763–768

Shefov NN, Semenov AI (2006) Spectral composition of the cyclic aperiodic (quasi-biennial) vari-
ations in solar activity and the Earth’s atmosphere. Geomagn Aeron 46:411–416

Shefov NN, Pertsev NN, Shagaev MV, Yarov VN (1983) Orographically caused variations of upper
atmospheric emissions. Izv USSR Acad Sci Atmos Oceanic Phys 19:694–698

Shefov NN, Semenov AI, Pertsev NN, Sukhodoev VA, Perminov VI (1999) Spatial distribution
of IGW energy inflow into the mesopause over the lee of a mountain ridge. Geomagn Aeron
39:620–627

Shefov NN, Semenov AI, Pertsev NN, Sukhodoev VA (2000) The spatial distribution of the gravity
wave energy influx into the mesopause over a mountain lee. Phys Chem Earth Pt B 25:541–545

Shepherd GG, Thuillier G, Gault WA, Solheim BH, Hersom C, Alunni M, Brun JF, Brune S,
Chalot P, Cogger LL, Desaulniers DL, Evans WFJ, Gattinger RL, Girod F, Harvie D, Henn RH,
Kendall DJW, Llewellyn EJ, Lowe RP, Ohrt J, Pasternak F, Peillet O, Powell I, Rochon Y, Ward
WE, Wiens RH, Wimperis J (1993a) WINDII, the wind imaging interferometer on the upper
atmosphere research satellite. J Geophys Res 98D:10725–10750

Shepherd GG, Thuillier G, Solheim BH, Chandra S, Cogger LL, Duboin ML, Evans WFJ,
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Chapter 4
Regular Variations of the Airglow
in the Mesopause and Thermosphere

Each emission in the upper atmosphere is confined to a certain layer which is
characterized by the emission intensity I (Rayleigh), temperature T (K) inside the
layer, represented by its value near the maximum of the emission rate Qm(Zm)
(photon·cm−3 · s−1), vertical distribution of the emission rate Q(Z), layer thickness
W at the level Qm(Zm)/2, as well as by the thickness Wu above the altitude Zm

and thickness Wl below Zm, which define the layer asymmetry P equal to the ratio
Wu/W. According to this definition, the total emission intensity, which character-
izes the rate of energy conversion and removal, is given by

I =
∞∫

0

Q(z)dz .

An important characteristic in this definition is the shape of the emission rate al-
titude profile. Theoretical investigations of a number of emissions point to an asym-
metric profile such that the layer fraction above the altitude of maximum emission
rate Zm is greater than that below Zm (Moreels et al. 1977), i.e., the asymmetry
P > 0.5.

Originally, it was a common practice to describe an altitude distribution of emis-
sion rate by the function proposed by Chapman (Rao et al. 1982)

Q(Z) = Qm(Zm)exp

{
S

[
1− Z−Zm

σ ·W − exp

(
−Z−Zm

σ ·W
)]}

,

where the emission rate at the layer maximum is given by

Qm(Zm) = e−S ·SS · Iv′v′′/Γ(S)σ ·W ,

where S and σ are parameters, W is the layer thickness at the level Qm(Zm)/2, and
Γ is the gamma function, or by

Qm(Zm) = 12S

√
S

2π
· Iv′v′′

σ ·W(12S+ 1)
.
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From the description of the emission rate altitude profile by the Chapman formula
it follows that

P = σ · ln
[
σ
(

exp
1
σ
−1

)]
and S =

ln2
P
σ + exp P

σ −1
,

whence approximate solutions can be obtained:

lnσ=−3.04 + 2.01

(
1
P
−1

)
+ 1.78

(
1
P
−1

)2

lnS =−2.95 + 0.747

(
1
P
−1

)
+ 5.464

(
1
P
−1

)2

.

However, analysis of rocket data has shown that the distribution of emission rate
Q(Z) can be represented more adequately by a Gaussian asymmetric distribution
such that its top part is wider than the bottom one. In this case, we have

Q(Z) = Qm(Zm)exp

[
− ln2(Z−Zm)2

P2W2

]

for Z≥ Zm and

Q(Z) = Qm(Zm)exp

[
− ln2(Z−Zm)2

(1−P)2W2

]
,

for Z≤ Zm. The emission rate at the layer maximum is determined by the formula

Qm(Zm) = 2

√
ln2
π
· I

W
,

where P is the asymmetry. The investigations performed show that the variations of
the layer altitude Zm are reflected in variations of the emission intensity I, tempera-
ture T, and layer thickness W and asymmetry P.

When constructing a model of the behavior of characteristics of any atmospheric
emission, one has to deal with a rather wide spectrum of variations which contains
both regular and irregular components. In this case, it is meant that the values of
regular variations for a given place and a given time can be calculated based on
given heliogeophysical conditions and that irregular variations arise due to some
random phenomena, but subsequently their behavior is certainly regular.

Since variations of any type are in fact modulations of some average values of the
emission characteristics, the following representation was taken as a first approxi-
mation for the emission parameters Tr, TV, Zm, W, and P:

f = f0 +
N

∑
i

Δfi ,
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and for the emission intensity I,

f = f0 ·
N

∏
i

(1 +Δfi) ,

where f0 designates some global mean for given heliogeophysical conditions: geo-
graphic latitude ϕ= 45◦N; geographic longitude λ = 40◦E; time of day: local solar
midnight τ= 0; season of year: equinox; day of year td = 80; solar flux F10.7 = 130;
geomagnetic activity Kp = 0, and year 1972.5.

Thus, at the given stage of research, because of lack of data, it is supposed that
in most cases the behavior of an emission is the same in the northern and southern
hemispheres.

The quantities Δfi describe variations of different types, namely (1) regular varia-
tions: diurnal variations during a night, Δfd(χ�,ϕ) (χ� is the zenith angle of the Sun
and ϕ is the geographic latitude); terminator variations in the evening and morning,
Δfte(τ) (τ is the local time); lunar variations during a day, ΔfL(τL) (τL is the lunar
time); lunar variations during a synodic month of 29.53 days, ΔfL(tLϕ) (tLϕ is the
phase age of the Moon); seasonal variations, Δfs(td) (td is the day of year); cyclic
aperiodic (quasi-biennial) variations with a variable period of 32 to 22 months,
ΔfSAO(tSAO) [tSAO is the year of the beginning of a cycle (the minimum of a 11-yr
solar cycle)]; 5.5-yr cycles, Δf5.5(t5.5) (t5.5 is the year of the beginning of a cycle);
variations during a solar cycle, ΔfF(F10.7) (F10.7 is the Sun radioradiation flux; 22-yr
variations are also taken into account by the index F10.7); a long-term trend Δftr(ttr)
(ttr is the year of the trend origin); latitudinal, Δfϕ(ϕ), longitudinal, Δfλ(λ), and oro-
graphic variations, Δfor(V,L) (V is the velocity of a tropospheric wind and L is the
distance from the mountain), and (2) irregular variations: 27-day variations caused
by variations of solar flux in ultraviolet radiation, Δf27(t27) (t27 is the date of the
beginning of the nearest Carrington cycle); variations after stratospheric warming,
Δfsw(tsw) (tsw is the date of the beginning of the process); variations after a geomag-
netic disturbance, Δfgm(tgm,Kp,Φ) (tgm is the date of the beginning of the geomag-
netic storm, Kp is the planetary index of the geomagnetic disturbance, and Φ is the
geomagnetic latitude); variations after intrusion of meteoric flows, Δfmf(tmfd) (tmf

is the date of the beginning of intrusion), and variations caused by internal gravity
waves, Δfgw(τw) (τw is the wave period).

However, such a list of variations could be compiled for not all emissions of
the upper atmosphere, since the available measurement series are of varied length
and measurements were performed not for all parameters which characterize the
properties of an emission layer.

4.1 Model of Hydroxyl Emission

The hydroxyl emission is one of the most energetically significant emissions oc-
curring in the upper atmosphere. It arises due to recombination of atomic oxygen.
An essential feature of this emission is that its spectral and aeronomic parameters,



416 4 Regular Variations of the Airglow in the Mesopause and Thermosphere

which characterize not only the processes of excitation of hydroxyl radicals but also
the properties and state of the atmospheric layer in which it arises, can be measured
reliably.

These parameters are the intensity (Rayleigh) of individual molecular bands
(v′ −v), Iv′,v′′ , the equilibrium, Tr, and nonequilibrium, Tnr, rotational temperatures
that characterize the distribution of excited OH molecules over rotational states
(J, N), the vibrational temperature TV that characterizes the distribution of OH
molecules over vibrational states v and the related photochemical processes, the
emission layer altitude Zm, and the parameters of its altitude distribution: thickness
W and asymmetry P.

Investigations of the hydroxyl emission parameters have been conducted for 55
years though rather nonuniformly from the viewpoint of accumulation of measure-
ment data during time and their planetary distribution. This causes difficulties in
revealing particular types of variations. Nevertheless, the need in such data is obvi-
ous, since the observed time–space variations are manifestations of a wide spectrum
of photochemical and dynamic processes in the atmosphere as a whole.

The photochemical processes resulting in the excitation of hydroxyl emission in
the atmosphere was considered in detail in Sect. 2.2 where it has been shown that
the basic atmospheric constituents responsible for its occurrence are ozone, atomic
oxygen, and hydrogen, and also the ultraviolet radiation of the Sun. Their space–
time behavior in the mesopause can be studied based on the data about the hydroxyl
emission. Therefore, an attempt was made to systematize the material accumulated
for many years (Semenov and Shefov 1996a, 1999a). It should be stressed that the
available data refer only to the night interval of day. For daytime conditions, there
are ad hoc published measurement data (Le Texier et al. 1989) and theoretical model
calculations (López-González et al. 1996). Nevertheless, they are insufficient for any
systematization.

4.1.1 Factors Affecting the Variations of OH Emission Parameters

Attempts to systematize some measurements of the emission intensity I, rotational,
Tr, and vibrational, TV, temperatures and of the layer altitude Zm at which the emis-
sion rate Q(Z) is a maximum to gain a general idea of the behavior of hydroxyl emis-
sion were made repeatedly (Shefov 1969a,b, 1971a,b, 1973a, 1974a,b, 1975a, 1976,
1978b; Semenov and Shefov 1979a,b; Fishkova 1955, 1976, 1981, 1983; Shefov
and Piterskaya 1984; Toroshelidze 1991; Semenov and Shefov 1996a, 1999a).

Subsequently, some improvement of the relations obtained have been made
(Semenov and Shefov 2003). They have already been considered in the previous
sections.

4.1.2 Determination of the Characteristics of OH Emission

As already mentioned, the hydroxyl emission arises due to rotational–vibrational
electronic transitions (v′ = 9÷ 1, v′′ = (v′ − 1)÷ 0) of the ground state X2Π. Its
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total intensity I is the sum of the intensities Iv′v′′ of bands distributed in the 0.5–5.0
(μm) spectral range. The greatest intensity (photons) is produced by the sequence
of vibrational transitions Δv = 2 in the spectral range 1.4–2.2 (μm) (Shefov and
Piterskaya 1984).

The population distribution over vibrational levels can be on the average repre-
sented by a Boltzmann distribution with vibrational temperature TV ∼ 10000 (K),
though there is evidence (see Fig. 2.15) of the existence of two sections in the
distributions for v = 1− 5 and v = 6− 9 for which T9876 ≥ T54321 (Shefov 1976;
Fishkova 1981, 1983).

Thus, the total radiation intensity (photons) is determined as

I =
9

∑
v′=1

8

∑
v′′=0

Iv′v′′ =
9

∑
v′=1

8

∑
v′′=0

Av′v′′ ·Nv′ =

9
∑

v′=1
Av′ · exp(−Gv′/kTV)

9
∑

v′=1
exp(−Gv′/kTV)

Neff = Ā ·Neff ,

where Av′v′′ are the probabilities of the transitions; Av′ =
v′
∑

v′′=0
Av′v′′ ; Nv′ is the pop-

ulation of the v’th vibrational level; k is Boltzmann’s constant; and Neff is the ef-
fective number (cm−2) of excited OH molecules. The values of Av′v′′ obtained by
calculations based on various data about the intensities of OH bands are given in
Tables 2.1–2.10. It should be stressed that many calculations of transition probabili-
ties had the disadvantage that they used the data of nonsimultaneous measurements
of intensities of some OH bands presented by Krassovsky et al. (1962) that were
not reduced to some standard conditions because many laws of variations have not
been established yet at that time. Notwithstanding that the calculation techniques
have been improved, the values of Av′v′′ call for further refinement. The energies of
vibrational levels, Gv(cm−1), are determined by the relation

Gv = 3653v−85v2 + 0.54v3 ;

Ā(TV) (∼ 48(s−1) for TV = 10000 (K)) is the effective transition probability. It can
be found from the approximate relation

lnĀ(TV) = 2.3265 + 2.7832 ·T′V−1.6776 ·T′2V + 0.5001 ·T′3V−0.0587 ·T′4V ,

where T′V = TV/10000. Thus, the intensity (photons) of an OH band is determined
by the formula

Iv′v′′ = I · Av′v′′

Ā ·Qv
exp(−Gv′/kTV) ,

where the sum over the vibrational states

Qv′ =
9

∑
v′=1

exp(−Gv′/kTV)
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can be approximated by the relation

lnQv′ =−2.97 + 7.14 ·T′V−5.547 ·T′2V + 2.20 ·T′3V−0.345 ·T′4V .

The total hydroxyl emission energy is determined by the formula

E = Neff ·
9

∑
v′=1

(
8

∑
v′′=0

hc
λv′v′′

Av′v′′

)

/ [Qv′ exp(−Gv′/kTV)]

or

E =
2 ·10−12

λ(TV)
· I(erg · cm−2 · s−1) ,

where λv′v′′ are the wavelengths of the OH bands, and the effective wavelength
(micrometers) is approximated as

λ(TV) = 3.095−2.862 ·T′V+ 2.549 ·T′2V−1.051 ·T′3V + 0.165 ·T′4V .

The OH rotational temperature Tr (equilibrium) is determined by the intensity
distribution for the first four to five lines of the P branch of the rotational band
(Shefov 1961). Transition probabilities for various lines (Benedict et al. 1953) can
be found in the Atlas composed by Krassovsky et al. (1962). The measured tem-
perature Tr is the weighted average of the atmospheric temperature T inside the
emission layer and practically corresponds to the altitude of maximum emission
rate Qm. However, there exists a dependence of Tr on vibrational level number v
(Berg and Shefov 1963; Bakanas and Perminov 2003; Bakanas et al. 2003), which
is related to seasonal variations of the respective emission layer altitude Zmv. Special
investigations have revealed that the difference between rotational temperatures cor-
responding to different vibrational levels depends on the season and is determined
by the harmonic amplitudes and phases. It can be described by the relation

ΔTv6 = a0 + a1 · cos[2π(td− t1)/365.25]+ a2 · cos[4π(td− t2)/365.25] ,

where ΔTv6 = Tv−T6 is the difference between the temperatures corresponding to
the fifth and sixth vibrational levels and td is the day of year,

a0 = 9.55−3.02 ·v +0.24 ·v2,

a1 =−27.81 + 10 ·v−0.89 ·v2,

a2 =−18.51 + 6.81 ·v−0.62 ·v2,

t1 =−68.5 + 12.8 ·v,

t2 = 182−19 ·v .

The calculated seasonal variations of the rotational temperature differences for
vibrational levels 2–9 and the distribution of these differences over the levels
for different months of year are presented in Fig. 4.1. The data for the second
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Fig. 4.1 Calculated variations of the differences between rotational temperatures for the OH bands
related to the temperature for the bands with v′ = 6. (a) Variations depending on the vibrational
level number v for different months of the year (1÷12); (b) seasonal variations for various vibra-
tional levels (v = 2–9)

vibrational level have been obtained based on an empirical formula, and they call for
refinement.

The nonequilibrium rotational temperature Tnr (∼1100 (K)) has been revealed
by analyzing the intensity distribution for the lines of the 882.4-nm (7–3) band of
the P branch with rotational numbers N′ = 6–12 (Perminov and Semenov 1992).
The nonequilibrium and, as a consequence, high rotational temperatures are due
to the incompleteness of rotational relaxation for large N in the top part of the
emission layer. Satellite measurements have detected transitions for N′ ∼ 33
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(Dodd et al. 1993, 1994) and pure rotational transitions between high rotational
levels in the spectral range 10–25 (μm).

The diurnal variations of Tnr are synchronous with the variations of the vibra-
tional temperature and reflect the altitude variations of the upper part of the OH
emission layer. Based on a small series of data obtained at Zvenigorod under night
conditions near the equinox, the variations can be described by the relation

Tnr = 250−1580 · cosχ� .

The emission rate altitude distribution was investigated until recently only by
rocket methods. At present, only about 50 rocket measurements carried out between
1956 and 1992 are known (Shefov and Toroshelidze 1975; Baker and Stair 1988),
30–35 of which are suitable for analysis.

In these data, the most uncertain characteristic is the shape of the altitude profile.
Theoretical investigations suggest an asymmetric distribution in which the share of
the emission layer above the altitude of emission rate maximum Zm is greater than
that below Zm (Moreels et al. 1977), i.e., the asymmetry P > 0.5.

Special investigations carried out on the UARS satellite testify to the asymmetry
P∼ 0.65 (Lowe and Le Blanc 1993). In measuring the intensity vertical distribution
for the emission layer sighted at a tangent to the limb, the solution of the inverse
problem of reconstruction of the shape of the bottom part of a layer presents some
difficulties since this demands that the form of the sought-for function be preset.
Comparison of simultaneously measured values of Zm and W for various rocket
launches has revealed a nonlinear correlation between them and a distinct separation
into two subgroups of vibrational levels: 1–5 and 6–9. For these levels, it has been
obtained that, on the average, for v = 4,

W4 = 2.7 +
(Zm−65)2

76
,

and for v = 8,

W8 = 3.7 +
(Zm−65)2

76
.

Dependences of the altitude Zm and layer thickness variations ΔW on v have also
been revealed:

Zm = 87 +
v−5
4.3

and ΔW =−2.44 + 0.477v .

Therefore, on analyzing the given measurement data with the purpose of reveal-
ing variations of different types, all of them were reduced to v = 5. Thus, the fol-
lowing relation has been obtained:

W = 2.63 +
(Zm−65)2

76
.

By analogy to the variations of other emission layer parameters, we can write
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Zm = Z0
m +∑

i

ΔZmi;W = W0 +∑
i

ΔWi;P = P0 +∑
i

ΔPi .

For Z0
m, W0, and P, their values corresponding to standard heliogeophysical con-

ditions should be taken.

4.1.3 Empirical Model of Variations of Hydroxyl
Emission Characteristics

To reveal the above variations, statistical systematization of the ground-based mea-
surements of the emission intensity and rotational (equilibrium) and vibrational
temperatures carried out at Zvenigorod and at other stations has been performed
(Berthier 1955, 1956; Shefov 1967a, 1968b, 1969a,b,c, 1970a,b, 1971a,b, 1972a,b,
1973a,b, 1974a,b, 1975a, 1976, 1978a,b; Taranova 1967; Taranova and Toroshe-
lidze 1970; Lowe and Lytle 1973; Takahashi et al. 1974, 1984, 1990, 1995, 1996;
Toroshelidze 1975; Shefov and Toroshelidze 1975; Kropotkina 1976; Kropotkina
and Shefov 1977; Moreels et al. 1977; Fishkova 1955, 1976, 1978, 1981, 1983;
Semenov and Shefov 1979a,b; Takahashi and Batista 1981; Potapov et al. 1983,
1985; Myrabø et al. 1983; Myrabø 1948; Shefov and Piterskaya 1984; Baker and
Stair 1988; Agashe et al. 1989; Scheer and Reisin 1990, 2000, 2002; Toroshelidze
1991; Turnbull and Lowe 1991; Perminov et al. 1993) and of the rocket and satellite
measurements of the emission layer altitude (Yee et al. 1997; Skinner et al. 1998).
The total list of publications is not given because of its great length.

Based on the systematization of the above emission characteristics for the earlier
specified heliogeophysical conditions, the following values have been obtained:

Rotational temperature T0
r = 195 (K)

Total intensity I◦ = 0.95 (megarayleigh)
Maximum emission rate Q0

m = 1.1 ·106(cm−3 · s−1)
Total energy E0 = 1(erg · cm−2 · s−1)
Vibrational temperature T0

V = 10000 (K)
Altitude of the emission layer maximum Z0

m = 87 (km)
Thickness of the emission layer W0 = 9 (km)
Asymmetry P = 0.65
Mean effective transition probability Ā = 48 (s−1)
Effective wavelength λ̄= 1.9 (μm)
Geographic latitude ϕ= 45◦N
Geographic longitude λ= 40◦E
Year YYYY = 1972.5
Season of year: equinox, day of year td = 80
Time of day (local solar midnight) τ= 0
Average solar flux F10.7 = 130
Geomagnetic activity Kp = 0
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Notwithstanding that a large body of observation data is available, not all types
of variations can be investigated in detail. This especially concerns the data on the
emission layer altitude and vibrational temperature. Therefore, in revealing the char-
acter of variations based on scanty data, the knowledge of the behavior of other
parameters was helpful since all variations are mutually related.

Various types of variations of the considered parameters are graphically pre-
sented in Figs. 4.2, 4.3, 4.4, and 4.5. On the plots for the variations of Tr, I, and
TV, the points represent mean values for given arguments. For the variations of Zm,
the points refer to individual values.

Empirical approximations have been obtained to calculate the variations of the
parameters considered relative to their standard values under given heliogeophysical
conditions.

Fig. 4.2 Variations of the rotational temperature of hydroxyl emission about its mean value for
standard conditions versus different parameters (Semenov and Shefov 1996a, 1999). The designa-
tions are given in the preface to Chap. 4. MF – meteoric flows, NC – noctilucent clouds
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Fig. 4.3 Variations of the hydroxyl emission intensity about its mean value for standard conditions
versus different parameters (Semenov and Shefov 1996a, 1999). Designations are given in the
preface to Chap. 4

As it became obvious in recent years, the variations of the vibrational temperature
TV (and the nonequilibrium rotational temperature Tnr) reflect the variations of the
atmospheric density inside the emission layer on varying altitude Zm (Shefov 1978b;
Perminov and Semenov 1992; Perminov et al. 1993). The emission intensity I and
rotational temperature Tr also vary with the altitude of the emission layer. Therefore,
the validity of the relations obtained can be checked to some extent with the use
of empirical approximations of the OH emission parameters by calculating them
for the conditions of rocket measurements (Shefov and Toroshelidze 1975; Baker
and Stair 1988) and comparing the results with the data of rocket measurements of
Zm reduced to the parameter values for v = 5. These results are also presented in
Figs. 4.2–4.5. The regression relations have the form
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Fig. 4.4 Variations of the vibrational temperature of hydroxyl emission about its mean value for
standard conditions versus different parameters (Semenov and Shefov 1996a, 1999). Designations
are given in the preface to Chap. 4

Zm = 78 + TV/1000 (km),(r∼ 0.74);

Zm = 91−4I (km),(r∼−0.64);

Zm = 105−0.09Tr (km),(r∼−0.63);

I =−3.3 + Tr/45 (megarayleigh),(r∼ 0.77);

I = 4.3−TV/2850 (megarayleigh),(r∼−0.51);

TV = 25800−86Tr (K),(r∼−0.58);

TV = 32200/(1 + 1.26 ·10−11n0.8) (K),(r∼−0.7) ,

where n is the concentration of neutral constituents (cm−3).
It should be stressed that the correlations between the hydroxyl emission pa-

rameters obtained for a wide spectrum of heliogeophysical conditions during rocket



4.1 Model of Hydroxyl Emission 425

Fig. 4.5 Variations of the maximum altitude of the OH emission layer about the mean value for
standard conditions versus different parameters (Semenov and Shefov 1996a, 1999). Designations
are given in the preface to Chap. 4

measurements are in good agreement with the results of measurements carried out at
different stations (Takahashi et al. 1974, 1984, 1990; Shefov 1975a; Fishkova 1983;
Agashe et al. 1989; Scheer and Reisin 1990, 2000, 2002; Toroshelidze 1991). From
these relations, we have for regular nocturnal variations

ΔTV/ΔZm ∼ 1000 (K ·km−1),

ΔTr/ΔZm ∼−10 (K ·km−1),

ΔI/ΔZm ∼−25% (km−1),

Δn/ΔTV ∼−19%(1000 (K))−1 .

Below we give empirical relations for different types of variations of hydroxyl
emission parameters.
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Nocturnal Variations

ΔTrχ = 44−62 · cos(ϕ+ δ�)+
50 · [cosχ�+ cos(ϕ+ δ�)]

1 + exp[(28−|ϕ|)/4]
(K),

cosχ� = sinϕ · sinδ�− cosϕcosδ� cosτ ,

where τ is the local mean solar time and δ� is the declination of the Sun.

ΔIχ = 0.89 ·
[∣
∣cosχ�

∣
∣−0.33−|cos(ϕ+ δ�)|−0.33

]
;

ΔTVχ = 12700 ·
[∣
∣cosχ�

∣
∣0.2−|cos(ϕ+ δ�)|0.2

]
(K);

ΔZmχ =− 5.5
1 + exp[−8 · (cosχ�+ 0.26)]

(KM) .

The nightly mean variations have been derived from the data of numerous obser-
vations (Fishkova 1955; Shefov 1971a, 1972a,b; Takahashi et al. 1974, 1984, 1990;
Shefov and Toroshelidze 1975; Toroshelidze 1975, 1991; Shefov 1978a; Fishkova
1981, 1983; Myrabø et al. 1983; Potapov et al. 1983; Baker and Stair 1988; Agashe
et al. 1989; Scheer and Reisin 1990, 2000, 2002; Turnbull and Lowe 1983, 1991).
Undoubtedly, the nocturnal variations of hydroxyl emission parameters are affected
by the phase shifts of semidiurnal thermal tides resulting from the emission layer
altitude variations (Petitdidier and Teitelbaum 1977; Takahashi et al. 1984) and by
the perturbations caused by internal gravity waves.

Special attempts have been made to measure the variations of OH emission
parameters at evening and morning twilights for χ� = 98◦ − 108◦ (Toroshelidze
1968a, 1991; Taranova and Toroshelidze 1970; Moreels et al. 1977; Scheer and
Reisin 1990; Takahashi et al. 1990; Turnbull and Lowe 1991). It seems that the ob-
served maxima were related to the effect of the motion of the terminator
(Toroshelidze 1991). Some features of the variations can be studied based on
the measurements performed at summer nights at the latitudes where χ� ≤ 112◦
(Shefov 1971a). For these conditions, periodic temperature variations (4-h and
2-h harmonics) have been revealed (Taranova and Toroshelidze 1970; Toroshe-
lidze 1975, 1991). The temperature variations in the evening (ev) at latitudes near
45◦N can be determined, on the average, by the formula

ΔTev
rte = 10 · sin

π
2
(τ− τχ)+ 6 · cosπ(τ− τχ)(K) ,

where τχ is the mean solar time (h) for χ� = 98◦. For this zenith angle, the given
atmospheric region is at a distance of 900 (km) from the terminator line.

The temperature variations in the morning (mo) are given by

ΔTmo
rte = 6 · cos

π
2
(τχ− τ)−3 · sinπ(τχ− τ)(K) .
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However, the available data are insufficient for constructing relations which
would describe the behavior of the hydroxyl emission parameters for solar zenith
angles between 80◦ and 100◦. Therefore, the above approximate formulas are inap-
plicable in this range of the argument.

Lunar Variations

The lunar-tidal variations of the OH emission observable at a given latitude depend
substantially on the position of the lunar orbit plane relative to the plane of the
Earth’s equator, i.e., on the declination of the Moon, δL, as can be seen from Fig. 4.6.
The angle of inclination of the Moon orbit plane to the ecliptic plane ranges about
5.15◦. Therefore, the angle of inclination of the Moon orbit plane to the Earth’s
equator plane varies between 18.3 and 28.63◦. The latitude Θ and longitude Λ of
the observation point in the tide-deformed atmosphere relative to the straight line
connecting the Earth and Moon centers are determined by the formulas (Kropotkina
and Shefov 1977)

Fig. 4.6 Schema of the orientation of the tide-deformed Earth’s atmosphere under the influence of
the Moon. The scale of the Moon-related longitudinal-to-transverse deformation ratio is consider-
ably increased
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sinΘ= sinϕ · cosδL + cosϕ · sinδL · costL,

sinΛ=
cosϕ
cosΘ

· sin tL,

cosΛ=
−cosϕ · cosδL + sinϕ · sinδL · costL

cosΘ
,

where tL is the hour angle and δL is the declination of the Moon. The latitudinal
distribution of the tidal disturbance amplitude is determined by the relation

AL = 0.5(3cos2Θ−1) .

In the equatorial coordinate system, this distribution has the form

AL =
1
3
(1−3 · sin2 δL) · (1−3 · sin2ϕ)+ sin2δL · sin2ϕ · costL

+ cos2ϕ · cos2 δL · cos2tL.

The relationships between lunar coordinates and time for various geographic lat-
itudes are presented in Figs. 1.29–1.31.

However, the position of the Moon orbit plane varies due to precession, making
a turn in 18.61 years. This means that the orbit plane turns by 19.3◦ in a year. There-
fore, the seasonal character of lunar tides will change from year to year. Therefore,
the seasonal variations of lunar tides should be constructed for the same values of
the Moon declination δL for a given latitude ϕ of the observation place. The pub-
lished data do not always give a clear indication whether the relevant observations
met these requirements.

According to the available data, the diurnal lunar-tidal variations of the OH emis-
sion parameters have small amplitudes and cannot be revealed reliably. Based on
the data of long-term measurements (Shefov and Toroshelidze 1975; Scheer and
Reisin 1990), the following estimates have been obtained:

ΔTrL = 0.5 · cos
π
12
τL−1.5 · cos

π
6
τL(K);

ΔIL = 0.01 · cos
π
12
τL−0.02 · cos

π
6
τL;

ΔTVL =−60 · cos
π
12
τL + 150 · cos

π
6
τL(K);

ΔZmL =−3.5 · cos
π
12
τL + 4.5 · cos

π
6
τL(km) (Fig. 4.27)

Here τL is the lunar time (h). Following Chapman and Lindsen (1970), it can be
estimated as

τL = τ− ξ ,

where ξ = −0.6173393 + 0.8127167 ·D and D = [(YYYY− 1901) · 365.25] +
364.5 + td.

In this formula, the square brackets denote the integer part of the number and
YYYY designates the year number.
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The variations of the nonequilibrium rotational temperature in the Moon orbit
plane are determined by the formula

ΔTnrL =−70 · cos
πτL

12
+ 200 · cos

πτL

6
.

The variations associated with the Moon age period, i.e., the synodic month equal
to 29.53 days, have greater amplitudes than the variations associated with a lunar
day:

ΔTrLΦ = 3 ·
(

2.2−1.5 · cos
2π

365.25
td

)
· cos

2π
29.53

tLΦ−9 · cos
4π

29.53
tLΦ(K);

ΔILΦ = 0.05 · cos
2π

29.53
tLΦ−0.18 · cos

4π
29.53

tLΦ;

ΔTVLΦ =−400 · cos
2π

29.53
tLΦ+ 1000 · cos

4π
29.53

tLΦ(K);

ΔZmLΦ =−0.3 · cos
2π

29.53
tLΦ+ 0.6 · cos

4π
29.53

tLΦ(KM) .

The data for ΔTrL, ΔIL, and ΔTVL have been obtained in the latitude 57◦N
(Shefov 1974a,b), for ΔZmL on the average at latitudes 30–40◦N, and all of them
have been reduced to the Moon orbit plane. A rough estimate of the Moon age to
within several tenth of day can be obtained by the following formula derived from
Meeus’ formulas (Meeus 1982):

tLΦ = [(td/365.25 + YYYY−1900) ·12.3685] ·29.53−1, days .

Here, the square brackets denote the fractional part of the number.

Fig. 4.7 Lunar variations of the hydroxyl emission layer altitude according to rocket measurements
(Shefov and Toroshelidze 1975). Full circles are measurement data; hollow circles are mirror trans-
fer of points to the other half of the lunar day relative to the upper culmination
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The data obtained have been used to construct the relations of the tide-deformed
atmosphere parameters to the coordinates, latitude Θ and longitude Λ, of the obser-
vation point relative to the straight line connecting the Earth and the Moon cen-
ters. Analysis of the temperature and altitude variations (Fig. 4.8a) (Kropotkina
and Shefov 1977) shows, as expected, that the quantity ΔT changes its sign as
the latitude increases from 0 to 90◦. Of interest is to estimate the magnitude of
the tide-induced altitude variations. For this purpose, one can use the relations be-
tween the altitude and temperature variations obtained by Forbes and Geller (1972).
The dependence of the tide-induced altitude variations ΔZ on latitudeΘ constructed
based on these relations is given in Fig. 4.8. The solid line depicts the function
2AL = 3 ·cos2Θ−1 in relative units. The values of ΔZ agree with the data obtained
from rocket measurements of hydroxyl emission altitudes (Shefov and Toroshelidze
1975).

The nature of these oscillations in the upper atmosphere is accounted for by the
planetary waves with periods of about 15 and 30 days that occur in the lower at-
mosphere (Reshetov 1973) and are caused by parametrically excited atmospheric
circulation.

Seasonal Variations

The seasonal variations of hydroxyl emission characteristics have the greatest am-
plitudes among other types of regular changes of these characteristics. Based on
the available data of measurements performed at different latitudes, the following
approximations have been obtained:

Fig. 4.8 Dependence of the atmospheric parameters variations on latitudeΘ (Kropotkina and She-
fov 1977). (A) Rotational temperature variations, open circles for Λ = 0, full circles for Λ = 12
(h); (B) altitude variations ΔZ (full circles). The dashed line corresponds to the theoretical tidal
potential distribution
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ΔTrs = 38 · 1− exp[−1.43 ·ϕ/(92−|ϕ|)]
1 + exp[−1.43 ·ϕ/(92−|ϕ|)] · cos

2π
365.25

td(K);

ΔIs = 0.09 · cos
2π

365.25
td + 0.12 · cos

4π
365.25

td;

ΔT36
Vs = 11800 ·

[
(cos(ϕ+ δ�))0.33− (cosϕ)0.33

]
(K);

ΔT69
Vs =

[
(cos(ϕ+ δ�))−0.16− (cosϕ)−0.16

]
(K);

ΔT39
Vs = 19000 ·

[
(cos(ϕ+ δ�))0.33

(cos(ϕ+ δ�))0.49 + 0.8
− (cosϕ)0.33

(cosϕ)0.49 + 0.8

]

(K);

ΔZms =
1− exp(2v−10)
1 + exp(2v−10)

· cos
2π

365.25
td,(km) .

Nevertheless, the harmonic amplitudes and phases contain components depend-
ing both on the solar flux and on the long-term trend (Semenov and Shefov 2003).
For the latitude interval 45–55◦N, the relations for the rotational temperature varia-
tions have the form

ΔTr1 =−(0.071±0.013)(F10.7−130)(K),correlation coefficient r

=−0.960±0.030,

t1 = (0.152±0.017)(F10.7−130)(days of year),correlation coefficient r

=−0.970±0.030,

ΔTr2 =−(0.027±0.01)(F10.7−130)(K),correlation coefficient r =−0.82±0.15,

t2 = 94±8 (days of year) .

The seasonal variations, as well as diurnal ones, have the greatest amplitude
among other types of variations (Shefov 1969a; Gavrilieva and Ammosov 2002a,b).
Their amplitude increases with latitude, and in the early works (Shefov and Yarin
1961, 1962; Kvifte 1967) this effect was attributed to the increase in Tr with al-
titude. The harmonic amplitude ratio will vary with latitude, since the semiannual
harmonic prevails near the equator (Golitsyn et al. 2000).

It seems that the difference in the relations of seasonal and yearly mean tem-
peratures to solar flux was the reason for the negative correlation and large vari-
ance obtained by Neumann (1990). It should be noted that this character of the
effect of solar activity on the hydroxyl emission temperature and intensity is due to
the features of the variations of altitude temperature distributions in the mesopause
(Semenov et al. 2005; Golitsyn et al. 2006). This shows up in that the yearly aver-
age temperature increases with solar flux while the difference between the winter
and the summer temperatures decreases with increasing solar flux. This behavior is
related in the main to the more substantial decrease in temperature in the mesopause
during the summer period of solar flux minima (Semenov et al. 2002a,c).
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In some studies, the response of the mesopause temperature determined by the
hydroxyl emission to solar activity was taken into account only by using yearly
average variations (Espy and Stegman 2002; Reisin and Scheer 2002). As mentioned
above, this is insufficient since the effect of solar activity is different in different
periods of the year; therefore, the contribution of seasonal variations should be taken
into consideration.

The altitude variations ΔZms agree in character with the data of satellite measure-
ments (Hernandez et al. 1995; Yee et al. 1997; Skinner et al. 1998).

Cyclic Aperiodic (Quasi-biennial) Variations (CAVs)

Recently the notions about the character of the so-called quasi-biennial oscillations
(QBOs) of the mesopause and lower thermosphere parameters have changed sub-
stantially. It has been established that the reason for these oscillations is QBOs
of solar flux (Sect. 1.6.2). Quasi-biennial oscillations in the Earth’s atmosphere
were revealed in 1880–1890 (Clayton 1884a,b; Woeikof 1891, 1895) and were
investigated later (Clough 1924, 1928). Their relation to solar activity was found
(Schuster 1906; Clough 1924, 1928). In the beginning of 1950, Kalinin (1952) in-
dependently detected their presence in the variations of the geomagnetic field char-
acteristics and paid attention to their relation to solar activity. In the early 1960s,
QBOs were detected again in the variations of the stratospheric wind characteristics,
and since then they have been intensely investigated (Rakipova and Efimova 1975;
Labitzke and van Loon 1988). It has been concluded that the QBO type depends on
solar activity and on the mode of circulation in the stratosphere.

Processing of data on solar fluxes and temperatures in the upper atmosphere has
shown that QBOs are not harmonic variations.

It turned out that the sequence of solar flux maxima during an 11-yr cycle is a
train of oscillations with varying period and amplitude (Fadel et al. 2002). Their
variations are well described by the Airy function −Ai(−x), which is a solution of
the second-order linear differential equation (Abramowitz and Stegun 1964)

y′′ −xy = 0 ,

which describes internal waves propagating in the atmospheres and oceans of rotat-
ing planets. This suggests that QBOs are manifestations of the dynamic processes
occurring in the interior of the Sun (Kononovich and Shefov 2003).

The results of the Fourier analysis of the Airy function (Shefov and Semenov
2006) for arguments 3−Δt for 12- to 15-yr intervals have shown that the maximum
amplitudes of the harmonics correspond to periods of∼2.3 and 2.8 years and depend
on the position of the chosen time interval within an 11-yr solar cycle (Sect. 5.1).

These CAVs for the hydroxyl emission can be described by the formulas
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ΔISAO(OH) =−0.08 ·Ai(3−Δt),

ΔTrSAO(OH) =−5 ·Ai(3−Δt)(K),

ΔTVSAO(OH) =−430 ·Ai(3−Δt)(K),

ΔZmSAO(OH) =−0.5 ·Ai(3−Δt)(km) .

Data of measurements and their approximations are presented in Figs. 4.2–4.5.

5.5.5-yr Variations

These variations occur practically in phase with an 11-yr solar cycle, and there-
fore they have not been adequately investigated. They are mentioned in a num-
ber of publications (Fishkova 1983; Shefov and Piterskaya 1984; Megrelishvili and
Fishkova 1986). The vibrational temperatures TV have been estimated by the corre-
lation between the yearly average values of Tr and TV. Based on the measurements
for t5,5 = 1959.0, 1970.0, 1981.0, and 1992.0, the following formulas for the varia-
tions have been obtained:

ΔTr5.5 = 8 · cos
2π
5.5

(t− t5.5)(K);

ΔI5.5 = 0.12 · cos
2π
5.5

(t− t5.5);

ΔTV5.5 = 400 · cos
2π
5.5

(t− t5.5)(K);

ΔZm5.5 = 0.4 · cos
2π
5.5

(t− t5.5)(km) .

According to the analysis of 11-yr solar flux data (Kononovich 2005), this period
seems to be the second harmonic of an 11-yr cycle, making ∼15(%) of the first
one. The phase of the second harmonic is equal to 3.7 years around the solar flux
minimum.

Variations Depending on the 11-yr Variability of Solar Flux

The mean variations of the hydroxyl emission parameters can be determined by the
formulas
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ΔTrF = 25log10[F10.7(t−0.42)/150],

ΔIF = 0.40log10[F10.7(t−0.42)/150],

ΔTVF = 600log10[F10.7/150],

ΔZmF = (F10.7−130)/230 .

The yearly average values of the solar radio flux F10.7 with a shift by the 0.42
part of year give the greatest correlation (∼0.98) (Shefov and Piterskaya 1984;
Semenov and Shefov 1979a,b). They are mentioned elsewhere (Shefov 1969a;
Wiens and Weill 1973; Fishkova 1983).

As shown in Sect. 7.4, the effect of solar activity on the temperature of the middle
atmosphere varies with season. This effect can be taken into account based on the
data presented in Figs. 7.10–7.11.

It should be borne in mind that the ultraviolet radiation of the Sun, which causes
dissociation of molecular oxygen at the altitudes of the mesopause and lower ther-
mosphere, is emitted at the level of the photosphere where the level of solar activity
is evaluated by solar spots (Wolf numbers W). The solar radio-frequency emission,
whose index F10.7 determines the solar activity in the corona, indicates the activity
level which is delayed by about 3 months relative to the solar activity determined
by Wolf numbers (Apostolov and Letfus 1985). Hence, the global response of the
upper atmosphere seems to be delayed by almost half a year.

Long-Term Trend

During the last century, the Earth’s atmosphere experienced considerable changes
whose rate (trend) did not remain constant. In the surface layer the temperature
variation rate was about +0.007 (K/yr), while in the middle atmosphere it changed
its sign depending on altitude. In the mesopause, the long-term yearly average trend
was about−0.68 (K/yr).

In our calculations, the long-term temperature trend was estimated in reference to
the year 1972.5, since for this point in time the yearly average F10.7 was about 130,
which corresponds to the average smoothed (with a 22-yr sliding interval) value for
the 19th–22nd periods of solar activity:

ΔTrtr =−0.68(t−1972.5),

ΔItr = 0.97t′ −3.67t′2 + 2.77t′3 + 27.8t′4, where t′ = (t−1972.5)/100,

ΔTvtr = 40(t−1972.5),

ΔZmtr =−0.002(t−1972.5) .
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The trends are based on the data of a number of studies (Shefov 1969a; Wiens
and Weill 1973; Fishkova 1983; Shefov and Piterskaya 1984; Semenov and Shefov
1979a,b; Givishvili et al. 1996; Golitsyn et al. 1996, 2000, 2001; Evlashin et al. 1999;
Lysenko et al. 1999; Semenov 2000; Semenov et al. 2000, 2002a). The nature of a
trend seems to be complicated in character, being a manifestation of both man’s
impact and long-period variations of solar flux.

However, the trend shows seasonal variability (Golitsyn et al. 2000; Semenov
2000; Semenov et al. 2000, 2002a). It turned out that at the hydroxyl emission alti-
tudes (∼87 (km)) in winter (December/January) the trend is negative, and according
to a linear approximation for the period 1955–1995, it is −0.92±0.08. During the
summer period (June/July), there is no trend (0.02± 0.08), and the yearly average
value is −0.64±0.05.

The data obtained allow the conclusion that the found constancy of the mesopause
temperature during the summer period and the observed long-term increase in the
frequency of occurrence of noctilucent clouds (Gadsden 1990, 1998), though ques-
tionable (Gadsden 2002), testify to an increase in humidity in the upper atmosphere.
This is confirmed by the increase in concentrations of atomic hydrogen, methane,
and water vapors in the atmosphere (Semenov 1997; Chandra et al. 1997; Shefov
and Semenov 2002).

Independent evidence for the cooling of the atmosphere at the mesopause alti-
tudes is the detection of a long-term reduction of the meridional wind speed (Mer-
zlyakov and Portnyagin 1999) as a result of the decrease in temperature difference
between the winter and the summer hemispheres (Semenov 2000).

The data on long-term temperature variations at the hydroxyl altitudes seem
to testify to a possible decrease in trend since the 1990s, indicating its nonlinear
behavior. This nonlinearity was already mentioned (Lysenko et al. 1997a,b, 2003;
Lysenko and Rusina 2002a,b, 2003). It may be related, in particular, to long-term
variations of solar flux. However, to gain more adequate notions about long-term
variations of the trend, further investigations are necessary. A possible charac-
ter of these temperature variations for winter conditions can be described by the
relation

Tw = 234−1.3 · (t−1972.5)+0.014 · (t−1972.5)2(K)

and for yearly average conditions by

Tma = 230−0.9 · (t−1972.5)+0.010 · (t−1972.5)2(K) .

The decrease in temperature of the middle atmosphere during several decades is
naturally responsible for the overall subsidence of the atmosphere on the average,
which, in separately taken time intervals, is compensated by seasonal tempera-
ture variations and solar flux variations. Therefore, the rate of subsidence de-
pends on the seasonal rearrangement of the temperature altitude distribution. At
the altitudes of the formation of noctilucent clouds in summertime (82–83 (km)),
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the subsidence rate is about −50 (m · yr−1). This corresponds to the decrease in
atmospheric density by about −1.5(% · yr−1). No wonder noctilucent clouds arise
practically at the same altitude (1–1.5 (km)) for many years (Semenov et al. 2000).

Latitudinal Variations

For nightly mean rotational temperatures, we have

ΔTrϕ = 0 ,

and for midnight values,

ΔTrϕ = 44−62 · cos(ϕ+ δ�) (K),

ΔIϕ =
0.68

1 + exp[(41−ϕ)/6.1]
−0.45,

ΔTVϕ = 3500 · exp{−[(ϕ+ δ�)/50]4}−6500 · exp{−[(ϕ+ δ�)/28]2}−500 (K),

ΔZmϕ = 3.5 · exp{−[(ϕ+ δ�)/50]4}−6.5 · exp{−[(ϕ+ δ�)/28]2}−0.5 (km) .

All previous statements about the increase in Tr with latitude ϕ (Shefov and
Yarin 1961, 1962; Kvifte 1967) were based on data obtained in winter, which
therefore reflected the latitudinal dependence of the amplitude of seasonal varia-
tions rather than of the behavior of the yearly average values of Tr. The latitudi-
nal variations ΔTV have been derived from the relation of their correlation with
ΔZm.

Disturbed Variations After Geomagnetic Storms

These variations have been described in detail based on the data obtained at
Zvenigorod (Φ = 51◦N) and traced down to the equator using the data of measure-
ments performed at a number of stations (Figs. 4.9, 4.10, and 4.11) (Shefov 1968b,
1969a,c, 1972a,b, 1973a, 1975a; Truttse and Shefov 1971). The measurements have
shown that geomagnetic disturbances are followed by intensity and temperature os-
cillations which propagate from the auroral zone toward the equator. This effect is
traced not only on the average for many storms, but also from the data of individual
observations for a rather long period (10 nights) (Figs. 4.12 and 4.13) (Truttse and
Shefov 1970a,b).
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Fig. 4.9 The average variations of relative intensity increments ΔIg
OH and ΔIg

O2
(full circles) and

temperature increments ΔTg
OH (K) (open circles) after geomagnetic disturbances with various in-

dices KP derived from the data of measurements performed at Zvenigorod (Shefov 1969a, 1973a).
The solid lines are approximations
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Fig. 4.10 The average variations of relative intensity increments ΔIg
OH after the geomagnetic

disturbances with indices KP varied between 6− and 90 that occurred at different latitudes
(Shefov 1969a, 1973a). The solid lines are approximations

The variations associated with the given process for the disturbance maximum at
the latitude of Zvenigorod have been approximated by the relations

ΔTrgm =−14 + 2 · (KP−5)(K), r = 0.76±0.21,

ΔIgm = 0.30 + 0.10 · (KP−5), r = 0.98±0.01,

ΔTVgm = 650−44 · (KP−5)(K), r = 0.90±0.1,

ΔZmgm =−0.17−0.1 · (KP−5)(km), r = 0.6±0.3.

The velocity of composition waves is 5–10 (m · s−1); these waves transfer ad-
ditional amounts of water vapor and nitric oxide (Shefov 1968b, 1969a, 1973a,
1978a). This follows from the revealed correlation of hydroxyl emission varia-
tions with ionospheric absorption (Fig. 4.14) (Rapoport and Shefov 1974, 1976;
Shefov 1978a). For the emission intensity, the correlation formula is

ΔI/I = 0.97 ·Δfmin + 0.13,correlation coefficient r = 0.80
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Fig. 4.11 The average variations of relative temperature increments ΔTg
OH (K) after geomagnetic

disturbances with KP indices between 6 and 90 at various latitudes (Shefov 1969a, 1973a). The
solid lines are approximations

and for the temperature

ΔT =−21.2 ·Δfmin + 4.1(K),correlation coefficient r =−0.84 .

On the average, the maximum disturbance amplitudes are 80–90(%) for the in-
tensity, 10–15 (K) for the rotational temperature, and 1000 (K) for the vibrational
temperature. Rocket measurements of the altitude Zm allow one to estimate only
the decrease in layer altitude in relation to the index Kp at latitudes near 40–45◦N
within 5 or 6 days after a geomagnetic disturbance.

The latitude dependence of the magnitude of the aftereffect of a magnetic storm
gives an idea of the rates of dynamic processes occurring in the upper atmosphere,
such as dynamic and photochemical relaxation. As follows from measurement data
(Shefov 1973a), the beginning of the aftereffect is traced down to the equator within
10 days after a storm, and the periodic oscillation persists from 25 days at lati-
tudes ∼58◦N to ∼9 days near the equator (see Figs. 4.10 and 4.11). The latitude
dependence of the duration of variations of this type can be described by a linear
approximate relation (Fig. 4.15) (r = 0.992±0.007):
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Fig. 4.12 Examples of the variations of ΔIg
OH after strong geomagnetic storms by the data for

Zvenigorod (April 1, 1960), Haute Provence, and Japan, and the 10-h mean AE10 (February 11,
1958) (Shefov 1969a, 1973a)

Δtosc = (8.11±0.70)+ (0.30±0.02) ·ϕ (days) .

This testifies to a slow relaxation process, i.e., the relaxation time constant is
several days.

Since the ring-shaped disturbed atmospheric region containing active constituents
extends toward the low latitudes, its area should increase proportional to cos Φ,
where Φ is the geomagnetic latitude, provided its latitudinal span remains un-
changed (Shefov 1978a). Therefore, the rate of attenuation of the aftereffect process
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Fig. 4.13 Variations of the nightly mean relative intensity increments ΔIg
OH and temperature in-

crements ΔTg
OH (K) (dots) after the geomagnetic storm of March 24, 1969, by Zvenigorod data.

The solid lines are the mean variations for a given level of disturbance (Truttse and Shefov
1970a, b)

should increase. In view of the fact that the ring-shaped disturbance area is smeared
in altitude and latitude, the attenuation will proceed even faster.

The relation of the values of lgΔI and Δt = t− tgm presented in Fig. 4.15 shows
that the attenuation of the aftereffect can be approximated by the relation

ΔI = ΔI0 · cosΦ · exp(−Δt/τ) ,

where Φ = 68◦N, τ = 2.3± 0.5 (days) is the attenuation time constant, which,
probably, varies with latitude, ΔI0 = 3.2± 0.5; and the correlation factor r =
−0.923±0.066.
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Fig. 4.14 Relation of the hydroxyl emission intensity increment ΔI/I and rotational temperature
increment ΔT to ionospheric parameters Δfmin (Rapoport and Shefov 1974, 1976; Shefov 1978a).
The straight lines are regression lines

As shown by Shefov (1978a), relating the hydroxyl emission intensity increment,
ΔI, to the cosmic radiowave absorbed by the ionosphere (18–25 (MHz)) L (cosχ=
0.2) at various latitudes (from the equator to 60◦N) (Rishbeth and Garriot 1969), we
obtain a close correlation between these quantities (Fig. 4.16):

L(dB) = 22 ·ΔI + 15 .

This suggests that the observed moving disturbance is caused by the inflow of
chemically active atmospheric constituents from high latitudes.
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Fig. 4.15 Time variations of
the mean relative increments
of hydroxyl emission
intensity caused by a
geomagnetic-storm-induced
disturbance which propagated
from the auroral zone toward
the equator (Shefov 1978a)

Analysis of the character of the obtained variations allows the assumption that
the observed wavelike process propagating from the auroral zone is similar to an
oscillation arising in the meridional flow on a rotating planet. This process can be
described by the Airy function (Munk 1980; Monin 1988) since it is a solution of
the linearized Korteweg–de Vries wave equation (Miropolsky 1981) that considers

Fig. 4.16 Relation of the
mean values of the
ionospheric absorption L to
the hydroxyl emission
intensity increment ΔI
(Shefov 1978a) for different
geomagnetic latitudes. The
latitude is indicated at the
respective points
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Fig. 4.17 Average dependences of the periods of the variations of intensity increments, τ(ΔIg
OH)

(open circles), and temperature increments, τ(ΔTg
OH) (full circles) on the geomagnetic disturbance

magnitude KP (Shefov 1969a, 1973a)

the effect of dispersion and nonlinear effects. For a weakly dispersing medium, the
Airy function describes an attenuating oscillatory process.

In the case under consideration, the observed intensity and temperature variations
are attenuating processes described by the Airy function. The attenuation seems to
be related to the transfer of active chemical agents: nitric oxide and water vapors.

The data presented in Fig. 4.8 indicate that there is a dependence of the period of
the intensity increment variations on the magnitude of the geomagnetic disturbance
(Fig. 4.17). Approximation gives the following expressions:

τ(ΔTrgm) = 7.3 + 0.3 · (KP−5) (day) r = 0.95±0.05,

τ(ΔIgm) = 5 + 0.3 · (KP−5) (day) r = 0.68±0.25 .

27-Day Variations

This type of variations is associated with the Carrington cycles of rotation of the
Sun which manifest themselves in the 27-day cyclicity of solar activity that is deter-
mined by the active regions on the Sun persisting for several turns. This cyclicity is
responsible for the corresponding variations of the UV radiation of the Sun. How-
ever, since solar spots appear and disappear in a sporadic manner, the cyclicity is
not strictly regular, and a new group of spots gives rise to a new point of counting
for a 27-day cycle. Therefore, the point of onset of the initial disturbance in a cycle
is not fixed and persists on the average only during no more than several turns of
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the Sun. Variations of this type are described elsewhere (Shefov 1967; Yarin 1970).
They can be estimated by the formulas

ΔTr27 = 45 ·
(

t− t27

3

)1.7

· exp

[
− t− t27

3

]
(K),

ΔI27 = 0.45 ·
(

t− t27

3

)1.7

· exp

[
− t− t27

3

]
,

ΔTV27 = 3500 ·
(

t− t27

3

)1.7

· exp

[
− t− t27

3

]
(K).

The available rocket data are insufficient to describe the behavior of ΔZm27.
The increase in intensity and rotational temperature at a simultaneous increase

in vibrational temperature that is associated with the displacement of the emission
layer upward testifies to a warming of this mesopause region with increasing so-
lar activity, and this agrees with the results obtained by Golitsyn et al. (2005) and
Semenov et al. (2005).

Variations Induced by Stratospheric Warmings

The large-scale dynamic processes developing at the stratospheric altitudes are re-
flected in variations of the characteristics of emission layers in the mesopause. They
were detected by various methods in various geographic regions (Shefov 1973b,
1975a; Kropotkina 1976; Fishkova 1978, 1983; Matveeva and Semenov 1985;
Hauchecorne et al. 1987). These variations are described by the formulas

ΔTrsw = 4.5 ·
(

t′

2.3

)3

· exp

(
− t′

2.3

)
+ 10 · sin

2π
9

t′ · exp

(
− t′

30

)
(K),

ΔIsw = 0.11 ·
(

t′

2.3

)3

· exp

(
− t′

2.3

)
−0.25 · sin

2π
9

t′ · exp

(
− t′

30

)
(K),

ΔTVsw =−220 ·
(

t′

2.3

)3

· exp

(
− t′

2.3

)
−500 · sin

2π
9

t′ · exp

(
− t′

30

)
(K),

where t′ = tSW−5.
The shift in the response time in the behavior of hydroxyl emission depends on

the relative position of the warming source and observation place. In some cases,
systematization was carried out by the maxima of the disturbance observed. Ac-
cording to some measurements, the temperature was observed not only to increase
but also to decrease (Shefov 1973b, 1975a; Kropotkina 1976; Fishkova 1978, 1983;
Offermann et al. 1983; Matveeva and Semenov 1985; Hauchecorne et al. 1987;
Nikolashkin et al. 2001). The data of rocket measurements are insufficient to re-
veal the behavior of ΔZmsw.
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Nevertheless, it should be noted that the construction of mean variations after
stratospheric warmings depends substantially on the choice of the initial moment of
a disturbance if the superimposed epoch method is applied, for example, to variation
maxima. It was noted (Taubenheim 1969; Taubenheim and Feister 1975) that the
use of the method of autosynchronization by variation maxima can lead to wrong
conclusions.

Orographic Variations

These spatial variations of hydroxyl emission parameters are related to the IGWs
generated near a mountain relief as an air flow whose speed is the speed V600 of the
prevailing wind at the 600-mbar altitude interacts with this relief.

The spatial temperature variations for the region of the Caucasian Mountains
have been estimated by the measurement data reported in a number of publications
(Shefov and Pertsev 1984; Sukhodoev et al. 1989a,b; Sukhodoev and Yarov 1998;
Shefov et al. 1999, 2000b). The maximum amplitude of a disturbance, ΔTroro, its
distance from the ridge, XM (schematically, its position is shown by the full triangle
in Fig. 5.49), and horizontal width of this phenomenon, ΔX, correlate with wind
velocity and vary with wind azimuth A∗V:

ΔTroro = 5 ·
(

V600

V0

)1/2

(K), r = 0.587±0.128, V0 = 1(m · s−1) ,

where V600 is the speed of the wind along the 600-mbar isobaric surface (∼4 (km)),

XM = (120±13)+ (0.80±0.24) ·A∗V (km) r = 0.470±0.125,

ΔX = (180±23)+ (0.90±0.44) ·A∗V (km) r = 0.400±0.160.

Theoretical calculations of the spatial distribution of a temperature disturbance
in the leeward region of the mesopause were performed based on the mechanism
of generation of internal gravity waves by gusts arising on the interaction of an
air flow with relief irregularities (Chunchuzov 1988). It was found that the spatial
distribution of the fluctuations of the prevailing wind and gust azimuths is described
by the Henyey–Greenstein function (Shefov et al. 1999, 2000b)

p(cosA) =
1
4
(1−g2) · (1−2g · cosA+ g2)−3/2 ,

where the parameter g, being the average cosine of the distribution, is equal to 0.5.
As follows from measurement data, an increase in rotational temperature (∼10

(K)) in the region of an orographic disturbance corresponds to a decrease in vibra-
tional temperature (∼ −1500 (K)). This points to a decrease of the altitude of the
emission layer.

The temperature variations in the direction perpendicular to the ridge line can be
described by the empirical formulas
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ΔTroro = 2.7 ·V600 ·
(

X+ 7
147

)1.14

· exp

(
−X+ 7

147

)
(K),

ΔTVoro =−400 ·V600 ·
(

X+ 7
147

)1.14

· exp

(
−X+ 7

147

)
(K),

ΔZmoro =−0.4 ·V600 ·
(

X+ 7
147

)1.14

· exp

(
−X+ 7

147

)
(km).

Calculations of the energy afflux in the leeward region of the mesopause have
shown that the vertical flux at the disturbance maximum is [Fz]=3 ·10−3 (W·m−2) =
3 (erg ·cm−2 · s−1). Based on these data, in view of the average length of the moun-
tains in the northern and southern hemispheres, the planetary average energy flux is
estimated to be ∼4 (erg · cm−2 · s−1) (Shefov 1985) (Sect. 5.2).

Variations Induced by Meteoric Flows and Noctilucent Clouds

These variations have been revealed from the data of observations at Zvenigorod in
summertime. The results testify to intensification of the OH emission after intrusion
of meteoric flows (MF in Figs. 4.2 and 4.3) and on occurrence of noctilucent clouds
(NLC in Figs. 4.2, 4.3) (Shefov 1968a, 1970b), whose average altitude is about
82 (km) (Bronshten and Grishin 1970). From the data of measurements performed
on Alaska, Taylor et al. (1995) have estimated the temperatures during the periods
of observation of noctilucent clouds to be 150–155 (K). However, the temperature
variations before the occurrence of noctilucent clouds were different in character
compared to those observed at Zvenigorod. The distribution of meteoric flows dur-
ing a year is given elsewhere (Bronshten et al. 1981). These variations have been
described by the relations

ΔTrmf = 18 · exp[10 · (3.5− t)]−1
exp[10 · (3.5− t)]+ 1

· exp

[
− (t−3)2

2

]
(K),

ΔImf = 0.7 · exp[10 · (3.5− t)]−1
exp[10 · (3.5− t)]+ 1

· exp

[
− (t−3)2

2

]
,

ΔTVmf =−500 · exp[10 · (3.5− t)]−1
exp[10 · (3.5− t)]+ 1

· exp

[
− (t−3)2

2

]
(K),

ΔZmmf =−0.5 · exp[10 · (3.5− t)]−1
exp[10 · (3.5− t)]+ 1

· exp

[
− (t−3)2

2

]
(km).
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IGW-Induced Variations

Variations of this type cannot be predicted within a night since they are caused by
IGWs propagating in the mesopause. IGWs are generated in the main by meteo-
rological sources in the lower atmosphere (Krassovsky et al. 1977; Semenov and
Shefov 1989), whose arrangement relative to the observation place and, hence, the
wave period and the time at which IGWs are generated are random in character. The
rotational temperature variations can be estimated by the relation

ΔTrgw = Tr ·10A · τk
w · sin

2π
τw

t ,

where τw is the wave period (min).

A =−2.45 + 0.48 · cos
2π
365

td; k = 0.78−0.25 · cos
2π
365

td .

Intensity and vibrational temperature variations can be estimated by the relations

ΔIgw = I ·η · ΔTr

Tr
;ΔTVgw =−TV · ΔTr

Tr
.

The parameter η, which defines the ratio of the relative amplitudes of the OH
emission intensity and temperature variations that are induced by IGWs propagating
through the emission layer, has different values for the upper and the lower vibra-
tional levels (Shagaev 1978). Based on these data, they vary during a year according
to the formulas

η9 = 2.4 + 1.11 · cos0.5 2π
365

td; η5 = 1.7 + 0.75 · cos0.5 2π
365

td .

The time of delay of the intensity variations relative to the temperature variations,
θ (min), also depends on vibrational level number v and on season:

θ9 = 1.70 + 1.4 · cos0.5 2π
365

td; θ5 = 0.65 + 0.55 · cos0.5 2π
365

td .

The data for other vibrational levels have not been adequately investigated. On
the assumption that η and θ linearly vary with v, the following general expressions
have been obtained:

η̄v = 0.825 + 0.175 ·v; θ̄v =−0.66 + 0.25 ·v .

In developing the presented empirical global model of the space–time variations
for the OH emission, the attention was focused on obtaining average relations and
absolute values of variations. In doing this, the measurement data were reduced
to standard heliogeophysical conditions as fully as possible. This provided a way
of performing theoretical calculations for particular situations and comparing dif-
ferent types of variations. The presented set of variations is a refined version of
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that obtained initially (Semenov and Shefov 1996a, 1999a), and doubtlessly, it will
be further refined based on goal-directed measurements. All this will promote the
construction of models which would describe the behavior of the concentrations of
small atmospheric constituents that participate in photochemical processes initiating
hydroxyl emission, which practically cannot be determined by other methods.

The presented empirical model has been verified based on the materials of the
international joint measurements performed under the CRISTA/MAHRSI program
during the period from October 1 to December 31, 1994, and on the data of measure-
ments performed at Zvenigorod in cooperation with the Canadian scientists from the
University of Western Ontario. An important inference of the analysis performed
is that the values of rotational temperature Tr measured at various stations are in
rather good agreement and that 16- and 30-day variations, global in character and in-
duced by planetary waves, have been revealed though the random conditions of their
occurrence could not be taken into consideration by the given model.

The problems of determination of the characteristics of IGWs are discussed in
Sects. 3.6.4, 3.6.5, and 5.1.

4.2 Model of the Sodium Emission

When constructing a model of the emission from sodium atoms, one should use
first of all the emission intensity and emission rate altitude distribution data. Direct
interferometric measurements of the atmospheric sodium temperature have shown
that for altitudes ∼90 (km) a near-equilibrium temperature (215±15 (K)) was ob-
tained only during twilight measurements (Sipler and Biondi 1975, 1978), since
the emission is caused by resonance fluorescence. At night the Doppler tempera-
ture turned out to be far above the equilibrium temperature (600±50 (K)) because
of the formation of excited sodium atoms of high kinetic energy from (NaO2)∗-
excited molecules (Hernandez 1975; Sipler and Biondi 1975, 1978). Laboratory in-
vestigations have also revealed this phenomenon (Gann et al. 1972).

The sodium emission, as well as other airglow emissions, responds to a variety
of regular and irregular variations which take place in the mesopause. In the studies
based on lidar measurements, the content of sodium atom is estimated by the number
of atoms in a vertical column of cross-section 1 (cm2), N (cm−2).

It should be noted that for the atomic sodium emission, much less rocket mea-
surement data on the emission rate altitude distribution Q(Z) are available than for
the emissions of OH and O (557.7 (nm)). The relevant measurements were carried
out at White Sands (32.4◦N, 106.4◦W) in the mid-1950s and at Alcantara (Brazil)
(2.5◦S, 44.4◦W) in the 1990s. The measurement data clearly point to that Q(Z) for
Na is on the average asymmetric relative to the maximum Q altitude. The asymme-
try is P ∼0.55 (Packer 1961; Clemesha and Takahashi 1995; Takahashi et al. 1996).

The much more numerous lidar measurements of the altitude profile of sodium
atom column density testify that these profiles are, on the average, symmetric
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(P = 0.5) (States and Gardner 1999, 2000a,b), and the altitude of maximum sodium
density is the same as that of maximum emission rate.

The reason for this seems to be that, according to the mechanism of excitation
of sodium emission at night (Chapman 1939; Plane 1991; Helmer and Plane 1993),
the emission rate is proportional to the sodium and ozone concentrations, i.e.,

Q(Na)∼ [Na] · [O3]

or, finally,

Q(Na)∼ [Na] · [O] · [O2] · {[O2]+ [N2]}
[H]

,

since the formation of ozone is related to recombination of atomic oxygen. The in-
crease in atomic oxygen concentration with altitude is the reason for the asymmetry
of the sodium emission rate altitude distribution.

The most numerous measurements of the Na emission intensity have been per-
formed by the photometric method in 1958–1968 at Haute Provence (43.9◦N, 5.7◦E)
(Yao 1962; Wiens and Weill 1973; Vassy and Vassy 1976), in 1957–1968 at Abas-
tumani (41.8◦N, 42.8◦E) (Fishkova 1983; Toroshelidze 1991), in 1957–1990 in
Japan (38.1◦N, 140.6◦E) (Yao 1962; Smith et al. 1968; Fukuyama 1976, 1977a,b;
Takeuchi et al. 1986, 1989a,b), in 1964–1965 at Kitt Peak (32◦N, 111.6◦W) (Smith
et al. 1968; Fishkova 1983), in 1961–1966 at Haleakala (20.7◦N, 156.3◦W)
(Fukuyama 1977a), in 1964–1973 at Poone (18.5◦N, 73.9◦E) (Smith et al. 1968;
Toroshelidze 1991), in 1968–1970 at Adi Ugri (14.9◦N, 38.8◦N) (Wiens and Weill
1973), in 1986–1991 at Fortaleza (3.9◦S, 38.4◦W) (Batista et al. 1990, 1994),
in 1977–1991 at Cachaeira Paulista (22.7◦S, 45.0◦W) (Takahashi et al. 1984;
Batista et al. 1994), and in 1967–1971 at Zeekoegat (33.1◦S, 22.5◦E) (Wiens
and Weill 1973). Spectrographic measurements were performed at Abastumani
(Fishkova 1983) and in 1957–1993 at Zvenigorod (55.7◦N, 36.8◦E).

Nocturnal Variations

The lidar observations of the sodium layer allow the conclusion that the variations of
its parameters during daytime hours and at night are different types of regular vari-
ations. This conclusion is based on the nocturnal behavior of the emission intensity
whose spatial distribution shows a pronounced spotty structure (Nasyrov 1967a,b)
and the occurrence of the intensity nightly minimum depends on season (Shefov
et al. 2000a). This effect also takes place for the 557.7-nm atomic oxygen emis-
sion. Its reason is the displacement of the atmospheric tidal fluctuations phase to the
region above the mesopause, where emission layers are localized, due to the varia-
tions of the emission layer altitudes (Batista et al. 1990). In the daytime, the sodium
density and the layer altitude are determined in the main by other processes because
of the action of solar radiation.

Therefore, as follows from many studies (Yao 1962; Wiens and Weill 1973;
Vassy and Vassy 1976; Smith et al. 1968; Fukuyama 1976; Takahashi et al. 1984;
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Takeuchi et al. 1986, 1989a,b), the diurnal variations reflect the effect of the thermal
tide that arises in the stratospheric ozone layer. Therefore, to systematize measure-
ment data for various seasonal and latitudinal conditions, it is necessary to change
from time to space coordinates, namely to solar zenith angles, χ�. Thus, we have

ΔIχ� = 0.12 · sin2(135−χ�−θ) .

Figure 4.18 presents the dependence of ΔIχ� on χ� for θ= 180◦. The solar zenith
angle χ� is determined by the relation

cosχ� = sinϕ · sinδ− cosϕ · cosδ · cosτ .

Here δ is the declination of the Sun and τ is the local solar time. When calculating
ΔIχ� for the points in time after midnight, it is necessary to use−χ�. The variations
presented in Fig. 4.18 correspond to the equinox conditions. However, the phase θ
associated with a given emission intensity depends on the season due to the wind
variations in the global circulation of the atmosphere (Vincent et al. 1998) that result
in variations of the emission layer altitude. Figure 4.18 presents these variations,
which are described by the relation

θ= 150 + 24.7 · cos
2π
365

(td−355)+ 7.0 · cos
4π
365

(td−6) .

As follows from these data, the time of nightly minimum emission intensity de-
pends on season and corresponds to a solar zenith angle χ�min. It is determined by
the relation

cosχ�
min = sin(45◦ −θ) .

The minimum I is determined by the condition χ�(Imin) = min[χ�min;
180◦−ϕ− δ].

In the calculations of the night (χ� > 100◦) values of ΔNχ, ΔZmχ, and ΔWχ for
a local time τ after midnight, the value of χ� is taken with the minus sign:

ΔNχ = 0.13cos(χ�−θ−275)+ 0.088cos2

(χ�−θ−78)+ 0.042cos3(χ�−θ−11),
ΔZmχ = 0.23cos(χ�−θ−217)+ 0.20cos2(χ�−θ−74)+ 0.12cos3(χ�−θ−7),

ΔWχ = 0.15 · cos(χ�−θ−116)+ 0.48 · cos2

(χ�−θ−80)+ 0.06 · cos3(χ�−θ−103) ,

where θ = 5 + 24.7cos[2(td− 355)/365]+ 7.0 · cos[4(td−−6)/365] (td is the day
of year).

Consideration of the combined variations of the layer altitude, its thickness, and
the atomic sodium density based on the data reported by States and Gardner (1999)
has shown that their mutual diurnal correlations are complex and nonlinear in char-
acter. The nocturnal variations (χ� > 100◦) are also nonlinear:
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Fig. 4.18 Nocturnal variations of the intensity of the 589.0–589.6 (nm) atomic sodium emission
about its mean value for standard heliogeophysical conditions in relation to different parameters.
The designations are described in the preface to Chap. 4
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Fig. 4.19 Nocturnal variations of the sodium layer parameters about their mean values correspond-
ing to standard heliogeophysical conditions. 1 – Altitude distributions of temperature response to
solar activity δTF; 2 – long-term trend ΔTtr, determined according to emission measurement data.
The altitude variations of amplitudes A and phases td of the annual (full circles) and semiannual
(open circles) harmonics derived from emission data. The thick solid dashed lines represent rocket
measurement data for all cases (Lysenko et al. 1997, 1999) and the thin solid dashed lines represent
approximations of emission and rocket data



454 4 Regular Variations of the Airglow in the Mesopause and Thermosphere

ΔNχ =−0.13 + 0.106 ·ΔZmχ−1.1 · (ΔZmχ)2,

ΔWχ =−0.49−4.86 ·ΔZmχ+ 16.14 · (ΔZmχ)2 + 0.71 · (ΔZmχ)3−24.1 · (ΔZmχ)4 .

Here ΔZmχ and ΔWχ are expressed in kilometers (Fig. 4.19).

Lunar Variations

The emission intensity variations depending on the phase age of the Moon have been
described for the intensity at midlatitudes varying with the period of a synodical
month equal to 29.53 days (Fishkova 1983):

ΔIL = 0.042 · cos
2π

29.53
(tLΦ+ 1)−0.174 · cos

4π
29.53

(tLΦ+ 2.5) .

These variations seem to be associated with yearly average conditions. Here, the
above notes regarding the lunar variations of hydroxyl emission are applicable.

The Moon’s age can be estimated to within several tenth of day by the formula
(Semenov and Shefov 1996a)

tLΦ = [(td/365 + YYYY−1900) ·12.3685] ·29.53−1 .

Here YYYY is the year number; the square brackets denote the fractional part of
the number.

Seasonal Variations

The seasonal variations, as usual, have the greatest amplitudes compared to other
periodic changes.

The seasonal intensity variations can be described by the relation

ΔIS =A1(ϕ) ·B1(F10.7, t) · cos
2π
365

(td−355)

+ A2(ϕ) ·B2(F10.7, t) · cos
4π
365

(td−110)

+ A3(ϕ) ·B3(F10.7, t) · cos
6π
365

(td−75) .

The seasonal variations have been derived from the data of a number of stations
such as Zvenigorod, Abastumani, Kiso, Adi Ugri, Cachoeira Paulista, Zeekoegat,
and Fortaleza (Wiens and Weill 1973; Fishkova 1983; Fukuyama 1977a; Takeuchi
et al. 1986, 1989a,b; Takahashi et al. 1984, 1995; Batista et al. 1994). As follows
from these data, the seasonal variability depends on geographic latitude, solar flux,
and year’s number. The data for ϕ= 45◦N are presented in Fig. 4.18. The harmonic
amplitudes AS are given by the relations
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A1(ϕ) = 0.82 · sin0.88ϕ,correlation factor r = 0.998±0.002,

A2(ϕ) = 1−0.91 · sin0.5ϕ, r = 0.995±0.004,

A3(ϕ) = 0.18 · sin0.64ϕ, r = 0.993±0.006 .

Fukuyama (1977a) pointed to the latitude dependence of the harmonic phases.
The analysis performed by this author has shown that the possible dependence of
the phases on latitude is weak. The multipliers depending on solar flux and long-
term trend are determined by the formulas

B1(F10.7, t) = 1 +(0.00287±0.00146)
(F10.7−130)− (0.135±0.045)(t−1972);

B2(F10.7, t) = 1 +(0.00089±0.00025)
(F10.7−130)− (0.0242±0.0087)(t−1972);

B3(F10.7, t) = 1 +(0.00122±0.0005)
(F10.7−130)− (0.0173±0.0072)(t−1972) .

Probably, the regression coefficients depend on latitude.
An important characteristic of the sodium emission is the ratio of the dou-

blet components D2(589.0(nm))/D1(589.6(nm)), which also varies during a year
(Fishkova 1983). For measurements at the zenith (at latitude 45◦N), we have

D2/D1 = 1.78 + 0.110 · cos
2π
365

(td−173)+ 0.103 ·cos
4π
365

(td−6) .

This ratio characterizes the optical thickness of the sodium layer (Chamberlain
1961). However, based on the measurements performed at the Laurel Ridge Obser-
vatory (40.1◦N, 79.2◦W) in October, 1974 (solar flux minimum), it was obtained
that at night D2/D1 = 2 (Sipler and Biondi 1978). Estimation of the intensity of
sodium emission for the given conditions using the model under consideration gives
65 (Rayleigh).

Based on the data of lidar observations (Clemesha et al. 1992; Plane et al. 1999;
States and Gardner 1999), it was obtained that the variations of the sodium con-
tent, layer altitude (km), and layer thickness (km) are determined by the sums of
harmonics:

ΔNS =0.41 · cos[2π(td−355)/365]
+ 0.041 · cos[4π(td−118)/365]+ 0.021 · cos[6π(td−35)/365],

ΔZmS =0.23 · cos[2π(td−10)/365]
+ 0.59 · cos[4π(td−100)/365]+ 0.03 · cos[6π(td−70)/365],

ΔWS =0.31 · cos[2π(td−27)/365]
+ 1.15 · cos[4π(td−11)/365]+ 0.41 ·cos[6π(td−3)/365].
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Noteworthy is that the harmonic phases for the sodium density and the sodium
emission intensity (Shefov et al. 2000a), obtained in fact from independent data, are
close to each other.

Close correlation has been revealed (Qian and Gardner 1995; States and Gardner
1999) between the sodium density in the layer, NNa, and the atmospheric temper-
ature, TNa, at the layer maximum altitude for both the nocturnal and the seasonal
variations. This correlation holds for all latitudes, from the South Pole to the high
latitudes of the northern hemisphere (Plane et al. 1998). Naturally, the sodium emis-
sion intensity INa is proportional to NNa. Based on the data by Shefov et al. (2000a),
the seasonal variations of the intensity INa (Rayleigh) have been calculated for the
conditions of lidar measurements performed in 1997 (States and Gardner 1999) and
compared to the temperature seasonal variations. As a result, the following relation
has been obtained:

TNa = (185±0.8)+ (0.20±0.01) · INa,(K) ,

with the correlation coefficient r = 0.952±0.020.
The revealed close relation between the sodium emission intensity and the atmo-

spheric temperature makes it an important means for the estimation of the seasonal
variations of the atmospheric temperature at altitudes of ∼92 (km) that can be pre-
sented by the formula

ΔTNa = A1 · cos[2π(td− t1)/365]
+A2 · cos[4π(td− t2)/365]+ A3 · cos[6π(td− t3)/365] ,

where, for the conditions of the year 1997, the amplitudes of the annual, semiannual,
and 4-month harmonics are, respectively, A1 = 6.0 (K), A2 = 1.7 (K), and A3 = 0.9
(K); the respective phases are t1 = 345 (days), t2 = 120 (days), and t3 = 86 (days).

Comparison of the yearly average temperatures TNa at ∼92 (km) calculated by
the above formula for the period 1955–1995 and the T92 values taken from yearly
average temperature profiles (Semenov and Shefov 1999a; Lysenko et al. 1999) has
shown their good agreement, namely TNa=T92± 4 (K), i.e., the error is ∼2(%).
Thus, based on measurements of the sodium emission intensity, it is possible to
evaluate the behavior of the temperature at altitudes of about 92 (km).

Cyclic Aperiodic (Quasi-biennial) Variations

As mentioned in Sect. 4.1, the present-day notions about the character of the quasi-
biennial variations (QBO) of the mesopause and lower thermosphere parameters
are essentially other than the former ones. It turned out that the original cause of
these variations is solar flux QBOs. All researchers who used the standard Fourier
analysis to determine the periodicity parameters arrived at average periods of ∼2.3
years.
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The problem of these variations was considered in detail in Sect. 1.6.2. The solar
activity component in the index F10.7 makes

ΔF10.7 =−22 ·Ai(3−ΔtSAO) ,

where ΔtSAO (years) is the time interval counted from the point of solar flux
minimum.

The Airy function values can be obtained from tabulated data or by approximate
formulas (Abramowitz and Stegun 1964).

The quasi-biennial oscillations are presented in Fig. 4.20. The data for the sodium
emission are based on the measurements performed at Abastumani (Fishkova et al.
2001a) and Ashkhabad (Nasyrov 2003). These quasi-biennial oscillations can be
described by the formula (Semenov and Shefov 2003)

ΔT92(589.3nm) = 5Ai(3−Δt)(K) .

This formula is confirmed by the intensity and temperature data obtained at
Zvenigorod, Abastumani, and Yakutsk (Fadel et al. 2002) and at Ashkhabad
(Nasyrov 2003).

5.5-yr Variations

The 5.5-yr variations of the sodium emission intensity are described by the formula

ΔI5.5 = 0.04 · cos
2π
5.5

(t− t5.5) .

Variations of this type have been revealed by analyzing the data of long-term
measurements performed at Zvenigorod, Abastumani, Haute Provence, and Kiso.
The ΔI5.5 maxima seem to occur synchronously with solar flux maxima since the
approximation of an 11-yr solar cycle with harmonics shows that the phase of the
first harmonic is near the cycle maximum and the second (5.5-yr) harmonic has a
phase of 3.7 (yr) relative to the minimum and an amplitude of ∼15(%) of the first
harmonic amplitude (Kononovich 2005). Therefore, for the years of solar flux min-
ima the observed emission intensities should inevitably contain a small contribution
of 5.5-yr variations. The corresponding data for the sodium layer altitude are not
available.

Variations Associated with Solar Activity

In earlier studies of the seasonal variations of sodium emission intensity, it has been
established that the typical annual variations show a maximum at the end of the year
and a minimum in summertime. As well as for all characteristics of the mesopause
region, there is a dependence on solar flux. Analysis of long-term measurement data
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Fig. 4.20 Cyclic aperiodic (quasi-biennial) temperature variations ΔT at altitudes of 97 ([OI] 557.7
(nm)), 92 (Na), and 87 (km) (OH) derived from spectrophotometric measurements (dots). The cir-
cles represent the results obtained from interferometric measurements (Yugov et al. 1997). The
solid line represents the approximation by the Airy function. In the top of the figure, the varia-
tions of the yearly average values of F10.7 and its quasi-biennial oscillations ΔF10.7 (thick line) are
presented. The thin line represents the approximation by the Airy function (Fadel et al. 2002)

has shown that the dependence of the emission intensity on solar flux changes in
character during a year (Fishkova et al. 2001a). These data are presented in Fig. 4.21.
It can be seen that the correlation coefficient changes its sign during the autumn–
winter season when an intensity maximum is observed. Thus, the seasonal variations
can be approximated by the relations

IS(F, i) = [IMS(i)±σFS]+ [δIF(i)±σF] · (F10.7−130) (Rayleigh)

for which the correlation coefficient is equal to rF±σrF, and the values of the Student
factor tSF are given in Table 4.1. Here i is the month’s number. In turn, the variations
of monthly mean intensities reduced to the solar flux F10.7 = 130 (1972) can be
represented by the sum of three harmonics with periods of 12, 6, and 4 months:

IMS = IM · (1 +∑AIk) and δIF = δIMF · (1 +∑AFk) ,
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where

∑AIk = 0.58 · cos[2π(td−343)/365]

+0.12 · cos[4π(td−134)/365]+ 0.06 · cos[6π(td−70)/365] .

The straight lines are regression lines. The seasonal mean variations of intensity
IMS and temperature response to solar activity δIF are shown below. The solid lines
depict the sums of the three harmonics: annual, semiannual, and 4-monthly.

∑AFk = 1.07 · cos[2π(td−142)/365]+ 0.83 · cos[4π(td−56)/365]

+0.26 · cos[6π(td−27)/365] .

Here IM = 65 (Rayleigh) and td is the day of year.
There is satisfactory agreement of these data with the results obtained by She-

fov et al. (2000a), in particular, for the annual harmonic, which makes the basic
contribution to seasonal variations. The yearly average intensity shows a significant
positive correlation with solar flux (r = 0.520±0.143):

IMA = I0
MA · [1±0.077 +(0.0015±0.0005) · (F10.7−130)] (Rayleigh) .

To reveal the dependence of the sodium layer altitude on solar flux, lidar mea-
surement data on the layer altitude for a 14-yr period (Clemesha et al. 1992) and
for shorter periods (States and Gardner 1999) and also rocket measurement data
(Koomen et al. 1956; Tousey 1958; Packer 1961; Clemesha et al. 1993) were used.
For individual rocket measurements, preliminary corrections were made for diurnal

Table 4.1 Statistical characteristics of the seasonal dependence of the sodium emission intensity
on solar flux

Month IMS
(Rayleigh)

σFS
(Rayleigh)

δIF(Rayleigh ·
(ΔF = 1)−1)

σF (Rayleigh ·
(ΔF = 1)−1)

rF σrF tSF

1 88 5 0.073 0.029 0.466 0.160 2.5
2 76 6 0.090 0.039 0.446 0.171 2.3
3 60 7 0.112 0.044 0.432 0.151 2.5
4 48 7 0.105 0.045 0.406 0.158 2.3
5 36 6 0.082 0.042 0.351 0.163 2.0
6 30 5 0.078 0.032 0.431 0.156 2.5
7 33 5 0.104 0.035 0.508 0.145 3.0
8 42 5 0.093 0.029 0.546 0.140 3.2
9 65 6 0.072 0.039 0.342 0.170 1.9

10 93 6 0.026 0.041 0.128 0.197 0.6
11 113 7 −0.072 0.043 −0.317 0.176 1.7
12 107 6 −0.073 0.040 −0.338 0.171 1.9
Yearly
average

65 5 0.058 0.033 0.361 0.161 2.1
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Fig. 4.21 Long-term variations of the monthly mean sodium emission intensities [full circles: data
by Fishkova et al. (2001a) and open circles: data by Nasyrov (2003)] after elimination of the
dependence of the intensity on solar flux for various months of the year (1–12). The straight lines
are regression lines. The seasonal mean variations of the intensity IMS and temperature response to
solar activity δIF are shown below. The solid lines depict the sums of the three harmonics
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and seasonal variations based on the data presented in Fig. 4.19. As a result, it has
been obtained that

ΔZmF = (0.0046±0.0003)(F10.7−130)

and the correlation coefficient r = 0.840±0.069.
The dependence of the sodium layer temperature on solar flux is given by the

relation
ΔTF(Na) = 0.04(F10.7−130)(K) .

The Long-Term Trend

After elimination of the dependence of the sodium emission intensity on solar flux,
long-term intensity variations have been obtained for different months of the year
(Fig. 4.22) (Fishkova et al. 2001a). From Fig. 4.22, it can be seen that the trend
strongly varies from month to month and even changes its sign. The long-term in-
tensity trend can be estimated by the approximate formula

ItrS(t, i) = [IMS(i)±σtrS]+ [δItr(i)±σtr] · {t− [1972 + td(i)/365]} (Rayleigh) ,

for which the correlation coefficients are equal to rtr±σrtr and the Student factors
tStr are given in Table 4.2. Here t is the year’s number and i is the month’s number.

Table 4.2 Statistical characteristics of the seasonal dependence of the sodium emission intensity
on the long-term trend

Month IMS
(Rayleigh)

σtrS
(Rayleigh)

δItr (Rayleigh ·
yr−1)

σtr (Rayleigh ·
yr−1)

rtr σrtr tStr

1 93 12 −0.56 0.15 −0.577 0.136 3.4
2 81 12 −0.60 0.15 −0.649 0.118 4.1
3 65 14 −0.50 0.18 −0.345 0.176 1.9
4 53 14 −0.32 0.18 −0.415 0.169 2.2
5 43 12 −0.18 0.16 −0.008 0.200 0.1
6 32 10 −0.02 0.13 −0.103 0.200 0.5
7 30 13 0.10 0.17 0.122 0.193 0.6
8 43 12 0.16 0.17 0.191 0.197 0.9
9 60 16 0.27 0.21 0.291 0.183 1.5

10 88 17 0.26 0.23 0.156 0.195 0.8
11 109 15 −0.01 0.20 −0.296 0.182 1.5
12 110 10 −0.45 0.14 −0.703 0.103 4.7
Yearly
average

65 7 −0.24 0.10 −0.489 0.166 2.5

Winter 102 11 −0.44 0.14 −0.550 0.142 3.2
Summer 30 8 0.10 0.11 0.187 0.211 0.9
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Fig. 4.22 Dependence of the monthly mean intensities of sodium emission (full circles (Fishkova
et al. 2001a) and open circles (Nasyrov 2003)) on solar flux (F10.7) for different months of the year
(1÷ 12). The straight lines are regression lines. Yearly average intensities are denoted by IMA;
the subscripts wi and su refer to winter and summer conditions, respectively. The seasonal mean
variations of intensity IMS and trend δItr are shown below. The solid lines depict the sums of the
three harmonics: annual, semiannual, and four-monthly
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As follows from these data, the maximum negative trend takes place in winter.
In summer, the trend is practically absent. The yearly average of the normalized
intensity trend is 0.0040±0.0016.

The seasonal mean variations of the normalized intensity and its long-term trend,
reduced to standard heliogeophysical conditions (the year 1972.5 and F10.7 = 130),
can be represented as the sums of three harmonics:

ΔIMS =0.58 · cos[2π(td−344)/365]+ 0.13 ·cos[4π(td−133(/365]

+ 0.06 · cos[6π(td−77)/365],

δItr =2.7 · cos[2π(td−218)/365]+ 0.69 · cos[4π(td−90)/365]

+ 0.07 · cos[6π(td−35)/365] .

For this case, we have I0 = 64 (Rayleigh) and δI0 =−0.16 (Rayleigh ·yr−1).
It can be seen that the approximations of the seasonal mean intensity variations

for the above heliogeophysical conditions appear identical, to within estimation er-
rors, for the dependences on solar flux and on long-term trend.

The long-term trend for the sodium layer altitude has been revealed based on
the data of lidar and rocket measurements (Koomen et al. 1956; Tousey 1958;
Packer 1961; Clemesha et al. 1992, 1993):

ΔZmtr =−(0.0500±0.0067)(t−1972.5) ,

where t is the time measured in years; rtr =−0.875±0.055.
The mean trend for the period 1955–1996 is close to that obtained for the period

1972–1986 (Clemesha et al. 1992).
For the yearly average temperature, it was obtained that

ΔTtr(Na) =−0.04 · (t−1972.5)(K) .

The seasonal temperature variations at altitudes of about 92 (km) are presented
in Table 4.3 (Fishkova et al. 2001a).

Latitudinal Variations

Based on data of a number of observations, it has been obtained that

ΔIϕ =−0.25−0.46cos2ϕ

and the correlation coefficient rϕ = 0.927±0.050.
To construct this relation, the results of the analysis of seasonal variations at

various stations in the northern and southern hemispheres have been used. The sea-
sonal variations in the regions located closer to the polar areas have been revealed
from satellite measurement data (Walker and Reed 1976) from which it follows that
the intensity at latitudes 80–90◦N is on the average 15(%) greater than that near
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Table 4.3 Statistical characteristics of the seasonal dependence of the atmospheric temperature at
altitudes of ∼92km on the long-term trend

Month TMS (K) σT (K) δTtr (K) σtr (K) rtr σrtr tStr

1 202 3 −0.10 0.03 −0.577 0.136 3.4
2 199 3 −0.12 0.03 −0.649 0.118 4.1
3 197 4 −0.07 0.04 −0.345 0.176 1.9
4 195 4 −0.08 0.04 −0.415 0.169 2.2
5 192 3 −0.001 0.03 −0.010 0.200 0.1
6 191 3 0.013 0.03 0.103 0.200 0.5
7 192 3 0.021 0.03 0.122 0.193 0.6
8 194 3 0.031 0.03 0.191 0.197 1.0
9 197 4 0.06 0.04 0.291 0.183 1.5

10 203 4 0.04 0.05 0.156 0.195 0.8
11 208 4 −0.06 0.04 0.296 0.182 1.5
12 206 3 −0.13 0.03 −0.703 0.103 4.7
Yearly average 198 2 −0.04 0.01 −0.408 0.181 2.4
Winter 205 2 −0.12 0.03 −0.602 0.123 3.9
Summer 191 2 0.01 0.03 0.112 0.187 0.6

60◦N. This well fits to the behavior of the amplitude of the first harmonic of the sea-
sonal variations. There is good agreement with the data of ground-based measure-
ments performed in the winter periods of 1991–1997 at the Eureka station (80.1◦N,
82.7◦W) (McEven et al. 1998).

The latitudinal variations of the sodium emission intensity revealed by Davis
and Smith (1965) cannot be directly used as latitudinal variations because the mea-
surements were conducted on a ship during the period from March to November
(9 months) 1962, and covered the altitude range 67◦N–62◦S along the meridian
∼70◦W. Therefore, the data obtained were distorted by seasonal variations, which,
moreover, were different in character at different latitudes. Also, the effect of the OH
emission contribution within the passband of the interference optical filter could not
be excluded.

Variations After Stratospheric Warmings

These intensity variations can be approximated by the formula

ΔIsw = 0.16cos
π
10

(t− tsw)+ 0.21cos
π
5
(t− tsw) ,

which was obtained based on the measurements reported by Fukuyama (1977b).
The time of the onset of stratospheric warming at the 10-mbar isobaric level was
taken for the zero date. Here the notes made in Sect. 4.1 about the application of the
superimposed epoch method to the data of Taubenheim (1969) and Taubenheim and
Feister (1975) are of importance.
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Variations During the Periods of Meteoric Activity

These variations are described by the formula

ΔImf = e−
(t−3)2

2 · exp[10(3.5− t)]−1
exp[10(3.5− t)+ 1

,

which was obtained based on the data reported by Shefov (1968a, 1970b). In
Fig. 4.18, the letters “MF” denote the time of the onset of intrusion of meteoric
flows.

4.3 Model of the Molecular Oxygen Emission

In Sect. 2.4, the processes of excitation of the oxygen molecule in the upper at-
mosphere have been considered for all realizable band systems of the molecule.
However, the ultraviolet systems were recorded in the main for the definition of
their spectral characteristics. Regular measurements necessary to gain an idea of
their behavior were not performed. Some conclusions can be made based on the
available correlations of this emission with other emissions, such as the 557.7-nm
atomic oxygen emission, that arise due to the same sequence of reactions.

Regular investigations were carried out in fact only for the O2 (0–1) 864.5-nm
emission from the Atmospheric system and the O2 (0–0) 1268.7-nm and (0–1)
1580.8-nm emissions from the Infrared Atmospheric system. However, the Infrared
Atmospheric system was investigated practically only during twilight periods.

4.3.1 Model of the Atmospheric System of Molecular Oxygen

In quiet geomagnetic conditions, the airglow of the O2 Atmospheric system in the
upper atmosphere is presented by the 760-nm (0–0) band and the 864.5-nm (0–1)
band emissions arising at altitudes of 94 (km) (Greer et al. 1981). However, owing to
the large optical thickness of the atmospheric oxygen layer from the Earth surface to
the altitudes of emission layers, the 760-nm emission cannot be detected in ground-
based observations even with the small coefficient of absorption at these forbidden
transitions. Therefore, the unique detectable emission is that at 864.5 (nm) from the
(0–1) band.

However, since the early 1950s, investigations of this band were performed on
a regular basis only at low latitudes (Takahashi et al. 1986, 1998) and inciden-
tally at middle and high latitudes (Berthier 1955, 1956; Dufay 1959; Berg and
Shefov 1962a,b; Shefov 1971b, 1975b; Myrabø et al. 1984; Myrabø 1987; Zhang
et al. 1993). Meanwhile, the emission from O2(b1Σ+

g ) is a sensitive indicator of the
recombination of oxygen atoms in the lower thermosphere. Thus, the variations of
the characteristics of this emission can give information on the variations of the
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atomic oxygen density on different time scales at the base of the thermosphere and
on various dynamic atmospheric processes which affect the oxygen density. The
occurrence of this emission is related to the general process of excitation of the
molecular oxygen ultraviolet emissions and atomic oxygen green emission.

Similar to other atmospheric emissions, the Atmospheric system airglow is char-
acterized by intensity I, rotational temperature Tr, emission layer altitude Zm, layer
thickness W, and its asymmetry P. However, in contrast to other emissions, the pa-
rameters of the O2 (0–1) 864.5-nm emission were measured in most cases to obtain
data on their nocturnal variations. Practically no long-term regular measurement
data are available. Rocket measurements of the parameters of the emission layer
were rather sparse. All this restricts the possibilities of revealing various types of
variations.

The parameters of variations and their types are described in the preface to
Chap. 4. The mean characteristics of the 864.5-nm emission from O2 (0–1) for the
conditions of the year 2000 obtained by analyzing the data presented below are
I0 = 320 (Rayleigh) T0

r = 190 (K), Z0
m = 93 (km), W0 = 15 (km), and P = 0.52.

Various types of variations are presented in Figs. 4.23, 4.24, and 4.25.

Correlations Between the Emission Parameters

Mutually relating the variations of some characteristics of the 864.5-nm molecu-
lar oxygen emission, one has an important opportunity to analyze their behavior.
Of equal importance are the correlations with other emissions arising in the same
range of altitudes. There exists a correlation (r = 0.886±0.039) between intensity
(Rayleigh) and temperature (K):

T = (160±4)+ (0.077±0.007) · I .

The data obtained by Yee et al. (1997) testify to a negative correlation between
the emission intensity and the emission maximum altitude. In reality, this correlation
is nonlinear and can be represented as (r =−0.983±0.010)

I = 360 · exp

(
−Zm−93

2

)
(Rayleigh) .

Based on the relations obtained, it is possible to derive a relation between the
emission temperature and the emission layer altitude:

T = 160 + 28 · exp

(
−Zm−93

2

)
(K) .

Rocket measurements of the altitude profiles of the emission point to some ten-
dencies in the behavior of the emission layer thickness W and asymmetry P, which
can be described by the relations
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Fig. 4.23 Variations of the intensity of the 864.5-nm emission from the O2 (0–1) atmospheric
system about the mean value for standard conditions in relation to different parameters. The des-
ignations are described in the preface to Chap. 4. The full circles are individual measurements
for diurnal variations and for comparison to the vibrational temperature of hydroxyl emission and
average values in the other plots. The seasonal variations refer to measurements performed at
Zvenigorod. The numbers 1, 2, and 3 are the latitudinal variations of the amplitudes and phases of
the seasonal harmonics

W = 15 + 0.93 · (Zm−93) (km), r = 0.790±0.133,

P = 0.51±0.012 · (Zm−93), r =−0.589±0.231.

In addition, correlations have been revealed between the intensity of the O2 (0–1)
emission and the intensity of the atomic oxygen 557.7-nm emission (Berthier 1955;
Dufay 1959; Berg and Shefov 1962a,b; Misawa and Takeuchi 1976, 1977;
Takahashi et al. 1986). According to the data of the last cited work, we have

IO2 = 192 + 2.3 · I557.7 (Rayleigh), r∼ 0.9 ,

and the relation of IO2 to the vibrational temperature of hydroxyl emission
(Shefov 1970a; Shefov 1971b)
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Fig. 4.24 Variations of the rotational temperature of the 864.5-nm emission from the O2 (0–1) At-
mospheric system about the mean value for standard conditions in relation to different parameters.
The designations are described in the preface to Chap. 4. The full circles are individual measure-
ments for diurnal variations and for comparison to the emission intensity and mean values in the
other plots. The seasonal variations refer to measurements performed at Zvenigorod. The numbers
1, 2, and 3 are the latitudinal variations of the amplitudes and phases of the seasonal harmonics

IO2 = 1200 · exp

(
−11000

TV

)
,(Rayleigh) r =−0.742±0.065 .

The variations of the vibrational temperature TV of hydroxyl emission reflect the
variations of the atmospheric density, i.e., the variations of the altitude of the hy-
droxyl emission layer. Therefore, an increase in vibrational temperature implies an
elevation of the hydroxyl layer. This leads to a greater contribution of photochemical
processes to the initiation of molecular oxygen emission due to the deactivation
of hydroxyl molecules vibrationally excited to over the fourth vibrational level by
atomic oxygen (Witt et al. 1979).
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Fig. 4.25 Variations of the altitude of the maximum of the 864.5-nm emission from the O2 (0–1)
Atmospheric system about its mean value for standard conditions in relation to different parame-
ters. The designations are described in the preface to Chap. 4. The full circles are individual mea-
surements for diurnal variations and for comparison to the layer thickness and asymmetry of the
altitude profile and mean values in the other plots. The seasonal variations refer to measurements
performed at Zvenigorod. The numbers 1, 2, and 3 are the latitudinal variations of the amplitudes
and phases of the seasonal harmonics

Nocturnal Variations

The relations for the nocturnal variations as a function of the solar zenith angle
χ� have been constructed based on the data of intensity and temperature mea-
surements performed at Zvenigorod (Perminov et al. 2004, 2007) and the data
reported elsewhere (Myrabø et al. 1984; Takahashi et al. 1986, 1998; Scheer and
Reisin 1998, 2002). The variations of the emission layer altitude have been derived
from the data of rocket (Packer 1961; Tarasova 1961, 1962; Tarasova 1963, 1967;
Tarasova and Slepova 1964; Makino and Hagiwara 1971; Deans et al. 1976;
Watanabe et al. 1976, 1981; Witt et al. 1979, 1984; Harris 1983; Ogawa et al. 1987;
Murtagh et al. 1990; Siskind and Sharp 1991; López-González et al. 1992) and
satellite measurements (Skinner et al. 1998).



470 4 Regular Variations of the Airglow in the Mesopause and Thermosphere

The measurement data reported by Takahashi et al. (1998) show that the mini-
mum values of the intensity and temperature of the molecular oxygen emission cor-
respond to different points in local time. This suggests that the nocturnal variations
of the emission parameters are affected by the phase shifts of the semidiurnal ther-
mal tide resulting from the variations of the emission layer altitude (Petitdidier and
Teitelbaum 1977; Takahashi et al. 1984) and by the disturbances caused by internal
gravity waves.

Analysis of the data of Takahashi et al. (1998) shows that the position of the
minimum in the diurnal distribution of both intensity and temperature, which takes
place in the first half of a night, can be represented by the solar zenith angle χmin� for
this point in time as a function of the day of year, td,

χmin
� = 135 + 35× cos

2π
365

td + 10× cos
4π
365

td .

In view of this, the variations of the emission parameters will be determined by
the relations

ΔIχ = −0.47 · cos2(χ�−χmin
� )+ 0.16 · cos4(χ�−χmin

� )−0.07 · cos6(χ�−χmin
� ),

ΔTχ = −17 · cos2(χ�−χmin
� )+ 6 · cos4(χ�−χmin

� )−3 · cos6(χ�−χmin
� )(K),

ΔZmχ = −1.4 · cos2(χ�−χmin
� )+ 0.32 · cos4(χ�−χmin

� )

−0.16 · cos6(χ�−χmin
� )(km) .

The variations of the layer altitude have been estimated based on satellite mea-
surements (Skinner et al. 1998) and approximated by average relations. Figures
4.23–4.25 present the data reduced to the winter solstice conditions.

For the local time before midnight, the solar zenith angle χ� is calculated by the
formula

cosχ� = sinϕ · sinδ�− cosϕ · cosδ� · cosτ ,

where τ is the local mean solar time, ϕ is the geographic latitude, and δ� is the
declination of the Sun. For the day period after midnight, the value 360−χ� is used
in the above formulas.

The solar zenith angle for the emission maximum, which is observed in the sec-
ond half of a night, is determined by the formula

χmax
� = 130−35 · cos

2π
365

td−10 · cos
4π
365

td .

Naturally, neither the minimum nor the maximum is detected at solar zenith an-
gles corresponding to twilight conditions.



4.3 Model of the Molecular Oxygen Emission 471

Lunar Variations

The variations depending on the phase age of the Moon have been derived from
measurements performed in Zvenigorod. They are described by the formulas

ΔILΦ = 0.040 · cos
2π

29.6
(tLΦ−14.8)

+ 0.036 · cos
4π

29.6
(tLΦ−14.8)+ 0.048 · cos

6π
29.6

tLΦ,

ΔTLΦ = 4.1 · cos
2π

29.6
(tLΦ−14.8)

+ 7.4 · cos
4π

29.6
(tLΦ−14.8)+ 1.7 · cos

6π
29.6

(tLΦ−5) (K).

Here tLΦ is the phase age of the Moon. Its rough estimate to within several tenths
of day can be obtained by the formula (Meeus 1982)

tLΦ = 29.53 ·
[(

td
365

+ YYYY−1900

)
·12.3685

]
−1 .

The square brackets denote the fractional part of the number and YYYY the
year’s number.

The available rocket data are insufficient to obtain information on the variations
of the emission layer altitude.

Seasonal Variations

The seasonal variations have been derived in the main from the data of a few
stations: Zvenigorod (55.7◦N) (Berg and Shefov 1962a,b; Shefov 1975b;
Perminov et al. 2004, 2007), Haute Provence (43.9◦N) (Berthier 1956), El Leoncito
(32◦S) (Scheer and Reisin 2000), Cachoeira Paulista (22.7◦S), and Fortaleza (3.9◦S)
(Takahashi et al. 1998). Their behavior is determined mainly by the amplitudes A
and phases t of annual and semiannual harmonics:

Δf = A1 · cos
2π
365

(td− t1)+ A2 · cos
4π
365

(td− t2)+ A3 · cos
6π
365

(td− t3) .

where for the intensity

AI1 = 0.4 · sin0.84 |ϕ| , AI2 = 0.21 · cos0.47ϕ, AI3 = 0.071 + 0.133 ·
(|ϕ|

90

)
,

tI1 = 324 ·
( |ϕ|

90

)0.3

(day), tI2 = 80 · cos1.2ϕ(day), tI3 = 25 (day) ;
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for the temperature

AT1 = 20 · sin2 |ϕ|(K), AT2 = 6 · cos1.5ϕ (K),

tT1 = 267 + 126 ·
(|ϕ|

90

)
(day), tT2 = 223 ·

(|ϕ|
90

)0.6

(day) ;

and for the altitude of the emission layer maximum

AZ1 = 1.15 · sin0.88 |ϕ| (km), AZ2 = 0.43 · cos2.4ϕ (km),

AZ3 = 0.18 · cos2.2ϕ (km);

tZ1 = 140 · sin |ϕ|(day), tZ2 = 148 · cos3.5ϕ (day),

tZ3 = 140 · sin|ϕ|+ 20 (day) .

Solar Activity

The relations of the emission parameter variations to solar flux were estimated based
on the data obtained at Zvenigorod (Perminov et al. 2007) and El Leoncito (Scheer
et al. 2005):

ΔIF = 0.05 · F10.7−130
100

,

ΔTF = 1.3 · F10.7−130
100

(K).

Latitudinal Variations

The yearly average dependence of the variations on latitude can be estimated from
the yearly average emission intensities derived from the data obtained at the men-
tioned stations and from the UARS satellite data (Skinner et al. 1998). Since these
data are available only as isophots for the period of measurements from March 1994
to April 1995, the obtained relations for the latitudinal variations are approximate
in character:

ΔIϕ = 0.14 · cos2ϕ+ 0.055 · cos4ϕ+ 0.023 · cos6ϕ,

ΔTϕ = 3.4 · cos2ϕ+ 1.4 · cos4ϕ+ 0.6 · cos6ϕ (K),

ΔZmϕ = 1.84 · cos2ϕ+ 0.45 · cos4ϕ+ 0.42 · cos6ϕ (km) .

The temperature variations have been estimated based on the correlation formula
presented in the previous sections.
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Long-Term Variations

The available measurement data cover small time intervals of continuous measure-
ments. The estimates obtained for the period 1998–2002 (Scheer et al. 2005) give
the relations for the intensity trend

ΔItr =−0.015 · (t−1998)

and for the temperature trend

ΔTtr = 0.5 · (t−1998),(K ·yr−1) .

Estimates based on the measurements performed at Zvenigorod in the years of
practically identical solar activity give the intensity trend value ∼0.002.

The results of the investigations of the altitude distributions of temperature trends
(Semenov et al. 2002a) show that at altitudes of 90–95 (km) the trend is practically
equal to zero throughout the year. The data on the sodium emission that arise at
these altitudes also point to the intensity and temperature trends close to zero.

4.4 Model of the 557.7-nm Atomic Oxygen Emission

The 557.7-nm atomic oxygen emission – the nightglow green emission – was his-
torically the first detected airglow emission. It arises at altitudes of ∼100 (km) due
to recombination of atomic oxygen. The half-thickness of its emission layer is ∼10
(km). The dissipation of internal gravity waves in this altitude range significantly
adds dynamism to this emission. The photochemical processes responsible for its
initiation were considered in Chap. 2.

The results of investigations of the 557.7-nm emission carried out during several
tens of years at various stations have been systematized to reveal regular variations
of some its characteristics such as intensity I, Doppler temperature T, and emission
layer maximum altitude Zm. This is necessary to analyze the fast variations occur-
ring on the background of the regular behavior of airglow characteristics, to reveal
the irregular variations caused by various sporadic phenomena, and to construct a
model of the behavior of atomic oxygen at these altitudes.

The first attempt to do this was undertaken by Shefov and Kropotkina (1975) who
have analyzed the data available at that time. Regular variations of the emission layer
maximum altitude and the emission intensity depending on the time of day, solar
zenith angle χ�, season td, and solar flux F10.7 have been revealed. Subsequently,
the spectrum of types of variations of the 557.7-nm emission parameters (intensity I,
Doppler temperature T, and emission layer maximum altitude Zm) was extended
substantially and empirical relations describing the behavior of the newly detected
variations were constructed.

The data of ground-based photometric measurements presented in a number of
publications refers in the main to the behavior of the emission intensity and, mainly,
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to middle latitudes. Based on this material, data on various types of regular varia-
tions have been obtained. The behavior of the emission parameters associated with
various sporadic disturbances was much less investigated.

The variations of the temperature inside the emission layer have been consid-
ered mainly based on interferometric measurements of the Doppler temperature
(Hernandez 1976, 1977; Hernandez and Killeen 1988) and on lidar measurements
of the atmosphere temperatures at altitudes∼97 (km) (She et al. 1993). From the in-
vestigations performed, it follows (Shefov and Kropotkina 1975) that the variations
of the layer altitude are reflected in the variations of emission intensity I, tempera-
ture T, layer thickness W, and its asymmetry P.

Because of the limited body of data, it is supposed that the behavior of the emis-
sion characteristics in the northern and southern hemispheres is identical for a given
season, and this is supported by the UARS satellite measurements (Ward 1999).
The longitudinal variations should be taken into account in going from average he-
liogeophysical conditions to concrete situations in which measurements were per-
formed. The similarity of seasonal variations follows from the early work by Lord
and Spencer (1935). Though some difference in data for the northern and the south-
ern hemispheres was mentioned in some publications (Birnside and Tepley 1990),
it seems that their account will be possible upon improvement of the given model.

There is some uncertainty in the data available for the transition equatorial zone
where seasonal variations in one hemisphere should change into seasonal variations
in the other with a half-year shift. The measurement data for the near-polar region
are few in number, and they correspond only to the winter time. At these latitudes,
auroral processes distort the nightglow, which arises only due to recombination of
atomic oxygen.

It has long been known that the 557.7-nm emission is a manifestation of the be-
havior of atomic oxygen in the upper atmosphere. Recombination of atomic oxygen
gives rise to the airglow (Bates 1981). According to numerous investigations, irre-
spective of the process responsible for the occurrence of the emission by the Chap-
man or Bart mechanism (Bates 1981), the emission intensity I557.7 is proportional
to the cubed atomic oxygen density (Reed and Chandra 1975; Bates 1981; Rao
et al. 1982; Greer et al. 1986; McDade and Llewellyn 1986). This is also supported
by occurrence probability distribution of the cubic root (and also the logarithm) of
the observed emission intensity that is close to a normal distribution (Fig. 4.26)
(Korobeynikova and Nasyrov 1972).

The most numerous measurements of the emission intensity were performed be-
tween 1923 and 1934 at Terling (52◦N, 1◦W) (Lord and Spencer 1935; Hernandez
and Silverman 1964) and between 1948 and 1992 at Abastumani (41.8◦N, 42.8◦E)
(Fishkova 1983; Fishkova et al. 2000, 2001b; Toroshelidze 1991), Ashkhabad (38.0◦
N, 58.4◦E) (Korobeynikova and Nasyrov 1972), Haute Provence (43.9◦N, 5.7◦E)
(Dufay and Tcheng Mao-Lin 1946, 1947a,b; Barbier 1959b; Christophe-Glaume
1965), and in Japan (38.1◦N, 140.6◦E) (Takahashi and Okuda 1974). Some mea-
surement data are mentioned in other publications (Christophe-Glaume 1965;
Korobeynikova and Nasyrov 1972; Fishkova 1983; Toroshelidze 1991; Takahashi
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Fig. 4.26 Frequency of distribution of occurrence of intensity of emission 555.7 (nm) depending
on the decimal logarithm of the intensity (Rayleigh) (A) and of the cubic root of the intensity (B)
(Korobeynikova and Nasyrov 1972)

and Okuda 1974; Fukuyama 1976, 1977a,b). A review of the relevant investigations
was made by Silverman (1970).

Interferometric measurements of the Doppler temperature based on the 557.7-nm
emission records were carried out rather incidentally and for short periods. The
longest data series (1965–1974) are available from measurements performed at the
Fritz Peak Observatory (39.9◦N, 105.5◦W) (Hernandez 1976, 1977; Hernandez and
Killeen 1988). Their total duration is much shorter than that of the intensity data.
The UARS satellite measurements are presented in the literature only for a few cases
(Shepherd et al. 1993a). The lidar data on the temperature for these altitudes are also
not numerous (She et al. 1993).

According to the available publications, rocket measurements of the altitude pro-
files of the 557.7-nm emission were carried out from 1955 to the late 1990s. For
this period it was informed about more than 40 rocket launches and also on satel-
lite measurements. However, for seven of them, no data of measurements near the
mesopause were reported. The majority of measurements (17) were performed in
the latitude range 30–40◦N. For these latitudes, it has been shown (Shefov and
Kropotkina 1975) that the mean altitude of the emission layer maximum, without
reference to concrete heliogeophysical conditions, was 98 (km) and the layer thick-
ness was 8 (km).

Ten measurements were made in the latitude range 45–70◦N. However, two of
them gave the layer maximum altitude below 90 (km), which, in view of the avail-
able data on the nocturnal altitude distribution of atomic oxygen (in quiet geomag-
netic conditions at the midlatitudes), seems to be improbable. Thus, the data of only
about 30 measurements can be used for analysis.
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However, as already mentioned (Semenov and Shefov 1997a), the dynamic struc-
ture of the emission layer on small time scales is rather disturbed. The vertical and
the horizontal structures of the emission layer have been revealed (Ross et al. 1992)
by the records of the Herzberg I bands of the 557.7-nm O2 emission arising due to
the general photochemical process. These data explain why the correlation coeffi-
cient is 0.6 when the layer parameters W, P, and I are related to Zm.

Based on the most reliable rocket data, significant correlations have been obtained:

ΔW/ΔZm = 0.52 (r = 0.54),

ΔP/ΔZm = 0.016(km−1) (r = 0.57),

ΔI/ΔZm =−4.2(% ·km−1) (r =−0.56),

ΔT/ΔZm =−2(K ·km−1) (r =−0.5),

ΔT/ΔI = 0.48(K · (%)−1) (r = 0.95) .

It should be borne in mind that in relating the values of Zm to the values of I and
T, the latter were calculated by the empirical approximate formulas considered be-
low that were obtained for concrete heliogeophysical conditions under which rocket
measurements of the emission layer altitudes were performed.

Thus, from the aforesaid it follows that all characteristics of the emission for the
mentioned heliogeophysical conditions have the following planetary average values:

I0
557.7 = 270 Rayleigh, T = 196 (K), Z0

m = 97 (km),

W0 = 9 (km), P0 = 0.61,σ0 = 0.35, S0 = 0.78 .

Horizontal Eddy Diffusion

The IGWs propagating in the mesopause region and their dissipation at altitudes of
about 100 (km) form a turbulence zone which clearly manifests itself in irregular-
ities of the spatial distribution of airglow parameters. This spotty structure of the
airglow was studied based on the intensity of the 557.7-nm atomic oxygen green
emission measured during IGY (1957) and in subsequent years at a number of mid-
latitude stations, including Ashkhabad (Fig. 4.27) (Truttse 1965; Korobeynikova
et al. 1966, 1968, 1970, 1972; Korobeynikova and Nasyrov 1972). Subsequent
investigations gave interesting information on the statistical characteristics of this at-
mospheric region. It has been found (Nasyrov 1967a,b; Korobeynikova and Nasyrov
1972) that the spots vary in size from 10 to 1000 (km) and that the mean size is
about 90 (km). The mean size of large-scale irregularities is about 1000 (km). Once
appeared, the spots develop, increasing in size, and, finally, break up into smaller
irregularities. The most probable mean size of a spot is about 75 (km). However, it
has been shown (Korobeynikova et al. 1984) that the variations of the layer maxi-
mum altitude between 92 and 103 (km), depending on season and time of day, are
accompanied by variations of the layer thickness W between 5 and 12 (km) and
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Fig. 4.27 Maps of the spatial distribution of the 557.7-nm emission intensity spots (relative units)
during at close points in sidereal time for two neighboring nights, plotted by observations at
Ashkhabad (Truttse 1965). The diameter of the observation region of the emission layer is 600
(km)

by an increase in spot mean size from 75 to 110 (km). For this case, the correla-
tion coefficient is about 0.7. Since the medium-scale irregularities appear due to
wave processes, the spotty structure is also observed in the lower hydroxyl emission
layers. An interesting illustration of the spotty structure of the upper atmosphere is
provided by the DE-1 satellite observations of the 130.4-nm atomic oxygen day-
glow emission (Frank et al. 1986). The observed emission corresponds to altitudes
of about 200 (km). Evaluation of the sizes of the spotty image cells gives a mean
spot size of about 200 (km). Krassovsky and Semenov (1987) suggested that this
structure might be caused by IGWs whose presence at these altitudes was detected
by investigations of artificial luminous clouds (Kluev 1985).

The behavior of the spot luminance possesses some features. The amplitude of
intensity of a luminescence of spots is 20–30% of the mean value of a background,
but sometimes it is greater. The spots move simultaneously varying in sizes. These
properties are accounted for by eddy diffusion. As this takes place, the turbopause
region appreciably varies in altitude (Yee and Abreu 1987; Shashilova 1983) and ex-
periences different variations on varying solar flux at different latitudes (Korsunova
et al. 1985). Therefore, the 557.7-nm emission layer, which is in the bottom of the
turbopause, offers the possibility of identifying the mixing processes occurring in
this important atmospheric region. According to the diffusion law (Marchuk 1982),
the area of a spot is given by the formula

S = 2π ·KH · t ,

where KH is the coefficient of horizontal eddy diffusion (∼1 (km2 ·s−1)) and t is the
time. This law is confirmed by measurements of the spot area variations (Fig. 4.28)
(Korobeynikova et al. 1984). As follows from Fig. 4.28, the horizontal and the
vertical scales of fluctuations is 10–1000 (km) and 1–5 (km), respectively, and the
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Fig. 4.28 Time dependence of the effective area of disturbance spots in the emission layer at the
level 1/e derived from average profiles of 3

√
I557.7 (KH = 1.7 ·106 (m2 · s−1)) (A) and from isophot

maps (KH = 2.6 ·106 (m2 · s−1)) (B) (Korobeynikova et al. 1984)

time scale is 1000–10 000 (s) (Korobeynikova et al. 1984). This variability is due to
the peculiarity of the atmosphere near the turbopause: the presence of a turbulized
layer of thickness 10–20 (km) at altitudes of about 100 (km).

Relating the nightly mean emission intensity variations, the altitude Z correlating
with emission intensity, and the mean spot size, L, one can obtain the empirical
formula

L = 132 ·
(

Z
56
−1

)
(km) .

According to the available data, the average value K0
H = 2.5 · 106(m2 · s−1) cor-

responds to Z0 ∼ 97 (km) and L0 ∼ 97 (km). Therefore,

KH = 4.64 ·
(

Z
56
−1

)2

·106 (m2 · s−1) .

Figure 4.29 presents KH as a function of altitude for some months. The faltering
line depicts calculations by the formula obtained; the solid line corresponds to data
of Ebel (1980) for the summer period (Korobeynikova et al. 1984).

The vertical component of the mean temperature gradient at these altitudes is
positive, resulting in suppression of the vertical motion. Based on measurement data,
the rate of rise of the spot area is on the average

dS
dt

= 400 · (km2 ·min−1) .

The time interval in which a spot develops is several tens of minutes, and the spot
size reaches 200–300 (km).

The coefficient of vertical eddy diffusion KZ, according to the available esti-
mates, is about three orders of magnitude lower than the coefficient of horizontal
diffusion (Chunchuzov and Shagaev 1983).
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Fig. 4.29 Altitude dependence of KH (Korobeynikova et al. 1984). Full circles are July–August;
open circles are September–November; dashed line is average empirical dependence, and solid
line is data of Ebel (1980)

A tentative statistical systematization of the frequency distributions of the spot
intensities, sizes, and velocities of motion has shown that they are asymmetric and
can be well approximated by lognormal distributions (Semenov and Shefov 1989).
In other words, normal distributions involve logarithms of the spot intensity, size,
and velocity and of the thickness of the emission layer.

P(ΔI) =
0.42

1 +ΔI
exp
[
−(4 · log10(1 +ΔI))2

]

=
0.42

1 +ΔI
exp
[
−(1.74 · loge(1 +ΔI))2

]
(%/%),

P(L) =
90
L

exp

[

−
(

3.8 · log10
L
90

)2
]

=
90
L

exp

[

−
(

1.65 · loge
L
90

)2
]

(%/km),



480 4 Regular Variations of the Airglow in the Mesopause and Thermosphere

P(V) =
62
V

exp

[

−
(

2.5 · log10
V

150

)2
]

=
62
V

exp

[

−
(

1.09 · loge
V

150

)2
]

(%/(m/s)),

P(W) =
9
W

exp

[

−
(

4 · log10
W
9

)2
]

=
9
W

exp

[

−
(

1.74 · loge
W
9

)2
]

(%/km) .

Here the change of the spot luminance ΔI is expressed in percentage, the spot
size L in (km), the spot velocity V in (km/s), and the layer thickness W in (km).

It should be stressed that theoretical considerations of the diffusion of a passive
impurity in a random field of velocities lead to the conclusion that the frequency
functions of the rates of change of the observable atmospheric characteristics are
described by lognormal distributions (Klyatskin 1994).

The actual small-scale space–time structure of the emission layer is smoothed
by the angular aperture of the measuring device (Shefov 1989). Nevertheless, it in-
evitably differs from its average representation for which an analytic approximation
is used.

All relations presented below have been obtained based on the statistical analysis
of a given type of variations by eliminating other types of variations. In the figures
that show various types of variations, the points, as a rule, represent mean values for
given arguments.

Nocturnal Variations

The values of the emission parameters obtained during the night time of day have
been systematized not on the local time scale, but as functions of the solar zenith
angle. This has made it possible to combine the data of measurements performed
during different seasons.

The results are shown in Figs. 4.30, 4.31, and 4.32. The nocturnal variations can
be described by the relations

ΔIχ� =−0.22−0.39 · cos(χ�−20)+ 0.1 · cos(2χ�+ 25),

ΔTχ� =−11−19 · cos(χ�−20)+ 5 · cos(2χ�+ 25)(K),

ΔZχ� = 5.5 + 9.5 · cos(χ�−20)−2.5 · cos(2χ�+ 25)(km),

ΔWχ� = 2.8 + 4.9 · cos(χ�−20)−1.3 · cos(2χ�+ 25)(km) .
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Fig. 4.30 Intensity variations of the 557.7-nm atomic oxygen emission about its mean value for
standard conditions in relation to different parameters (Semenov and Shefov 1997a,d). The desig-
nations are described in the preface to Chap. 4

The solar zenith angle χ� is determined by the formula

cosχ� = sinϕ · sinδ�− cosϕ · cosδ� · cosτ ,

where δ� is the declination of the Sun and τ is the local solar time. To describe some
asymmetry of the emission variations in relation to χ� when calculating their values
for the evening time (τ ≤ 24 (h)), χ� is estimated using the above formula. For the
morning part of day (τ≥ 0 (h)), the value of χ� is taken with the minus sign.
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Fig. 4.31 Variations of the 557.7-nm atomic oxygen emission layer temperature (K) about its mean
value for standard conditions in relation to different parameters (Semenov and Shefov 1997b,d).
The designations are described in the preface to Chap. 4. The open circles in the plot for ΔTqbo are
Doppler temperature measurements (Yugov et al. 1997)

From measurement data obtained at various latitudes, it has been revealed that
on the average there is a nightly maximum whose position in time varies during
a year (Christophe-Glaume 1965; Fukuyama 1976; Rao et al. 1982; Birnside and
Tepley 1990). It has been suggested (Petitdidier and Teitelbaum 1977) that this
character of variations is related to the variation of the phase of the solar thermal
semidiurnal tide, responsible for the character of the nocturnal variations, with the
emission layer altitude. The relations of the parameters to χ� have been constructed
based on the data reported in the above publications.

From the data presented by Takahashi et al. (1984), it follows that the maximum
of the semidiurnal component falls to various points in local time τ0 during a year.
An approximation yields

τ0 = 3−3cos
2π
365

(td−15) .
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Fig. 4.32 Variations of the altitude (km) of the 557.7-nm atomic oxygen emission maximum
about its mean value for standard conditions in relation to different parameters (Semenov and
Shefov 1997c,d). The designations are described in the preface to Chap. 4

However, the seasonal variations of the emission layer altitude that should reflect
the seasonal variations of τ0 are much more intricate in character. Therefore, these
data need to be refined.

Lunar Variations

These variations are described by the formulas

ΔILΦ = 0.007 · cos
2π

29.53
(tLΦ−5.5)−0.018 · cos

4π
29.53

(tLΦ−5.5),

ΔTLΦ = 0.26 · cos
2π

29.53
(tLΦ−5.5)−0.7 · cos

4π
29.53

(tLΦ−5.5) (K),

ΔZmLΦ =−0.3 · cos
2π

29.53
(tLΦ−5.5)+ 1 · cos

4π
29.53

(tLΦ−5.5) (km),
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ΔWLΦ =−0.17 · cos
2π

29.53
(tLΦ−5.5)+ 0.52 · cos

4π
29.53

(tLΦ−5.5) (km) ,

where tLΦ is the phase age of the Moon (days). The Moon’s age can be roughly
estimated to be within several tenths of day by the formula (Semenov and Shefov
1996a, 1999a)

tLΦ =
[(

td
365

+ YYYY−1900

)
·12.3685

]
·29.53−1 .

Here YYYY is the year’s number, the square brackets imply the fractional part
of the number, and td is the day of year.

Variations with a period equal to the phase age of the Moon, i.e., the synodical
month of 29.53 days, have been revealed for the midlatitudes (Fishkova 1983), and
they seem to be manifestations of yearly average conditions (see Figs. 4.30–4.32).

The origin of these fluctuations in the upper atmosphere is accounted for by plan-
etary waves (with periods ∼15 and 30 days) propagating in the lower atmosphere
(Reshetov 1973). These waves arise due to parametrically excited atmospheric
circulation.

According to some investigations (Fishkova 1983), the diurnal lunar variations
are small, making only 1–2(%) of the mean intensity of the 557.7-nm emission.
Therefore, they are difficult to reliably reveal on the background of other variations.
Here it should be noted that in constructing the lunar-tidal variations mentioned in
Sect. 4.1, it is necessary to take into account the declination of the Moon.

Seasonal Variations

The seasonal variations of the parameters of the atomic oxygen green emission
depend not only on season but also on geographic latitude, long-term trend, and
solar activity.

Based on the results of long-term measurements performed at Abastumani
(Fishkova 1983; Fishkova et al. 2000, 2001b), the following formula has been
obtained for the seasonal variations of the emission intensity at midlatitudes (see
Fig. 4.30):

ΔIS=0.176 ·cos
2π
365

(td−230)+0.094 ·cos
4π
365

(td−120)+0.184 ·cos
6π
365

(td−50) .

The formula for the seasonal temperature variations has been obtained based on
the data of Hernandez (1976,1977) after elimination of the dependence on solar
flux. The correlation coefficient between ΔI and Δt is ∼0.89. It should be noted that
the mentioned character of the seasonal variations and the approximations presented
(see Fig. 4.31) have been derived from the data on the corresponding seasonal inten-
sity variations by the above formula, but not from the data reported by Hernandez
and Killeen (1988). For the temperature variations, the following relation has been
obtained:
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ΔTS = 2.74 ·cos
2π
365

(td−230)+4.67 ·cos
4π
365

(td−120)+9.94 ·cos
6π
365

(td−50) .

The seasonal variations of the emission layer altitude have been derived by ana-
lyzing rocket measurements upon elimination of the diurnal variations and solar flux
dependence. It should also be stressed that the approximations of the seasonal vari-
ations of the layer altitude and thickness (see Fig. 4.32) have been made by analogy
with the seasonal variations of the emission intensity. As can be noticed, the greater
the altitude of the layer, the lower the emission intensity and the temperature in the
layer (Shefov et al. 2000a). For these variations, the following relations have been
obtained:

ΔWS =−2.17 · cos
2π
365

(td−230)−1.16 · cos
4π
365

(td−120)

−2.26 · cos
6π
365

(td−50),

ΔZmS =−3.52 · cos
2π
365

(td−230)−1.88 · cos
4π
365

(td−120)

−3.68 · cos
6π
365

(td−50),

ΔP =−0.056 · cos
2π
365

(td−230)−0.030 · cos
4π
365

(td−120)

−0.059 · cos
6π
365

(td−50) .

The use of data for other latitudes has made it possible to reveal the dependences
of the seasonal variations on latitude (Fig. 4.33), solar flux (Fig. 4.34), long-term
trend (Fig. 4.35) (Fishkova et al. 2000, 2001). In view of these dependences, the
seasonal variations for the mentioned parameters can be presented as

IS = IS0(ϕ) · ISA · IStr · ISS,

IS0(ϕ) = 60 + 220 · [cos1.8(ϕ−40)]4.5 (Rayleigh),

ISA =
[

1 + 0.22A1(ϕ)cos
2π
365

(td− tϕ)+ 0.11A2(ϕ)cos
4π
365

(td−120)

+ 0.23A3(ϕ)cos
6π
365

(td−50)
]

,

where the amplitudes of the latitudinal harmonics, normalized for the harmonic am-
plitude at latitude 40◦N, are given by the relations

A1(ϕ) = (1.3±0.13) · [sinϕ]0.6±0.10 ,A2(ϕ) = (2.60±0.21) · [1− (sinϕ)1.1±0.08] ,
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Fig. 4.33 Average variations of the 557.7-nm emission intensity for the conditions of the mean so-
lar flux F10.7 = 130. Seasonal variations of the absolute intensity by Abastumani data (A); latitudi-
nal variations by data of different stations: the yearly average absolute intensity (B); the amplitude
(C) and phase (D) of the annual harmonic; the amplitude (E) and phase (F) of the semiannual har-
monic; and the amplitude (G) and phase (H) of the four-month harmonic. Dots are data of different
stations; solid lines are approximations (Fishkova et al. 2000)

A3(ϕ) = (1.28±0.04) · [cos2(ϕ−45)]16±1 , tϕ = (133±7)+ (2.8±0.16) ·ϕ .

The phase tϕ is determined as tϕ = (133± 7) + (2.80± 0.16), where ϕ is
the geographic latitude (degree), and the correlation coefficient is estimated as
r = 0.986±0.009. The phases tS2 and tS3 do not depend on latitude:
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Fig. 4.34 Dependence of the monthly mean intensity of the 557.7-nm atomic oxygen emission
(dots) on solar flux (F10.7) for different months. The straight lines are regression lines. The seasonal
mean variations of intensity IMS and intensity response to solar activity δIFS (Rayleigh/(F10,7 = 1))
are shown at the bottom. The solid lines are the sums of three harmonics with periods of 12, 6, and
4 months (Fishkova et al. 2001)
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Fig. 4.35 Long-term variations of the monthly average intensity of the emission of atomic oxygen
after elimination of the effect of solar activity (dots) for different months of the year. The straight
lines are regression lines. The average seasonal variations of trend δItrS (Rayleigh ·yr−1) are shown
on the lower right. The solid lines are the sums of three harmonics with periods of 12, 6, and 4
months. The altitude variations of the amplitudes and phases of the annual (dots and solid lines)
and semiannual (open circles and dashed lines) harmonics Atr of the trend δTtrS (K · yr−1) are
shown on the lower left (Fishkova et al. 2001)

IStr =
{

1 + 0.0060

[
1 + 1.73cos

2π
365

(td−207)+ 0.85cos
4π
365

(td−60)

+1.0cos
6π
365

(td−70)
]
(t−1972.5)

}
,

ISS =
{

1 + 0.0025

[
1 + 0.27 · cos

2π
365

(td−53)+ 0.42 · cos
4π
365

(t−90)

+0.22 · cos
6π
365

(td−117)
]
(F10.7−130)

}
,

where td is the day of year, t is the year’s number, and F10.7 is the index of solar
activity.
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The values of variations for the temperature inside the emission layer and for the
layer altitude, thickness, and asymmetry have been obtained based on their average
relations to intensity and to each other:

TS = TS0(ϕ)+ΔTSA +ΔTStr +ΔTSS (K),

TS0(ϕ) = 190 + 6 · [cos1.8(ϕ−40)]4.5 (K),

ΔTSA =
[

2.74A1(ϕ)cos
2π
365

(td− tϕ)+ 4.67A2(ϕ)cos
4π
365

(td−120)

+9.94A3(ϕ)cos
6π
365

(td−50)
]

(K),

ΔTStr = −
[

0.07 · cos
2π
365

(td−207)+ 0.05cos
4π
365

(td−60)

+0.06cos
6π
365

(td−70)
]
(t−1972.5) (K),

ΔTSS = −
[

0.34cos
2π
365

(td−53)+ 0.01cos
4π
365

(t−90)

+0.006cos
6π
365

(td−117)
]
(F10.7−130) (K),

ZmS = ZmS0(ϕ)+ΔZmSA +ΔZmStr +ΔZmSS (km),

ZmS0(ϕ) = 103−6.34 [cos1.8(ϕ−40)]4.5 (km),

ΔZmSA = −
[

1.76A1(ϕ)cos
2π
365

(td− tϕ)+ 0.94A2(ϕ)cos
4π
365

(td−120)

+1.84A3(ϕ)cos
6π
365

(td−50)
]

(km),

ΔZmStr = −
[

0.034cos
2π
365

(td−207)+ 0.026cos
4π
365

(td−60)

+0.029cos
6π
365

(td−70)
]
(t−1972.5) (km),

ΔZmSS = −
[

0.016cos
2π
365

(td−53)+ 0.0052cos
4π
365

(t−90)

+0.0032cos
6π
365

(td−117)
]
(F10.7−130) (km),

WS = WS0(ϕ)+ΔWSA +ΔWStr +ΔWSS (km),

WS0(ϕ) = 10 + 1.34 [cos1.8(ϕ−40)]4.5 (km),

ΔWSA = −
[

0.88A1(ϕ)cos
2π
365

(td− tϕ)+ 0.47A2(ϕ)cos
4π
365

(td−120)

+0.92A3(ϕ)cos
6π
365

(td−50)
]

(km),
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ΔWStr = −
[

0.017cos
2π
365

(td−207)+ 0.013cos
4π
365

(td−60)

+0.015cos
6π
365

(td−70)
]
(t−1972.5) (km),

ΔWSS = −
[

0.0081cos
2π
365

(td−53)+ 0.0026cos
4π
365

(t−90)

+0.0016cos
6π
365

(td−117)
]
(F10.7−130) (km),

PS = PS0(ϕ)+ΔPSA +ΔvPStr +ΔPSS,

PS0(ϕ) = 0.85−0.24 [cos1.8(ϕ−40)]4.5 ,

ΔPSA = −
[

0.0282A1(ϕ)cos
2π
365

(td− tϕ)+ 0.0150A2(ϕ)cos
4π
365

(td−120)

+0.0294A3(ϕ)cos
6π
365

(td−50)
]
,

ΔPStr = −
[

0.00054cos
2π
365

(td−207)+ 0.00042cos
4π
365

(td−60)

+0.00046cos
6π
365

(td−70)
]
(t−1972.5),

ΔPSS = −
[

0.00026cos
2π
365

(td−53)+ 0.000083cos
4π
365

(t−90)

+0.000051cos
6π
365

(td−117)
]
(F10.7−130) .

The obtained correlations between the 557.7-nm emission intensity and solar flux
for various months of the year have been used to evaluate the seasonal variability
of the temperature depending on solar activity (trend δTF). They are related to the
corresponding data for the sodium and hydroxyl emissions (Fig. 4.36). For the hy-
droxyl emission, the data of observations at Zvenigorod (ϕ= 55.7◦N, λ = 36.8◦E)
have been used. The correlation formulas (rF, δTF) were constructed for individual
months in contrast to the work by Neumann (1990) in which the seasonal group-
ing of data obtained near Wuppertal (ϕ= 51◦N, λ = 7◦E) was made only to relate
them to quasi-biennial oscillations. The seasonal values of the 557.7-nm emission
temperature have been estimated by the average relations between the emission tem-
perature and intensity in view of the negative correlation between temperature and
solar flux (Semenov and Shefov 1997b,c,d; Fishkova et al. 2000). For the sodium
emission, this was done by the data of Fishkova et al. (2001a). For comparison, the
variations of the atomic oxygen layer altitude Z(O) calculated based on the seasonal
variations of the intensity, temperature, and emission layer altitude for the 557.7-nm
emission are given at the top of Fig. 4.36. Examples of the altitude profile of atomic
oxygen density for some points in a year are given in Fig. 2.15 (Perminov et al.
1998).
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Fig. 4.36 Seasonal variations
of the temperature responses
to solar activity δTF and rF of
the relation of the temperature
in the OH (87 (km)), Na
(92 (km)), and 557.7-nm
(91–102 (km)) emission
layers. For comparison, the
seasonal variations of the
altitude of the maximum
atomic oxygen concentration
layer (Perminov et al. 1998)
(thick line) are shown. The
thin lines specify the range of
altitudes corresponding to the
half-thickness of the layer
(Fishkova et al. 2001b)

It can be seen that the seasonal variations of the regression coefficients, i.e., tem-
perature response on solar activity δTFS and correlation coefficients rF for the O,
Na, and OH emission layers, are different. This is obviously related to the seasonal
variations of the layer altitude for atomic oxygen, which, in turn, determines the
ozone density in this atmospheric region. Hence, the rate of heating of the atmo-
sphere at the lower thermospheric altitudes, which reflects the degree of relation of
the above-mentioned processes to solar flux, is largely determined by atmospheric
circulation.

The seasonal variations of the long-term trend has an interesting feature. The
temperature of the 557.7-nm emission layer has been estimated by the data of
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Evlashin et al. (1999). Comparison of the seasonal values of the δTtr (O), δTtr (Na),
and δTtr (OH) trends for the atomic oxygen (90–102 (km)), sodium (∼92 (km))
(Abastumani), and hydroxyl emissions (∼87 (km)) (Zvenigorod) shows that the ob-
served variations of the trend for the 557.7-nm emission result from the variations
of the emission layer altitude that are synchronously reflected in the behavior of the
δTtr (O) trend (Fig. 4.37). The altitude variations of the amplitudes and phases of

Fig. 4.37 Seasonal variations of the long-term temperature trends for the atomic oxygen, sodium,
and hydroxyl emissions (dots). The solid lines are the sums of three harmonics. The variations of
the altitude of the maximum atomic oxygen concentration layer (Fishkova et al. 2001b) are shown
at the top
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the annual and semiannual harmonics of the intensity and temperature trends are
presented on the lower left of Fig. 4.35. They testify to monotonous variations of
the harmonic amplitudes at altitudes of 85–100 (km) resulting in a change of sign
near 92–93 (km). The phases of the harmonics also vary monotonously (Fishkova
et al. 2001b).

Cyclic Aperiodic (Quasi-biennial) Variations

The notions about the character of the so-called quasi-biennial oscillations (QBOs)
of the parameters of the mesopause and lower thermosphere have changed essen-
tially in recent years. It has been found that these oscillations are caused by solar
flux QBOs. This was considered in detail in Sect. 1.6.2.

It turned out that the sequence of solar flux maxima in an 11-yr cycle repre-
sents a train of oscillations with varying period and amplitude (see Figs. 4.20,
4.30–4.32) whose variations are well described by the Airy function −Ai(−x)
(Fadel et al. 2002; Semenov et al. 2002b).

For this case, x = 3−Δt, where Δt = t− to are the years elapsed from the begin-
ning of the train, to. Since Ai(3) ≤ 0.008, i.e., it is practically equal to zero though
Ai(x) asymptotically tends to zero as x→∞, it can be assumed that the beginning of
the train corresponds to x = 3. The value of−Ai(−1) is about−0.54, which seems
to correspond to the point of minimum of the yearly average F10.7 in the 11-yr cycle.

The solar activity component in the index F10.7 is

ΔF10.7 =−22 Ai(3−Δt) .

The values of the Airy function can be taken from tables or calculated by approx-
imate formulas (Abramowitz and Stegun 1964).

In view of these data, it would be more correct to refer to this type of variations as
cyclic aperiodic variations (CAVs). The first broad minimum has a duration of∼3.8
years, the duration of the subsequent maxima is 2.8 years, decreasing to about 1.7
years in succeeding years. The lowest point of the first wide minimum falls on the
minimum of the 11-yr cycle. However, the total train length is ∼22 years; that is, it
involves some years of the subsequent cycle. Therefore, some maxima of the trains
of two cycles can interfere. This has the result that there is no similarity between the
CAVs observed in different 11-yr cycles (Kononovich and Shefov 2003).

These CAVs for the 557.7-nm emission can be described by the formulas

ΔISAO(557.7nm) =−0.14Ai Δ(3−Δt),
ΔTSAO(557.7nm) = 7Ai Δ(3−Δt),K,

ΔZmSAO(557.7nm) = 0.9Ai Δ(3−Δt) (km),
ΔWSAO(557.7nm) = 0.9Ai Δ(3−Δt) (km) .

The corresponding measurement data and their approximation are presented in
Figs. 4.30–4.32.
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Fourier analysis of the Airy function has shown (Shefov and Semenov 2006) that
when the train intervals for the arguments 3−Δt are chosen within 12–15 years, the
maximum amplitudes of the harmonics correspond to periods of∼2.3 and 2.8 years
and depend on the position of the chosen time interval within the 11-yr solar cycle.

5.5-yr Variations

This type of intensity variations has been revealed at Abastumani (Megrelishvili
1981; Megrelishvili and Fishkova 1986) (see Figs. 4.30–4.32). They can be de-
scribed by the formula

ΔI5.5 = 0.035 · cos
2π
5.5

(t− t5.5) .

These variations can also be traced by the variations of the scattered light of
the Earth’s atmosphere at altitudes of ∼100 (km) (Megrelishvili 1981), testifying to
variations in density of both the atmosphere and its aerosol constituent.

The temperature variations can be described by the formula (Hernandez 1976)

ΔT5.5 = 7.1 · cos
2π
5.5

(t− t5.5) (K) .

The layer altitude and thickness can be estimated based on the correlation
formulas

ΔZm5.5 = 0.6 · cos
2π
5.5

(t− t5.5) (km),

ΔW5.5 = 0.37 · cos
2π
5.5

(t− t5.5) (km),

setting t5.5 = 1959.0, 1970.0, 1981.0, 1992.0, 2003.0. Spectral analysis of the so-
lar flux variations in an 11-yr cycle shows that they can be described by the first
harmonic whose maximum corresponds to the maximum of the cycle. In this case,
the amplitude of the second harmonic (∼5.5 years) makes 15(%) of that of the first
harmonic (Kononovich 2005).

Variations Related to Solar Activity

The dependence of the intensity ΔIF on solar flux has been derived from the data
of a number of studies (Roach et al. 1953; Givishvili et al. 1996; Semenov 1996;
Fishkova et al. 2001b) (see Fig. 4.26):

ΔIF = (0.0024±0.0005) · (F10.7−130) .

To analyze the behavior of the temperature, the data reported by Hernandez (1976,
1977), Hernandez and Killeen (1988), and She et al. (1993) have been used. It should
be noted that the results of long-term observations (Semenov et al. 1996, 2002a,
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2005; Semenov and Shefov 1996a, 1999a; Golitsyn et al. 1996; Shefov et al. 2000a)
show that in the mesopause region at ∼90 (km), within the interval from the 19th
to the 22nd cycle, temperature maxima (ΔT ∼ 10–15 (K)) appeared on the back-
ground of two minima below and above this altitude range during the periods of
solar flux maxima, while during the periods of minima only broad minima were ob-
served. This seems to be a characteristic feature of the altitude temperature profile of
the mesopause, which was not taken into account in previous models (CIRA 1972;
Barnett and Corney 1985). The corresponding measurement data are presented in
Fig. 4.31. The solar flux dependence of the temperature can be described by the
relation

ΔTF =−(0.12±0.015) · (F10.7−130) (K) .

The dependences of the emission layer altitude and thickness on solar flux have
been derived by processing rocket measurements after elimination of other types of
variations (see Fig. 4.32):

ΔZmF =−(0.015±0.005) · (F10.7−130) (km),
ΔWF =−(0.016±0.006) · (F10.7−130) (km).

A distinct correlation of these parameters with solar flux has been revealed by
Shefov et al. (2000a).

Solar activity also affects the seasonal variability of the emission (see Fig. 4.34).
Based on the data obtained at Abastumani (Fishkova et al. 2001b), it has been found
that the correlation between emission intensity and solar flux maxima in spring
(March and April) sharply decreases in summer and increases again at the autumn
equinox. However, in the period of the autumn intensity maximum (October and
November), the correlation again weakens a little (see Fig. 4.34). The quantitative
characteristics of the correlations can be represented as

IS(F10.7, i) = [IMS(i)±σFS]+ [δIFS(i)±σF](F10.7−130) (Rayleigh) .

The correlation characteristics are given in Table 4.4. Here IMS is the monthly
mean intensity for 1972, σ is the root-mean-square deviation, and i is the month’s
number.

Long-Term Trend

After elimination of all types of variations, an average long-term change can be
revealed. Based on the data of 70-yr observations at midlatitudes, a statistically sig-
nificant trend has been found for intensity variations (Semenov and Shefov 1997a,d)
(see Fig. 4.35):

ΔItr = (0.006±0.0011)(t−1972.5) .

The long-term variability of the yearly average intensity of green emission was
repeatedly noted (Fukuyama 1977a; Fishkova 1983; Semenov and Shefov 1997a,d).
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The long-term emission intensity trend has clearly been traced, especially in view
of the data obtained by Rayleigh in 1923–1934 (Lord and Spencer 1935; Hernan-
dez and Silverman 1964), and the solar flux dependence of the intensity has been
revealed.

To analyze the long-term variability of the green emission intensity for different
seasons, the relevant data have been grouped by seasons: winter (December–
January), spring (March–April), summer (June–July), and autumn (September–
October). It turned out that the variations revealed in these seasonal intervals differ
from the yearly average variations (Fig. 4.38, Table 4.5) (Fishkova et al. 2000). As
can be seen, the most substantial differences are observed for winter and summer.
For the period 1926–1992, the following relations have been obtained:

38

Fig. 4.38 Long-term variations of the 557.7-nm emission intensity by the data obtained at the fol-
lowing stations: Terling (Lord Rayleigh and Spencer Jones 1935; Hernandez and Silverman 1964)
are open circles; Haute Provence (Dufay and Tcheng Mao-Lin 1946, 1947a,b) are crosses); data of
Barbier et al. (1951) are triangles; data of Barbier (1959b) and Christophe-Glaume (1965) are full
squares; Simeiz (Shain and Shain 1942) are diamonds; Cactus Peak (Roach et al. 1953) are full
triangles; Abastumani (Fishkova et al. 2001) are full circles. Also presented are the yearly average
variations (A) and the seasonal average related to yearly average variations for winter (B), spring
(C), summer (D), and autumn (E) (Fishkova et al. 2000)
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ΔIwi = −(0.301±0.060)− (0.0054±0.0009) · (t−1972.5),
r = −0.695±0.080, winter;

ΔIsp = −(0.127±0.067)+(0.0023±0.0010) · (t−1972.5),
r = 0.354±0.138, spring;

ΔIsu = (0.122±0.060)+ (0.0040±0.0009) · (t−1972.5),
r = 0.600±0.104, summer;

ΔIau = (0.226±0.083)− (0.0006±0.0012) · (t−1972.5),
r = −0.079±0.153, autumn.

As follows from these relations, statistically significant trends are observed for
winter, spring, and summer.

For comparison, the extreme values of relative intensities for the above periods
are determined by the following formulas:

td = 1 (January 1):

ΔI(1) =−(0.432±0.141)− (0.0071±0.0019) · (t−1972.5), r =−0.567±0.120 ;

td = 60 (March 1):

ΔI(60) =−(0.082±0.213)+(0.0031±0.0029) · (t−1972.5), r = 0.200±0.178 ;

td = 166 (June 15):

ΔI(166) = (0.280±0.162)+(0.0029±0.0030) · (t−1972.5), r = 0.186±0.186 ;

td = 288 (October 15):

ΔI(288) = (0.400±0.193)− (0.00047±0.0036) · (t−1972.5), r =−0.026±0.192 .

Thus, a statistically significant trend exists only for the intensity winter mini-
mum. This suggests that dynamic processes produce large irregularities in the at-
mosphere which shows up in seasonal variations of the airglow emissions.

It has been shown (Semenov and Shefov 1999b) that to the period of the autumn
maximum of green emission intensity there corresponds a descent of the atomic
oxygen layer to ∼92 (km). Analysis of the seasonal intensity variations shows that
the point in time at which the intensity is a maximum seems to be affected by the
long-term trend, namely

td = (291±5)+ (0.121±0.068) · (t−1972.5), r = 0.323±0.160 .

The behavior of the harmonic amplitudes also has some features. The amplitude
of the annual harmonic depends on solar flux:

ΔA1(F10.7) =−(0.00065±0.00028) ·(F10.7−130); r =−0.466±0.115; tSt = 2.3 ,

and the correlation is significant.
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The effect of the long-term trend can be described by the formula

ΔA1(t) = (0.00145±0.00120) · (t−1972.5), r = 0.264±0.208 .

However, as can be seen, this effect is statistically nonsignificant. The amplitudes
of the semiannual and 4-month harmonics and the phases of all harmonics show no
effect of the trend or solar flux (Fishkova et al. 2000).

Though, as can be seen, a significant positive trend for a period of ∼70 years
has been revealed for the emission intensity, the situation with the data about the
temperature is far less certain. These data are rather few in number and cover an
interval of ∼27 years. After their reduction to the flux F10.7 = 130, which is a mean
smoothed value for a 22-yr interval and approximately corresponds to 1972, Δt do
not show any trend. The now available values of ΔTtr do not show a significant
deviation from zero, though formally the trend is (−0.02) (K ·yr−1).

As already mentioned, the long-term variations of the intensity testify to its growth
for 70 years. The 11-yr mean intensity in the 1920s (Hernandez and Silverman
1964) made ∼60(%) of its value in 1972. For this case, the cycle average F10.7

was 100. Estimation of the atmospheric temperature within the emission layer
for the above conditions by average relations (Semenov 1997) has shown that it
should be 210–215 (K) (Evlashin et al. 1999) (Fig. 4.39). The average temper-
ature trend for the investigated period appears to be equal to (−0.2) (K · yr−1).
This method can also be used to estimate the temperature for the second half of the
19th century when the observations of the 557.7-nm emission began (Semenov and
Shefov 1996b).

This agrees with the active temperature measurements in the middle atmosphere
of the past four or five decades that have shown its regular cooling at altitudes of
30–95 (km) (Golitsyn et al. 1996; Semenov and Lysenko 1996; Semenov et al. 1996;
Semenov 1996, 1997; Semenov and Shefov 1996a, 1999a; Semenov et al. 2002a).
This behavior of the temperature, according to the data for the 630-nm atomic oxy-
gen emission (Semenov 1996) from which the effect of other types of variations has
been eliminated (see Fig. 4.42), is traced up to altitudes of ∼270 (km).

A consequence of this was the regular decrease in atmospheric density at alti-
tudes above 50 (km), implying its global subsidence. As a result, for the period
1923–1992, it has been obtained that

ΔTtr =−(0.10±0.03)(t−1972.5) (K) .

The rocket data yield a very small regular change of altitude, ΔZmtr = −26
(m ·yr−1), and a positive trend of the layer thickness:

ΔZmtr =−(0.026±0.010)(t−1972.5) (km),
ΔWtr = (0.03±0.01)(t−1972.5) (km) .

Comparison with the data for the hydroxyl emission (Semenov and Shefov
1996a, 1999a) shows that the variations of the layer thickness W557.7, which reflect
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Fig. 4.39 Long-term variations of the characteristics of the upper atmosphere (Evlashin
et al. 1999). (A) are mean auroral ray heights Z for the conditions of midnight, winter solstice
(ϕ∼ 63◦N), and minimum solar flux; (B) are early average temperatures of the exosphere for the
conditions of midnight, midlatitudes, and minimum solar flux: data of Fig. 4.39 a (open circles),
and of Semenov (1996) and Semenov and Lysenko (1996) (full circles); (C) are yearly aver-
age temperatures of the lower thermosphere (∼100 (km)) by the measurements of temperatures
(Hernandez and Killeen 1988) (open circles) and intensities (Givishvili et al. 1996; Semenov 1996)
of the 557.7-nm atomic oxygen emission (full circles) and by lidar measurements (She et al. 1993)
(squares); (D) yearly average solar flux

the variations of the altitude Zm, are more realistic manifestations of the variations
of the atmospheric density, which can be described by the formula

N = 2.44 ·1015 · exp[−0.53 ·W557.7](cm−3) ,

where W557.7 is expressed in kilometers.
In sighting the emission layer limb, the real thickness of the layer can be ob-

tained from the observed altitude distribution of the emission intensity by solving
the inverse problem (Shefov 1978b).
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The revealed long-term changes in the upper atmosphere put forward an impor-
tant problem of the nature of the phenomenon under observation, since it seems that
in this case a combined effect of both the anthropogenous factor associated with
the increasing content of hotbed gases and the long-period solar cycles takes place.
The knowledge of this effect is necessary for forecasting the further behavior of
the characteristics of the Earth’s atmosphere as a whole. In seeking a solution to
this problem, the data of spectrophotometry of the 557.7-nm emission carried out
since its detection in the second half of the 1800s, unfortunately yet not published
(Semenov and Shefov 1996b), could be helpful.

Here it is necessary to mention an interesting circumstance related to the process
of long-term cooling and subsidence of the upper atmosphere (Golitsyn et al. 1996;
Semenov 1996; Lysenko et al. 1999; Megrelishvili and Toroshelidze 1999) which
can be traced since the 1920s (Evlashin et al. 1999; Starkov et al. 2000). The yearly
average trend δTtr (O) for the interval 1923–1992 was −(0.10± 0.03) (K · yr−1).
As follows from the available data, it is probable that in the second half of the 20th
century the trend changed its sign as a result of a small displacement of the 557.7-
nm emission layer in altitude because of the subsidence of the neutral atmosphere
and also under the solar action, as already noted (Semenov 1997; Semenov and
Shefov 1999a; Shefov et al. 2000a). Its yearly average value estimated only by the
data of measurements performed between 1957 and 1992 is 0.10±0.03 (K ·yr−1).
Undoubtedly, the correct estimation of the trend for these altitudes is substantially
affected by the variations of the altitude of the 557.7-nm emission layer due to solar
activity (Shefov et al. 2000a) which, probably, have been taken into account not
completely. Besides, it is of interest that on comparison of the rate of subsidence
of the neutral atmosphere, calculated by the changes of the temperature profiles,
and the rate of subsidence of the atomic oxygen layer, determined by the variations
of the 557.7-nm emission characteristics, it turned out that the rate of subsidence
of atomic oxygen is less than that of the basic neutral constituents – oxygen and
nitrogen molecules (Evlashin et al. 1999; Starkov et al. 2000). If this is actually
the case, this feature implies the displacement of the atomic oxygen layer upward
(∼1.5 (km)) relative to the basic constituent layers and, apparently, as consequence,
the change of the trend sign. The trend is observed to change for the last decades
(Lysenko et al. 1997a,b; Lysenko and Rusina 2002a,b).

Latitudinal Variations

The latitudinal variations of the parameters of the 557.7-nm emission have already
been described when we considered the behavior of the amplitudes and phases of
the harmonics of seasonal variations (see Figs. 4.30–4.32):

δIS1(ϕ) = (0.33±0.03)(0.33±0.03) · [sinϕ](0.60±0.01) ,

correlation coefficient r = 0.953±0.041,

δIS2(ϕ) = (0.38±0.03) · [1− (sinϕ)(1.1±0.08)] ,
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correlation coefficient r = 0.977±0.015,

δIS3(ϕ) = (0.30±0.01) · [cos2(ϕ−45)](16±1) ,

correlation coefficient r = 0.818±0.100,

tS1 = (133±7)+ (2.80±0.16) ·ϕ ,

where ϕ is the geographic latitude (degrees), the correlation coefficient r = 0.986±
0.009.

The phases tS2 and tS3 do not depend on latitude.
When calculating the absolute values of seasonal variations, it is necessary to

consider the latitudinal dependence of the emission intensity. Following Fishkova
et al. (2000), we have

Ima = 60 + 220 · [cos1.8(ϕ−40)]4.5 (Rayleigh) .

As already mentioned, the amplitudes of the variations for the emission layer
temperature, altitude, and thickness are obtained by their relations with the
intensity:

δTS1(ϕ) = (16.0±1.4) · [sinϕ](0.60±0.01) (K),

δTS2(ϕ) = (18.2±1.4) · [1− (sinϕ)(1.1±0.08)] (K),

δTS3(ϕ) = (14.4±0.5) · [cos2(ϕ−45)](16±1) (K),

δZmS1(ϕ) =−(7.8±0.7) · [sinϕ](0.60±0.01) (km),

δZmS2(ϕ) =−(9.0±0.7) · [1− (sinϕ)(1.1±0.08)] (km),

δZmS3(ϕ) =−(7.1±0.2) · [cos2(ϕ−45)](16±1) (km),

δWS1(ϕ) =−(4.1±0.4) · [sinϕ](0.60±0.01) (km),

δWS2(ϕ) =−(4.7±0.4) · [1− (sinϕ)(1.1±0.08)] (km),

δWS3(ϕ) =−(3.7±0.1) · [cos2(ϕ−45)](16±1) (km) .

Based on the UARS satellite measurements of the 557.7-nm emission intensity,
its altitudinal–latitudinal distributions in the latitude range 40◦S–40◦N have been
constructed. It is of interest that, according to ground-based observations, there are
intensity maxima at latitudes near 30◦N and also in the southern hemisphere, and
the emission rate peaks at ∼97 (km) (Ward 1999).

For the high latitudes, the auroral oval boundaries are described by analytic rela-
tions (Ivanov et al. 1993; Starkov 1994a,b; Semenov and Shefov 2003). The average
distribution of the 557.7-nm emission intensity in the oval region at geomagnetic lat-
itude Φ has been obtained (Monfils 1968; Silverman 1970) based on measurement
data. The intensity (kilorayleighs) can be approximately calculated by the empirical
formula
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lgI557.7 = −0.538 + 0.072 · exp(0.348Kp)/
{1 + exp[−(Φ−71.4 + 1.35 ·Kp)/(34−10.4 ·Kp)]}
+(0.21 + 0.136 ·Kp)exp[−(Φ−71.4 + 1.35 ·Kp)2/(6.8 + 0.39 ·Kp)2] .

However, more realistic estimates can be obtained only with a model which con-
siders the spatial distribution of the excitation processes in the auroral zone and the
effect of solar activity (Evlashin et al. 1996).

Longitudinal Variations

Used for analysis were the data of measurements performed simultaneously at dif-
ferent stations located in the geographic latitude range 25–55◦N during the Interna-
tional Geophysical Year (1957–1959) (12 stations (Yao 1962)) and the International
Year of Quiet Sun (1964–1965) (14 stations (Smith et al. 1968)). These intervals
of years correspond to the years of the maximum and the subsequent minimum
(F10.7 = 74) of the 19th solar cycle (F10.7 = 225). Based on these data, seasonal
mean variations of the emission intensity have been derived for each station as for
the periods of both high and low solar activity. They well agree in character with
the results of long-term measurements performed at midlatitudes (Semenov and
Shefov 1997a,d; Fishkova et al. 2000, 2001b; Mikhalev et al. 2001; Mikhalev and
Medvedeva 2002). Since the results of the work by Fishkova et al. (2000) suggest
that the seasonal change of the 557.7-nm radiation intensity depends on geographic
latitude, to reduce them to unified conditions for the latitude 40◦N, some corrections
have been made by the relations presented elsewhere (Fishkova et al. 2000). After
correction of the data for latitudinal changes, all data were reduced to the solar flux
F10.7 = 74. These results are presented in Fig. 4.40.

The data obtained show appreciable stationary longitudinal variations of the
557.7-nm emission. It seems that the features of the Earth’s surface relief show up
in the longitudinal variability of the emission layer characteristics. Shown schemati-
cally on the top of Fig. 4.40 are the positions of the regions of continents and oceans
in the longitude range for the band of latitudes (40± 10)◦N. It can be seen that
the emission intensity over the Euroasian continent is greater than over the Pacific
Ocean regions. On the North American continent, the observation stations were lo-
cated only on the western side. Observations were not carried out over Atlantic
Ocean. Because of the limited number of longitudinal measurement points, an ele-
mentary first approximation has been made that gave the following relation:

Iλ = 230 · [1 +ΔI] · {1 +ΔI · [0.16 · cos(λ−10)+ 0.02 · cos2(λ−170)
+0.01 · cos3(λ−5)]} (Rayleigh) ,

where

ΔI = 0.21 · cos
2π
365

(t−230)+ 0.22 ·cos
4π
365

(t−120)+ 0.26 ·cos
6π
365

(t−50) .
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Fig. 4.40 Longitudinal variations of the intensity of the 557.7-nm atomic oxygen emission for
different months of the year (Shefov and Semenov 2004b). Dots are measurement data; solid lines
are approximations

As follows from the properties of the variations of emission parameters
(Semenov and Shefov 1996a, 1997a,b,c,d; Shefov et al. 2000a), to an increase in
intensity there corresponds a decrease in emission layer altitude and an increase in
temperature (Shefov et al. 2000a).

The behavior of the intensity, temperature, and emission layer altitude completely
fit to the orographic variations that have been studied by the behavior of the hydroxyl
emission (Shefov et al. 1999, 2000b). This gives grounds to conclude that the alti-
tude distribution of atomic oxygen at altitudes of 80–100 (km) is determined, with
other things being equal, by the features of the Earth surface underlying relief and
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by the dynamics of the wind system of the lower atmosphere and therefore depends
on longitude.

Besides the longitudinal variations associated with the Earth’s relief, there are
longitudinal variations caused by planetary waves (Shepherd et al. 1993b; Wang
et al. 2000, 2002). They testify to periods of wave variations close to 16 days.
These waves cover a wide range of altitudes and modulate various photochemical
processes, causing their periodic changes, including the occurrence of noctilucent
clouds in summer (Shefov and Semenov 2004a).

Disturbed Variations Induced by Stratospheric Warmings

The effects in the lower thermosphere during stratospheric warmings have been
investigated based on the data of Fukuyama (1977b) and Fishkova (1983) (see
Figs. 4.30 and 4.31). However, the intensity and temperature measurements were
carried out not simultaneously and at different stations in the eastern and western
hemispheres, though in close latitudes, for 10 years. Moreover, different starting
points were chosen in using the epoch superposition method. In analyzing the be-
havior of the intensity (Fishkova 1983) by the data of Rakipova and Efimova (1975),
taken for the date zero, tsw was the date of the onset of stratospheric warming on
the 10-mbar surface (∼32 (km)), such that a steady source of maximum positive
temperature change appeared in any region of the given isobaric surface. Thus, it
was obtained that

ΔIsw = 0.04 · (t− tsw) · exp[−(t− tsw)/10] .

The relation for the temperature was obtained by the data of Hernandez (1977)
(see Fig. 4.31). In contrast to the analysis of the behavior of the emission intensity,
the date of the maximum of stratospheric warming, which takes place on the average
3–5 days later, was chosen for the zero reference point tsw. For this case,

ΔTsw =−1.5 · (t− tsw) · exp[−(t− tsw)/10] (K) .

Here it should be stressed that correct application of the epoch superposition
method is of great importance, since otherwise this can lead to erroneous conclu-
sions (Taubenheim 1969; Taubenheim and Feister 1975).

The list of warmings in the period 1955–1986 is given by Tarasenko (1988). By
overlapping the data for ΔIsw and ΔTsw, one can draw the conclusion that regular
intensity variations ΔIsw occur on the background of a planetary wave with a period
of ∼30 days.

Variations Induced by Geomagnetic Disturbances

The effect of the composition waves propagating from the auroral zone after ge-
omagnetic disturbances (Nasyrov 1970) on the atmosphere is similar to the varia-
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tions of the hydroxyl emission (Shefov 1969a, 1973a; Semenov and Shefov 1996a,
1999a). The percentage of the cases of longitudinal orientation of the isophots
of the spotty structure of 557.7-nm emission was found to increase to 50(%)
(Korobeynikova and Nasyrov 1972) within 3–4 days after a disturbance event at the
latitude of Ashkhabad (Φ= 30.6◦N).

Variations During the Periods of Meteoric Activity

During the periods of maximum intrusion of meteoric flows, a 20–30(%) increase in
intensity has been noted (Shefov 1968a, 1970b). Data on variations of temperature
and layer altitude and thickness are still not available.

Variations During the Periods of Seismic Disturbances

As repeatedly observed at Abastumani (Fishkova and Toroshelidze 1989;
Toroshelidze 1991) and Ashkhabad (Korobeynikova et al. 1989), irregular fluctu-
ations of the intensity of the 557.7-nm emission occurred several hours prior to an
earthquake. For some local (Caucasus) earthquakes with magnitudes M ≥ 5, the
amplitude of the intensity fluctuations increased to 100(%). However, the available
data are insufficient for systematization. The nature of this behavior of the inten-
sity fluctuations is probably related to the waves accompanying the release of gases
from the lithosphere before an earthquake (Akmamedov et al. 1996). The character-
istic radius R (km) of the region where a foreshock shows up is determined by the
relation (Toroshelidze 1991)

R = 1.0 · expM .

Variations Induced by Internal Gravity Waves

Theoretical estimates of the possible waves propagating upward from the regions of
their generation in the troposphere testify to the attenuation of the trains containing
several periodic oscillations. The basic time dependence of the waves has the form
(Chunchuzov 1988, 1994)

δT = δT00

(
2πt
τ

)1/2

exp

(
−2πt
ατ

)
cos

(
2πt
τ

+
π
4

)
.

Here τ is the wave period, δT00 is the amplitude, t is the time lapsed from the begin-
ning of the oscillation train, and α is the attenuation parameter determined by the
width a of the obstacle (in interaction the jet streams with the mountain ridges or the
baric formations), and by the altitude to which the wave propagates, Z, and by the
zenith angle of wave propagation, θ. This is discussed in more detail in Sect. 5.2.3.
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Long-term measurements of IGWs in the upper atmosphere, in particular by the
characteristics of the hydroxyl emission (Krassovsky et al. 1978; Novikov 1981),
gave the following universal formula for the dependence of the wave amplitude δT
on period τ:

(δT/T)2 ∼ τ5/3 ,

where T is the atmospheric temperature.
When the usual Fourier analysis of time series is applied, the waves periods are

calculated which characterize the train. However, in this case, the amplitude depends
on the degree of attenuation of the train (Shefov and Semenov 2004c).

Typical periodic intensity variations induced by IGWs are determined by the
relation

ΔIgw

I
= 2.4 ·10−3 · τ1.3

w sin
2πt
τw

,

where τw is the wave period.
The amplitudes of oscillations are in average about 10(%) of the wave amplitude

(Kuzmin 1975; Toroshelidze 1991). The variations due to IGWs cannot be predicted
within a night, since IGWs, generated mainly by meteorological sources in the lower
atmosphere, are random in character.

Little is known about the variations of the Doppler temperature under the action
of IGWs (Semenov 1989). The parameter η determined by the relation (Krassovsky
1972)

ΔIgw

I
= η

ΔTgw

T
from measurements performed in winter turned out to be equal to 0.6, which is far
below that for the hydroxyl emission. The average time delay θ of the intensity oscil-
lations relative the temperature variations is∼90 (s). These values of the parameters
η and θ also allow the conclusion that the excited oxygen molecules produced due
to the Barth process are mainly in the state 5Πg (Semenov 1989).

It should be noted that some types of variations that have been revealed for the
intensity of the 557.7-nm emission have not yet been obtained for temperature.

Thus, the above analysis of the material of investigations of the 557.7-nm atomic
oxygen emission presented in numerous publications made it possible to system-
atize the available data and construct empirical models for the nocturnal variations
of intensity, temperature, and emission layer altitude. Once first results had been ob-
tained, additional investigations were carried out that provided supplementary data
on some types of variations and gave impetus to absolutely new approaches in their
analysis.

These results were successfully used for tentative estimation of the long-term
variations of the altitude distributions of ozone and atomic oxygen densities at
80–100 (km) (Semenov 1997) and their dependences on solar flux by using the the-
ory of photochemical production of excited oxygen atoms due to the Barth process
(Semenov and Shefov 1999b). The presented refined model was used to develop
an empirical model of the variations of the altitude distribution of atomic oxygen,
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which in fact determines the thermal conditions of the mesopause and lower ther-
mosphere, at the mentioned altitudes (Sect. 7.2).

4.5 Model of the 630-nm Atomic Oxygen Emission

The material of long-term spectrophotometric observations carried out at various
stations has been systematized to reveal regular and nonregular variations of the
emission intensity, temperature, and maximum emission rate altitude of the emission
layer.

Since ionized species participate in the basic photochemical processes giving
rise to the 630-nm emission, the illumination of the atmosphere at the emission
layer altitudes with the UV radiation of the Sun is of great importance. During twi-
light, the emission intensity decreases as the Sun depresses under the horizon, i.e.,
the effect of the solar UV radiation at thermospheric altitudes decreases, resulting
in a decrease in the concentration of the reactants participating in dissociative re-
combination. At the same time, the inflow of photoelectrons and O+ ions from the
magnetically conjugate regions of the upper atmosphere during twilight (in winter)
makes some contribution to the emission intensity.

Geomagnetic disturbances are accompanied by red auroras and occur at low and
middle latitudes which are much more intense than the airglow in quiet geomagnetic
conditions (Yevlashina and Yevlashin 1971; Evlashin et al. 1996).

In high-latitude auroras, the atmospheric constituents are also excited by direct
impact of the secondary electrons resulting from the ionization of atmospheric neu-
trals by precipitating energetic electrons.

The ground-based photometric measurements presented in numerous publications
refer in the main to the behavior of the emission intensity, mainly, at midlatitudes.
Based on this material, information about various types of regular variations was
gained (Shefov et al. 2006). The behavior of the variations resulting from various
sporadic disturbances was much less investigated.

Regular measurements of the red emission intensity began during the Interna-
tional Geophysical Year (1957–1959). The measurement data and subsequent in-
vestigations were reported by Yao (1962) and Smith et al. (1968) and reviewed by
Barbier (1961) and Fishkova (1983).

There are in general much less interferometric data on the Doppler temperature
of the 630-nm emission than on its intensity. The conditions under which metastable
oxygen atoms appear at thermospheric altitudes, largely in the ionospheric F2 layer,
suggest that their existence is not inconsistent with the radiation lifetime. Never-
theless, the frequency of collisions of excited oxygen atoms with the surrounding
atmospheric species during the lifetime should ensure their relaxation to an equilib-
rium state with the temperature equal to the ambient temperature. It is well known
that the collision rate for the process

O(1D)+ (e,O,O2,N2)→O(3P)+ (e,O,O2,N2)

is determined by the relations given in Sect. 2.6 (Pavlov et al. 1999).
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The lifetime of excited metastable atoms is determined by the relation

τ=
1

A+βe ·ne +βO · [O]+βO2
· [O2]+βN2

· [N2]
(s) .

At the emission layer altitudes, the dominant atmospheric constituent is atomic
oxygen for which βO = 2.5 ·10−12 (cm3 · s−1) (Pavlov et al. 1999). For the altitudes
180, 270, and 350 (km) to which there correspond the relative emission rates of 0.1,
1, and 0.1, respectively, for the exospheric temperature T = 800 (K) (F10,7 = 130), τ
is 7, 80, and 123 (s), respectively. With the night intensity 200–300 (Rayleigh), the
density of excited atoms O(1D) at the maximum emission rate is ∼4 · 103 (cm−3),
while the density of unexcited atoms [O] is ∼8 · 108 (cm−3). The fast metastable
atoms O∗(1D) newly formed as a result of dissociative recombination (Sect. 2.1.2)
collide with unexcited thermalized oxygen atoms:

O∗(1D)+ O(3P)→ O∗(3P)+ O(1D) .

In this case, the rate of gas-kinetic collisions is 4.2 ·10−10 (cm3 · s−1) (Bates and
Nicolet 1950), which is two orders of magnitude greater than the rates of the deac-
tivation processes. The rate of collisions with excitation transfer is ∼10−10 (cm3 ·
s−1). Therefore, the frequency of gas-kinetic collisions at the mentioned altitudes is,
respectively, 0.8, 0.08, and 0.02 (s−1). This implies that for fast metastable atoms
the number of such collisions within the mentioned times τ is 6, 6, and 2, respec-
tively. As a consequence, an equilibrium with the ambient temperature in the bulk
of the emission layer is established since the intensity of upper part of the layer
above 0.1 level of Qmax (Z) makes several percents. Yee (1988) presents a calcu-
lated profile of the 630-nm emission for altitudes of 200, 250, and 300 (km) from
which it is evident that some difference from the thermalized distribution is percep-
tible at intensities (related to the maximum) less than 0.05 and becomes substantial
at intensities less than 0.01. Under the real conditions of interferometric measure-
ments, these intensities correspond to the profile wings and are of the order of er-
rors. Therefore, possible contributions of nonthermalized atoms cannot affect the
measured temperature.

In the recent theoretical publications, the problem of the absence of complete
thermalization of O(1D) atoms formed in the upper atmosphere as a result of
the dissociative recombination reaction was considered repeatedly (Kharchenko
et al. 2005).

It is easy to show that, if the ratio of the content of the nonthermal compo-
nent nnth to the kinetic one nkin is nnth

nkin
= 0.055 and temperature Tnth = 1.37 ·Trin

(Kharchenko et al. 2005), then the ratio of the amplitudes of the maximums of the
emission Doppler profile would be equal to

k =
Inth

Ikin
=

nnth

nkin
·
√

Tkin

Tnth
=

0.055√
1.37

= 0.047
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because
∞∫

−∞
exp
(
− x2

a2

)
dx =

√
π ·a (in this case a = ΔλD = 3.566 ·10−3 ·

√
T

1000(nm)

and the integral is proportional to n).
In such a case, one can present the summation of two Doppler contours with dif-

ferent amplitudes and different temperatures and their sum in the form of a Doppler
profile with some effective temperature

exp

[

−
(

Δλ
ΔλDkin

)2
]

+ k · exp

[

−
(

Δλ
ΔλDnth

)2
]

= (1 + k) · exp

[

−
(

Δλ
ΔλDeff

)2
]

.

After simple transformations, we obtain from this expression

Tkin

Teff
= 1−

(
ΔλDkin

Δλ

)2

· ln

⎧
⎪⎪⎨

⎪⎪⎩

1 + nnth
nkin
·
√

Tkin
Tnth
· exp

[(
Δλ

ΔλDkin

)2 ·
(

1− Tkin
Tnth

)]

1 + nnth
nkin
·
√

Tkin
Tnth

⎫
⎪⎪⎬

⎪⎪⎭
.

As far as the temperature is determined not by one part of the Doppler profile
(though it is possible formally) but by a series of points of the entire contour (ac-
tually from the maximum to the intensity level not less than 5–10(%)), the average
relation between the above-indicated temperatures can be calculated introducing the
relation Δλ= x ·ΔλDkin and using the following formula

〈
Tkin

Teff

〉
=

1
m
·

m∫

0

Tkin

Teff
dx = 1− 1

m
·

m∫

0

1
x2 · ln

⎧
⎪⎨

⎪⎩

1+ nnth
nkin
·
√

Tkin
Tnth
· exp

[
x2 ·
(

1− Tkin
Tnth

)]

1+ nnth
nkin
·
√

Tkin
Tnth

⎫
⎪⎬

⎪⎭
dx ,

where m actually determines the number of ΔλDkin in the integration interval. In
reality m ∼ 2. The application of the L’Hospital’s rule confirms that the integrand
has no singularities at x = 0. Further simplification of the analytical expression is
not reasonable because it becomes less convenient for numerical calculations.

The result of the simplest way of calculation of the effective Doppler temper-
ature using the line profile measured by a Fabry–Perot interferometer and evalua-
tions of its difference from the kinetic temperature T by a numerical summation of
two Doppler profiles are made for Tkin = 1000 (K), and the above-indicated condi-
tions for the nonthermal component according to the recent paper by Kharchenko
et al. (2005) were used. The resulting temperature (without any signs of a consid-
erable deviation of the line profile in the wings for the values Δλ = 2 ·ΔλD) was
found less than 1020 (K). Such differences (∼20 (K)) are certainly less than the
measurement errors.

The calculation using the above presented analytical formula shows that for
the profile levels from the maximum to 3(%) for the above-indicated conditions〈

Teff
Tkin

〉
∼ 1.015. Even for the above-indicated nighttime conditions (for which

Tnth
Tkin
∼ 2)

〈
Teff
Tkin

〉
∼ 1.021.
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Thus, one can conclude that the existence of the nonthermal component princi-
pally and formally quantitatively creates an increase in the measured Doppler tem-
perature as compared to the kinetic temperature within the maximum of the 630-nm
line emitting layer. However, this increase is only a few percents (or tens of K) and
this value is within the measurements accuracy and moreover sinks in the variations
caused by various dynamical processes. Therefore, there is almost no reasons for
statements on the discrepancy between the measured Doppler and kinetic temper-
atures of the O(1D) atoms for altitudes of the emitting layer maximum. Thus, the
measured Doppler temperature corresponds to the thermospheric temperature at the
altitudes of the emission layer maximum.

The recording of the interference pattern was carried out both by the photoelec-
tric method with scanning the spectrum or varying the pressure inside of the inter-
ferometer chamber (Hernandez and Turtle 1965) and with the help of piezoelectric
elements (Hernandez 1966, 1970, 1974). However, this method involves simulta-
neous photoelectric measurements of the emission intensity for correcting the line
profile distorted by intensity variations within the scanning time ∼15 (min). The
photographic method made it possible to record the profile as a whole and thus ex-
clude possible distortions of this type (Semenov 1975a,b, 1976, 1978; Ignatiev and
Yugov 1995).

Regular temperature measurements began early in the 1960s and were conducted
for more than 30 years under various heliogeophysical conditions. Their results
were used in the main to study diurnal temperature variations. Long-term (12 years)
measurements were performed at the Fritz Peak Observatory (39.9◦N, 105.5◦W)
(Hernandez and Killeen 1988). More short-term observations are presented in a
number of publications (Biondi and Feibelman 1968; Truttse and Yurchenko 1971;
Blamont et al. 1974; Yurchenko 1975; Semenov 1976, 1978; Kondo and Tohmatsu
1976; Hernandez and Roble 1976, 1977; Thuillier et al. 1977a,b; Semenov and
Shefov 1979a,b; Jacka et al. 1979; Cocks and Jacka 1979; Toroshelidze 1989, 1991;
Ignatiev and Yugov 1995; Smith and Hernandez 1995; Killeen et al. 1995; Fagundes
et al. 1995; Meriwether and Biondi 1995; Meriwether et al. 1996, 1997; Cierpka
et al. 2003; Burns et al. 2004; Zhang and Shepherd 2004).

The essential feature of the available material is that, with few exclusions
(Semenov and Shefov 1979a,b; Hernandez and Killeen 1988; Ignatiev and Yugov
1995; Smith and Hernandez 1995), there are data of long-term measurements per-
formed at one and the same geographical place that can be systematized to reveal
seasonal temperature variations. In the majority of publications, nocturnal tempera-
ture variations are considered, and attention is focused on the behavior of the wind.

Rocket and satellite measurements of the altitude profiles of the atomic oxygen
emission were conducted for 1964–1995. In total there is information about 25
rocket and satellite measurement series. They were carried out practically at midlat-
itudes and, therefore, are rather uniform.

Satellite measurements have led Zhang and Shepherd (2004) to the conclusion
that the emission rate distribution is described by the conventional Gauss function.
However, investigations of this emission have shown that its emission rate altitude
distribution is well approximated by an asymmetric Gauss function.
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To describe the variability of the 630-nm emission, numerous measurement
data have been used (Tarasova 1961, 1962, 1963; Tarasova and Slepova 1964;
Nagata et al. 1965, 1968; Wallace and McElroy 1966; Reed and Blamont 1967;
Gulledge et al. 1968; Huruhata and Nakamura 1968; Schaeffer et al. 1972; Thuillier
and Blamont 1973; Sahai et al. 1975; Serafimov et al. 1977; Hays et al. 1978;
Serafimov 1979; Tarasova et al. 1981; Abreu et al. 1982; Zhang and Shepherd
2004).

It should be noted, however, that not for all parameters of the 630-nm emission
there was a possibility to reveal all mentioned types of variations. These are, in par-
ticular, the variations induced by seismic activity, stratospheric warmings, etc. The
reason is that in some cases there are no observation data for concrete phenomena
or they are available in small numbers.

Nocturnal Variations

The initiation of the 630-nm emission at night has the feature that it is governed by
two processes. One of them occurs at a given geographical place and is related to
dissociative recombination that is a consequence of the action of the ultraviolet radi-
ation of the Sun. The other process is related to O+ ions and photoelectrons coming
from the conjugate region. These species are also produced due to the UV irradia-
tion of this atmospheric region and serve as an additional source of excited oxygen
atoms. All this is responsible for the peculiar character of the intensity variations at
night that was revealed in the early observations (Elvey and Farnsworth 1942). The
proportion between these mechanisms depends on latitude, longitude, and season.
Thus, the observed emission intensity variations can be represented as

ΔI(χ�,ϕ,λ) = δI(χ�,ϕ,λ)+ δI(χ�con,ϕcon,λcon) .

Their plots are given in Fig. 4.41. The solar zenith angles at a given geographical
place, χ�, and in the conjugate region, χ�con, depend on the geographic latitudes ϕ
and ϕcon, on the season, i.e., on the Sun declination δ�, and on the local solar times
τ and τcon. The zenith angle χ� is determined by the relation

cosχ� = sinϕ · sinδ�− cosϕ · cosδ� · cosτ .

When considering processes in the magnetically conjugate region of the atmo-
sphere, it is necessary to use transformations of the geographic (ϕ and λ ) and ge-
omagnetic (Φ and Λ) coordinates. In the central dipole approximation, which well
suffices to describe processes at middle and low latitudes, the coordinate transfor-
mation is performed by a mere rotation of the axes which is given by formulas of
spherical trigonometry (Sect. 1.4.2).

The coordinates of the Sun and the related quantities can be computed with a
code (WinEphem 2002; Montenbruck and Pfleger 2000).

If a process occurring at an altitude Z is considered, it is necessary to use a
relation which describes the spatial behavior of the corresponding magnetic line
(Sect. 1.4).
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Fig. 4.41 Variations of the intensity of the 630-nm atomic oxygen emission in relation to different
parameters (Shefov et al. 2006). The designations are described in the preface to Chap. 4. Dots
are mean values of measured intensities; solid lines are approximations. The emission intensities
under the decimal logarithm sign are expressed in Rayleighs
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Based on the observations carried out at Zvenigorod (55.7◦N, 36.8◦E) (Truttse
1975), for the diurnal intensity variations for all months of year the components
have been isolated that are due to the excitation of atomic oxygen as a result of
dissociative recombination in the evening:

log10 Iχ� = 2.84+1.56 · cos
[
104 · (cosχ�+2.76)

]
+0.1 · cos

[
209 · (cosχ�+0.55)

]
,

and in the morning part of night:

log10 Iχ� = 2.84+1.56 · cos
[
104 · (cosχ�−0.80)

]
+0.1 · cos

[
209 · (cosχ�+1.42)

]
.

Here the argument is expressed in degrees.
The component of the diurnal intensity variations due to the inflow of ions and

photoelectrons from the magnetically conjugate atmospheric region is described for
the evening with the zenith angles 99◦ ≤ χ�c ≤ 110◦ by the relation

log10 Ic
χ�c = 2.62+2.57 · cos

[
82 · (cosχ�c +33)

]
+0.2 · cos

[
165 · (cosχ�c +0.41)

]
+

+0.38 · cos
[
247 · (cosχ�c +1.65)

]
+0.33 · cos

[
412 · (cosχ�c +0.93)

]

and for the morning with the zenith angles 115◦ ≤ χ�c ≤ 70◦ by

log10 Ic
χ�c

= 2.62+2.57 · cos
[
82 · (cosχ�c−1.25)

]
+0.2 · cos

[
165 · (cosχ�c +1.59)

]
+

+0.38 · cos
[
247 · (cosχ�c +0.4)

]
+0.33 · cos

[
412 · (cosχ�c +1)

]
.

Analysis of the measurement data shows that the excitation of atomic oxygen at
night and in the morning due to the inflow of photoelectrons and ions from the
conjugate region of the upper atmosphere illuminated by the Sun, being in the
other hemisphere, is effective in the main in the winter months. The contribution
of this mechanism to the emission intensity depends on the level of solar activity
(Fishkova 1983) and is described by the relation (r = 0.948±0.030)

ΔIcon = (57±8)+ (0.444±0.047) ·F10.7 (Rayleigh) .

Since the character of the diurnal variations is determined by the solar zenith angle
rather than by the local time, the temperature measurement data obtained during
different seasons and at different latitudes could be combined. With the data of
measurements performed during daylight hours (Cocks and Jacka 1979), regular
diurnal variations have been revealed.

Here it should be noted that in a number of observations interferometric measure-
ments were conducted for four directions (north–south and west–east) to simultane-
ously investigate wind motions. In this case, the zenith angles of sight were 60–70◦.
This, naturally, implies that the geographic coordinates of the thermospheric region
at altitudes of 250–280 (km) for each direction differed from the coordinates of the
observation place. Therefore, the measurement data for the western and eastern di-
rections of sight corresponded to other local times. The difference could be as great
as several tens of minutes depending on the latitude of the observation place and on
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the zenith angle of sight, and, naturally, it increases with latitude. The coordinates
of the region of sight can be determined by the formulas

sinϕ= sinϕ0 · cosψ; sin(λ0−λ) =
sinψ

√
1− sin2ϕ0 · cos2ψ

,

where cosψ= k · sin2 ζ+ cosζ ·
√

1−k2 · sin2 ζ.
Here ϕ0 and λ0 are the geographic coordinates of the observation place; ϕ and λ

are the coordinates of the region sighted at the zenith angle ζ; k = 1
1+Z/RE

, where Z is
the altitude of the sighted region and RE is Earth’s radius. Thus, for the observations
in the western direction the local time is smaller and in the eastern direction is
greater than in sighting toward the zenith.

The diurnal temperature variations can be determined by the formula (Fig. 4.42)

ΔTχ = 366 · cos

[
2π
360

(χ−26)
]

+76 · cos

[
4π
360

(χ−16)
]
+21 · cos

[
6π
360

(χ−5)
]

(K) .

To describe some asymmetry of the emission parameter variations as a function
of χ�, when calculating their evening values (local time 12 ≤ τ ≤ 24 (h)), χ is set
equal to the solar zenith angle χ�, while for the morning part of day (0≤ τ≤ 12 (h))
it is set equal to 360−χ�. The daily mean temperature for quiet heliogeomagnetic
conditions is 1000 (K).

The nocturnal temperature variations have the same features as the intensity vari-
ations. The pretwilight increase in temperature is caused by warming up of the atmo-
sphere due to the inflow of superthermal electrons and ions from the magnetically
conjugate atmospheric region.

Mutual relation of the diurnal variations of the maximum emission rate altitude
Zm, the thickness of the emission layer bottom part, Wl, and top part, Wu, and the
layer total thickness W has revealed considerable correlations between the quantities
Wl and W and the altitude Zm:

Wl = 45−0.19 ·(Zm−250) (km); W = 95−0.19 ·(Zm−250) (km); r≈−0.7 .

However, the thickness of the layer top part, Wu, remains practically unchanged
and equals 50± 5 (km). This has made it possible to estimate the variations of the
asymmetry P:

1
P

= 1 +
Wl

Wu
.

The solid lines in Fig. 4.43 represent the approximation by the equations

Zm = 237 + 46 · cos
2π
360

(χ−182)+ 1.4 · cos
4π
360

(χ−45)

+4.4 · cos
6π
360

(χ−105) (km),
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Fig. 4.42 Variations of the temperature of the 630-nm atomic oxygen emission in relation to differ-
ent parameters. The designations are described in the preface to Chap. 4. Dots are mean measured
temperatures; solid lines are approximations; the latitudinal variations of amplitudes of the sea-
sonal harmonics are shown in the right upper panel: annual are full circles, semiannual are hollow
circles and four-month are crosses; straight lines are regression lines

Wl = 49 + 11 · cos
2π
360

(χ−5)+ 2 · cos
4π
360

(χ−96)

+0.5 · cos
6π
360

(χ−54) (km),

W = 100 + 16 · cos
2π
360

(χ−358)+ 1.5 · cos
4π
360

(χ−163)

+1.5 · cos
6π
360

(χ−40) (km),

P = 0.500 + 0.50 · cos
2π
360

(χ−180)+ 0.004 · cos
4π
360

(χ−16)

+0.005 · cos
6π
360

(χ−105).
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Fig. 4.43 Diurnal variations of the parameters of the 630-nm emission altitude distribution in
relation to the solar zenith angle χ�. Zm is the altitude of the maximum emission Qm; Wl is the
thickness of the layer bottom part at the level Q = Qm/2; Wu is the thickness of the layer top part
at the level Q = Qm/2; W is the layer thickness, and P is the asymmetry. Dots are measurement
data; solid lines are approximations
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The relations obtained were used to calculate the altitude distributions of the
emission rate for different solar zenith angles (Fig. 4.44). The emission rate varia-
tions were calculated by the intensity variations.

It can be seen that as the emission layer lowers with decreasing solar zenith angle,
the bottom part of the layer expands a little, while the emission intensity increases
considerably, from 100 (Rayleigh) to 25 (kilorayleigh), which is in agreement with
the results of direct measurements during daylight hours (Noxon and Goody 1962).

An important feature of the concurrent intensity, temperature, and emission layer
altitude variations is that the intensity variations occur synchronously with the layer
altitude variations as the zenith angle χ� increases or decreases, and both are ahead
of the temperature rise after midnight (Fig. 4.45). This effect is also traced by the
data of Zhang and Shepherd (2004). Calculations have shown that the difference
in solar zenith angles at which the emission intensity and the layer altitude in the
evening are equal to their respective morning values is about 30◦. This difference
weakly depends on both the declination of the Sun (i.e., the season) and the geo-
graphic latitude and corresponds to a time delay of about 2 (h).

Lunar Variations

The lunar intensity variations are diurnal and also depend on the phase age of the
Moon.

The tidal variations in the atmosphere caused by the action of the Moon and the
requirements for their analysis have been considered in Sect. 4.1.

Analysis of the measurement data published by Truttse and Belyavskaya (1975)
gave the following expression for the tidal intensity variations:

ΔIL = 0.035 · cos
π
12

(τL−21)+ 0.12 · cos
π
6
(τL−4)+ 0.012 · cos

π
4
(τL−3) .

Variations associated with the Moon’s age (phase Φ) are also observed in the
behavior of the emission intensity. The Moon’s age can be estimated to be within
several tenths of a day by the formula (Meeus 1982)

tLΦ = 29.53 · [(td/365 + YYYY−1900) ·12.3685]−1 .

Here the square brackets denote the fractional part of the number. The coordi-
nates of a point in a tide-deformed atmospheric region are calculated by the same
formulas that are used in the calculations of diurnal lunar variations. In this case,
instead of the lunar time τL the Moon phase age tL is used. According to the mea-
surements carried out at Abastumani, the intensity variations are described by the
relation

ΔILΦ = 0.01 · cos
2π

29.53
(tLΦ−12)+ 0.21 · cos

4π
29.53

(tLΦ−5)

+0.07 · cos
6π

29.53
(tLΦ−7.6) .
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Fig. 4.44 Altitude distributions of the emission rate Q(Z) for different solar zenith angles χ�. The
respective variations of the emission rate Qm are shown at the top of the figure
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Fig. 4.45 Relation of the emission layer altitude variations to the simultaneous variations of the
emission intensity and temperature for different solar zenith angles χ�

Seasonal Variations

The feature of the processes responsible for the initiation of the red 630-nm oxygen
emission in the thermosphere determines the character of the seasonal variations
of the emission intensity. Here the gradual decrease in emission intensity due to
dissociative recombination and due to the contribution of the mechanism related
to the magnetically conjugated region is of significance. Thus, the nightly mean
intensity at midlatitudes has a maximum in summer and minima near equinoxes
(Korobeynikova and Nasyrov 1974). For the time 2–3 (h) after the sunset, the inten-
sity variations show a summer minimum and an autumn maximum (Fishkova 1983).
The midnight emission intensities (6 (h) after the sunset, χ� > 120◦), despite
their small amplitudes, show semiannual variations (Truttse and Belyavskaya 1977;
Fishkova 1983).

The seasonal intensity variations for given points in a day are determined by the
contributions of the diurnal variations for the corresponding solar zenith angles.

Based on the data obtained at Abastumani (Fishkova 1983), they can be described
by the formula

ΔIS = 0.080 · cos
2π
365

(td−178)+ 0.126 · cos
4π
365

(td−73)

+0.025 · cos
6π
365

(td−90)+ 0.022 · cos
8π
365

(td−74).

For 1972, the yearly average intensity I0 was estimated to be 85 (Rayleigh).
Measurements of the emission temperature show that the character of its sea-

sonal variations depends on latitude ϕ. The behavior of the variations is largely
determined by the properties of the first two harmonics: annual and semiannual.
Truttse and Belyavskaya (1977) present data on the temperature variations for
the 630-nm emission, on the atmospheric density, and on the atomic-to-molecular
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oxygen density ratios. Maxima of these quantities were observed at equinoxes. The
data reported by Hernandez and Roble (1977) and Hernandez and Killeen (1988)
testify that the annual harmonic for the Fritz Peak Observatory (39.9◦N, 254.4◦E) is
in agreement with the data for Zvenigorod (55.7◦N, 36.8◦E), namely its amplitude
increases in going from the equator to the pole. The semiannual harmonic, accord-
ing to the data of investigations of many emission characteristics, has a maximum
amplitude at the equator and a minimum in the polar region.

The seasonal variations of the Doppler temperature derived from near-midnight
measurements can be represented as (see Fig. 4.42)

ΔTS = A1 · cos

[
2π
365
· (td−186)

]
+ A2 · cos

[
4π
365
· (td−93)

]

+A3 · cos

[
6π
365
· (td−70)

]
(K) .

The harmonic amplitudes are determined by the regression relations

A1 = (1.64±0.1) ·ϕ; A2 = (79±11)− (0.52±0.21) ·ϕ; A3 = 17±7 .

The phases of the harmonics do not depend on latitude.

Variations Related to Solar Activity

Based on the data on the long-term variations of yearly average intensities (Givishvili
et al. 1996), their correlation dependence on index F10.7 (r = 0.730± 0.079) (see
Fig. 4.41) has been obtained:

ΔIF = (0.0030±0.0010) · (F10.7−130) .

For the midnight intensities, the correlation (r = 0.782± 0.041) is given by the
formula

ΔIF = (0.0060±0.0015) · (F10.7−130) .

The intensity (Rayleigh) of the red emission at low-latitude red auroras depends
on solar flux and, simultaneously, on the magnitude of the geomagnetic disturbance
characterized by geomagnetic index Dst. Truttse (1968a,b,1973) has derived the em-
pirical relation

log10 Igm = (F10.7−160)/50 +(|Φ|−34) · (−Dst)/1460 ,

from which it follows that the necessary and sufficient condition for the occurrence
of red auroras is that the indices F10.7 and Dst must be simultaneously high. Since
the index F10.7 determines the thermospheric temperature and T = 379 + 3.24 F10.7

(CIRA 1972), we have

log10 Igm = (T−900)/170 + ||Φ|−34| · (−Dst)/1460 .
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Obviously, the further increase in temperature is related to the magnitude of the
geomagnetic disturbance. This relation naturally explains the fact that even under
the conditions of the solar flux maximum during the 20th cycle when the value of
F10.7 was insignificant, the red emission was not detected even in the visual ob-
servation along the emission layer from orbiting spacecrafts, since the sensitivity
threshold of an eye to the 630-nm emission is over 10 (kilorayleigh).

The solar flux dependence of the temperature of the 630-nm emission was re-
vealed at the early stage of the investigations. Based on the data of a number of
observations, an approximate regression relation was obtained (see Fig. 4.42):

ΔTF = (1030±65) · log10
F10.7

130
(K) .

As follows from the data of Killeen et al. (1995), the temperatures at high lati-
tudes are somewhat higher than at midlatitudes.

Cyclic Aperiodic Variations Related to Solar Activity

It has been demonstrated (Shefov et al. 2006) that the intensity variations can be
described by the Airy function (Abramowitz and Stegun 1964). Analysis of the
frequency of observations of red auroras (Yevlashin 2005) has shown its variabil-
ity during a solar cycle (ΔNSAO in a year), which can be described by the Airy
function:

ΔNSAO =−6 ·Ai(3−Δt) ,

where Δt (years) is the time elapsed from the point of solar flux minimum. The max-
imum amplitude of the frequency variations is∼2.5, which corresponds to ∼30(%)
of the yearly average value.

The thermospheric temperature experiences similar variations, which can be de-
scribed by the relation (see Fig. 4.42)

ΔTSAO = 72Ai(3− t) (K) .

The maximum amplitude of the temperature variations is ∼30 (K).
The amplitude of the intensity variations can be obtained by the relation (see

Fig. 4.41)
ΔISAO = 0.96 ·Ai(3− t) ,

and the maximum amplitude is ∼0.40.

Variations Related to Geomagnetic Activity

The effect of geomagnetic disturbances on the variations of the emission parameters
depends on geomagnetic latitude. At the midlatitudes with Φ < 40◦, they weakly
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depend on the indices KP and Dst. If it is required to estimate one of the indices, one
can use an average relation between these indices (Jacchia 1979):

Dst =−6.5 ·Sh(0.535 ·Kp) .

For strong disturbances (100 ≤ −Dst ≤ 300), the intensity variations can be
determined by the formula (Truttse 1973)

log10 Igm = (1.48±0.20)+ [−Dst/(110±10)] .

When analyzing disturbed variations, it is difficult to distinguish between the
night airglow and auroras. In this case, it is necessary to consider the latitudi-
nal distribution of the emission 630.0 (nm). In the foregoing, the Truttse formula
(Truttse 1968a,b, 1973) was given that approximates the dependence of the emis-
sion intensity on solar and geomagnetic activities.

An interesting case of a red aurora is the anomalous low-latitude red aurora that
occurred on September 1–2, 1859, during which the geomagnetic index reached
Dst = −1760 (nT) (Tsurutani et al. 2003), the greatest value throughout the ob-
servation period. However, this value is in doubt because it was obtained for only
one place but not as a planetary average value. This was a period near the maxi-
mum of the 10th solar cycle (1856–1867) and the first maximum of the aperiodic
variations. The yearly average Wolf number was ∼94 and the monthly mean for
August∼107 (maximum within the year) (Yevlashin 2005), implying that F10.7 was
∼145 and 158, respectively. A similar situation took place for the low-latitude red
aurora observed on October 24, 1870, at the first maximum of the aperiodic varia-
tions of the 11th cycle (1867–1878) and for the aurora observed on March 17, 1716,
which, according to visual observations, was red colored and also corresponded
to the first maximum of the aperiodic variations of the 3rd cycle (1712–1723)
(Yevlashin 2005). For these cases, the Wolf yearly average and monthly mean num-
bers were 139 and 146 (F10.7 ∼ 182 and 188), respectively.

As suggested by Tsurutani et al. (2003), the geomagnetic disturbance of Septem-
ber 1–2, 1859, was caused by an extremely intense Sun burst (visible on its disk
as a star of much greater brightness than the Sun surface), and from the available
descriptions of the glow that took place at that time it can be stated that this was an
intense low-latitude aurora observed at the zenith in midlatitudes (Φ∼ (20±10)◦N).
It was red, and raying forms were seen on its background. The visible glow of the
raying forms near the northern horizon corresponded to latitudes ∼35◦N. The ob-
servers characterized the glow at the zenith as bright red (Kimball 1960). Compari-
son with the observations of the auroras of January 21, 1957, and February 11, 1958
(Shefov and Yurchenko 1970), suggests that the intensity of this glow was some tens
of megarayleighs. Analysis of red auroras (Truttse 1973) shows that as geomagnetic
disturbances intensify, the latitude band of the glow becomes narrower. During red
auroras the atmosphere warms up to several thousands of Kelvin due to the influx
of the ring current energy (Krasovsky 1971; Lobzin and Pavlov 1998).

Following Yevlashin (2005), if we use the Truttse formula and substitute for the
quantities on the right side their values characteristic of the observed anomalous
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aurora, namely T ∼ 900 (K) (corresponding to F10.7 ∼ 158 by the model (CIRA
1972)), Dst ∼ −1760, and Φ ∼ 25◦N, it appears that the intensity of the 630-nm
emission should be ∼100000 (megarayleigh). In this case, the nightglow energy
would be∼3 ·105 (erg ·cm−2 ·s−1) during 6–7 (h), which is equivalent to the bright-
ness of the daytime solar radiation in the visible spectral region. This reasonably
agrees with the estimate obtained even in view of the fact that the sensitivity of an
eye in the mentioned spectral region makes∼20(%). Even if this brightness value is
overestimated, a severalfold smaller illuminance is improbable as well, since such
a bright glow, comparable to daylight illumination, would be noticed by the ob-
servers. This, however, was not the case. Most likely, the emission intensity was
∼100 (megarayleigh) as during the aurora of February 11, 1958. Therefore, the
Truttse formula must be refined for such anomalous conditions. It seems that the
latitude dependence of the emission intensity should have the form of a bell-shaped
function with a maximum at a latitude Φ0 (approximately in the range 20–40◦N),
which, in turn, depends on Dst. In this case, the logarithm of the 630-nm emission
intensity under strong disturbances seems to be a nonlinear function of Dst because
the contribution of Dst to the emission intensity should decrease since the warming
of the upper atmosphere should slowdown due to intense radiative energy removal.

First measurements of the Doppler temperature during intense auroras in the
auroral zone revealed an increase in temperature to 3500 (K) (Mulyarchik 1959
1960a,b; Mulyarchik and Shcheglov 1963).

Based on the temperature measurements performed at Zvenigorod (Semenov
1978), it was found that its dependence on the index KP for midlatitudes can be
described by the formula (r = 0.977±0.023) (see Fig. 4.42)

Tgm = (700±60) · exp

(
KP

7.24±0.9

)
(K) .

For these conditions there is a close correlation between the emission intensity
and temperature, which has the form (r = 0.996±0.004) (Semenov 1978)

Igm = (7.3±1.7) · exp

(
Tgm

310±15

)
(Rayleigh)

An important feature of the Doppler profiles of the 630-nm emission during au-
roras is the broadening of the 630-nm line profile in its bottom part. This is evi-
dence that this emission arise at high altitudes due to a nonequilibrium process. The
nonequilibrium results from incomplete relaxation of fast-excited oxygen atoms
produced by dissociative recombination (Ignatiev et al. 1972, 1975, 1976, 1977,
1984; Ignatiev 1977a,b; Ignatiev and Yugov 1995; Ignatiev and Nikolashkin 2002).

Long-Term Trend

The data of long-term measurements of the 630-nm emission intensity performed
since 1958 at Abastumani (ϕ = 41.8◦N, λ = 42.8◦E, Φ = 36.7◦N, Λ = 120.3◦E)
(Fishkova 1983) and the later data (Givishvili et al. 1996) were taken as a basis to



526 4 Regular Variations of the Airglow in the Mesopause and Thermosphere

reveal a long-term trend in the intensity variations. This data set was supplemented
with the data of midlatitude measurements (Barbier 1961) performed at the Haute
Provence Observatory (ϕ = 43.9◦N, λ = 5.7◦E, Φ = 45.9◦N, Λ = 86.0◦E). Upon
elimination of the effect of solar activity from the series of yearly average midnight
intensities, the following relation was obtained (Givishvili et al. 1996) for the inter-
val 1953–1994 with the yearly average intensity I0 = 85 (Rayleigh) for t = 1972.5
(see Fig. 4.41):

ΔItr = (0.0025±0.0012) · (t−1972.5) .

It is of importance that regular temperature variations have been revealed that can
be eliminated in seeking long-term temperature variations. Even preliminary results
indicated that there is a tendency for a long-term decrease in temperature which
shows up in the behavior of some characteristics of the thermosphere (Semenov
1996; Semenov 2000). Based on the obtained parameters of the regular tempera-
ture variations, a long-term negative trend has been revealed, which is presented in
Fig. 4.42. The regression relation has the form

ΔTtr =−(2.2±0.8) · (t−1972.5) (K ·yr−1)

for the average solar flux F10.7 = 130.

Latitude Dependence

The latitude dependence of the emission intensity is determined by the spatial distri-
bution of the processes of dissociative recombination and by the inflow of ions and
photoelectrons from the conjugate region. Moreover, the latitudinal intensity distri-
bution is substantially affected by the midlatitude Stable Auroral Red (SAR) arcs
having a longitudinal elongation. They measure in latitude about 1000 (km) (Roach
and Gordon 1973).

The seasonal variations of the detection frequency of SAR arcs have maxima
near equinoxes (Lobzin and Pavlov 1998). They can be described by the relation

PS
SAR(%) = 8.3 + 6.4 · cos

2π
365

(td−343)+ 4.0 · cos
4π
365

(td−80)

+2.3 · cos
6π
365

(td−52) .

The corresponding intensity variations are described by the formula

IS
SAR = 180 + 55 · cos

2π
365

(td−343)+ 80 · cos
4π
365

(td−80)

+72 · cos
6π
365

(td−52) (Rayleigh) .

Mutually relating the monthly mean values of these quantities, one can see that
there is a lognormal correlation between IS

SAR and PS
SAR (Shefov et al. 2006) (see

Fig. 4.41):
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PS
SAR(%) = 21 · exp

[

−
(

3.57 · log10
IS
SAR

280

)2
]

.

The intensity of SAR arcs depends on solar flux. Near the winter solstice in
the northern hemisphere at latitudes Φ = 53◦N corresponding to L = 2.72, the de-
pendence of the intensity on the index F10.7 is nonlinear (Pavlov 1998). It can be
represented by the formula (r = 0.994±0.005)

ISAR = (82±10) · exp[F10.7/(63±4)] (Rayleigh) .

SAR arcs arise due to magnetic storms, and their intensity correlates with the
index Dst, the degree of correlation being different for different ranges of Dst values.
For strong magnetic storms (−200≤ Dst(min) ≤ −100 (nT)), the correlation factor
is −0.36±0.09 (Lobzin and Pavlov 1998).

The frequency distributions depending on Dst are lognormal,

PSAR(Dst) = 15 · exp

[

−
(

2.63 · log10

∣
∣
∣
∣
−Dst

25

∣
∣
∣
∣

)2
]

,(%/(Δ log10 |−Dst|= 0.1)) ,

rather than normal, as mentioned by Ievenko and Alekseev (2004). The intensity
(Rayleigh) of the 630-nm emission also obeys a lognormal distribution. The data of
Ievenko and Alekseev (2004) yield

PSAR(I) = 13 ·exp

[

−
(

2.35 · log10
ISAR

150

)2
]

(%/(Δ log10 ISAR (Rayleigh) = 0.1)) .

The velocity of motion V (m · s−1) of an SAR arc in the equatorial (north–south)
direction, according to the data by Ievenko and Alekseev (2004), also obeys a log-
normal distribution:

PSAR(V)=22·exp

[

−
(

6.3 · log10
(VSAR +60)

70

)2
]

(%/(Δ log10(VSAR +60,(m/s)) = 0.1)) .

The maximum of the probability density distribution corresponds to the velocity
VSAR = 10 (m · s−1), which agrees with the data reported by Ievenko and Alekseev
(2004), but contradicts the conclusions made by these authors.

The obtained lognormal distributions of some characteristics of SAR arcs enable
one, according to the results obtained by Klyatskin (1994), to conclude that these
arcs are initiated due to the diffusion of radiating species in a random field of wind
velocities and the auroral electron precipitation at the thermospheric altitudes.

However, the latitudinal distribution of the SAR arc intensity maximum on the
meridian of Yakutsk, obtained for the period 1989–2000, is normal (Ievenko and
Alekseev 2004):

PSAR(Φc) = 16 · exp

[

− (Φc−55)2

(3.6)2

]

,(%/deg ree) .
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In this case, the zenith of the observation station corresponded to the corrected
geomagnetic latitude Φc = 57◦N. Thus, the halfwidth of an SAR arc is ∼6◦ or
666 (km).

Simultaneously with the analysis of seasonal variations, the latitude dependence
of the mean temperature of the 630-nm emission has been revealed. It can be repre-
sented as

ΔTϕ =−148 · cos2ϕ−26 · cos4ϕ (K) .

Relation to the Characteristics of the Ionospheric F2 Region

Since the 630-nm emission is initiated due to dissociative recombination, it is natu-
ral that the emission parameters are related to the characteristics of the ionospheric
F2 region, such as the altitude of its maximum, h′F2, and the critical frequency foF2,
which determines the electron density. For the first time, a close correlation between
the ionospheric and the emission parameters has been revealed by Barbier (1959a).
Numerous manifestations of this correlation have been detected in long-term obser-
vations carried out at Abastumani (Toroshelidze 1991).

This correlation is generally represented by the formula

I630 = K(f0F2)2 · [O2]200 · exp

(
−h′F2−200

H

)
,

where [O2]200 is the concentration of molecular oxygen at an altitude of 200 (km)
and H is the scale height in the emitting region. To describe this correlation more
accurately, it is necessary to take into account the nocturnal variations of the vertical
electron density profile (Serafimov and Gogoshev 1972). For this purpose, the elec-
tron density distribution was approximated by a parabolic function for the bottom
part of the emission layer and by an exponential function for its top part.

Comparison of the calculations and measurements of the 630-nm emission inten-
sity has shown good agreement for quiet geomagnetic conditions (Semenov 1976).

Orographic Variations

Measurements of the variations of the emission parameters on the leeward side
of mountains were conducted first in the Urals region and then in the region of
Caucasus (Semenov et al. 1981; Shefov et al. 1983; Shefov 1985; Sukhodoev
et al. 1989a,b). It has been found that the temperature of the 630-nm emission was
100 and 200 (K), respectively, above that in flat regions. The spotty structure of the
emission intensity distribution over Hawaiian Islands (Roach and Gordon 1973) also
seems to be a manifestation of orographic disturbances. In this case, the expected
increment of the temperature from its mean value can be ∼300 (K).

The interferometric measurements performed in South America near Arequipa
(Peru) (16.5◦S, 288.5◦E) at an altitude of ∼5500 (m) on September 26–27, 1994,
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have made it possible to reveal temperature variations for the 630-nm emission at
the zenith and ∼400 (km) north (N), east (E), south (S), and west (W) of the ob-
servation point. The last two regions of the atmosphere were over the ocean, while
the first two over the Andes mountain ridge. From the data reported by Meriwether
et al. (1996,1997) on the emission intensity variations during the mentioned night
(not reduced to the zenith for the measurement conditions at the zenith distance
ζ= 60◦) and on the temperature variations, it follows that a wave with phase ∼3.5
(h) propagating west–east was observed for all measurement directions. Upon elim-
ination of this wave component, an increase in intensity (∼10 (Rayleigh)) and tem-
perature (∼150 (K)) in the leeward region of the mountains was detected. Inves-
tigations of the orographic variations by the hydroxyl emission at the mesopause
altitudes (∼87 (km)) near the Caucasian ridge have shown that the simultaneous in-
crease in temperature and intensity of the emission was accompanied by a decrease
in altitude of the emission layer (Shefov et al. 1999, 2000b). Therefore, it seems that
the data reported by Meriwether et al. (1996, 1997) can be interpreted in a similar
manner.

Earthquake Effect

The response of the airglow to seismic processes was repeatedly detected dur-
ing observations in the Caucasus and in Turkmenistan (Nasyrov 1978; Fishkova
et al. 1985; Fishkova and Toroshelidze 1989).

During the Roodbar earthquake (M = 7) in Iran (37◦N, 49.6◦E) that took place
on June 21, 1990, at a local solar time τ = 0.3 (h), temperature variations were
detected at four directions (north, east, south, and west) on sighting the upper at-
mosphere with a Fabry–Perot interferometer at the Vannovsky Observatory of the
Physicotechnical Institute of the Turkmen Academy of Sciences near Ashkhabad
(38.0◦N, 58.4◦E) (Akmamedov 1993). An increase in temperature by up to 300 (K)
was detected at points almost equally distant north and south (940 and 870 (km),
respectively) of the epicenter. A smaller increase in temperature (by ∼70 (K)) was
observed in the eastern, most distant (1200 (km)) region. In the western, nearest
to the epicenter, region, the temperature increased by 100–150 (K). The mean at-
mospheric temperature the for the mentioned dates was ∼1050 (K). Analysis of
the nature of the phenomenon observed (Pertsev and Shalimov 1996; Akmamedov
et al. 1996) allowed the authors of the cited publications to propose a possible mech-
anism of the temperature and intensity variations at the meridional direction. This
phenomenon arise due to a combination of several processes. Before an earthquake,
over its focus, there occurs a modulation of the inflow of lithospheric gases to the
atmosphere. As a result, gravity waves with phases 1–2 (h) are generated. When
arrived at altitudes of ∼125 (km), they dissipate, and at ∼200 (km) they give rise to
Rayleigh–Taylor instability. This, in turn, leads to the formation of plasma bubbles,
i.e., regions of lower plasma density, which propagate upward and elongate along
the magnetic lines. In the bubbles, the temperature increases by∼300 (K), while the
emission intensity decreases. These disturbed regions exist for ∼1 (h). This pattern
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of the emission intensity and temperature variations induced by earthquakes is sup-
ported by measurements.

Thus, based on long-term measurements and investigations of the spatial and
temporal variations of the intensity of the 630-nm atomic oxygen emission of the
night and twilight airglow, which occurs at the altitudes of the ionospheric F2 layer,
empirical relations have been constructed that allow one to estimate the emission
intensity for various heliogeophysical conditions, such as the night time of day,
lunar time, phase age of the Moon, season, year’s number, and solar flux during
an 11-yr cycle, and in relation to its cyclic aperiodic variations, to the magnitude
of geomagnetic disturbances, and to their latitudinal manifestations in the form of
subauroral red arcs at midlatitudes.
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band of oxygen in the nightglow. Planet Space Sci 9:167–171

Berg MA, Shefov NN (1962b) OH emission and atmospheric O2 band λ 8645 A. In: Krassovsky
VI (ed) Aurorae and airglow. N 9. USSR Acad Sci Publ House, Moscow, pp 46–52

Berg MA, Shefov NN (1963) OH emission and atmospheric O2 band λ 8645 Å. In: Krassovsky VI
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spherique nocturne. Ann Géophys 21:1–57
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Ebel A (1980) Eddy diffusion models for mesosphere and lower thermosphere. J Atmos Terr Phys
42:102–104

Elvey CT, Farnsworth AH (1942) Spectrophotometric observations of the light of the night sky.
Astrophys J 96:451–467

Espy PJ, Stegman J (2002) Trends and variability of mesospheric temperature at high-latitudes.
Phys Chem Earth 27:543–553

Evlashin LS, Shefov NN, Ponomarev VM (1996) Spectral energy distribution of auroral emission
based on model concepts. Geomagn Aeron 36:660–666

Evlashin LS, Semenov AI, Shefov NN (1999) Long-term variations in the thermospheric tempera-
ture and density on the basis of an analysis of Störmer’s aurora-height measurements. Geomagn
Aeron 39:241–245

Fadel KhM, Semenov AI, Shefov NN, Sukhodoev VA, Martsvaladze NM (2002) Quasibiennial
variations in the temperatures of the mesopause and lower thermosphere and solar activity.
Geomagn Aeron 42:191–195

Fagundes PR, Sahai Y, Bittencourt JA, Takahashi H (1995) Observations of thermospheric neutral
winds and temperatures at Cachoeira Paulista (23◦S, 45◦W) during a geomagnetic storms. Adv
Space Res 16:27–30

Fishkova LM (1955) Intensity variations of the night sky luminosity in the near infrared region. In:
Kharadze EK (ed) Bull Abastumani Astrophys Observ N 15: pp 3–23

Fishkova LM (1976) Regular nocturnal and seasonal variations of the emission intensity of OH,
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Res 77:2942–2947

Frank LA, Signarth JB, Craven JD (1986) On the flux of small comets in to the Earth’s upper
atmosphere. I. Observations. Geophys Res Lett 13:303–306

Fukuyama K (1976) Airglow variations and dynamics in the lower thermosphere and up-
per mesosphere—I. Diurnal variations and its seasonal dependency. J Atmos Terr Phys
38:1279–1287

Fukuyama K (1977a) Airglow variations and dynamics in the lower thermosphere and upper
mesophere—II. Seasonal and long-term variations. J Atmos Terr Phys 39:1–14

Fukuyama K (1977b) Airglow variations and dynamics in the lower thermosphere and up-
per mesosphere—III. Variations during stratospheric warming events. J Atmos Terr Phys
39:317–331

Gadsden M (1990) A secular changes in noctilucent clouds occurrence. J Atmos Terr Phys
52:247–251

Gadsden M (1998) The north-west Europe data on noctilucent clouds: a survey. J Atmos Solar—
Terr Phys 60:1163–1174

Gadsden M (2002) Statistics of the annual counts of nights on which NLCs were seen. Mem
Br Astron Assoc 45. Aurora section (Meeting “Mesospheric clouds”, Scottand, Perth, 19–22
August, 2002)

Gann RG, Kaufman F, Biondi MA (1972) Interferometric study of the chemiluminescent excitation
of sodium by active nitrogen. Chem Phys Lett 16:380–383

Gavrilieva GA, Ammosov AA (2002a) Seasonal variations of the mesopause temperature over
Yakutsk (63◦N, 129.5◦). Geomagn Aeron 42:267–271

Gavrilieva GA, Ammosov PP (2002b) Near-mesopause temperatures registered over Yakutia. J At-
mos Solar—Terr Phys 64:985–990

Givishvili GV, Leshchenko LN, Lysenko EV, Perov SP, Semenov AI, Sergeenko NP, Fishkova
LM, Shefov NN (1996) Long-term trends of some characteristics of the Earth’s atmosphere.
I. Experimental results. Izv Atmos Oceanic Phys 32:303–312

Golitsyn GS, Semenov AI, Shefov NN, Fishkova LM, Lysenko EV, Perov SP (1996) Long-term
temperature trends in the middle and upper atmosphere. Geophys Res Lett 23:1741–1744

Golitsyn GS, Semenov AI, Shefov NN (2000) Seasonal variations of the long-term temperature
trend in the mesopause region. Geomagn Aeron 40:198–200

Golitsyn GS, Semenov AI, Shefov NN (2001) Thermal structure of the middle and upper atmo-
sphere (25–110 km), as an image of its climatic change and influence of solar activity. In:
Beig G (ed) Long term changes and trends in the atmosphere, vol 2. New Age Int Lim Publ,
New Delhi, pp 33–42

Golitsyn GS, Semenov AI, Shefov NN, Khomich VYu (2006) The response of the middle atmo-
sphere temperature on the solar activity during various seasons. Phys Chem Earth 31:10–15



534 4 Regular Variations of the Airglow in the Mesopause and Thermosphere

Greer RGH, Best GT (1967) A rocket-borne photometric investigation of the oxygen lines at 5577
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Kühlungsborn, Germany. p 32

Lowe RP, Lytle EA (1973) Balloon-born spectroscopic observation of the infrared hydroxyl air-
glow. Appl Opt 12:579–583

Lowe RP, LeBlanc L (1993) Preliminary analysis of WINDI (UARS) hydroxyl data: apparent peak
height. Abstracts. The 19th Ann. Europ. Meet. Atm. Stud. Opt. Meth. Kiruna, Sweden, August
10–14, 1992. Kiruna, pp 94–98

Lowe RP, Perminov VI (1998) Analysis of mid-latitude ground-based and WINDII/UARS ob-
servations of the hydroxyl nightglow. 32nd Scientific Assembly of COSPAR (Japan, Nagoya,
1998). Nagoya, p 131

Lowe RP, Gilbert KL, Turnbull DN (1991) High latitude summer observations of the hydroxyl
airglow. Planet Space Sci 39:1263–1270

Lysenko EV, Rusina VYa (2002a) Changes in the stratospheric and mesospheric thermal condi-
tions during the last three decades: 3. Linear trends of monthly mean temperatures. Izv Atmos
Oceanic Phys 38:296–304

Lysenko EV, Rusina VYa (2002b) Changes in the stratospheric and mesospheric thermal conditions
during the last three decades: 4. Trends in the height and temperature of the stratopause. Izv
Atmos Oceanic Phys 38:305–311

Lysenko EV, Rusina VYa (2003) Long-term changes in the stratopause height and temperature
derived from rocket measurements at various latitudes. Int J Geomagn Aeron 4:67–81

Lysenko EV, Nelidova GF, Prostova AM (1997a) Changes in the stratospheric and mesospheric
thermal conditions during the last three decades: 1. The evolution of a temperature trend. Izv
Atmos Oceanic Phys 33:218–225

Lysenko EV, Nelidova GF, Prostova AM (1997b) Changes in the stratospheric and mesospheric
thermal conditions during the last three decades: 2. The evolution of annual and semiannual
temperature oscillations. Izv Atmos Oceanic Phys 33:226–233

Lysenko EV, Perov SP, Semenov AI, Shefov NN, Sukhodoev VA, Givishvili GV, Leshchenko LN
(1999) Long-term trends of the yearly mean temperature at heights from 25 to 110 km. Izv
Atmos Oceanic Phys 35:393–400

Lysenko EV, Nelidova GG, Rusina VYa (2003) Annual cycles of middle atmosphere temperature
trends determined from long-term rocket measurements. Int J Geomagn Aeron 4: pp 57–65

Makino T, Hagiwara Y (1971) Measurement of the altitude dependence of OH nightglow by
K-10-5 rocket. Bull Inst Space Aeronaut 7:130



538 4 Regular Variations of the Airglow in the Mesopause and Thermosphere

Marchuk GI (1982) Mathematical modeling in the surrounding medium problem. Nauka, Moscow
Matveeva OA, Semenov AI (1985) The results of hydroxyl emission observations dur-

ing MAP/WINE period; stratospheric warmings (February, 1984). MAP/WINE Newsletter.
N 3:4–5

McDade IC, Llewellyn EJ (1986) The excitation of O(1S) and O2 bands in the nightglow: a brief
review and preview. Can J Phys 64:1626–1630

McEven DJ, Hammel GR, Williams CW (1998) Polar airglow variations over a one–half solar cy-
cle. In: Proc. 24th annual European meeting on atmospheric studies by optical methods (August
18–22, 1997, Andenes, Norway). Sentraltrykkeriet A/S. Bodø, pp 74–76

Meeus J (1982) Astronomical formulae for calculators, 2nd edn. Willmann-Bell Inc, Richmond
Virginia

Megrelishvili TG (1981) Regularities of the variations of the scattered light and emission of the
Earth twilight atmosphere. Khrgian AKh (ed). Metsniereba, Tbilisi

Megrelishvili TG, Fishkova LM (1986) The oscillations of upper atmosphere parameters with
a period of about 5.5 years as given by dusk and night sky emission data. Geomagn Aeron
26:154–156

Megrelishvili TG, Toroshelidze TI (1999) Long-term trend in the mesopause density as inferred
from twilight spectrophotometric observations. Geomagn Aeron 39:258–260

Meriwether JW, Biondi MA (1995) Optical interferometric observations of 630-nm intensities,
thermospheric winds and temperatures near the geomagnetic equator. Adv Space Res 16:17–26

Meriwether JW, Mirick JL, Biondi MA, Herrero FA, Fesen CG (1996) Evidence of oro-
graphic wave heating in the equatorial thermosphere at solar maximum. Geophys Res Lett
23:2177–2180

Meriwether JW, Biondi MA, Herrero FA, Fesen CG, Hallenback DC (1997) Optical interferomet-
ric studies of the nighttime equatorial thermosphere: enhanced temperatures and zonal wind
gradients. J Geophys Res 102A:20041–20058

Merzlyakov EG, Portnyagin YuI (1999) Long-term changes in the parameters of winds in the
midlatitude lower thermosphere (90–100 km) as inferred from long-term wind measurements.
Izv Atmos Oceanic Phys 35:482–493

Mikhalev AV, Medvedeva IV (2002) Seasonal behavior of emission from the upper atmosphere in
558 nm line of atomic oxygen. Atmos Oceanic Opt 15:993–997

Mikhalev AV, Medvedeva IV, Beletsky AB, Kazimirovsky ES (2001) An investigation of the upper
atmospheric optical radiation in the line of atomic oxygen 557.7 nm in East Siberia. J Atmos
Solar—Terr Phys 63:865–868

Miropolsky YuZ (1981) Dynamics of internal gravity waves in the ocean. Hydrometeoizdat,
Leningrad

Misawa K, Takeuchi I (1976) Parallel intensity-variations of [O] 5577 Å line and O2(0–1) Atmo-
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Chapter 5
Wave Processes in the Atmosphere

All processes occurring in the upper atmosphere and the variations of the atmospheric
characteristics are related to fluctuations in the energy influx. The variations of the
parameters of the middle atmosphere are characterized by mesoscopic time scales
from several minutes to several hours.

5.1 Internal Gravity Waves

The atmospheric waves bearing this name are caused by Archimedean buoyancy
forces (which disappear in an isothermal process, γ= 1 (Golitsyn and Chunchuzov
1975)) in the atmosphere whose density varies with altitude. The periods of in-
ternal gravity waves (IGWs) are longer than the minimum Brunt–Väisälä period
τg (τg ∼ 5.2(min) in the range 0–100 (km)), which is determined by the formula
(Hines 1974)

τg = 2π ·
√

γ ·k ·T
(γ−1) ·M ·mH ·g2 = 2π ·

√
γ ·H

(γ−1) ·g ,

where γ = Cp
Cv

= 1.4 is the heat capacity ratio, k is Boltzmann’s constant, T is the
temperature, M is the molecular mass, mH is the mass of a hydrogen atom, g is the
free fall acceleration, and H is the scale height.

A wave with period τ propagates upward in the direction whose zenith angle θ is
determined by the relation

cosθ=
τg

τ
.

As waves propagate upward, their energy is conserved and, hence, the amplitude
increases since the density exponentially decreases with altitude:

A = A0 · exp

(
Z−Z0

2α ·H
)

.
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The coefficient α takes into account the wave absorption. The limiting altitude to
which the waves propagate is usually not above 100–130 (km). The vertical wave-
lengths λz vary from several kilometers to some tens of kilometers and the horizontal
wavelengths λx from some hundreds to some thousands of kilometers.

The limiting horizontal phase velocity of IGWs can be estimated by the expres-
sion (Eckart 1960)

Cx =

√√
√
√
√ γ ·k ·T

M ·mH
·

1−
(

1− τ2g
τ2

)
· τ2τ2g

1−1.21 · τ2τ2g
≈ 0.9 ·

√
γ ·k ·T
M ·mH

·
(

1− τ
2
g

τ2

)
.

This approximate expression is valid, to within 3(%), for τ> 20(min) (Krassovsky
et al. 1978). For IGWs, there is a dispersion relation according to which the wave
velocity tends to zero as the wavelength decreases, while on increasing wavelength
it tends to the increasing wavelength it tends to the velocity of sound, which is
determined by the formula

C =
√
γ ·k ·T
M ·mH

.

5.1.1 Detection of IGWs in the Atmosphere

In the last decades, it became clear that internal gravity waves play an important
part in the processes occurring in the upper atmosphere. Since 1960s, when during
atmospheric tests of powerful atomic and thermonuclear charges grandiose distur-
bances were detected in the upper atmosphere, it has been commonly supposed that
IGWs are generated in the main in the troposphere or at its boundary during ac-
tive meteorological processes. These waves rather easily penetrate into the upper
atmosphere. This is their distinction from acoustic waves which, with rare excep-
tion, do not propagate upward because of their reflection from the hot ozonosphere.
However, besides the cases with explosions, it has not been revealed experimen-
tally when and from which meteorological structures IGWs originate. However,
sometimes it was supposed that they arise in the upper atmosphere during very
strong geomagnetic disturbances. Nevertheless, for the overwhelming majority of
detected waves, their relation to geomagnetic disturbances has not been decisively
revealed.

As mentioned above, the amplitude of IGWs, as they propagate to higher and
higher altitudes, increases in inverse proportion to the square root of the atmospheric
density due to conservation of their energy in the case of no losses. This favored
their detection in high atmospheric layers. At altitudes of 80–200 (km), IGWs are
subject to spectral filtration because of the wind-induced shear, intensified turbu-
lence, convection, and, hence, mixing of atmospheric components, and, finally, are
absorbed, providing an increase in temperature in the absorption region in addi-
tion to that produced by solar radiation. Moreover, when absorbed, these waves can
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transfer their momentum to the air mass that absorbs them, and this is accompa-
nied by the appearance of a wind component directed away from the IGW source.
All these factors affect substantially the structure of both a neutral and an ionized
atmosphere. Therefore, a detailed observation of IGWs, in particular of their am-
plitudes and directions of propagation, is of great importance. It is the more impor-
tant as IGWs can yield valuable information on the processes responsible for their
generation.

In a number of theoretical studies, it has been shown that the energetics of the up-
per atmosphere changes substantially during the propagation of IGWs. It seems that
this fact was first noted by Hines (1968, 1974). Estimates of the energy fluxes to the
upper atmosphere from the observable IGW sources (Gavrilov 1974; Chunchuzov
1978; Vincent 1984; Gavrilov 1992) have shown that they are comparable to the
fluxes of solar short-wave radiation (∼10(erg · cm−2 · s−1)), which controls the
temperature of the upper atmosphere. Near the mesopause, the energy fluxes from
IGWs are estimated to have values from one to some hundreds of (erg · cm−2 · s−1)
(Hines 1968; Gavrilov 1974; Chunchuzov 1978).

Unfortunately, in contrast to numerous theoretical investigations, the methods
of observations of IGWs remained few in number for a long time. It is extremely
difficult to directly detect IGWs at the Earth surface because of their small ampli-
tude at this level and the significant disturbance from random atmospheric pres-
sure fluctuations. Besides, by performing measurements only at the Earth surface,
it is impossible to trace the evolution of the parameters of IGWs and the extent of
their environmental impact as they penetrate into the upper atmosphere. Wave pro-
cesses in the upper atmosphere were detected by observing noctilucent clouds more
than half a century ago, but their relation to IGWs was perceived only in the early
1960s. These observations could reveal, however, only very slow and short IGW
(with velocities no more than 10 (m · s−1) and lengths of 10 (km)) (Bronshten and
Grishin 1970; Fogle 1971). Now IGWs with such characteristics are detected by im-
ages of emission fields of the upper atmosphere photographed at large zenith angles
(Moreels and Hersé 1977; Hapgood and Taylor 1982; Taylor and Hapgood 1990).
However, these observations have the grave disadvantage that they give no way of
reliably determining the directions of propagation of the waves and their periods and
amplitudes. Waves with higher velocities (over 100(m · s−1)) and longer periods
(over 100 (km)) were detected by radiophysical methods implemented simultane-
ously at several distant points, and the detection of radiosignals from geostationary
satellites turned out especially efficient (Vasseur et al. 1972; Bertin et al. 1978). This
method made it possible to determine the true velocities and directions of propaga-
tion of IGWs, since their velocities, as they moved from the bottom atmospheric
layers to ionospheric altitudes, were greater than the velocities of motion of the
atmosphere throughout its depth. In recent years, owing to the up-to-date televi-
sion technology using CCDs, it became possible to obtain spatial intensity distri-
butions for hydroxyl, atomic oxygen, and sodium emissions that clearly reveal a
wave structure in the upper atmosphere and its dynamics (Fig. 5.1) (Gavrilieva and
Ammosov 2001).
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Fig. 5.1 Example of the structures of hydroxyl emission wave fields. Long waves (∼26(km))
propagated southwest with a velocity of 25(m · s−1) and a “ripple” structure moved almost orthog-
onally (Gavrilieva and Ammosov 2001)

Most of the data on IGWs propagating to altitudes above 200 (km) have been
obtained by various methods of continuous radiosonde observation of moving iono-
spheric perturbations in the F2 region. When different ionospheric regions are ob-
served simultaneously from three ground-based points, it is possible to determine
the direction of propagation of a wave by the time lags with which the wave passed
through these regions. However, because of the absorption and nonlinear processes
at lower levels of the atmosphere, IGWs arrive at high altitudes considerably re-
laxed and distorted. Moreover, an ionospheric perturbation occurring in the geo-
magnetic field is an intricate selective response to IGW. Therefore, interpretation
of such diverse and interdependent data is a rather difficult problem. Nevertheless,
it has been established that IGWs are detected in the main at midlatitudes in win-
ter daytime, propagating from winter polar regions. This is due to the fact that the
ionized constituent of the atmosphere, being in the geomagnetic field and moving
along its lines, responds only to IGWs propagating in a certain direction relative to
this field. Besides, the enhanced ionization during daytime facilitates the detection
of IGWs.

However, even with the above diagnostic facilities, the IGW source could not
be identified with circumterrestrial meteorological structures for a long time. In
few cases of detection of IGWs, their occurrence was accounted for by geomag-
netic disturbances in high-altitude (∼120(km)) atmospheric regions. The major-
ity of other methods, based on measuring variations of atmospheric characteristics
mainly at lower altitudes, did not provide continuous observation of IGWs. With
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these methods, only very restricted in space and short-term (minutes and seconds)
records of these effects were possible. Among these methods are the radio and op-
tical sounding of meteoric and artificial tracks and the rocket and satellite measure-
ments of density, pressure, and temperature. In extensive radio observations of me-
teors at altitudes of 80–100 (km), it is possible to obtain data sufficient for valuable
statistical inferences only for IGWs with many-hour periods. Therefore, because of
the irregularity of the observation material, adequate information about the ampli-
tudes and directions of the detected IGW has not been obtained until the end of the
1970s.

Since the early 1970s, a great amount of manifold data on characteristics of
IGWs, conditions of their generation, and their effect on the dynamics and ener-
getics of high atmospheric layers have been accumulated at A. M. Obukhov In-
stitute of Atmospheric Physics of the Russian Academy of Sciences (IAPh). New
interesting results have been obtained by the optical method of detection of the hy-
droxyl, atomic oxygen, and sodium emissions in the upper atmosphere. This method
is based on the principle of simultaneous detection of the IGW-induced intensity and
temperature variations in several regions of the night sky (actually, in a rather thin,
∼10-km emission layer).

The idea of using variations of the emission intensity and medium temperature
in studying acoustic gravity waves in the upper atmosphere arose at IAPh long ago.
As early as in 1956, at the Seventh International Astrophysical Symposium “Les
Molecules dans les Astres” (Liège, Belgium, July 12–14, 1956), Krassovsky called
attention to the regularity of these variations and came out with the supposition
that they can be a consequence of adiabatic processes which occur in an emission
layer during the propagation of IGWs (Krassovsky 1957a,b). This was verified ex-
perimentally when the effect of IGW modulation of the hydroxyl emission inten-
sity was discovered (Krassovsky and Shagaev 1974a,b; Shagaev 1974; Krassovsky
et al. 1978; Potapov et al. 1978). Subsequently, emission intensity variations caused
by IGWs propagating through the emission layer were also detected in molecu-
lar oxygen, atomic oxygen, and sodium emissions (Krassovsky et al. 1975, 1986b;
Krassovsky and Shefov 1976b; Noxon 1978). These results gave impetus to numer-
ous reports which argued in support of the new phenomenon and its importance
for the study of IGWs and their effect on the characteristics of the upper atmo-
sphere (Meriwether 1975; Armstrong 1975; Weinstock 1978; Hatfield et al. 1981;
Walterscheid et al. 1987; Krassovsky et al. 1988; Semenov 1989a).

For many reasons, the hydroxyl emission turned out to be an extremely conve-
nient and informative object in investigating various temperature and dynamic char-
acteristics of the upper atmosphere at mesospheric altitudes. First of all, as already
mentioned, this is related to the fact that this is the most powerful nightglow in the
wavelength range 0.5–4.5 (μm) and, therefore, it is reliably detectable by ground-
based spectrophotometric instruments. Moreover, the hydroxyl emission is local-
ized at altitudes near the base of the thermosphere where the principal processes of
IGW dissipation just occur, giving rise to temperature and dynamic variations in the
atmosphere.
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5.1.2 Modulation of Emission Characteristics by IGWs
Propagating Through the Emission Layer

Detection and identification of the hydroxyl emission gave impetus to revealing its
nature. As described in Sect. 2.2, two basic cycles of processes responsible for the
excitation of hydroxyl molecules have been proposed: ozone–hydrogen and perhy-
droxyl. The first mechanism by which hydroxyl molecules are excited at the ninth
vibrational level became universally recognized. The second mechanism could pro-
vide the excitation of molecules at levels not above the sixth one. Thus, the two
mechanisms should give different types of correlation between the characteristics
of OH bands from the upper and the lower vibrational levels, and these features
have been actually detected in the behavior of hydroxyl emission. Their interpre-
tation essentially depends on the proposed cycle of processes responsible for the
observed behavior of the intensity variations of OH emissions from different vibra-
tional levels.

As considered in Sect. 2.2, the realizability of the perhydroxyl mechanism is put
under doubt in view of laboratory investigations which have shown that the oxygen
isotope 18O when reacting with perhydroxyl H16O2 attaches to the oxygen molecule
to form 18O16O rather than to the hydroxyl molecule 16OH (Kaye 1988). The for-
mation of OH (naturally, from the ground state v = 0) was checked by means of the
laser-excited fluorescence of molecules. Moreover, there is no information about
any attempt to detect the hydroxyl emission in the infrared spectral range. There-
fore, it is now yet impossible to make the decisive conclusion that the perhydroxyl
reaction fails to provide excitation of hydroxyl molecules under the conditions of the
upper atmosphere. This calls for further investigations of the nature of the observed
features of the hydroxyl emission. It seems that here an essential role is played by
the processes of vibrational relaxation of excited hydroxyl molecules by collisions
with oxygen atoms and molecules, depending on the altitude in the mesopause re-
gion. It is not improbable that some features of the rotational temperature variations
can be related to the interaction of excited OH molecules with hydrogen molecules
(Dewangan et al. 1986). All variety and complexity of these processes, which oc-
cur under the conditions of the upper atmosphere, cannot be realized in laboratory
investigations. Therefore, to solve the problem, one has to use various approaches
and methods of analysis of the detected natural variations of the OH emission in-
tensity and temperature. One of these approaches deals with the response of the OH
emission layer to IGWs.

The doubtless principal advantage of the optical recording method is the possibil-
ity of detection of IGWs by simultaneously measured variations of several parame-
ters, namely the emission intensity and the temperature of the medium in which the
emission occurs, which are caused by adiabatic processes in the emission layer dur-
ing the propagation of IGWs. As already mentioned, Krassovsky (1957a,b) was the
first to call attention to the effect of adiabatic processes on the upper atmospheric
temperature and the emissions that accompany the propagation of infrasonic os-
cillations. Krassovsky (1972), based on the data of observations of the hydroxyl
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emission intensity and temperature variations, has shown for the first time that these
variations can be caused by the action of IGWs on the emission layer. On the as-
sumption that the processes occurring in the hydroxyl emission region during the
propagation of IGWs are purely adiabatic, the relative intensity variations can be
related to the relative temperature fluctuations as follows:

ΔI
I

= η · ΔT
T

,

where the factor η (Krassovsky’s number) is given by

η=
m
γ−1

−n, γ=
Cp

Cv
,

where Cp and Cv are the specific heats at constant pressure and at constant volume,
respectively; n is the exponent in the formula for the rates of three-body reactions
(ozone–hydrogen and perhydroxyl) that describes their temperature dependence; m
is a coefficient depending on the degree of quenching of vibrationally excited hy-
droxyl (which is equal to 2 with no quenching and to 1 for complete quenching).

In Sect. 2.2.7, it was noted that in the cycle of reactions responsible for the exci-
tation of hydroxyl, the three-body reactions mentioned above are dominant. Vibra-
tionally excited OH molecules are produced as a result of the subsequent processes.
These processes are faster than the primary processes; therefore, the detected hy-
droxyl emission reflects, in the main, the primary processes with an insignificant
delay. The initial components of the hydroxyl excitation reactions cannot be de-
pleted substantially within the characteristic periods (20–120 (min)) of the IGWs
detected in the mesopause and lower thermosphere regions. The principal compo-
nent is atomic oxygen, whose density at altitudes of about 90 (km) is estimated to
be∼1011 (cm−3) (CIRA-1972) and the consumption no more than 106 (cm−3 · s−1).

Thus, the initial components for the cycle of formation of excited hydroxyl are
produced as a result of the reaction of three-body collisions of oxygen or hydrogen
atoms with oxygen molecules or with other molecules of the atmosphere:

O+ O2 + M→ O3 + M,

H+ O2 + M→ HO2 + M,

where M is any component of the atmosphere. The number of molecules formed
in some volume V of the emission layer, N, can be determined by the following
expressions:

N(O3) = αO3 · exp(Ei/RT) · [O] · [O2] · [M] ·V,

N(HO2) = αHO2 · exp(Ei/RT) · [H] · [O2] · [M] ·V,

where the square brackets denote concentrations of atoms or molecules, α · exp
(Ei/RT) is the ith reaction rate, and Ei is the activation energy of the ith reaction:
E = 1014±46(cal·mol−1) for the reaction with atomic oxygen and E = 685 ± 128
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(cal ·mol−1) for the reaction with atomic hydrogen (Winick 1983); R = 1.987(cal ·
deg−1 ·mol−1) is the gas constant. The concentrations of reacting components can
be represented as

[X] =
(X)
V

; [O2] =
(O2)

V
; [M] =

(M)
V

,

where the component symbols in parentheses designate the total number of atoms
and molecules in volume V, and X stands for O or H.

For the case of an adiabatic process we have

Vγ−1 ·T = C = const,

whence
V = C ·T− 1

γ−1 .

Substituting this in the above relations, we obtain

N =
[
α(X) (O2)(M)

C

]
·T2/(γ−1) · exp [Ei/RT] .

For adiabatic processes, the terms in square brackets are invariable. Based on the
foregoing, we obtain

δN
N

=
(

2
γ−1

− Ei

RT

)
· δT

T
.

Since the hydroxyl emission intensity is proportional to the number of molecules
produced, N, we have

δI
I

=
(

2
γ−1

− Ei

RT

)
· δT

T
= η · δT

T
,

where I is the intensity of the OH emission in the observed rotational–vibrational
band. For the conditions of the mesopause (T ∼ 200(K)) and for the activation
energies given above, the values of the number η for the reactions forming ozone
and perhydroxyl molecules can be estimated as

ηO3
= 2.45; ηHO2

= 1.7.

Thus, for given temperature variations caused by IGWs propagating through the
OH emission layer, the relative variations of the OH emission intensity determined
in view of the ozone–hydrogen excitation mechanism are greater than that deter-
mined based on the perhydroxyl one.

It is of interest to elucidate and estimate the effect of the rates of quenching of
excited hydroxyl molecules in collisions with atmospheric atoms and molecules on
η. If NOH-excited OH molecules are formed in a volume V in a second, the emission
intensity IOH in any rotational–vibrational band can be estimated as

IOH =
NOH ·AOH

AOH +[M] ·βM
,
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where AOH is the probability of emission in the given band and βM is the rate of
quenching of the excited hydroxyl by the component M.

The most effective quenching should be expected if [M] ·βM > AOH; hence, the
above expression can be written as

IOH ≈ NOH ·AOH

[M] ·βM
.

Representing the concentration of M as we earlier did for that of oxygen and
hydrogen atoms, we obtain

IOH ≈
[

NOH ·AOH

(M) ·βM ·C
]
·T
[

1
γ−1− E

RT

]

.

In this case,
δIOH

IOH
≈
(

1
γ−1

− E
RT

)
· δT

T
= η · δT

T
,

that is, at high quenching rates (m = 1) and great E, the variations δIOH and δT
can be opposite in phase. Thus, the quenching of excited hydroxyl due to colli-
sional processes can considerably reduce η instead of increasing it. The nature of
the hydroxyl emission and the correlation between the variations of its intensity
and temperature under adiabatic conditions were studied by Potapov (1975c) and
Semenov (1989a,b) who considered the mechanisms of formation of excited hy-
droxyl molecules. The reactions with participation of ozone and perhydroxyl can
proceed both with and without vibrational excitation of hydroxyl molecules. The
character of these reactions is reflected in the correlation between intensity and ro-
tational temperature under adiabatic perturbations of the state of the atmosphere
during the propagation of IGWs. It has been shown that for the reaction of nonex-
cited ozone with atomic hydrogen, η ranges between 3.5 and 6. Subsequently, the
idea of the modulation of the intensity of the upper atmospheric emissions under the
action of IGWs was further developed (Weinstock 1978; Walterscheid et al. 1987;
Sivjee et al. 1987; Schubert and Walterscheid 1988). By the time of publication of
the work by Weinstock (1978), data of observations of quasi-periodic temperature
and intensity oscillations of the O2(1Σ) emission became known (Noxon 1978),
which were interpreted as a consequence of the action of IGWs on the emission
layer. Weinstock (1978) pointed out that when calculating the Krassovsky number
η, it should be borne in mind that the fluctuations of the principal components of the
reaction of excitation of O2(1Σ) and the fluctuations of the atomic oxygen density
are not in phase. This observation was taken into account by introducing a new term
in the expression for η.

For the hydroxyl emission, we have

η=
2
γ−1

− Ei

RT
−
[

1 +
γ

γ−1
·
(

H
HX

+ 1

)]
,
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where HX is the scale height for hydrogen or oxygen atoms and H is the scale
height for the principal component O2. The theoretical value of η obtained by this
expression agrees with that obtained by the original formula. The distinction is that
the expression in square brackets can accept various values reducing η.

Attempts to develop a model which would provide an explanation of the IGW-
induced fluctuations of the hydroxyl nightglow based on the consideration of the
combined action of a variety of dynamic and photochemical processes are dis-
cussed elsewhere (Walterscheid et al. 1987). Proceeding from the conclusions by
Krassovsky (1972) and Weinstock (1978), it was analyzed how η depends not only
on the parameters that characterize the state of the atmosphere (temperature, con-
centrations of principal components O2 and N2 and minor components O, O3, OH,
and HO2, and scale heights) and on the reaction rates, but also on the period of
IGWs, their wavelengths, and the direction of their vertical propagation.

5.1.3 Choice of Measurable Parameters

The study of fast (1–3 (min)) small-scale (about 10–30 (km)) intensity variations for
different emissions (OH and OI 557.7 (nm)) which arise in the mesopause and lower
thermosphere region has shown that the measurement data are strongly distorted by
the fluctuations of the atmospheric transparency (Taranova 1967; Fedorova 1967;
Korobeynikova and Nasyrov 1972; Kuzmin 1975a).

Special investigations performed at the Zvenigorod station (Kuzmin 1975c;
Krassovsky and Shefov 1976b) have shown that in poor transparency conditions
the spectral distribution of the moonlight variations resembles the spectrum of the
intensity variations for the 557.7-nm emission. Nevertheless, the transparency prop-
erties are practically identical for narrow spectral bands 5–10 (nm) in the range
700–1100 (nm) if they do not contain absorption bands of water vapor. Therefore,
the rotational temperature of the hydroxyl emission, determined by the ratio of si-
multaneously measured intensities of a pair of closely spaced spectral lines, appears
independent of the atmospheric transparency variations. These conditions are satis-
fied by neighboring lines of the P branches and the R and Q branches of many OH
bands in the near-infrared spectral region.

Since the rotational temperature of the hydroxyl emission is rather close to the
temperature inside the emission layer at ∼90(km), its fast variations reflect the ac-
tual variations of the atmospheric temperature at these altitudes.

Nevertheless, it is well known that OH molecules with different vibrationally
excited levels radiate at different altitudes. Therefore, Krassovsky’s number η poses
the requirement of investigating the characteristics of IGWs by recording different
OH bands that characterize different photochemical processes in the atmosphere.

For the hydroxyl emission, η is 2–4 (Krassovsky and Shefov 1976b), while for
the green emission η ≤ 1 (Krassovsky et al. 1986b; Semenov 1989a). Therefore,
the intensity of the green emission should respond to temperature variations not
as dramatically as that of the hydroxyl emission. It should also be noted that this
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parameter is difficult to determine for the green line of atomic oxygen because of
some difficulties involved in the interferometric determination of temperature by the
Doppler profile of this emission. This circumstance hampers regular observations of
the emission.

The hydroxyl emission enables simultaneous measurements of intensity and ro-
tational temperature variations which makes it possible to reveal an adiabatic com-
ponent (number η) in the measured variations which, if present, can serve as an
argument in favor of the wave type of the disturbance observed.

The wave properties of the mesopause processes under study impose certain re-
quirements on the method of their investigation. As shown above, the instrumenta-
tion for recording IGWs must allow for fast measuring of rotational temperature.

It is well known that the vibrational–rotational bands of hydroxyl are located
in the main in the infrared spectral region. To choose the necessary lines of these
bands, the wavelengths of all OH bands observable in the spectral region from 500
to 4400 (nm) were calculated by more accurate methods than those used earlier
(Piterskaya 1976b). For determining the intensity ratios of the chosen lines and
branches of OH bands as functions of rotational temperature, there are calcula-
tions of the relative intensities of the P and Q lines and P branches for N = 1–7
and v = 1–9 in every 5 (K) over the range 150–350 (K), which completely fits the
conditions of the observations described elsewhere (Piterskaya and Shefov 1975;
Piterskaya 1976a).

Practically, to determine the characteristics of IGWs, the hydroxyl (8–3), (9–4),
(5–1), (6–2), (9–5), and (4–1) bands were used. The wavelengths for the center
of the spectral region taken by each band were 0.73, 0.776, 0.79, 0.83, 0.99, and
1.01(μm), respectively (Krassovsky et al. 1962).

5.1.4 Observation Conditions

The investigation of internal gravity waves was based in the main on the data of
spectrographic and photometric observations of the variations of the hydroxyl emis-
sion characteristics that were conducted at the Zvenigorod station of A. M. Obukhov
Institute of Atmosphere Physics of the Russian Academy of Sciences (55.7◦N,
36.8◦E). Regular observations have been carried out since the late 1972.

To preclude the possible effect of the diffused light from the Moon and from the
light sources of the neighboring settlements and of the variability of the atmospheric
transparency due to variable cloudiness, practically all observations were conducted
in clear moonless nights when the Milky Way or Pleiades stars could be clearly
seen. This corresponds to the transparency for stellar point sources no worse than
0.9 (Sawyer 1951).

The observation time within a night was from 3 to 6 (h).
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5.1.5 Determination of IGW Characteristics by the Variations
of the OH Rotational Temperature

A great deal of information is available in the literature on the variations of the rota-
tional temperature measured by various OH bands whose amplitude for quiet geo-
physical conditions is generally no more than a few Kelvin’s degrees. In some cases
of disturbed atmospheric conditions, temperature variations of amplitude +50(K)
were detected. When comparing temperature variations in various regions of the fir-
mament, it is possible sometimes to detect similar variations, while in other cases
they are hardly noticeable. For such a comparison, the results of observations in
three regions of the sky which form an equilateral triangle were used. The results
could be grouped by three observation patterns: there was nothing in common in the
three regions, similar variations were observed only in two regions, and identical os-
cillations occurred in all the three regions. About a quarter of the obtained material
could be assigned to the last pattern.

Common features in temperature variations detected at three azimuths are some-
times very pronounced (Krassovsky and Shagaev 1974b; Krassovsky and Shefov
1976b). Against the background of aperiodic temperature oscillations, similar pe-
riodic oscillations stand out whose amplitude is far above the random background.
However, the oscillation periods in records obtained at different azimuths, as a rule,
do not coincide. In that case, undoubtedly, wave-shaped propagation of temperature
perturbations occurs. The velocity and direction of their propagation can be deter-
mined by the base rectangle dimensions and by the phase shift.

Figure 5.2 shows a typical periodogram of one set of values of the rotational
temperature at the zenith (Krassovsky et al. 1977, 1978). The positions of maxima
are different in different time intervals. If a great number of maxima are plotted on
the same plot (Fig. 5.3), the mean of all amplitudes of individual monochromatic
waves can be presented as a function of τn, where τ is the period and n ∼ 1.1. The
average periodogram resembles a periodogram obtained by ionospheric sounding
(Gupta and Nagpal 1973). The only difference is that the data of ionospheric sound-
ing give n ∼ 1.7 and the abrupt drop of spectral densities happens near the 15-min
periods. It should be noted that the average periodogram in Fig. 5.3 is also similar to
the spectral density periodogram obtained from the data of radiometeoric sounding
for periods over 2 (h). It has been revealed that n = 0.82 for an altitude of 90 (km)
and 0.47 for 100 (km) (Spizzichino 1971).

To reveal periodic variations imperceptible on the background of the fluctuations
related to irregularities of the emission layer or to other random noises, the proce-
dure of data processing described in Sect. 3.6 is used. Fourier transformation of the
autocorrelation and cross-correlation functions CAA, CBB, CCC and CAB, CBC, CCA

computed for series of temperatures measured at points A, B, C of the sky yields
three spectral density autocorrelation functions PAA, PBB, PCC and three spectral
density cross-correlation functions PAB, PBC, PCA. The presence of a maximum cor-
responding to the same frequency in the three pairs of spectra suggests that there are
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Fig. 5.2 Example of
periodogram of the variations
of rotational temperature for
hydroxyl (Krassovsky
et al. 1977, 1978)

waves or groups of waves for which the horizontal phase velocity and the direction
of propagation can be determined.

The validity of this interpretation is verified by calculating the coefficients of
coherence for all pairs of spectra:

Fig. 5.3 Typical average
periodogram of rotational
temperature variations for
hydroxyl (Krassovsky
et al. 1977, 1978). Dots are
spectral amplitude maxima;
solid line is regression line
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rAB =
P2

AB

PAA ·PBB
; rBC =

P2
BC

PBB ·PCC
; rCA =

P2
CA

PCC ·PAA
.

When all the three coefficients of coherence were close to unity, namely over 0.7,
it was supposed that the same phenomenon was detected at the three points (regions
of the emission layer).

Based on periodograms, all observed oscillations are subdivided into three
groups: oscillations which are observed only at one of the points, at two of them,
and at all the three points. We first consider only the third group. Noteworthy, in this
group the three coefficients had different values, though within the chosen limits
(0.7–1).

By means of ionospheric sounding, it was shown that the phase surface of the
internal gravity waves that produce moving ionospheric disturbances in the F2 layer
propagates downward (Georges 1968). This convincingly proved that the source of
the waves is below the layer in which they are observed (Hines 1960). A similar pat-
tern is revealed for the IGWs observed by the hydroxyl emission. Measurements of
temperature fluctuations were performed at two distant points to determine the alti-
tude of maximum hydroxyl emission (Potapov 1975a,b, 1976). It was found that the
altitude at which similar fluctuations occur does not remain unchanged even within
a night and that in many cases it is greater for bands from higher initial levels than
that for bands from lower ones. These results agreed with the long known behavior
of the hydroxyl rotational temperature: on the average, it is higher for the bands
from higher initial levels (Krassovsky 1973; Berg and Shefov 1963). Subsequently,
a similar conclusion was made by Suzuki and Tohmatsu (1976). Thus, by simulta-
neously recording two hydroxyl bands corresponding to different initial levels, it is
possible to observe IGWs simultaneously at two different altitudes.

Let us use the following designations: T1 and T2 are the mean temperatures (K)
at the lower and the upper level, respectively; A1 and A2 are the amplitudes of
temperature variations at the lower and the upper altitude level, respectively; ΔZ
is the distance between the maxima of the hydroxyl emission layers with different
vibrational excitation; Cz and Cx are the vertical and the horizontal phase velocity of
an IGW; Δt is the time interval between the IGW arrivals at the lower and the higher
levels; τg is the Brunt–Väisälä period; τ is the period of the recorded oscillations; k
is Boltzmann’s constant; γ is the specific heat ratio (Cp/Cv = 1.4); M is the mean
molecular mass, and g is the free fall acceleration. Let us also assume that all values
of g and M, with an adequate accuracy, are constant and equivalent to their values
at an altitude of about 90 (km) (CIRA-1972).

As mentioned above, the IGW amplitude increases with altitude. Thus, we have

ΔZ = 2α ·H · loge

(
A
A0

)
=

2α ·k · T̄
M ·mH ·g · loge

A
A0

,

where T̄, the temperature mean for the lower and the upper altitude levels, can be
represented as

T = β1T1 = β2T2 = βT,
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and then
ΔZ = 2αβkTm−1g−1 loge(A2/A1).

On the other hand, we have

ΔZ = CZ ·Δt.

In a rough approximation, Cz, according to the dispersion relation (Lindzen 1971)

C2
x

C2
z

=
τ2

τ2
g
·
(

1− τ
2
g

τ2

)

,

can be replaced by Cx. As a result, we obtain

ΔZ = Cx · τg

τ
·
(

1− τ
2
g

τ2

)− 1
2

·Δt.

From these relations, it follows that

α=
Cx · τg ·M ·mH ·g ·Δt

2β ·k ·T ·
√

1− τ2g
τ2 · loge

A
A0

,

and on substitution of the values of Cx and τg,

α≈ 0.9 ·πγ1/2
[
γ−1
γ

+
∂H
∂Z

]1/2

·
[
Δt
τ
· loge

A
A0

]
.

Based on experimental data (Krassovsky et al. 1978), it has been established that
the expression in the second square brackets

Δt
τ
· loge

A
A0
≈ 0.142

within 5(%). Besides, β (depending on whether T is taken equal to the temperature
of the lower or the upper hydroxyl emission layer) introduces an error of several
percents. As a result it appears that α ∼ 1 within 10(%), i.e., practically within
the measurement error for the IGW parameters Δt, τ, A, and A0. Thus, the errors
in α/β yield a 10(%) error to ΔZ and a 0.5(%) error to the horizontal velocities
of IGWs. Comparing radiometeoric investigations of IGWs with periods over 2 (h)
gave α∼ 0.5 (Spizzichino 1971). This value of α was accounted for by the fact that
the energy of IGWs in their propagation upward increases from some other sources.
However, there is no decisive opinion on this point.

The rotational temperature was determined at two southern points of the sky
besides the zenith. The three points formed an equilateral triangle. Assuming that
the center of gravity of the lower emission layer was on the average at ∼90(km)
(Potapov 1975a,b, 1976) and the center of gravity of the higher level was ΔZ over,
the side of the lower base triangle appears equal to 200 (km) and that of the upper
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one to ((90+ΔZ)/90)·200(km). Under these assumptions, it is possible to calculate
the wave velocities C1 and C2 and determine their directions at the lower and upper
levels, respectively, from the point of view of the immobile observer on the Earth
surface.

The above formulas can be used to calculate the horizontal phase velocity of
IGWs, Cx, in the coordinate system of the moving layer, and also Cx1 , C1, ϕ1 and
Cx2 , C2, ϕ2, the horizontal phase velocities, the horizontal velocities for the observer
on the Earth, and the azimuths for the lower and the upper levels, respectively.

The differences V1 = C1−Cx1 and V2 = C2−Cx2 can also be determined. A
table of examples of measured and calculated values of Cx, V1, V2 and also of C1,
C2, and their azimuths ϕ1 and ϕ2 for some measurement period is presented else-
where (Krassovsky et al. 1978). The azimuths are counted clockwise from the south
direction. The tendency for velocities a little greater on the average than the limiting
one (Cx1 and Cx2) can be related not only to the measurement errors and errors in
the estimation of the altitudes of the hydroxyl levels, but also to the transfer of the
IGW momentum in the atmosphere and to the tail wind that favors the propagation
of IGWs directed in line with this wind for greater distances. A possible reason for
the latter may be the variability of the dissipative processes and of the reflectivity of
the upper atmosphere.

For comparison, the wind velocities V and the azimuths of their directions ϕ ob-
tained by radiometeoric methods near Moscow, at Obninsk (Portnyagin et al. 1978),
have been used. They refer to the altitude range 90–100 (km). Assuming the alti-
tude 90 (km) or 90 +ΔZ(km) for radiometeoric velocities V and their azimuths ϕ,
it is possible to calculate the projections of the meteoric velocities Vo

1 and Vo
2 on

the directions of IGWs in the lower and the upper layers, respectively. It turned out
that, within the limits of errors, the hydroxyl and radiometeoric data show quite
satisfactory coincidence between V1 and Vo

1. However, the result is different if the
radiometeoric data are compared to the data on the hydroxyl emission at the altitude
(90 +ΔZ)(km). The available values of V are strongly averaged over the altitudes
from 80 to 100 (km). For a thinner emission layer region, true values of V can be
greater. It seems that the Obninsk radiometeoric sounding data correspond to alti-
tudes over 90 (km).

It is of importance to increase the accuracy of determination of C1, ϕ1 (or C2,
ϕ2) as well as of V and ϕ. If V and ϕ are associated with a certain altitude, the true
altitude of the emission layer Z can be determined from its conventional value Z90

of ∼90(km) by the relation
Z

Z90
=

Cx1 + Vo
1

C1
.

When it is managed to detect simultaneously two waves with different periods,
a possibility arises to calculate the velocity magnitude and direction independently
for each wave.

Thus, simultaneous observations of the variations of the hydroxyl rotational tem-
perature by the bands from high and low initial levels suggest that these variations
are largely induced by IGWs propagating from the lower atmosphere to a near-
mesopause region. Therefore, it seems probable that the great number of variations
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of the rotational temperature recorded at Zvenigorod only by one hydroxyl band are
related to a similar situation (Tables 3 and 4, Krassovsky et al. 1978). With the use
of a large base triangle with a side of about 200 (km), provided τg = 4.5–5(min)
and τ > 20(min), only long IGWs can be reliably detected. Their horizontal phase
velocity is close to the limiting one that corresponds to the average temperature of
the lower and the upper layers. In many cases, the velocity of detected waves oscil-
lates about this limit, and the deviation can be accounted for by the superposition
of atmospheric circulation. These waves essentially differ from the IGWs detected
in the ionospheric F2 region by radio sounding (Georges 1968). The velocities of
the latter are either more than 300(m · s−1) in the case of IGWs which occur during
powerful geomagnetic storms or obviously lower 150(m · s−1) in the case of trav-
eling ionospheric disturbances (TIDs) in quiet geomagnetic conditions. It is well
known (DeVries 1972) that during geomagnetic disturbances winds blow with very
high velocities from the polar regions toward the equator. Therefore, it can be sup-
posed that the high velocity of IGWs during geomagnetic storms is promoted by a
high-velocity tail wind.

5.1.6 Localization of IGW Sources in the Troposphere

The optical method of detection of an IGW by the variations of the hydroxyl ro-
tational temperature measured at three azimuths enables localization of the IGW
source. It is well known that at great distances from the sources internal gravity
waves disintegrate into a series of quasi-harmonic oscillations which propagate at
different zenith angles depending on the oscillation period. The dispersion relation
for IGWs has the form (Golitsyn and Romanova 1968)

ω2 =
C2

2

{
k2

z + k2
x +

1
4H2 −

[
(k2

z + k2
x +

1
4H2 )2− 4(γ−1)g2k2

x

C2

]}1/2

,

where ω= 2π
/
τ is the oscillation frequency; C is the sound velocity; kz and kx are

the wave numbers for the vertical and the horizontal directions, respectively, and H
is the scale height.

For for IGWs at the mesopause altitudes, the following inequality is fulfilled
(Hines 1960):

k2
z >> k2

x; kz ·H >> 1.

In this case,

τ=
τg

kx
·
√

k2
x + k2

z +
1

4H2 .

This relation allows one to use a procedure of calculation of a ray picture
in geometrical acoustics, which, strictly speaking, is applicable for wavelengths
λ << 4πH ≈ 100(km), for deriving an analytic expression which could be used
to calculate the horizontal distance L from the source of IGWs to the place of their
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detection. In our case, λ≈ 50(km) < 4πH. The ray slope with respect to the horizon
is given by

dz
dx

=
Cz

Cx
=
∂ω/∂kz

∂ω/∂kx
,

where CGz and CGx are the group velocity components for the vertical and the hor-
izontal directions, respectively. When calculating this angle, we take into account
that kz < 0 for an upward energy flow, i.e., CGz > 0. Then we can obtain

dz
dx

=
τg

τ
·
[

1− τg ·C2
G

4πH

]−1/2

,

where τ is the period of the detected oscillation, which, according to our observa-
tions, is 15–120 (min) (i.e., τ2

g << τ2). In the formulas used, the effect of the wind
in the atmosphere is not taken into account, but this is quite admissible since the
mean wind velocities are much lower than the velocity of the wave.

The right side of the last formula is a function of the vertical coordinate Z since
the quantities τg and H depend on altitude. However, these dependences are very
weak for altitudes below 80–100 (km); therefore, they can be neglected in some
approximation. In this case, the formula becomes practical for the estimation of the
horizontal distance L from the source

L≈ Z · τ
τg
·
[

1−
(

CΓ
Co

)2
]−1/2

,

where C0 = 4πH/τg is the limiting velocity of IGWs (∼300(m · s−1)).
The zenith angle θ at which a wave with period τ propagates upward is deter-

mined by the relation

θ= arctg

[
τ2

τ2
g
−1

]1/2

.

Attempts to detect IGW sources in the troposphere have been made over many
years (Hines 1968). For this purpose, the ray interpolation downward along the wave
phase surface was already used in the case of noctilucent clouds. Therefore, the hor-
izontal ranges L of IGW propagation have been calculated for the conditions of an
undisturbed middle atmosphere with no wind (Brodhun et al. 1974; Chubukov 1977;
Chunchuzov and Shefov 1978) (Fig. 5.4). Such an interpolation results in essential
limitations for waves with equal periods. The triangle vertices cannot be at the same
distance from a point or a line outside the triangle. The oscillation phases at these
vertices also cannot be identical. Therefore, an IGW source traceable near the Earth
surface, in the case of plane waves with the same period throughout the firmament
region taken by the triangle, cannot be point or linear. It necessarily has a wave
surface like that of the hydroxyl emission layer in the base triangle region. All this
resembles the pattern described by Lindzen (1971). For finding waves with a certain
period, a coherence factor is used which a priori implies a wave train whose length
is several wavelengths. Therefore, the mentioned wave surface at the tropospheric
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Fig. 5.4 Distances X of
horizontal propagation of
gravity waves of various
periods to altitudes Z equal to
80, 85, 90, 95, and 100 (km)
calculated with no account of
the wind (Chubukov 1977)

level should be greater in length than the horizontal wavelength, in particular, in the
direction of IGW propagation.

However, it is not improbable that the true IGW source is located much farther
than the place that is related by ray tracing to the base triangle in the hydroxyl
emission layer and, moreover, is more compact. At a very large distance from such
a source, the wave can be considered plane. The mean atmospheric wind in the
region between the IGW source and the hydroxyl layer, depending on its direction,
moves the IGW source away or brings it nearer to its position calculated for the case
of no wind.

Thus, the identification of meteorological structures in which IGWs penetrat-
ing in the thermosphere are generated on the weather map is complicated due to
the great length of the IGW sources and the vertical bending of the wave path be-
cause of the wind. This can well be seen by comparing the azimuths of the direc-
tions of propagation of IGWs of the same period detected by different OH emission
bands (Krassovsky et al. 1978). Moreover, it is impossible to select a weather map
which would correspond without an intermediate interpolation to the recorded time
at which the detected ray entered the troposphere. Besides, weather maps are avail-
able in the main for the midnight of universal time and are somewhat voluntary in
details.

Nevertheless, the majority of downward interpolations (if not all) point to places
where active meteorological structures (fronts, occlusions, cyclones, jet streams,
but not anticyclones) are located. However, it should be borne in mind that in many
cases this can be accounted for by the fact that IGWs are detectable by the hydroxyl
emission only on a clear sky, which, as a rule, happens in anticyclone regions. In
this situation, only IGWs can be observed whose sources are located in the border
regions of anticyclones containing active meteorological structures. Figures 5.5–5.7
give some examples of weather maps closely matching the times at which IGWs
were detected in the hydroxyl layer. The place of observation of hydroxyl rotational
temperature variations is marked with an open circle. The interpolation downward
is terminated at the place marked with a full circle whose diameter is conventionally
taken equal to one-third of the distance from the observation point (Krassovsky
et al. 1977, 1978).
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Fig. 5.5 Weather map for 03:00 a.m. Moscow time of April 21, 1974. IGWs were detected between
01:30 a.m. and 04:36 a.m. Hollow circle is Zvenigorod, the observation place; shaded circles are
locations of expected IGW sources; thick lines are locations of meteorological fronts (Krassovsky
et al. 1977, 1978), and dashed lines are isobars

The farther the IGW source, the greater the period of the detected wave. This,
perhaps, was the reason why in simultaneous observations of IGWs at Zvenigorod
and Abastumani, being 1600 (km) distant from each other, there were no maxima
of the same period in the periodograms of the OH rotational temperature varia-
tions, though the expected IGW sources were close to each other. Figure 5.8 gives
weather maps for the time of simultaneous detection of IGWs at different stations
(Korobeynikova et al. 1979, 1983). It can be seen that the periods τ of IGWs ob-
served from different places are noticeably different. The distances L from obser-
vation points to IGW sources evidently tend to increase with periods τ. In Fig. 5.9,
measured L and τ are presented for the observations performed at Zvenigorod and
Abastumani. Also given are data of observations of IGWs in the ionospheric F2
region (Hung 1977; Hung and Smith 1977). The IGW source was the Heloise trop-
ical hurricane that occurred on September 22 and 29, 1975, over the territory of the
Caribbean Sea.

It is of interest that, in contrast to traveling ionospheric disturbances (TIDs)
(Gupta and Nagpal 1973), the IGWs that are detected by variations of the OH ro-
tational temperature propagate not only in meridional but also in zonal directions.
It is a common belief that the limitation of TID directions is related to the features
of the interaction of atmospheric ionized species with the geomagnetic field (Gupta
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Fig. 5.6 The 500-mbar baric topography map for the weather map of Fig. 5.5 (Krassovsky
et al. 1977, 1978). Dashed lines are altitudes of isobars in decameters. The other designations
are the same as those in Fig. 5.5

and Nagpal 1973). However, for TIDs propagating in a neutral atmosphere there
is no limitation. The connection of the IGWs detectable in the F2 region with poor
meteorological conditions was investigated with a more correct account of the upper
atmosphere circulation (Bertin et al. 1975). Nevertheless, the tropospheric origin of
thermospheric IGWs does not make improbable a dependence of their amplitudes
on geomagnetic activity (Shagaev 1974). However, this does not necessarily imply
that in the overwhelming majority of cases the OH rotational temperature variations
are produced by IGWs generated during auroras in the E region of the ionosphere.
They can also be caused by the variations of the structural parameters of the upper
atmosphere and its circulation (Hines 1968).

There is no evidence as yet that the TIDs related to a type D anomaly (Armstrong
1975) accompany IGWs detected by the OH emission. However, this type of TIDs is
a very infrequent phenomenon, usually observable in winter during daylight hours
(Heislet 1963), while IGWs are detected by the optical method mainly at night.
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Fig. 5.7 Weather map for 03:00 a.m. Moscow time of January 7, 1976. IGWs were detected be-
tween 01:35 and 04:35 a.m. The symbols H and L mark high-pressure and low-pressure regions,
respectively (Krassovsky et al. 1977, 1978). The other designations are the same as in Fig. 5.5

When propagating between the OH emission layer and the F2 region, IGWs are
damped and affected by very intense atmospheric circulation. Nevertheless, the data
of ionospheric sounding performed at N. V. Pushkov Institute of Terrestrial Mag-
netism, Ionosphere and Radiowaves Propagation, Troitsk (43 (km) from Zvenig-
orod), show variations with a large relative amplitude at h’F2 with the period the
same as that observed in the variations of the OH rotational temperature. Accord-
ing to the available information, only one of two events of fluctuations of the OH
rotational temperature was accompanied by TIDs (Armstrong 1975).

It was mentioned that temperature variations with different periods are detected
sometimes at one or two azimuths. They, perhaps, are produced by closely located
polychromatic IGW sources. In this case, the distances from the source to individual
sites of the base triangle are considerably different from each other and, hence,
IGWs with different periods pass through them. If this explanation is valid, the
possibility arises to detect polychromatic IGW sources at the points of intersection
of the circles whose centers are at the observation points of the firmament and radii
correspond to the periods of the waves observed at these points. In practice, we
have not points, but triangles because of the variance of the circle radii. However, in
this case, the vertices of such triangles are spaced by distances substantially smaller
than the wavelengths of the observed waves. Figure 5.10 exemplifies the location of
polychromatic IGW sources (Krassovsky et al. 1978).
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Fig. 5.8 Weather maps related to 03:00 a.m. Moscow time for dates of simultaneous detection of
IGWs at several stations (Abastumani – AB, Zvenigorod – ZV, Ashkhabad – ASH) (Korobeynikova
et al. 1983). April 29/30, 1973 (A); April 16/17, 1974 (B); April 26, 1974 (C), and October 2/3,
1975 (D)

A similar result can be a consequence of the Doppler effect when a monochro-
matic IGW source rapidly moves nearby the base triangle. Besides long waves,
shorter waves sometimes appear similar to those observed in noctilucent clouds
(Fogle 1971; Haurwitz 1971) or expected in slowly moving perturbances in the E
region (Heislet 1963). However, waves with these periods cannot be detected in
three-azimuth observations with a large base. Probably, they occur in a small region
of the firmament, i.e., they can be detected with a smaller base triangle.

5.1.7 The Nature of IGW Sources

The procedure of location of IGW sources described in the previous section cannot
be considered fully adequate since at the places revealed with its help there can be
various active atmospheric perturbances whose character and number permanently
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Fig. 5.9 Comparison of
measured horizontal ranges L
and periods τ. Full circles are
data from Zvenigorod and
Abastumani; hollow circles
are data taken from the
publications (Hung 1977;
Hung and Smith 1977), and
solid line is regression line

vary with time. This especially refers to jet streams which, as a rule, take place over
such places. Therefore, to show that in most cases jet streams can be IGW sources,
it was necessary, at least, to find correlations between the observed IGW parameters
and the characteristics of jet streams.

The amplitude A and period τ of IGWs are the characteristics that can be most un-
ambiguously determined in experiment. In the previous sections, it has been shown
that on the average the amplitude of the detected waves was closely related to their
periods. Therefore, it was accepted practical to use the ratio A/τ, which can be deter-
mined precisely enough from experimental data, as a unified characteristic of IGWs.
The projection of the velocity of a jet stream on the direction of motion of an IGW

Fig. 5.10 Examples of
location of
nonmonochromatic IGW
sources at ∼90(km) on
January 21, 1973, (A) and
April 4, 1973 (B)
(Krassovsky et al. 1977,
1978). 123 is base triangle
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observed from the Earth surface, V||, was taken as a characteristic of the jet stream.
It should be noted, however, that this quantity is not as simple and unambiguous to
determine as A/τ. The matter is that, first, the method of reverse ray tracing used
to locate expected IGW sources introduces some error and, second, V|| cannot al-
ways be determined by interpolation from baric topography maps because of lack
of required data or a perturbed character of the jet stream. As a rule, jet streams are
smooth near cyclones. But sometimes the jet stream at an expected place abruptly
changes its velocity and direction within small distances, making the determination
of V|| impossible. Nevertheless, despite all these difficulties, a considerable body
of data could be selected from the results of extensive observations of IGWs which
made it possible to find a relation between A/τ and V|| (Krassovsky et al. 1978).
In these cases, V|| was determined at that level (500, 300, 200, and 100 (mbar))
where the jet stream velocity was a maximum. Since a jet stream is rather conser-
vative, the time lock-on to within several hours turned out reasonable. Figure 5.11
presents the relation between A/τ and V|| obtained for monochromatic IGWs de-
tected by the hydroxyl emission from the low vibrational levels (v << 6). It can be
seen that there is a tendency for an increase in A/τ as the projection of the fair wind
velocity increases and for a decrease with increasing the counter component veloc-
ity in the jet stream. This dependence is satisfactorily described by the regression
equation

A
τ
≈ 0.267 ·

(
1 +

V||
Cx

)
,

where Cx ≈ 250(m · s−1) and the correlation coefficient is 0.81±0.06.
This expression testifies that monochromatic IGW sources are linked to the co-

ordinate system of the jet stream. It describes the Doppler effect for the observer
who is in the coordinate system of the Earth. This pattern is absolutely analogous to
what takes place during the observation of the radiations of moving extraterrestrial
objects.

Figure 5.11 shows a similar dependence of A/τ on V|| for polychromatic emitters
with the regression line given by the expression

A
τ
≈ 0.32 ·

(
1 +

V||
Cx

)
,

where Cx ≈ 50(m · s−1) and the correlation factor is 0.73± 0.07. The expression
obtained also implies that polychromatic IGW sources are linked to the coordinate
system of the jet stream. However, in this case, the mean horizontal phase velocity
Cx is much lower than in the case of monochromatic IGW sources.

Based on the foregoing, it can be more strongly suggested that most of the ob-
served IGWs were generated by jet streams. Unfortunately, it was impossible to re-
late the IGWs and the jet stream parameters because of lack of actual data about V||.
Nevertheless, special attention should be paid to the fact that IGWs are generated
only in small regions of a jet stream whose remaining part “is silent”. Beneath the



576 5 Wave Processes in the Atmosphere

Fig. 5.11 Correlation between A/τ and V|| for monochromatic (A) and nonmonochromatic IGWs
(B) (Krassovsky et al. 1977, 1978)

IGW-generating sites, there always are mobile atmospheric perturbances (cyclones,
fronts, occlusions), which seem to create conditions favorable for IGW generation.

5.1.8 Seasonal Variability of the Spectral Distribution
of IGW Amplitudes

It is, naturally, of great importance to find seasonal dependences of various charac-
teristics of IGWs and reveal regularities in the seasonal behavior of IGWs based on
these dependences. This is due to the necessity to elucidate and take into account
the role of the energetic and dynamic characteristics of gravity waves, both in the
overall circulation of the atmosphere and in its temperature regime (Gavrilov 1974;
Chunchuzov 1981; Hirota 1984). Most of the regularities have been revealed by
analyzing the radiophysical data (incoherent scattering of radiowaves, radiomete-
oric investigations) (Spizzichino 1969, 1971; Gavrilov and Delov 1976; Portnyagin
et al. 1978; Karimov and Lukyanov 1979; Kazannikov and Portnyagin 1981a,b;
Gavrilov 1987, 1996; Gavrilov and Roble 1994; Gavrilov et al. 1994) and li-
dar measurements (Gardner and Voelz 1985; Senft and Gardner 1991; Murayama
et al. 1994; Collins et al. 1994).
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However, it is well known that to estimate the effect of IGWs on the temperature
regime and circulation of the upper atmosphere, data on the energy, momentum, and
mass fluxes are necessary which can be calculated if data on the variations of the
neutral temperature, density, and vertical velocity of the IGWs are available. These
quantities can be estimated with an optical method by recording the variations of the
characteristics of some airglow emissions induced by IGWs propagating through
emission layers located at different altitudes.

Based on the data on variations of hydroxyl emission characteristics obtained
by the optical method at Zvenigorod, an attempt has been made to reveal the sea-
sonal variability of the spectral distribution of the relative amplitudes of IGWs, δI/I
and δT/T, on their periods (Semenov and Shefov 1989). The variations of the hy-
droxyl emission intensity and rotational temperature corresponding to different ex-
citation levels were considered. Earlier it was noted that the relative amplitude of
the detected waves increased with their period (τ). Bull et al. (1981) analyzed the
behavior of the pressure spectral density in the surface air. They have found that
F ∝ τn, where F is the energy flux, for the wave periods from 5 to 150 (min). It was
noted that IGWs were regularly detected in mountain regions (n was estimated to be
about 2.6). The same conclusion was made by other researchers (Tepley et al. 1981;
Sukhodoev et al. 1989a,b) based on optical observations of IGWs by the Earth’s
airglow emissions. Vincent (1984) investigated the electron density oscillations in
the D region at altitudes of about 85 (km). From the data of long-term observations
it has been obtained that F ∝ τ1.5 for the periods from 6 (min) to 24 (h).

Figures 5.12 and 5.13 present the results of a correlation analysis of the rela-
tive amplitudes (in percentage of the mean value) of the oscillations of hydroxyl
emission intensity and temperature with IGW periods (15–75 (min)) for summer

Fig. 5.12 Relative amplitudes of the variations of hydroxyl emission intensity, ΔI/I, and temper-
ature, ΔT/T, for the vibrational levels v > 6 as functions of IGW periods τ in winter (A) and
summer (B). R = 90(km). Full circles are intensity; hollow circles are temperature; solid lines are
regression lines
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Fig. 5.13 Relative amplitudes of the variations of hydroxyl emission intensity, ΔI/I, and tempera-
ture, ΔT/T, for the vibrational levels v < 6 as functions of IGW periods τ in winter (A) and summer
(B). Z = 86(km). The designations are the same as in Fig. 5.12

and winter conditions. The distance between the regression lines characterizes
Krassovsky’s number η.

The corresponding regression equations are as follows:
for the data of Fig. 5.12:

Winter Summer

log10
ΔI
I

= 0.44 · log10 τ+ 0.59; log10
ΔI
I

= 1.05 · log10 τ−0.71;

r = 0.80; r = 0.95;

log10
ΔT
T

= 0.53 · log10 τ−0.02; log10
ΔT
T

= 1.07 · log10 τ−0.96;

r = 0.81; r = 0.93;

for the data of Fig. 5.13:

Winter Summer

log10
ΔI
I

= 0.62 · log10 τ+ 0.02; log10
ΔI
I

= 0.68 · log10 τ−0.42;

r = 0.73; r = 0.82;

log10
ΔT
T

= 0.60 · log10 τ−0.31; log10
ΔT
T

= 0.94 · log10 τ−0.91;

r = 0.74; r = 0.89;
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The energy of IGWs is proportional to the quantity (ΔT/T)2, which in turn de-
pends on τn, where n characterizes the angular coefficient of regression. As can be
seen from Figs. 5.12 and 5.13, n = 1.9–2.1 for summer and 1.1–1.2 for winter, i.e.,
the rate of rise of the wave amplitude with period, which is characterized by the
slope angles of the regression lines, shows a pronounced seasonal variability. The
yearly average n = 1.55 agrees with the data obtained near the mesopause by ra-
diomethods (Vincent 1984). It is not improbable that the decrease in energy of IGWs
is due to the seasonal variability of turbulence at these altitudes (Lindzen 1971).

In the early 1980s, the Geophysical Institute of Alaska University conducted
measurements of the OH emission intensity and temperature on West Spitsbergen
(Myrabø et al. 1983). The observations were carried out in one region of the firma-
ment. There was only one 24-h interval (January 1981) throughout the observation
period when clouds and auroras did not impede the work. The data obtained were
used to investigate the dependence of the amplitude of temperature variations on
IGW period. It was found that n = 1.8, which is noticeably greater than the n value
corresponding to winter conditions at Zvenigorod.

When an IGW of certain period propagates through an OH emission layer, the
emission intensity and temperature vary with the same period. During the obser-
vation of IGWs by the hydroxyl emission at three azimuths at Zvenigorod, there
were cases when the response of the OH emission intensity and temperature was
reflected by their variations with the period of the propagating wave only at one or
two azimuths. However, in some cases these periods were different for two sighted
regions. These data yield noticeably greater values of n for winter: 1.8 for tem-
perature variations and 2.6 for intensity variations. Thus, spectral differences are
observed between IGWs and other oscillation processes in the hydroxyl emission
which cannot be related to internal gravity waves, i.e., can be of other nature.

It is of interest that the number η is also seasonally variable. Based on measure-
ment data, values of η for the hydroxyl (8–3) and (5–1) bands (Fig. 5.14) have been
obtained. Noteworthy is that the values of η for winter are noticeably greater than
for summer. The mean η (OH (8–3) band) are 3.2 for winter and 1.6 for summer. For
the OH (5–1) band, they are, respectively, 2.3 and 1.3 (Krassovsky et al. 1988). The
variations of the parameter η for the (9–5) and (4–1) bands are of the same character

Fig. 5.14 Seasonal variations of Krassovsky number η determined by the emission in the OH
(8–3) band (A) and in the OH (5–1) band (B). Full circles are winter; hollow circles are summer
(Krassovsky et al. 1988)
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Fig. 5.15 Seasonal variations
of the parameters η and θ for
the OH emissions from the
high (v = 9) (A, C) and low
vibrational levels (v = 4) (B,
D) (Shagaev 1978). Hollow
circles are winter; full circles
are summer; crosses are data
for the period of the grandiose
stratospheric warmings in
January and February, 1973

(Fig. 5.15) (Shagaev 1978). It should be noted that the number θ that determines the
delay of intensity variations relative to temperature variations also shows seasonal
variability. Comparison of these numbers reveals a clear correlation between them
(Fig. 5.16). For the observation periods near equinoxes, significant jumps of η and
θ values are observed. The values of η and θ were assigned to the summer or the
winter group if they were close to the values unambiguously measured in summer
or in winter.

When comparing Figs. 5.14 and 5.15, we see that there is a relationship between
the temperature regime of the hydroxyl layer with IGWs dissipated in it and η: in
summer, at small η, the angular coefficient of the relation T = f(δT/T)2 is pos-
itive, while in winter, as η increases, the sign of the angular coefficient changes
(Fig. 5.17). It is well known that Krassovsky’s number η strongly depends on
the quantity m that characterizes the rate of vibrational–rotational relaxation of
excited hydroxyl molecules and on whether the processes occurring in the layer
during the propagation of IGWs are adiabatic (Krassovsky 1972). Therefore, the
seasonal grouping of η may testify to the necessity of taking into account some
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Fig. 5.16 Comparison of the
parameters η and θ for the
OH emissions from the high
(v = 9) (A) and low
vibrational levels (v = 4) (B)
(Shagaev 1978). The
designations are the same as
in Fig. 5.15

IGW-induced nonadiabatic process occurring in the layer or the seasonal variability
of the processes of quenching of excited hydroxyl molecules.

5.1.9 Proportion Between the Principal Mechanisms of Hydroxyl
Emission Excitation in the Mesopause

Measuring the variations of hydroxyl emission characteristics caused by IGWs
propagating through the emission layer in the mesopause, it is possible to investigate
not only the nature of this airglow emission but also the features of the relevant pho-
tochemical processes, namely the relative contribution of the known principal pro-
cesses that result in excitation of various vibrational levels of hydroxyl molecules
(Semenov 1989b).

It has been shown (Krassovsky and Shagaev 1977) that the different power
dependences of the rates of photochemical reactions on temperature (taken into
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Fig. 5.17 Atmospheric temperature in the region of the hydroxyl emission layer as a function of
the squared relative IGW amplitude determined for summer (A) and winter (B) by the OH (8–3)
band and for summer (C) and winter (D) by the OH (5–1) band. Dots are measurement data; solid
lines are regression lines (Krassovsky et al. 1988)

account by the number η) can serve as indicators of the contributions of the ozone–
hydrogen and perhydroxyl reactions to the excitation of hydroxyl molecules.

When detecting IGWs by the OH emission, one more parameter is determined;
this is θ, the delay of the emission intensity oscillations relative to the accompa-
nying oscillations of the rotational temperature (Meriwether 1975; Krassovsky and
Shagaev 1977). The yield of ozone and perhydroxyl molecules permanently varies.
However, the emission occurs only after the appearance of excited hydroxyl, i.e.,
only once ozone or perhydroxyl has entered into reactions with hydrogen or oxy-
gen atoms, respectively. The time θ characterizes this delay, which is caused by the
mentioned exothermic processes.

The energy yield of the ozone–hydrogen reaction is 76.8 (kcal), which suffices
to excite OH molecules from the ground electronic state (2Π) to the ninth vi-
brational level (74.88 (kcal)) and of perhydroxyl molecules only to the sixth one
(54.17 (kcal)). Therefore, it seems possible to estimate the contribution of the ozone
process to the excitation of the lower vibrational levels by measuring simultaneously
the variations of the rotational temperature and intensity of the emission from the
higher and lower vibrational levels of hydroxyl molecules that are related to the ac-
tion of IGWs and determining the time θ. With this purpose, data of spectrographic
observations of IGWs by the hydroxyl emission in the (9–4) and (5–1) bands have
been analyzed. The true delay time θ◦ related to the emission from the ninth and
fifth levels is determined by the expressions

θo
9 =

1
A9 +β9[M]

+
1

αO3 [H]
and θo

5 =
1

A5 +β5[M]
+

1
αHO2 [O]

,

where θo
9 and θo

5 are the delay times related only to the ozone–hydrogen and perhy-
droxyl process, respectively, i.e., with the emission from the ninth or the fifth level;
αO3 = 1.5 · 10−12 ·√T(cm3 · s−1) and αHO2 = 3 · 10−12 ·√T(cm3 · s−1) are the re-
spective reaction rates (Moreels et al. 1977); A9 and A5 are the Einstein coefficients
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for the ninth and the fifth vibrational levels of the OH molecule (Mies 1974);
β9 = 8 · 10−13 (cm3 · s−1) and β5 = 5 · 10−13 (cm3 · s−1) are the respective rates of
deactivation of OH (v = 9) and OH (v = 5) molecules in collision with molecules of
the medium (Streit and Johnston 1976). Using the given values of reaction rates and
typical concentrations of the atmospheric constituents for the mesopause altitudes
(CIRA-1972) that correspond to the observation conditions, it can be shown that the
first terms in the above relations are more than an order of magnitude smaller than
the second ones; that is, we have

θo
9 ≈

1
αO3 [H]

, θo
5 ≈

1
αHO2 [O]

.

The measurable intensity of the OH (9–4) band emission and, hence, delay time
θ are due to the action of the ozone–hydrogen process only, while the intensity of
the band (5–1) emission is determined by the population of the fifth vibrational level
of OH molecules, which depends not only on the perhydroxyl process but also on
the effect of the cascade transitions from the overlying levels, i.e., on the additional
action of the ozone–hydrogen process. Analysis of the amplitudes of the variations
of the IGW-induced formation of hydroxyl molecules at the fifth vibrational level
shows that for the levels under consideration the delay times between the emission
intensity and temperature variations are related as

θ5 = K1 ·θo
9 + K2 ·θo

5.

Here θ5 is the observed delay time resulting from the effect of both processes; k1

and k2 are coefficients taking into account the relative contribution of the above pro-
cesses to the excitation of low vibrational levels (in this case, v = 5). The coefficient
k2 can be estimated based on the relation k2 ≈

(
Io
5/I5
)

< 1, where Io
5 is the intensity

of the emission from the fifth level caused by the perhydroxyl process, and I5 is
the observed intensity. As follows from the formulas obtained, θo

5 ∼ 0.3(s), while
the relevant formula and observations yield θo

9 ≈ θ9 ≈ 200(s). Thus, the terms in
the last formula are incommensurable, and since the time of recording of hydroxyl
emission spectra attained by now is 1 (min), the coefficient K1 can be determined as

K1 ≈ θ5/θ9.

Thus, using measurements of θ9 and θ5, it is possible to trace the seasonal vari-
ability of the contribution of the ozone–hydrogen process to the excitation of hy-
droxyl molecules to the fifth vibrational level (Fig. 5.18), which is approximated
(solid line) by the expression (with the correlation coefficient –0.89)

K = 0.44−0.19 · cos
2π
365
· td,

where td is the day of year. From Fig. 5.18 it can be seen that this contribution
varies within a year from ∼0.25 to ∼0.6, tending to increase in summer. The above
range of values of the coefficient K1 testifies to a rather significant contribution of
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Fig. 5.18 Seasonal variations of the coefficient K that takes into account the contribution of the
ozone–hydrogen process to the excitation of the fifth vibrational level of the OH molecule

the perhydroxyl process to the excitation of the lower vibrational levels of hydroxyl
molecules.

Using the above expression with experimentally determined values of θ9, it is
possible to estimate the atomic hydrogen density at the hydroxyl emission altitudes
for midlatitudes and night conditions. Figure 5.19 shows the resulting seasonal dis-
tribution of the atomic hydrogen density, whose analytic expression obtained by the
least square technique has the form

log10[H] = 8.7−0.5 · cos
2π
365
· td.

The obtained seasonal dependence of the atomic hydrogen density is charac-
terized by its increase in summer up to ∼2 · 109 (cm−3) and decrease down to
1 ·108 (cm−3) in winter. This seasonal variability of the atomic hydrogen density for
the thermospheric altitudes is confirmed by the data derived from long-term mea-
surements of the intensity of hydrogen emission in the Hα line (Fishkova 1983).

Direct use of θ5 for a similar calculation of the atomic oxygen density involves
some difficulties for the reasons stated above.

Fig. 5.19 Seasonal variations of the atomic hydrogen concentration at the OH emission altitudes
in the mesopause
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5.1.10 IGW-Induced Variations of the Doppler Temperature
and Intensity of the 557.7-nm Emission

The effect of internal gravity waves on the variations of the 557.7-nm atomic oxy-
gen green emission intensity was repeatedly investigated (Kuzmin 1975a,b,c,d;
Noxon 1978). Unfortunately, in these investigations the behavior of the tempera-
ture in the emission layer during the propagation of IGWs was not considered. At
the same time, the knowledge of the behavior of simultaneously measured IGW-
induced temperature and intensity variations for the 557.7-nm emission can be use-
ful to gain an understanding of the emission initiation mechanism. This method was
repeatedly employed in studying the processes responsible for the initiation of the
OH emission (Semenov and Shefov 1989; Semenov 1989a). Nevertheless, notewor-
thy are the requirements that should be fulfilled when using data on simultaneous
intensity and temperature variations for the emission under study.

The observed diverse variations of the emission intensity and temperature can be
of different nature and not necessarily related to each other. Thus, the intensity of
an emission is determined not only by the temperature but also by the nonuniformly
spatially distributed densities of initial reactants responsible for this emission. Many
variations can be caused by the turbulence that is accompanied by upward and
downward air flows and by the overall atmospheric circulation (Krassovsky and
Shagaev 1974b). A method for revealing unambiguously the effects related only
to IGWs is considered elsewhere (Krassovsky and Shagaev 1977; Semenov and
Shefov 1989). Only the waves with the same period in temperature and intensity are
attributed as IGWs by the phases of which it is possible to determine the wave direc-
tion and velocity. It has been found, however, that the intensity variations are some-
what delayed in phase relative to the temperature variations (Krassovsky et al. 1977).
Besides, the ratio of the relative amplitude of intensity variations to that of tempera-
ture variations induced by IGWs (and only in this case), Krassovsky’s number η, is
an important aeronomic parameter which allows one to analyze the types of chem-
ical processes giving rise to emissions. Nevertheless, this important condition was
neglected by a number of researchers. Some authors interpret all variations without
exclusion as being induced by IGWs (Takenuchi et al. 1981; Myrabø et al. 1983).
In this case, η is determined as the ratio of the relative variations of intensity and
temperature for small time intervals (from a few seconds to several minutes) and,
moreover, without taking into account the phase delay between the intensity and the
temperature oscillations. As a result, it appears that the values of η obtained by this
method always have a significant spread from negative to positive values with some
prevalence of the latter. These values were erroneously identified not once, for ex-
ample, by Weinstock (1978), with the true η associated with IGWs that have rather
definite positive values depending on the season.

IGWs are actually not a unique reason for the emission temperature and intensity
variations since there exist variations caused by the turbulence and circulation of
the upper atmosphere and also independent intensity variations caused by mixing
of atoms and molecules with spatially nonuniform densities which participate in
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reactions giving rise to one or another type of emission. Moreover, dissipation of
IGWs can be terminated by turbulence, and this may adversely affect the result of
calculation of the number η.

The approach discussed was used to analyze the observations of the varia-
tions of characteristics of the 557.7-nm emission observed at Zvenigorod in winter
(Krassovsky et al. 1986; Semenov 1989a).

To obtain data on η, simultaneous measurements of the emission intensity and
Doppler temperature were performed at four points of the firmament with azimuths
0◦, 120◦, 180◦, and 240◦ counted clockwise from the northern direction. The emis-
sion intensity was measured by two photometers. In the first one, the optical axis
was oriented with a mirror every 40 (s) to different regions of the sky at a zenith
distance of 27◦. At the inlet of the second photometer (similar in optical arrange-
ment to the first one), directed only to the zenith, a diaphragm and a short-focus
lens were placed. This increased the photometer coverage to 43◦. This photometer
operated synchronously with the first one, recording the green line every 40 (s).
The Fabry–Perot interferometer with a cooled multistage image converter tube,
capable of photographing interference rings, was used to determine the tempera-
ture by the Doppler profile of the 557.7-nm emission and the emission intensity
(Semenov 1975). Observations were conducted during a night in the south direc-
tion (field of vision about 1◦) at a zenith distance of 60◦ with an exposure time of
15 (min). The time series of the Doppler temperature and intensity of the 557.7-nm
emission were subjected to Fourier analysis. If the harmonics of temperature inten-
sity variations measured for various regions had equal periods and phases differing
by no more than π, it was thought that an IGW rather than some other variation
was detected. Thereafter, the wave lengths, directions, and velocities were deter-
mined. A criterion for reliable determination of the wavelength of IGWs was that
all amplitudes of the intensity variations coincided with the amplitude of a similar
wave obtained from the data of the wide-angle photometer. This was evidence that
the determined wavelength was not much less than the determined wavelength was
not much less than the double photometer, equal to 150 (km) at the altitude 97 (km)
where the 557.7-nm emission occurred. With this field of vision, IGWs and irregu-
larities smaller than 150 (km), including waves of Kelvin–Helmholtz type of length
less than 10–15 (km), were smoothed out. Therefore, the IGWs revealed appeared
longer than 150 (km).

The data of IGW observations by the 557.7-nm [OI] emission have shown that
internal gravity waves were detected only twice within several nights. It turned out
that on the average Krassovsky’s number η = 0.6, which is much less than for the
hydroxyl emission (Krassovsky and Shagaev 1977; Krassovsky et al. 1978). The
average time of delay of the intensity variations of the 557.7 (nm) emission relative
to the temperature variations, θ, was 90 (s).

The theoretical dependence of the ratio of the relative amplitude of the emission
intensity variations to that of the ambient temperature variations under adiabatic
conditions, η, on the parameters of photochemical reactions has already been con-
sidered.
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According to current concepts (Trunkovsky and Semenov 1978; Bates 1978), the
557.7-nm atomic oxygen emission arise due to the chain of reactions considered in
Sect. 2.5.

Following Wraight (1982), it is supposed that the molecular oxygen emissions
arise due to the (1Σ– 3Σ) transitions as a result of the reactions

O∗2 + O→O+ O2(b1Σ),

O2(b1Σ)→ O2(X3Σ)+ hν (760;864.5(nm)).

However, it was supposed (Wraight 1982) that the initial excited state of O∗2
appears from the state 5Πg for which the excitation reaction rate includes the factor
T−n with n = 4.4. Attention is also paid to the fact that the experimental value of η
obtained by Noxon (1978a) for the (0–1) band of the O2 Atmospheric system and
used in the theory by Weinstock (1978) is obviously less than unity. If the state of
O∗2 is actually 5Πg, the theoretical η will be ∼0.6. This is in good agreement with
the experimental value of η that we have found for the 557.7-nm emission.

The intensity of the emissions of the O2 Atmospheric system (b1Σ) (convention-
ally designated by I760 since the probability of the (0–0) transition is ∼20 times
greater than that of the (0–1) transition) can be estimated as

I760 ∼ [O∗2] · [O] ·α760 ·W760 (photon · (cm−2 · s−1)),

where the square brackets denote the densities of the respective atoms and molecules.
For the conditions of measurements at an altitude of 95 (km) (maximum of the
emission intensity I760), we have [O] = 2·1011 (cm−3) (CIRA-1972); W760 = 1.1 ·
106 (cm) (Witt et al. 1979) is the half-thickness of the emission layer, and α760 is
the excitation reaction rate.

On the other hand, the intensity of the O green emission, also in view of the
excitation reactions, is given by

I557.7 ∼ [O∗2] · [O] ·α557.7 ·W557.7 (photon · (cm−2 · s−1)),

where α557.7 is the reaction rate and W557.7 = 0.9 · 106 (cm) is the half-thickness
of the emission layer (Witt et al. 1979); for the altitude 97 (km) (maximum of the
emission intensity I557.7), we have [O] = 3 · 1011 (cm−3) (CIRA-1972). Then (as
a first approximation we can assume that [O∗2] is the same in both reactions) the
intensity ratio is

I760

I557.7
= 0.8 · α760

α557.7
.

The time constant θ for the delay of the intensity variations with respect to the
Doppler temperature variations can be estimated as

θ≈ [O]
α557.7

or α557.7 ≈ [O]
θ

.
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According to the results obtained above, we have θ= 90(s). This great value of θ
can be due to only the Barth reaction involved in the formation of O(1S) metastable
atoms rather than due to the emission from them since the mean lifetime of O(1S)
is less than 1 (s). Thus, we have α557.7 ≈ 3.7 ·10−14(cm3 · s−1).

During the observations the emission I760 was not determined. However, accord-
ing to the long-term observations carried out at midlatitudes (Christophe-Glaume
1965; Fishkova 1983) and the data reported by Shefov (1975), the intensities of the
emissions under discussion for the given observation conditions can be estimated
as I864.5 = 420 (Rayleigh) and I557.7 = 220 (Rayleigh). In view of the transition
probabilities for the O2(b1Σ−X3Σ) system (Vallance Jones 1973), we obtain

I760 = I864.5 ·20.3 = 8500 (Rayleigh)

and, consequently,α760≈ 1.8 ·10−12 (cm3 ·s−1). The values of α at∼200(K) avail-
able in the literature for the reaction of formation of excited oxygen molecules
show a wide range, from 8 · 10−34 (cm6 · s−1) (McEwan and Phillips 1975) to
10−32 (cm6 · s−1) (Campbell and Gray 1973), and it is not clear which electronic
states of O∗2 thus arise. On the assumption that the O∗2-excited molecules produced
eventually transform into O2(b1Σ) molecules which emit at 760 (nm), the rate of
this reaction can be estimated by the relation

I760 ≈ [O]2 · [M] ·α ·W760,

where [M] = 103 (cm−3) (CIRA-1972). For this case we obtainα≈ 1.9 ·10−32 (cm6 ·
s−1). The total yield of O∗2, and, hence, α, should be greater since the above esti-
mates did not take into account either the 557.7-nm emission or the Herzberg bands.
However, their emission intensity is much less than that of the O2(b1Σ−X3Σ) sys-
tem. There is no reserve for O2(a1Δ−X3Σ) bands since α ≈ 1.9 ·10−32 (cm6 · s−1)
is close to its maximum values (Campbell and Gray 1973; McDade et al. 1984). It is
not improbable that these bands arise due to processes other than the Barth process.

Bates (1978), based on the data of laboratory measurements which did not spec-
ify the excited states of O∗2 molecules formed in the Bart reaction, gives some limits
for α557.7:

α557.7/αM > 5.5(T = 200(K)),α557.7/αM > 33(T = 300(K)).

Here αM is the coefficient of deactivation of O∗2 molecules due to their collisions
with O2 and N2 molecules. If we use, for instance, the data of McDade et al. (1984)
who give αM = 1.25 ·10−15 (cm3 ·s−1) for O∗2, which is the progenitor of O(1S), and
the estimate α557.7 = 3.7 ·10−14 (cm3 · s−1), it appears that

α557.7/αM ≈ 30 (T557.7 = 250(K)).

Thus, the limiting estimates for the mentioned temperature range are valid. At the
same time, it should be borne in mind that a possible excited state of O∗2 is, perhaps,
5Πg (Wraight 1982). However, as indicated by Wraight (1982), if O∗2 are formed in
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states other than 5Πg, the coefficient n for them is much less than 4.4. In this case,
the estimated η should be greater than that obtained experimentally, η= 0.6.

The analysis performed shows that the study of the IGW-induced space–time
variations of the Earth’s airglow emissions allows one to reveal many details of the
atmospheric photochemical processes. Application of this method to the study of the
temperature and intensity variations of the 557.7-nm emission has made it possible
to demonstrate for the first time that O∗2 molecules in the 5Πg state play a substantial
part in the initiation of this emission.

5.1.11 Variations of the Altitude of Hydroxyl Emission Layers
with Various Vibrational Excitation

When investigating the variations of atmospheric temperature fields in the mesopause
region by the variations of the hydroxyl emission rotational temperature, it is nec-
essary to know exactly the altitudes at which the observed temperature variations,
measured by the emission from OH molecules excited at various vibrational levels,
take place. Systematized data on the emission layer altitude variations derived from
rocket measurements were presented in Sect. 4.1 (Semenov and Shefov 1996). A
method of determination of the emission layer altitude is measuring simultaneously
the emission intensity variations at several points, the distance between which is
comparable to the expected altitude of the layer under observation (Chamberlain
1978). This method was successfully used in determining the altitude of the O
atomic oxygen green line emission at 557.7 (nm) (Barat et al. 1972).

However, the observations of fast variations of the emission intensity are compli-
cated because of the atmospheric transparency variations whose frequency spectrum
is considerably different for different regions of the firmament (Kuzmin 1975c,d).
Attempts were made to avoid the effect of transparency fluctuations (Peterson and
Kieffaber 1973a,b) by conducting measurements in mountains at a height of about
3000 (m) by parallactic photographic recording of the irregularities of the hydroxyl
glow in the near-infrared region of the spectrum at two distant points. However,
the emission layer altitude could be determined only for one night. Subsequently,
the triangulation method of measuring fluctuations was modernized and realized in
observations of the emission layer temperature variations (Potapov 1975a,b).

With the optical method of recording the IGW characteristics δT/T and τ, the
opportunity was realized to investigate the seasonal variability of the hydroxyl emis-
sion altitudes for different vibrationally excited levels. The data of long-term spec-
trographic observations of the hydroxyl nightglow in the (9–4) and (5–1) bands in
quiet heliogeomagnetical conditions have been analyzed. For the observation pe-
riod (1981–1984), there were 27 detections of IGWs by the (9–4) band and 87 by
the (5–1) band. The periods τ of the detected IGWs covered the range from 15 to
110 (min).

In the previous sections, it was noted that the relative temperature amplitudes
δT/T were proportional to the periods of the observed IGWs. In this case, the
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relationship between these quantities was characterized by correlation coefficients
of 0.7 and 0.87 for the data obtained from temperature variation measurements for
the (9–4) and (5–1) bands, respectively. The correlation between the IGW tempera-
ture amplitudes and periods for these bands is given by the expressions

(δT/T)9−4 = 0.001 · τ+ 0.024,(δT/T)5−1 = 0.0012 · τ+ 0.0033.

Since the analysis involved data for different seasons of year, it can be supposed
that the observed values of the deviations of the measured IGW relative amplitudes
from the regression lines not only are of random origin but also are related to the
seasonal variability of the hydroxyl emission layer altitude. This supposition rests on
the fact that the observed variance (0.04) of the measured amplitudes δT/T relative
to the regression lines is greater than the error of the determination of the relative
wave amplitude (0.01).

As mentioned above, the triangulation measurements of the altitude of the ro-
tational temperature fluctuations performed during the propagation of IGWs have
revealed that the emission from a higher vibrational level occurs in a higher-lying
atmospheric layer. The IGW temperature amplitudes for the (9–4) band described
here also appeared greater than those for the OH (5–1) band. The increase in IGW
amplitude with altitude for the case of no attenuation in the range of altitudes taken
by the hydroxyl emission layer (9 (km)) is determined by the expression

(
δT
T

)

9−4

/(
δT
T

)

5−1
= exp

(
ΔZ
2H

)
,

where ΔZ is the distance between the peaks of the altitude profiles of the OH emis-
sion layers for the (9–4) and (5–1) bands.

Thus, using the measured relative amplitudes of IGWs and taking into account
that the obtained regression relations represent the dependences of the amplitudes
on periods for certain yearly average altitudes of the hydroxyl emission in the (9–4)
and (5–1) bands, it is possible to calculate the values of ΔZ corresponding to the
deviations of the measured relative amplitudes of the temperature wave from their
average values. Then, using the data of Potapov et al. (1985) on the average alti-
tudes of the hydroxyl emission from the eighth and fifth initial vibrational levels
(assuming that the emission altitudes for the eighth and ninth levels are practically
close to each other) and the monthly mean variations ΔZ calculated for them, it is
possible to obtain the seasonal variability of the altitudes of the hydroxyl emission
in the (9–4) and (5–1) bands (Fig. 5.20A). In the same figure (B), the seasonal vari-
ability of the atmospheric temperature in the mesopause region determined by the
hydroxyl emission from the ninth and fifth levels is presented. The seasonal vari-
ability of the hydroxyl emission altitude shows an interesting regularity, which is
confirmed by analysis of other experimental data (Lowe and LeBlanc 1993): for
winter, the regions of the OH emissions from the higher and lower vibrational levels
approach each other (the mean emission altitude was ∼92(km) for the (9–4) band
and∼85(km) for the (5–1) band), while for summer, on the contrary, layering takes
place (the (9–4) band is localized at ∼88(km) and the (5–1) band at ∼86(km)).
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Fig. 5.20 Seasonal variations
of the altitude (A) and
temperature (B) of the
hydroxyl emission from
different vibrationally excited
levels. Dots are OH (9–4);
dots and crosses are OH
(5–1); lines are
approximations

This result is in very good agreement with the data obtained by analysis of rocket
measurements (see Fig. 4.5) (Semenov and Shefov 1996).

Thus, the optical recording of IGWs offers one more method of determination
and monitoring of the hydroxyl emission altitude, which, in combination with other
methods, allows one to construct an empirical model of the behavior of this geo-
physical parameter.

5.1.12 Behavior of the Mesopause Temperature During
the Propagation of IGWs in Summer and Winter

A reason for the active investigation of IGWs is that they transfer energy from
the lower to the upper atmosphere. The energy fluxes carried by IGWs appear
comparable to the short-wave solar fluxes that control the temperature of the up-
per atmosphere (Gavrilov 1974; Chunchuzov 1981). Hence, the energetics of the
atmospheric layers at the lower thermosphere level varies substantially as IGWs
propagate through them (Hines 1965). The IGW energy fluxes to the upper atmo-
sphere near the mesopause are estimated as ∼10(erg · (cm−2 · s−1)) (Hines 1968;
Reid 1989). At the hydroxyl airglow altitudes (90 (km)), there occurs attenuation of
this energy, which is estimated by the decrement 1/Z0 = ((1/15)− (1/20))(km−1)
(Chunchuzov 1981). Here Z0 is the vertical scale of energy decrease which refers
only to fast IGWs and practically does not depend on their period. The physical
mechanism of IGW attenuation is associated with turbulence, which, eventually, af-
fects the thermal regime of the mesopause. Some researchers considered the effect
of IGWs on the thermal conditions of the higher atmospheric layers. However, there
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is no consensus as to the understanding and account of this effect (Vincent 1984).
Some authors argue that as IGWs dissipate, a warming of the atmosphere should
be expected (Shved 1977; Kutepov and Shved 1978; Chunchuzov 1978; Kalov and
Gavrilov 1985; Reid 1989), while the other advocate the reverse (Johnson 1975;
Izakov 1978).

The accumulated data on IGW characteristics, obtained by optical investigations
of hydroxyl emissions, allow one to trace the behavior of the atmospheric temper-
ature in the mesopause region during the propagation of IGWs (Semenov 1988).
With the data about the wave parameters at the mesopause altitude, it is possible to
calculate the energy flux vertical component Fz that can affect the thermal regime
of the upper atmosphere, which is of importance in gaining an insight into the ener-
getics of the upper atmosphere magnitude. It is well known that Fz is proportional
to the squared relative wave amplitude (Hines 1965; Chunchuzov 1981):

〈FZ〉 ≈
β ·ρo ·g2 · τ3

g ·CX

8π2 · τ ·
〈(

δT
T

)2
〉

.

Here the angle brackets imply averaging over the IGW period; ρo is the mean
atmospheric density in the mesopause region, τg is the Brunt–Väisälä period, g is the
free fall acceleration, Cx is the phase velocity of the wave in the horizontal direction,
τ is the period of the detected waves, and β is the coefficient taking into account the
IGW attenuation in the mesopause region, which is ∼0.25 (Chunchuzov 1981). For
the conditions near 90 (km), this expression has the form

〈FZ〉 ≈ 340 · CX

τ
·
〈(

δT
T

)2
〉

.

To detect IGWs and determine their characteristics, the method of optical record-
ing of the waves by hydroxyl emissions was used. Measurements were performed
for the OH (8–3) and (5–1) bands with the emission maxima at about 90 and
85 (km), respectively (Potapov et al. 1985). Each observation night was character-
ized by the emission layer temperature T (an average over the time of temperature
measurements) and some parameters of the detected IGWs (amplitude δT, period,
phase velocity, azimuth of propagation).

The correlations of the measured temperatures with the squared relative ampli-
tudes of IGWs detected by different hydroxyl emission bands in summer and winter
are presented in Fig. 5.17. It can be seen that the average temperature in winter is
greater (by ∼20(K)) than in summer for both altitude levels. The correlation be-
tween the amplitudes of IGWs propagating through the emission layer and the layer
temperature is positive for summer and negative for winter, and the angular coef-
ficients of the regression lines are smaller in absolute value for summer than for
winter for both altitude levels (Semenov 1988). For the data presented in Fig. 5.17,
the following regression equations have been obtained:
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Altitude 90 (km), summer:

T = 2680 ·
(
δT
T

)2

+ 189, r = 0.79;

Altitude 90 (km), winter:

T =−2840 ·
(
δT
T

)2

+ 243, r =−0.65;

Altitude 85 (km), summer:

T = 4180 ·
(
δT
T

)2

+ 184, r = 0.79;

Altitude 85 (km), winter:

T =−6600 ·
(
δT
T

)2

+ 233, r =−0.84.

The variance of the average temperature for the same amplitudes of the identified
waves is partially related to the number of oscillation cycles in the train and also to
the existence of other IGWs. The firmament region taken by these, not identified,
components can enter only partially in the field of vision of the instrumentation used.
Under these conditions, reliable detection of IGWs is impossible. The variance is
also caused by other wave sources, not related to the detected IGWs, that warm up
some regions of the upper atmosphere, including due to the energy of the oscillation
trains that have already passed through these regions before the observation.

In addition, Fig. 5.36 presents the measurements (points) performed at the
Kislovodsk mountainous station of the Institute of Atmospheric Physics of the
Russian Academy of Sciences when oscillations were detected in the tempera-
ture variations in the mesopause which were caused by the orographical effect in
the region of the Main Caucasian ridge (Semenov and Shefov 1989; Sukhodoev
et al. 1989a,b). The periods of the detected waves were in the main 7–13 (min). The
good agreement of these data with the presented relation suggests that the detected
temperature variations were also caused by IGWs that occurred in the atmosphere
during the interaction of a wind flow with the ridge.

The temperature of any layer of the upper atmosphere depends in the main on
two factors: the energy delivered to the layer, including due to IGWs, and the layer
cooling due to its self-radiation leaving in the outer space. The observed behavior
of the mesopause temperature is possibly related to the substantial role of the car-
bon dioxide emission that has a considerable impact on the thermal regime in this
region of the atmosphere during the propagation of IGWs. There are data of night
rocket measurements of the altitude distribution of the CO2 emission intensity per-
formed in winter when the hydroxyl airglow region was in a shadow and in summer
when it was illuminated by the Sun (Stair et al. 1985; Ulwick et al. 1985). It has



594 5 Wave Processes in the Atmosphere

been revealed that in both cases the CO2 emission intensity varies severalfold, and
this certainly points to the time variation of the CO2 concentration. In the hydroxyl
airglow region in winter, because of the turbulence intensified by the propagating
IGWs (Lindzen 1971) (the greater the wave amplitude, the more intense the turbu-
lence), the concentration of CO2 also increases due to its inflow from below, result-
ing in a more intense cooling of the layer and its predominance over the warming
due to the dissipation of IGWs. In the summer atmosphere illuminated by the Sun,
practically over the hydroxyl emission layer, in the range of altitudes 95–115 (km),
a significant (up to 30-fold) decrease in CO2 concentration was detected (Ulwick
et al. 1985). In this case, as turbulence intensifies, CO2 will be partially transported
upward from the hydroxyl emission region, and its concentration in the layer will
thus decrease. This will lead to a predominance of the warming due to the IGW
energy dissipation over the cooling due to the CO2 emission.

5.2 Orographic Disturbances

When the unsteady air flow of the terrestrial atmosphere interacts with an ob-
stacle, disturbances occur, which give rise to various wave processes (Gossard
and Hooke 1975). In the early studies of these phenomena, the standing waves
that arise over mountains which are flown round by air masses were considered
(Kozhevnikov 1999). Originally, it was believed that these waves can penetrate into
the region of the upper atmosphere up to the mesopause, though only under fa-
vorable conditions. However, the selectivity of the reflecting layers, critical layers,
and absorption mechanisms to the azimuthal direction of the wave vector results
in an appreciable azimuthal anisotropy of the waves in the mountain lee region.
The waves whose vectors are perpendicular to the wind velocity and also the short
waves whose vectors lie in the same vertical plane with the wind velocity vector are
impeded (namely, are absorbed or reflected) first (Pertsev 1989a). This is why the
standing orographic waves, having a chance to penetrate into the upper atmosphere,
mainly in winter, due to the features of circulation of the middle atmosphere, are not
the principal cause of orographic disturbances in the downwind regions of moun-
tain ridges both in the mesopause and lower thermosphere and at the altitudes of the
thermosphere (Pertsev 1989b).

5.2.1 Orographic Disturbances in the Upper Atmosphere

Mountain ridges are best suited to study the properties of wave disturbances in
the upper atmosphere that occur over the landform obstacles. The relevant air-
borne measurements were originally performed in the region of the Ural Mountains
(64◦N). This mountain ridge of height about 1000 (m) rises sharply enough above
the surrounding plain on both the western and the eastern sides. Moreover, a zonal
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Fig. 5.21 Average variations of the hydroxyl emission rotational temperature increment ΔT(Z ∼
87(km)) and of the relative intensity ΔI/I of the 630-nm atomic oxygen emission (Z ∼ 250(km))
in relation to the distance from the Ural ridge along the latitude ϕ ∼ 64◦N at different directions
of the tropospheric wind (Semenov et al. 1981; Shefov et al. 1983). The arrows indicate the wind
direction (speed ∼10(m · s−1)); the vertical lines indicate the variance

wind practically permanently blows in this region. At altitudes of 3–4 (km) the mean
wind speed is 10–20 (m · s−1). Measurements of the hydroxyl emission temperature
made it possible to detect its increase by about 10 (K) in the downwind region of
the mountains and also a 20% relative increase in intensity of the 630-nm atomic
oxygen emission; the disturbance region was 200 (km) in size (Fig. 5.21) (Semenov
et al. 1981; Shefov et al. 1983; Shefov and Pertsev 1984).

Special regular measurements were started in 1985 at the Institute of Atmo-
sphere Physics of the USSR Academy of Sciences at the mountainous station near
Kislovodsk (43.7◦N, 42.7◦E, Z = 2070(m)) to study in detail the properties of the
wave processes detected in the downwind region of the Caucasian Mountains. For
this purpose, two photometers were developed and fabricated. The two-channel
scanning photometer (see Fig. 3.15) with interference filters [branch R (724.5 (nm)),
branch Q (728.0 (nm))] was intended for determining the rotational temperature
of the OH (8–3) band in eleven discrete directions in a plane perpendicular to
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Fig. 5.22 Scheme of discrete orientation of the zenith angles of observation of the scanning pho-
tometers for the measuring of spatial distribution of the orographically disturbed hydroxyl emission
temperature

the median line of the Caucasian ridge (Fig. 5.22). The chosen zenith angles pro-
vided the distribution of the sighted regions of the hydroxyl emission layer at every
50 (km) around the zenith direction. The observation place was 50 (km) north of
Elbrus (5642 (m)) (Fig. 5.23). The time of measuring of the emission intensities in
one region of the sky was ∼40(s); the time of one procedure of scanning the sky
was 15 (min). The goal of the measurements was to determine the spatial distribution

Fig. 5.23 Orientation of the observing pavilion and the planes of scanning of the photometers at
Kislovodsk High-Mountainous Scientific Station
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Fig. 5.24 Two orientations of the fields of vision of the eight-channel photometer

of the rotational temperature variations across the downwind region of the ridge in
relation to the speed and direction of the wind over the ridge.

The second photometer had eight optical channels intended to investigate the
spatial characteristics of waves in the downwind region at the hydroxyl emission
layer altitudes (∼87(km)). The options of the used spatial structure of the measure-
ment regions at 87 (km) are shown in Fig. 5.24. To localize the wave sources, the
orientations of the fields of sight presented in Fig. 5.25 were used.
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Fig. 5.25 Scheme of the orientations of the fields of observation used to localize wave sources with
an eight-channel photometer. (A) Z = 87 (km), r = 50(km), Aigw = 22◦ (Elbrus); (B) Z = 87(km),
r = 94(km), Aigw = 71◦

5.2.2 Measurements

Systematic measurements gave information on the processes that occur in the down-
wind region of the mesopause. The nightly mean rotational temperature variations
ΔTr along the vertical plane perpendicular to the median line of the Caucasian ridge
have revealed a temperature maximum north of the mountains and a decrease in
temperature south and north (Fig. 5.26) (Sukhodoev et al. 1989a,b). To analyze the
altitude dependence of the tropospheric wind characteristics, the measured wind
speeds normalized to the wind speed at the 500-mbar isobaric altitude (∼5(km))
were compared. According to the night observations of orographic disturbances at
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Fig. 5.26 Nightly mean
distributions of the
temperature of OH (8–3)
derived from the observations
conducted at two mutually
perpendicular directions over
the Caucasian ridge on
September 23, 1985 (see
Fig. 5.23) (Sukhodoev
et al. 1989a,b). (A) SW–NE;
(B) SE–NW; (C) projections
of the distributions on the
direction perpendicular to the
ridge median line

three stations located near Sukhumi (43.0◦N, 41.1◦E), Tbilisi (41.7◦N, 44.8◦E), and
Mineralnye Vody (44.2◦N, 43.1◦E), the mean wind speed linearly increases with al-
titude (Fig. 5.27). Relating the maximum ΔTT and the tropospheric wind speed at
various altitudes on the windward side of the mountains (Sukhumi) has shown that
the maximum correlation factor corresponds to the 600-mbar isobaric altitude of
∼4(km) (see Fig. 5.28).

In view of the fact that the vibrational temperature is a manifestation of the pro-
cess of vibrational relaxation depending on the atmospheric density and, hence, on
the emission layer altitude, special simultaneous measurements of the distributions
of the increments of rotational, ΔTr, and vibrational temperatures, ΔTv, across the
ridge were performed. It turned out that these temperatures varied in antiphase, i.e.,
an increase in rotational temperature was accompanied by a decrease in vibrational
temperature (Fig. 5.29) (Sukhodoev and Yarov 1998; Shefov et al. 2000a,b). This
testified that the altitude of the emission layer decreased. Direct measurements per-
formed on the UARS satellite (Lowe and Perminov 1998) showed that the altitude
of the hydroxyl emission layer over the Caucasian region was lower than that over
other regions (Fig. 5.30).

Also, a nonlinear dependence of ΔTr on the wind speed at an altitude of 4 (km)
has been revealed. The distance of the ΔTT maximum from the ridge, XM, and the
width of the disturbance region, ΔX, are minimum when the prevailing wind is
directed perpendicular to the median line of the ridge (A∗V = 0) and increase with
azimuth A∗V (Fig. 5.31) (Sukhodoev and Yarov 1998; Shefov et al. 2000a,b).

Investigations of the generated wave spectrum have made it possible to reveal
a variety of relations between the characteristics of the wave processes occurring
in the region of Caucasus. The typical dependence of the spectral density on wave
period is shown in Fig. 5.32. It can be seen that the spectra demonstrate permanent
presence of waves with periods of 6–40 (min). It can be noted that in the range less
than 5 (min), oscillations were recorded simultaneously by channels with small (4◦)
and large (43◦) fields of vision. The large field was used for smoothing out short
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Fig. 5.27 Comparison of
wind speeds at various
altitudes of the troposphere
according to the data obtained
at Sukhumi, Tbilisi, and
Mineralnye Vody. Dots are
mean values; solid lines are
regression lines

waves. The presence of oscillations in the range less than 5 (min), perhaps, testifies
to the acoustical nature of these waves.

The oscillations present in the spectrum show a relationship between amplitude
δT and period τ similar to that revealed earlier for IGWs: (δT) ∝ τ5/3 (Krassovsky
et al. 1978; Novikov 1981). Somewhat smaller amplitudes observed sometimes
seem to be due to a limited duration of the train compared to the 2-h interval under
investigation (Fig. 5.33) (Shefov and Semenov 2004b).

For the parameters of IGWs detected in the lee region of the mountains, their
correlation with the wind velocity at various altitudes of the troposphere has also
been revealed. As for the orographic increase in temperature in the field mesopause
region, there is a correlation peak for altitudes of about 4 (km) (Figs. 5.34 and
5.35) (Sukhodoev et al. 1989a,b).
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Fig. 5.28 Correlation between the amplitude of an orographic temperature increment in the
mesopause and the tropospheric wind speed. (A) Example of the correlation field for the altitude
4 (km) (600 (mbar)), (B) altitude distribution of the correlation coefficient

Noteworthy, however, is the considerable nonuniformity of the wave field in
the horizontal region of the mesopause covered by the eight-channel device (about
50 (km)). According to the measurements, appreciable fluctuations of the wave am-
plitudes and periods were observed in some regions. This seems to be due to the
irregularity of the underlying surface and to the wind field that generates local wave
sources. Undoubtedly, for the sighted regions corresponding to large zenith angles,
an additional smoothing of the detected waves can have an effect (Shefov 1989).

Analysis of the wave characteristics obtained from the data of observations car-
ried out at Zvenigorod gave a series of correlation formulas (Krassovsky et al. 1978).
For the waves detected near the Caucasian Mountains, the following relation was
obtained:

δT
τ

=
(

1 +
Vp

Cx

)
,

Fig. 5.29 Mean increments of the hydroxyl emission rotational temperature, ΔTr (dots), and vi-
brational temperature, ΔTv (squares), as a function of the distance X North of the Caucasian ridge
(Sukhodoev and Yarov 1998; Shefov et al. 2000a,b)
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Fig. 5.30 Relation of the OH
layer altitudes over the
Caucasian ridge (abscissa
axis) to those outside it in the
latitudes range 35◦–45◦N
(ordinate axis) measured from
the WINDII/UARS satellite
(Lowe and Perminov 1998)

where Vp is the projection of the wind velocity on the direction of propagation of
the wave. The mean phase velocity Cx of waves of this type is about 140(m · s−1)
(Sukhodoev et al. 1989a). Since the wave periods were in the main 7–13 (min), the
mean wavelength was 70–80 (km).

Fig. 5.31 Relation of the
characteristics of an
orographic disturbance:
temperature ΔTr (A),
distances of the ΔTr
maximum from the ridge, XM
(B), and disturbed region
halfwidth ΔX in the leeward
region of the mesopause (C)
to the parameters (speed V600
and azimuth A∗V) of the
prevailing tropospheric wind
at the 600-mbar altitude
(Sukhodoev and Yarov 1998;
Shefov et al. 2000a,b). Solid
lines are regression lines;
dashed lines are calculation
results
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Fig. 5.32 Examples of spectra of the hydroxyl emission intensity fluctuations over the Caucasian
ridge. The upper and lower curves were obtained with the field of vision equal to 4◦ and 43◦,
respectively

Therefore, all the mentioned facts allow the conclusion that the detected oscilla-
tions are fast IGWs which arise in the atmosphere during the interaction of a wind
flow with a mountain ridge (Sukhodoev et al. 1989a,b). This conclusion is con-
firmed on relating the mean temperature Tr over the observation time to the quan-

tity
(
δTw
T

)2
that characterizes the vertical energy flux of the waves (Hines 1965;

Chunchuzov 1978, 1981). For IGW with periods of 20–90 (min) observed in the
conditions of Zvenigorod, clear correlations were obtained for summer (positive)
and winter (negative) (Krassovsky et al. 1986a, 1988; Semenov and Shefov 1989).
They can be described by the formula
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Fig. 5.33 Relation of wave amplitudes to their periods. The straight line corresponds to the average
dependence (Krassovsky et al. 1978)

T =−2840 ·
(
δTw

T

)2

+ 243.

The measurements performed for waves with periods of 6–20 (min) at Kislovodsk
completely match these correlations (Fig. 5.36). This suggests similarities between
the observed wave phenomena and generality of their nature. Thus, the detected
waves, by all signs, are moving internal waves.

When measurements were performed with an eight-channel photometer, oscilla-
tions were detected, as a rule, only by two (sometimes in three) recording channels.
This suggests that the oscillation source is a restricted region from which a wave of
period τ with a circular front starts propagating. In this case, using the method of
backward ray tracing (Chunchuzov and Shefov 1978), it is possible to determine the
horizontal wave propagation distance, X, as

X = Z ·
√(

τ
τg

)2

−1,

where Z is the altitude of the hydroxyl emission layer (87 (km)) and τg is the
Brunt–Väisälä period.

Undoubtedly, the wave propagation distance should be affected by a wind flow-
ing on its path. The relations that describe the effect of the wind speed were pre-
sented in a number of publications (Chunchuzov 1981; Kazannikov 1981). One of
them has the form
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Fig. 5.34 Correlations between the periods of waves in the mesopause and their amplitudes and
the speed of a wind over Sukhumi. (A) Examples of correlation fields for the altitude 4 (km)
(600 (mbar)); (B) altitude distributions of correlation coefficients

X = Z ·
(
τ
τg

)
·
[

1−
(

V+ u
Cmax

)2
]−1/2

·
(

V
V+ u

)2

,

where V is the velocity of the wave, Cmax is its maximum velocity, and u is the
velocity of the wind.

Obviously, the extent of distortion of the estimated wave propagation distance
is determined in large measure by the wave velocity. Since there is no informa-
tion about the altitude profiles of the wind velocity and direction for concrete
conditions, the wave propagation distances were estimated, to a first approximation,
without taking into account the effect of the wind. It turned out that the expected
sources of waves are closely associated with the Caucasian ridge and other irreg-
ularities of the Transcaucasian landform and are practically absent in the Colchis
lowland (Fig. 5.37). The sources associated with certain height levels constitute a
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Fig. 5.35 Altitude
distribution of the correlation
coefficients between the
orographic disturbance
amplitude ΔTv, wave
amplitudes δTw, periods τ,
and the speeds of
tropospheric winds over
Sukhumi (Sukhodoev
et al. 1989a,b)

pronounced distribution showing a high degree of correlation (∼0.85) with the av-
erage profile of the ridge (Fig. 5.38) (Sukhodoev et al. 1989a,b).

Based on the correlation obtained, it is possible to derive an empirical relation
between the relative number of wave sources, normalized to the full number of
sources, N, per unit length of the ridge, and the height of the mountains:

n(ZM) = 0.082 ·N · (ZM−0.43).

Here ZM is expressed in kilometers. If we describe the average smoothed profile
of the ridge as

Fig. 5.36 Relation of nightly mean temperatures T and squared relative IGW amplitudes
(
δTw

T

)2

for winter. Hollow circles are Zvenigorod (Semenov 1988; Semenov and Shefov 1989); full circles
are Kislovodsk (Sukhodoev et al. 1989a)
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Fig. 5.37 Spatial distribution of IGW sources over the Caucasian ridge (dots) obtained by the
method of reverse ray tracing on the base of spectral analysis of the time series data for some
regions of the hydroxyl emission layer. The observation station (KHMSS), the emission layer
regions observed by a two-channel photometer, and a version of observation regions with an eight-
channel photometer are shown. In the inset, the region of location of KHMSS is encircled

ZM = Z0
M · exp

(
− r2

r2
o

)
,

where Z0
M is the mean height of the ridge in the central part, equal to about 3.5 (km),

and take the ridge halfwidth WM as a characteristic parameter, then we obtain WM =
2
√

loge 2 · r0. For the Caucasian ridge in its middle part, we have WM ∼ 100(km),
and it varies along the ridge.

5.2.3 Basic Theoretical Suppositions

The measurement data presented above testify to an energy influx to altitudes near
90 (km) over the lee region of the mountain ridge which is due to the IGWs gen-
erated over the mountains by nonstationary air flows. Based on this observation,
the spatial distribution of the energy influx has been estimated theoretically (Shefov
et al. 1999; Shefov et al. 2000a,b).

Following Sawyer (1959) and Chunchuzov (1978, 1981), the vertical energy flux
density can be represented as

FZ = p′ ·w,
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Fig. 5.38 Correlation
between the number of IGW
sources along the Caucasian
ridge over a section of length
250 (km) at different height
levels and the average ridge
height profile in this section
of the mountains. The
minimum corresponds to the
Colchis lowland. The
correlation coefficient is 0.85

where p′ is the amplitude of the pressure variations and w is the vertical wave
speed. For a monochromatic wave propagating in a uniformly stratified atmosphere
with no background wind and dissipation, p′ and w are related by the expression
(Chunchuzov 1988, 1994)

w =− k2
0

ω0k0
Z

· p′

ρ0(Z)
,

where ρ0(Z) is the atmospheric density,ω0 =ωg ·cosθ, k0
Z =−k0 · tgθ=−k0 ·sinθ,

k2
0 = (k0)2 · cos2 θ=

(
ωg · t

r

)2

· sin2 θ · cos2 θ,

θ is the zenith angle of the wave propagation direction; t is the time; r is the distance
along the wave ray, and ωg is the Brunt–Väisälä frequency.

Thus,

FZ =
(p′)2 · t
ρ0(Z) · r · cosθ.

For large distances from mountains, p′ is determined by the formula (Chunchuzov,
1988, 1994)

p′ =(2π)
3/2
ρ0(0) · exp

(− Z
2H

) ·Z0
M · a2

τ2
g · r2 sin2 θ · cosθ · coψ

×ΔV0 ·G · τ0
√

2π · t
τ

exp

(
−2π · t
α · τ

)
· cos

(
2π · t
τ

+
π
4

)
,
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where ΔV0 ·G is the standard deviation for the vertical wind; ΔV0 is the charac-
teristic amplitude of the gust velocity; τ0 is the characteristic gust duration; Z0

M
is the height of the mountain; a is its halfwidth; τg is the Brunt–Väisälä period
(τg = 5.2± 0.7(min) up to altitudes of 100 (km)); ψ is the wave propagation az-
imuth relative to the direction of the gust; τ is the period of the wave propagating
upward at the zenith angle θ; r = Z

cosθ (Z∼ 100(km) is the altitude of IGW dissipa-
tion in the upper atmosphere), and

α=
Z

a · sinθ · cosθ

(Fig. 5.39). The time t is counted from the onset of the gust over the mountain.
Next, the vertical wave energy flux density is given by (Chunchuzov 1978, 1981)

FZ =
4π2 ·ρ0(0) · (Z0

M)2 · a4

τ3
g ·Z3 ΔV2

0 ·G2 · τ2
0 ·D · sin4 θ · cos7 θ · cos2ψ,

where

D =
(

2π · t
τ

)2

· exp

(
− 2
α
· 2π · t
τ

)
· cos2

(
2π · t
τ

+
π
4

)
.

According to the data reported by Sato (1990), gusts of speed ΔV start arising
only when the predominant wind speed V is over V0 ∼ 5− 7(m · s−1). A possible
approximation of this variability is

Fig. 5.39 Geometric scheme of the conditions of wave generation in the atmosphere over a moun-
tain landform and their propagation to the leeward region of the mesopause (M)
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Fig. 5.40 Distribution of the
number of cases where gusts
with ΔV were recorded versus
the wind velocity V600,
obtained based on the data of
Sato (1990). Full circles are
ΔV < 0.4(m · s−1), hollow
circles are ΔV > 0.4(m · s−1),
solid line is approximation
taking into account only cases
with ΔV > 0.4(m · s−1), and
dashed line is the same with
ΔV < 0.4(m · s−1) for
V < 20(m · s−1)

ΔV =
α ·V+ΔV0

1 + exp
[

4(V0−V )
δV

] ,

where α is the coefficient of regression and δV is the wind speed jump. Based on the
data of Sato (1990), approximate histograms have been constructed (Fig. 5.40) that
represent the numbers of cases where gusts with ΔV less than 0.4 (m ·s−1) (dots) and
more than 0.4 (m · s−1) (open circles) versus the wind speed V600 at the 600-mbar
isobaric level. The solid line indicates an approximation with the above formula
which takes into account only ΔV values over 0.4(m · s−1):

P =
1

1 + exp
[

4(17−V600)
11

] .

5.2.4 Analysis of the Input Parameters

Integration of a wave train with respect to time for real values α> 10 yields

D̄ =
∞∫

0

Ddt≈ τ
16π
·α3.
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Therefore, the total energy transferred in a direction θ through a unit cross-
section at an altitude Z in a time equal to the train duration is determined as

F̃Z =
∞∫

0

FZdt =
π
4
· ρ0(0) · (Z0

M)2 · a
τ2

g ·Z2 ΔV2
0 ·G2 · τ2

0 · sinθ · cos3 θ · cos2ψ.

The effective duration of a wave train, teff, can be estimated by the relation

teff = τ
e2

α2

∞∫

0
x2 exp

(− 2x
α
)

cos2 xdx

2π∫

0
cos2 xdx

,

whence

teff ≈ e2

8π
Z
a

τg ·
(
τ
τg

)2

√

1−
(
τg
τ

)2
.

For typical values of the entering quantities, teff is ∼3(h), which agrees with
the data reported by Chunchuzov (1978, 1981), and also corresponds to the time
constant of dissipation for the turbulent energy produced in the mesopause by IGWs.
Hence, the observed orographic disturbance in the mesopause over the lee region of
the ridge was the result of the action of practically single wave trains generated by
the assemblage of mountains. Therefore, for the given calculations, it was supposed
that all wave trains from various sources over the ridge arose simultaneously.

The average squared vertical wind velocity is∼120(cm2 ·s−2) (Gage and Nastrom
1989; Van Zandt et al. 1989). Based on the above data, it can be represented as a
function of the horizontal wind speed (Fig. 5.41):

ΔV2
0 = 200

(
V600

10

)0.57

(cM2 · c−2).

The correlation coefficient for this approximation is 0.742±0.150.
The productΔV2

0 ·G2 is in fact proportional to the spectrum of the horizontal wind
speed. Therefore, it is possible to use radar measurements of vertical wind velocity
(Van Zandt et al. 1989; Gage and Nastrom 1989). The spectrum of vertical velocity
F2

w is related to the spectrum of horizontal velocity F2
u by a formula following from

a simplified theory of IGWs:

F2
w = ω2 ·

( τg

2π

)2
·F2

u.

To estimate the dispersion of the vertical wind, it is necessary to integrate F2
w

over the frequency interval characteristic of IGWs.
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Fig. 5.41 Correlation
between the squared
fluctuations of vertical wind
velocity, ΔV2

0, and the wind
velocity V (Gage and
Nastrom 1989; Van Zandt
et al. 1989). The straight lines
indicate the obtained
approximation over the top
points and over the entire data
set

The product ΔV2
0 ·G2 represents the variance of the vertical wind velocity. Based

on the data of Van Zandt et al. (1989), it can be described by the formula

ΔV2
0 ·G2 =

fmax∫

fmin

F2
w(f)df,

where

F2
w(f) = 3 ·10−4 · f− 5

3 (m2 · s−2 ·Hz−1), f =
1
τ
(Hz),

whence, in view of the relation for the horizontal wind velocity, taking into account
that 1/fmin ∼ 120(min), we obtain

S =
fmax∫

fmin

F(f)df = 0.17 ·
(

V600

10

)0.57

(m2 · s−2).

Statistical investigations of the distribution of dimensions a of a large assemblage
of local mountains (Steyn and Ayotte 1985) suggest that the distribution of the num-
ber of mountains, N(a), over horizontal scales a is described by a power function:

N(a)∼ a−2.1±0.3.

Verification of this relation has shown that for the Caucasian ridge the distribution

N(a) = Nm · a−2, amin < a < amax,
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where Nm = 3600, amin ∼ 0.5(km), amax ∼ 10(km), is adequate.
The effective gust duration, τeff, can be estimated by the formula

τ0 =
2π · a

V
,

where V is the speed of the prevailing wind. Averaging over the mountain halfwidths
yields

τeff =
amax∫

amin

(
2π · a
V · a2

)
da/

amax∫

amin

da
a2 =

2π · amin

V
· loge

amax

amin
.

For typical values of the input quantities, we have τeff ∼ 10(min). This estimate
agrees with the data reported elsewhere (Kolesnikova and Monin 1965; Chunchuzov
1988, 1994).

Next, the assumption has been made that the mountain heights Z0
M are distributed

as Z−2
0 . Then, integrating over a and Z0

M and designating

{EZ}= Q ·ϕ,
we obtain

Q =
π
4

ρ0(0) ·S · τ2eff ·Z0
Mmin ·Z0

Mmax · amin · loge

(
e

amax

amin

)
·Nm

τ2
g ·Z2 ,

ϕ=
(τg

τ

)4
·
√
τ2

τ2
g
−1 · cos2ψ,

where Z0
Mmin and Z0

Mmax are the minimum and maximum apex heights relative to
the highest mountain; amin and amax are the minimum and maximum halfwidths of
the mountains, respectively.

5.2.5 Calculation of the Energy Flux Spatial Distribution

The obtained relations can be used to estimate the spatial distribution of the inte-
grated vertical energy influx at a given point of the lee region in the mesopause.
Since the height of the mountain ridge (∼4(km) on the average) is small compared
to the altitude of the mesopause and lower thermosphere (∼100(km)) where IGWs
dissipate, the mountain height was not taken into account in the calculations of the
wave propagation distance. Therefore, the wave period, in view of the phase veloc-
ity cph (Pertsev 1989b), can be derived from the relation for the horizontal wave
propagation distance (Chunchuzov and Shefov 1978) in the form
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τ= τg ·
√

x2

z2 +
y2

z2 + C(cph),

where

C(cph) = 1−1.22 ·
(

cph

cs

)2

,

and cs is the velocity of sound.
The schematic of the conditions of wave generation in the atmosphere over the

mountains in the region of Kislovodsk High-Mountainous Scientific Station of the
IAPh, RAN (KHMSS) (43.7◦N, 42.7◦E) and their propagation to the mesopause
region is shown in Fig. 5.39.

Under the actual conditions of wind flow, the prevailing wind having azimuth
A∗V relative to the horizontal normal to the ridge median line y produces wind fluc-
tuations with azimuth AV relative to the predominant wind with speed V. These
fluctuations, in turn, generate gusts having azimuth Ag relative to the direction of
the local wind fluctuation. Thus, the gust azimuth relative to the direction of the
normal to the ridge median line is

A = A∗V + AV + Ag.

In the chosen coordinate system, the angle ψ between the directions of the gust
vector and the vector directed from the point G where the wave is generated to the
point M in the mesopause at the altitude Z where it is detected is determined by the
relation

cosψ=
x · cosA−y · sinA
√

x2 + y2 + z2
.

It is well known (Gossard and Hooke 1975) that the penetration of IGWs into the
upper atmosphere is determined in many respects by the wind velocity and direction
and by the vertical temperature profile in the middle atmosphere. These factors most
strongly affect the waves with periods of 6–20 (min). Based on the experimental data
obtained during observations in Caucasus, it has been established that the degree of
wave attenuation on the average can be empirically represented by a sigma function:

T(τ) =
1

1 + exp
(

4(τ00−τ)
Δτ

) ,

where τ00∼ 10(min), and Δτ∼ 6(min) is a parameter which describes the argument
range where the function changes from one limiting state to another.

As already mentioned, from these observations it follows that the strongest cor-
relation between the temperature amplitude increment ΔT due to the orographic
effect and the wind velocity is noted for the 600-mbar isobaric level (∼4(km)) (see
Fig. 5.35). Using the Sukhumi meteorological data for fair weather nights at the
observation point (KHMSS) at a height of 2000 (m) and 50 (km) northward from
the Elbrus Mountain during which photometer measurements were carried out, the
following correlation (r∼ 0.7) has been revealed between the prevailing wind speed
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V(Zpr) and the altitude Zpr (see Fig. 5.27):

V(Zpr) = V600 · Zpr

Z600
.

Proceeding from the relations used, the energy influx to a chosen point (x, y0, z)
of the mesopause in the lee region of the mountains will be determined by the rela-
tion

[Ez(x,y0)] = Q ·C(cph) ·
y2∫

−y1

T(τ) ·ϕ ·dy,

where Q and ϕ are the functions considered in the previous section. Introducing the
dimensionless coordinates

p =
x
z

and q =
y
z
,

we obtain

[Ez(p,q0)] = Q ·C(cph) ·
q2∫

−q1

T(τ)
[p · cosA− (q−q0) · sinA]2

√
p2 +(q−q0)2

[p2 +(q−q0)2 + C(cph)]3
dq,

whence the integral in the previous relation has the form

Φ= f1 · cos2 A+ f2 · sin2 A+ f3 · sin2A,

where

f1 =
q2∫

−q1

T(τ) ·p2 ·μ ·dq,

f2 =

q2∫

−q1

T(τ) · (q−q0)2 ·μ ·dq,

f3 =
q2∫

−q1

T(τ) ·p · (q−q0) ·μ ·dq,

μ=

√
p2 +(q−q0)2

[p2 +(q−q0)2 + C(cph)]3
.

Evidently, the observed distribution of the temperature fluctuations that is a man-
ifestation of the IGW energy influx is determined by statistically averaging the di-
rections of arrival of the waves at a given point of the atmosphere or, eventually, the
directions of the gusts. For describing the distribution of the probability density of
random azimuths AV and Ag, the Henyey–Greenstein function (Chamberlain 1978)
usually used in light-scattering optics was chosen as a modeling function. For a
plane distribution, this function has the form
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p(cosA) =
1−g2

4(1−2g · cosA+ g2)
3/2

.

Its conveniences are the inherent angular dependence and the presence of only
one parameter g, which inherently is the mean cosine of the distribution. It can
readily be seen that g = 0 corresponds to a uniform (isotropic) distribution of the az-
imuths and g = 1 to their coincidence with the given direction. The function p(cos A)
for g = 0.5 is shown in Fig. 5.42.

Introducing the designations

B1 = 2

π∫

0

p(cosA) · cos2 A ·dcosA,

B2 = 2

π∫

0

p(cosA) · sin2 A ·dcosA,

B3 = 2

π∫

0

p(cosA) · cosA · sinA ·dcosA,

we obtain

B1 =
1 + 2g2

3
, B2 =

2(1−g2)
3

,

B3 = π
1−g2

2g

[
1

√
1−g2

P0
−1/2

(
1 + g2

1−g2

)
− 4

3

√
1−g2

g
P1

1/2

(
1 + g2

1−g2

)]

=

= 0.005 + 0.468 ·g+0.650 ·g2−1.441 ·g3 + 0.317 ·g4,

where P are associated Legendre functions of the first kind.
Thus, upon integration with the assumed distributions of the local wind and gust

azimuths, we have

Φ= T · cos2 A∗V + L · sin2 A∗V + D · sin2A∗V,

Fig. 5.42 Distribution
function p(cosA) of the
azimuths of fluctuations of
local wind and gust
directions, g = 0.5
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where
T = f1 ·M + f2 ·N−2f3 ·P

is the transverse orographic function,

L = f1 ·N+ f2 ·M + 2f3 ·P

is the longitudinal orographic function, and

D = (f2− f1) ·P− f3 · (M−N)

is the diagonal orographic function.
Here

M = B1v ·B1g + B2v ·B2g−2B3v ·B3g,

N = B2v ·B1g + B1v ·B2g + 2B3v ·B3g,

P = (B1v−B2v) ·B3g +(B1g−B2g) ·B3v.

In these relations, the functions Biv are determined by the gv values for the local
wind and the functions Big by the gg values for the gusts.

5.2.6 Numerical Estimates of the Energy Flux Spatial Distribution

The relations obtained have been used to perform calculations for various gv and
gg, values, namely 0, 0.25, 0.5, 0.75, and 1, taken in various combinations. It turned
out that the distributions of the energy flux Φ over distance from mountain ridge p
calculated for gv = gg = 0.5 show the best fit to observation data.

The behavior of the functions fi, T, L, and D for the spatial distribution cross-
section (q0 = 0) is illustrated by Fig. 5.43. The computedΦ distribution has a max-
imum at p∼ 2, i.e., 170–200 (km) (Sukhodoev et al. 1992).

Comparison of the dependence of the distance XM and the distribution peak
width ΔX on the azimuth of the prevailing wind, A∗V, shows reasonable agree-
ment with measurements (see Fig. 5.31) (Sukhodoev and Yarov 1998; Shefov
et al. 2000a,b).

It is of importance that the use of a normal distribution for the function p(cos A)
gave no consent with measurements.

The dependence of the amplitude of the mesopause temperature orographic dis-
turbance on the wind speed over the mountain ridge, which is proportional to

√
V

for V > 5–7 (m · s−1) (Sukhodoev and Yarov 1998; Shefov et al. 2000a,b), fits well
with the measurements of vertical wind fluctuations (Van Zandt et al. 1989).

The results presented allow one to construct the spatial distribution of the energy
influx at altitudes of about 90 (km) over the lee region of the Caucasian Mountains
for estimating the parameters of the disturbance region formed at the altitudes of the
lower thermosphere (Fig. 5.44). With the obtained relations, where
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Fig. 5.43 Orographic
functions f1, f2, and f3 (solid
lines) and the transverse, T,
longitudinal, L, and diagonal,
D, orographic functions with
the parameters gv = gg = 0.5
for the spatial distribution
cross-section in the KHMSS
region (y0 = 0) (Shefov
et al. 1999, 2000a,b)

ρ0(0) = 1.2 ·10−3(g · cm−3), S = 0.17 ·
(

V600

10

)0.57

(m2 · s−2), τeff = 10(min),

ZMmax = 3(km), amax = 10(km), amin = 0.5(km), Nm = 3600, Z 100(km),
τg = 5.2(min),

it is possible to estimate the energy influx to a given point (p, q0) of the mesopause
in the downwind region of the mountains for∼3(h):

Fig. 5.44 Computed spatial distributions of the IGW energy vertical influx at altitudes of
∼100(km) over the leeward region of the Caucasian Mountains at the prevailing wind velocity
V600 = 10(m · s−1) and the azimuth A∗V = 45◦ (Shefov et al. 1999, 2000a,b)
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[Ez(p,q0)] = 3.2 ·105 (erg · cm−2).

For the region of the temperature disturbance maximum, this yields |Fz| ≈
3(erg · cm−2 · s−1), which well agrees with the estimates of the IGW energy influx
(Gavrilov 1987).

5.2.7 Effect of Orographic Disturbances on the Energetics
and Structure of the Upper Atmosphere

The calculations performed enable one to obtain a more detailed notion about the
spatial distribution of disturbances at the altitudes of the upper atmosphere, includ-
ing in the mesopause and lower thermospheric region near mountain ranges. The de-
crease in altitude of the hydroxyl emission layer, revealed from both ground-based
(Sukhodoev and Yarov 1998) and satellite data (Lowe and Perminov 1998), suggests
that at these altitudes vertical downward motions arise which accompany the IGW
dissipation, and this was earlier indicated by Chunchuzov (1978, 1981). Interfer-
ometric measurements of the temperature of the 630-nm atomic oxygen emission
over the Andes near Arequipa (16.5◦S, 288.5◦E) in Peru (Fig. 5.45) (Meriwether
et al. 1996) have revealed its increase over the mountain ridge (whose height is
∼5(km)) by 200–500 (K) at a distance of ∼430(km) from the ridge. Earlier esti-
mates of 630-nm emission temperature variations in the F2 region obtained for Ural
Mountains and Caucasus testified to an increase in temperature by 100 and 200 (K),
respectively (Shefov 1985). The spotty structure of the 630-nm emission intensity
over Hawaiian Islands (Fig. 5.46) (Roach and Gordon 1973) also seems to be a
manifestation of the effect of orographic disturbances (Semenov et al. 1981; Shefov
et al. 1983). The heights of the mountains on the islands are 3055 and 4205 (m).
The expected temperature variation in this case can be ∼300(K). All this allows
one to suggest a possibility of detecting disturbances in other observation regions,
in particular, in the north of the Scandinavian ridge over which there is an auroral
zone (Shefov et al. 1999).

The characteristic spotty structure of the 557.7-nm atomic oxygen green emis-
sion testifies to the development of horizontal eddy diffusion accompanying the
absorption of IGWs at the turbopause altitudes (Korobeynikova et al. 1984). For the
coefficient of horizontal diffusion Kxx ∼ 3 ·106 (cm2 · s−1), the coefficient of verti-
cal eddy diffusion Kzz∼ 103 (cm2 ·s−1) (Lindzen 1971; Weinstock 1976; Ebel 1980;
Chunchuzov and Shagaev 1983; Korobeynikova et al. 1984). Ashkhabad (38.0◦N,
58.4◦E) measurements were actually carried out near the Kopet-Dag mountain ridge
(height 2–2.5 (km)). The average lognormal distributions of the probability den-
sity of mean intensities (∼20(%) or ∼50 (Rayleigh)) and sizes (∼100(km)) of the
spots (Semenov and Shefov 1997a) allow one to estimate the variation of the emis-
sion layer altitude in the region of a spot. The empirical model of the variations
of green emission characteristics yields ΔI/Zm = −4.2(% · km−1) (Semenov and
Shefov 1997b,c,d, 1999). Therefore, the spot brightness ΔI∼ 50 (Rayleigh) implies
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Fig. 5.45 Place of detection of a temperature orographic disturbance in the F2 region by inter-
ferometric measurements at the observatory of Arequipa, Peru (16.5◦S, 288.5◦E) (Meriwether
et al. 1996). The bars indicate the positions of the upper atmospheric regions at 270 (km) over
the Earth surface in which temperature was measured

the decrease of the altitude of the 557.7-nm emission layer by 4–5 (km) for an atmo-
spheric region∼100(km) in size. This confirms the supposition of vertical motions
in the mesopause and lower thermosphere resulting from the absorption of IGWs in
the turbopause. This, in turn, implies a local deformation of the altitude distribution
of the atomic oxygen density, which is responsible for many processes occurring in
this upper atmospheric region. This seems to be also supported by satellite obser-
vations of the Herzberg emission bands (Ross et al. 1992) appearing in a process
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Fig. 5.46 Map of the spatial
distribution of the intensity of
the 630-nm atomic oxygen
emission over the Earth
surface, obtained from
observations on Hawaiian
Islands (September 11/12,
1961, 22:40 local time,
meridian 195◦E, Haleakala
(20.7◦N, 203.7◦E,
Z = 3052(m)) (Roach and
Gordon 1973). The average
stationary tropospheric wind
was directed southwest

accompanying the 557.7-nm emission. Such a process manifests itself in that oro-
graphic disturbances are reflected in the meridional variation of the green line
mean intensity that was revealed by the isophot maps published elsewhere
(Korobeynikova et al. 1968). The results of the calculations of the sizes of distur-
bance regions are in agreement with measurements.

Based on the maps of 557.7-nm emission isophots mentioned above, Nasyrov
(2007) has analyzed the spatial distribution of the intensity of this emission. It
turned out that the character of the distribution varied depending on the direction
of the wind in the troposphere relative to the median line of the ridge. In most cases,
the deviations of the intensity from the mean ΔI (between 5 and 50 (Rayleigh)) in-
creased almost monotonically in the direction of a normal to the ridge median line
of that its half-space (north or south) to which the wind was directed, and the deriva-
tive of the increase was proportional to the wind speed. This independently implied
that the disturbance intensity increased with wind velocity. The plot in Fig. 5.47
A relates the regression coefficient ρ of the straight lines approximating this trend
of ΔI to the wind velocity V. The dots correspond to the northern region and the
open circles to the southern region. The regression center line passes in fact through
the origin of coordinates and is described by the relation (correlation coefficient
r = 0.77±0.06)

ρ= (0.115±0.016) ·V.

Here ρ is expressed in (Rayleigh·(100km)−1); V is the wind speed (m · s−1).
It should be noted that typical situations were those in which the wind velocity
corresponded to the 500- or 300-mbar isobaric level. In some cases, high speeds
were noted at a 100-mbar level at low speeds at the corresponding altitude of 5 or
9 (km), and these values well fitted to the general correlation formula. This suggests
that an intense jet stream initiates gusts in the lower atmospheric layers that interact
with the landform, promoting the generation of IGWs.

Based on 61 nights of observations in 1964, a clear dependence of ΔI on coor-
dinate X with a peak within the sighted region of the 557.7-nm emission layer was
revealed only in five cases. In fifteen cases, the peak was not so pronounced be-
cause of the spread of measurement points. The spread in emission intensity ΔIsp
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Fig. 5.47 Parameters of an
orographic disturbance versus
tropospheric wind speed V
(Nasyrov, 2007). The rates of
rise of intensity ΔI (A),
maximum intensity ΔIsp (B),
distance XM corresponding to
ΔIsp (C), and disturbed region
halfwidth ΔX (D)

(Rayleigh) is related to the wind velocity in Fig. 5.47. The points denote individual
values and the circle the value of ΔIsp for the average distribution for the five men-
tioned cases. The regression line is described by the relation (correlation coefficient
r = 0.77±0.06)

ΔIsp = (0.74±0.11) ·V.

The coordinate XM of the peak ΔIsp can be estimated only roughly since only
one half (somewhat greater than the other) of the intensity distribution for the oro-
graphically disturbed region of the emission layer is known. The same refers to the
width ΔX of this region at the half-intensity level. These quantities can be estimated
by the relations (Fig. 5.47C and D, respectively)

XM = (6±1) ·V; r = 0.73±0.11;

ΔX = (12±3) ·V; r = 0.70±0.14.

The results obtained are essentially similar to the results of investigations of the
hydroxyl emission (∼87 (km)) near Caucasus (Sukhodoev et al. 1989a,b; Shefov
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et al. 1999, 2000a,b). Nevertheless, since the atomic oxygen emission occurs at
higher altitudes (∼97(km)), the observed disturbance region is wider and more de-
pendent on the tropospheric wind speed. For the hydroxyl emission, the increase in
temperature ΔTOH at the disturbance peak is about 10 (K), which corresponds to an
increase in emission intensity by ∼25(%) and a decrease in emission layer altitude
by ∼1(km) (Semenov and Shefov 1996). For the emission at 557.7 (nm), the in-
tensity increase by ∼10(%) (at a mean wind speed V ∼ 35(m · s−1) and the yearly
average emission intensity for 1964 equal to 230 (Rayleigh)) corresponds to the
increase in temperature ΔT557.7 ∼ 5(K) and the decrease in altitude of maximum
emission ΔZ557.7 ∼ 2.5(km). The decrease in amplitude of the orographically in-
duced disturbance for the atomic oxygen emission seems to be related to a decrease
in amplitude of the IGWs due to their dissipation. Nevertheless, the IGWs gener-
ated by tropospheric winds flowing over a mountain landform appreciably disturb
the lower thermosphere.

Thus, a mountain landform should be reflected as a stationary planetary com-
ponent in the spatial variations of characteristics of the upper atmosphere and its
emission layers. These effects were detected (Thuillier and Blamont 1973) though
they were strongly smoothed because the measurements were performed along the
limb, since the length L of a ray crossing a sighted emission layer is estimated as

L≈ 500 ·
√

W
10

(km)

(Shefov 1978), where W is the layer thickness (km). Since for the 630-nm emission
we have W∼ 60(km), the ray length should be L∼ 1220(km).

An interesting information can be derived from satellite measurements per-
formed for pale stars setting beyond the horizon (Gurvich et al. 2002). The direct
purpose of these measurements was to investigate the space–time distribution of
the air density in the stratosphere by observations of stellar scintillations. It should,
however, be noted that the glow intensity measured during the observation of fee-
ble stars involved a considerable component from the airglow continuum. For the
observations of various stars carried out sequentially at different dates during the
motion of the Mir station, it turned out that the local time was the same for all cases.
This made it possible to eliminate a possible effect of the variations of the contin-
uum intensity during a night. However, for different measurements, the line of sight
passed over different longitudes of the Earth surface at latitudes between 46 and
52◦N. This made it possible to obtain longitudinal distributions of the emission in-
tensity and emission layer altitude and thickness that roughly followed the location
of mountain ridges (Fig. 5.48). This is evidence that orographic disturbances occur
throughout the atmosphere.

The results obtained can be used to estimate the global contribution of IGWs
generated near the Earth surface to the energy influx to the mesopause and lower
thermospheric region (Shefov 1985).

The length of the mountains in the northern hemisphere can be estimated as
LN ∼ 6 ·104 (km) and in the southern region as LS ∼ 4.5 ·104 (km); the planetary
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Fig. 5.48 Longitudinal
distribution of the data of ten
measurements of the upper
atmosphere emissions in the
spectral range 420–530 (nm)
on the “Mir” orbital spaceship
at latitudes of 46–52◦N
(Gurvich et al. 2002)

mountain length is LE ∼ 1 ·105 (km). Naturally, individual peaks, island mountains,
etc., are difficult to take into account. The average width of mountains is WM ∼
300(km), the average height ZM ∼ 2(km), and the average disturbance region
length ΔX ∼ 400(km). Thus, the planetary mean energy influx can be estimated
as 1.5–2 (erg · cm−2 · s−1).

The above conclusions about the disturbances in the upper atmosphere near
mountain ridges can, perhaps, be extended to the IGWs generated in regions of
cold fronts and cyclones over which wind flows are always present.

The variable meteorological situation over the Earth surface is responsible for
the variable background component of a disturbance. This offers the possibility to
reveal disturbances in the upper atmosphere based on planetary maps of the structure
of the Earth surface and of the meteorological situation and take them into account
in an up-to-date model of the upper atmosphere.
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5.3 Planetary Waves

The Earth’s atmosphere is an oscillating system with a broad spectrum of natural
frequencies pertaining to oscillations induced by various physical processes. The
rotating atmosphere, possessing a gyroscopic rigidity, responds to any disturbance
by oscillatory motions. The waves arising for this reason are important components
of atmospheric oscillations. Such planetary waves, by Rossby’s definition, are atmo-
spheric disturbances of global horizontal length. They in fact represent deviations
from the symmetric motions that occur at middle and high latitudes with a time scale
greater than one day (Dickinson 1969). Planetary waves have the features of global
extension, large amplitudes in cold seasons of year, and very small amplitudes in
summer (Gaigerov 1973).

Based on the investigations performed, it has been found that the structure of a
disturbance depends on its horizontal wave number k, which is related to the wave-
length as k = 2π

λ . The planetary scale disturbances with small wave numbers can
penetrate through the atmosphere in the form of planetary waves. The disturbances
with high wave numbers retain their local eddy character and are carried in the main
by the mean flow. Zonal east–west winds reliably prevent planetary waves from
propagating upward. Strong zonal west–east winds, acting as a reflecting barrier,
also impede vertical vertical propagation of planetary waves. However, there is no
delay in wave motions near the equator. Besides, rather strong west–east winds can
pass planetary waves with small wave numbers and small Rossby modes at mid-
latitudes (Dickinson 1969). This creates favorable conditions for the propagation
of planetary waves to the stratosphere and mesosphere in and mesosphere in win-
ter. The amplitudes of planetary waves decrease with altitude in the region of weak
zonal winds as a result of radiation processes. The interaction between vertically
propagating waves and the mean flow drastically depends on the mean zonal wind
profile. The waves that arrive at the critical line along which the mean zonal wind
velocity coincides with their phase velocity fail to cross this line and are absorbed by
the middle flow (Holton 1972). As a result, mesospheric medium- and small-scale
disturbances are most pronounced at low latitudes, while at high latitudes distur-
bances of all scales are rather strong (Gaigerov 1973).

Thus, vertically propagating planetary waves generated in the troposphere make
a contribution to the stratospheric eddy heat and momentum transfer. In relation to
such disturbances, the stratosphere can be considered a region free of wave genera-
tion sources (Holton 1972).

Investigations of various processes in the mesosphere and lower thermosphere
have clearly revealed variations with time scales of several days. Both stationary
planetary waves associated with the features of the ground landform and traveling
waves were detected.

The results of analyses of the measurements of the hydroxyl emission inten-
sity in the OH (8–3) band performed by means of the WINDII/UARS device at
latitudes between 45◦S and 40◦N were used to construct seasonal mean longitu-
dinal distributions of the intensity (Rayleigh) and emission maximum altitude Zm

at latitudes 40◦ ± 5◦N (Perminov et al. 1999) (Fig. 5.49) and of the emission rate
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Fig. 5.49 Two-month mean and yearly average longitudinal variations of the intensity of the
734.6 (nm) OH (8–3) P1(N′ = 2) line and of the emission maximum altitude Zm obtained with
WINDII/UARS in 1993 (Perminov et al. 1999)

Qo (photon·cm−3 · s−1) (Perminov et al. 2002) (Fig. 5.50). From these data, it fol-
lows that the longitudinal variations in intensity and layer altitude are opposite in
phase, which completely agrees with other results on hydroxyl emission variations.
Moreover, this feature shows up even in the yearly average distributions. Changes
in phases at altitudes of 80–88 (km) testify to vertical and meridional propagation
of stationary planetary waves (with a wave number of 2) from the southern to the
northern hemisphere during equinoxes. This is evidence by the decrease in phase
for such a wave which propagated in the direction from 80 (km) at southern lati-
tudes to 88 (km) at northern latitudes. Similar cases were considered theoretically
(Pogoreltsev and Sukhanova 1993; Pogoreltsev 1996) also revealed in the analysis
of stationary planetary waves in the data on winds at altitudes of 90–120 (km) (Wang
et al. 2000).

Planetary waves with periods of 2–5 days were investigated by the variations
of the 557.7-nm and 630-nm atomic oxygen emissions, sodium emission, and OH
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Fig. 5.50 Latitude–altitude distributions of the seasonal mean emission rate Qo, amplitudes A1

and A2, and phases ψ1 and ψ2 of planetary waves with zonal wave numbers of 1 and 2 (Perminov
et al. 2002). Solstice periods: from November 7, 1992, to February 5, 1993, (A) and from May 7 to
August 6, 1993 (B); equinox periods: from February 6 to May 6, 1993, (C) and from August 7 to
November 6, 1993 (D). The wave amplitudes are given in percentage of the seasonal mean values
of the emission rate; the phases are indicated in degrees east of the Greenwich Meridian

(6–2) emission in the southern hemisphere near the equator (7◦S, 37◦W). These
emissions show semiannual variabilities characteristic of the equatorial region.
Quasi-two-day variations were most often detected from November to January
(summer), their amplitudes being more than 30(%) for the oxygen emissions and
10(%) for the hydroxyl emission. These variations were interpreted as Rossby
waves. On the other hand, the quasi-3.5-yr variations were most pronounced from
April to September. Takahashi et al. (2002) interpreted these variations as ultrafast
Kelvin’s waves.

According to investigations by Laštovička (1997), the variations with periods of
about 2, 5, 10, and 16 days are dominant in the troposphere and stratosphere and
also in the mesosphere and lower thermosphere. The amplitudes of their both zonal
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and meridional components show a long-term trend for an increase in velocity and
its increase with a decrease in solar activity (Jacobi 1998).

The variations of the intensity of the polar mesospheric summer echo (PMSE)
with periods of 4–6 days are manifestations of planetary waves. Smoothed summer-
time variations have components with periodically varying amplitudes (Kirkwood
and Réchou 1998).

The propagation of a 16-day planetary wave is related to the features of its gen-
eration. By its parameters this wave closely corresponds to the normal Rossby (1,3)
mode. This is due to the latitudinal structure of waves of this type described by
Hough functions (s,n–s) = (1,1), (1,2), and (2,1) where n is the meridional index, s
is the zonal wave number, and n–s is equal to the number of zeros of the meridional
component of the wave velocity between the poles (Stepanov 2000). However, the
16-day wave observable in the winter northern hemisphere can be compared to the
normal (1,3) mode only in this hemisphere, and there is no correlation between the
hemispheres which it could be expected for this mode. The normal-to-hemispherical
mode transformation is caused first of all by the regular phase displacement to the
west due to dissipation and, as a consequence, by less positive interference in the
standing wave between the poles than for a Rossby wave (Stepanov 2000).

The most extensive investigations have been performed by means of radar wind
measurements (Luo et al. 2002). Waves were detected in winter (October–April)
when the background zonal wind had the west–east direction. The summer activity
of waves was low and was restricted to a thin layer near the line of zero wind speed
(∼85(km)). Smoothing the measurement data with a bandwidth filter (halfwidth
12–20 days, period 64 days) for three altitude ranges (67–73 (km), 79–85 (km), and
91–97 (km)) has revealed almost periodic variations between 1994 and 1997 whose
zonal and meridional component amplitudes experienced cyclic changes (almost
without failures) for three years. The amplitude was 5–7 (m · s−1) in winter and
∼2(m · s−1) in summer. According to the measurements of the rotational tempera-
ture of the OH (4–2) band carried out in summer near Stockholm (59.5◦N, 18.2◦E)
between 1992 and 1995, the amplitude of 16-day variations was ∼5(K). The oscil-
lations continued as long as about 60 days (Espy et al. 1997).

Analysis of the frequency of appearance of noctilucent clouds for a concrete lon-
gitudinal region in June/July for several years, for which most detailed observation
data have been accumulated, has revealed clear 16-day variations of the prob-
ability of appearance of noctilucent clouds at latitudes near 55◦N (Shefov and
Semenov 2004a) (Fig. 5.58). They testify to the east–west propagation of the wave
with a velocity of ∼17(m · s−1), which agrees with the results reported by Luo
et al. (2002).

Long-period variations (20–40 days) at the altitudes of the mesosphere and lower
thermosphere (60–100 (km)) have been revealed by radar wind measurements car-
ried out in the latitude range 30◦N–70◦N between 1980 and 1999 at Tromsø (70◦N,
19◦E), Saskatoon (52◦N, 107◦W), Collm (52◦N, 15◦E), and Yamagawa (30◦N,
130◦E). The wave velocities were ∼10(m · s−1) in the mesosphere, ∼5(m · s−1)
in the lower thermosphere, and higher at mid- and low latitudes. Though the cli-
matology of these oscillations is similar to that of the long-period normal modes of
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planetary waves (10–16 days), the phases, being also similar for various situations,
do not fit to the phases of freely propagating waves. By relating these variations to
the characteristics of solar and geomagnetic activities, the authors (Luo et al. 2001)
have arrived at the conclusion that they correlate with the 27-day solar cycle asso-
ciated with the synodic solar rotation period. Weak correlations with the 11-yr solar
cycle in the mesosphere (positive) and in the lower thermosphere (negative) have
also been revealed (Luo et al. 2001).

It should be noted that the harmonic analysis performed by Luo et al. (2001) to
reveal the 27-day periodicity is absolutely inapplicable in this case since a sequence
of 27-day solar cycles, each representing a synodic solar rotation period, is not a
periodic process. This is due to the fact that new groups of sunspots arise as a result
of a random process, and therefore the beginning of a new solar cycle is occasional.
Therefore, in any case the revealed periodicity requires further analysis.

Near equinoxes strong transformations occur in the circulating atmosphere at the
altitudes of the mesopause and lower thermosphere, which were detected by radar
and photometer measurements. The amplitude and phase of a wave with a wave
number s = 1 at latitudes 42◦–62◦N experienced jumps (Liu et al. 2001; Manson
et al. 2002). Such a jump in the zonal direction of the wind velocity happens about
a vernal equinox during about 15 days at altitudes from 105 to 75 (km). During an
autumnal equinox, the process begins in the altitude range 92–105 (km) even before
the middle of the summer and is stabilized a little near the summer solstice at alti-
tudes of about 92 (km). Then the rate of lowering of the transition level gradually
increases with decreasing altitude to 85 (km) and finally falls abruptly (within sev-
eral days) to zero at the 75-km level. Shortly thereafter, at altitudes of 93–105 (km),
another zone of zero wind velocity is formed and persists during several weeks.

These atmospheric rearrangements were already investigated for altitudes up to
∼60(km) (Webb 1966). Therefore, extending the zone of transformation of the
global circulation to the altitudes of the lower thermosphere, we have a general
system of space–time variations in atmospheric dynamics.

5.4 Noctilucent Clouds

In the years when the upper atmosphere was not explored yet, noctilucent clouds
were the second, after auroras, atmospheric phenomenon which testified to the ex-
istence of a terrestrial atmosphere at high altitudes. For the first time they were cer-
tainly detected in 1885, after the eruption of Krakatau volcano. A detailed history
of their early investigations is described by Bronshten and Grishin (1970). Never-
theless, when examining the historical investigations of unusual atmospheric phe-
nomena, one can suppose that noctilucent clouds occurred in the preceding years
as well (Schröder 1999). Various shapes of noctilucent clouds are described by
Witt (1962) as well as by Bronshten and Grishin (1970). Examples of the structure
of noctilucent clouds are given in a number of publications (Witt 1962; Bronshten
and Grishin 1970; Gadsden and Schröder 1989; Gadsden and Parviainen 1995).
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Fig. 5.51 Example of noctilucent clouds distributed over the sky. The photo was taken at Zvenig-
orod on July 6, 2000

One of them is shown in Fig. 5.51. The variations of the frequency of appearance
of noctilucent clouds within a night in relation to the solar zenith angle, its sea-
sonal variations, and latitude dependence (Figs. 5.52 and 5.53) were investigated by
a number of researchers (Fogle 1968; Bronshten and Grishin 1970; Villmann 1970;
Gadsden 1998).

Once the altitude at which noctilucent clouds appeared had been determined
(∼82(km)), it became obvious that they are a consequence of the scattering of solar

Fig. 5.52 Seasonal variations
of the occurrence frequency
of noctilucent clouds
(Villmann 1970)
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Fig. 5.53 Latitudinal
distribution of the number of
appearance cases of
noctilucent clouds. 1 is 1957;
2 is 1958; 3 is 1959; 4 is
1957–1959 (Bronshten and
Grishin 1970)

y

radiation by an aerosol. In this connection, much effort was directed toward devel-
oping a theory of the formation of scattering particles. There was a long-term dis-
cussion as to which is the basic agent by which sunlight is scattered – water vapor
or dust, and it was understood that the prerequisite to the appearance of noctilucent
clouds is the condensation of water vapor on dust particles in the mesopause region
at a substantial decrease in temperature (Khvostikov 1956). Direct rocket investi-
gations have confirmed the supposition that condensation of water vapor occurs on
dust particles (Hemenwey et al. 1964). Their role in the condensation processes is
essential (Gavrilov et al. 1997).

By that time, owing to investigations of the altitude distribution of the atmo-
spheric temperature, it became known that there is a temperature minimum at the
altitudes of formation of noctilucent clouds. Thus, statistical data on the frequency
of observation of noctilucent clouds at latitudes of 50◦–60◦N that peaked in the
first half of July became the direct demonstration of the seasonal variability of the
temperature regime of the middle atmosphere.

Owing to the regular measurements of the hydroxyl emission, and, first of all,
of the temperature in the mesopause region, performed at Zvenigorod scientific sta-
tion of the Institute of Atmospheric Physics, it became possible for the first time
to obtain data on the temperature variations before the appearance, during the ob-
servation, and after disappearance of noctilucent clouds (Shefov 1965, 1970, 1967,
1968). It was noticed that the appearance of noctilucent clouds was accompanied
by enhanced meteor activity. These results have shown that the atmospheric tem-
perature could decrease to 125 (K) in summer during the periods when noctilucent
clouds occurred. Subsequently, measurements on Alaska carried out during obser-
vations of noctilucent clouds gave temperatures of 150–155 (K) (Taylor et al. 1995).

Long-term measurements of the hydroxyl emission temperature show that in
summer (June–July), when the frequency of observations of noctilucent clouds is
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a maximum, the temperatures less than 150 (K) make 15–20(%) of all measure-
ments (Shefov 1976). The frequency of appearance of noctilucent clouds for the
given longitudinal region also makes 20–25(%) (Vasiliev et al. 1975).

Analysis of the long-term observations of noctilucent clouds has revealed the ten-
dency for a long-term increase in frequency of their occurrence, N, on which back-
ground the dependence of the variations of N on the 11-yr variability of solar activ-
ity clearly shows up (Vasiliev 1970; Vasiliev and Fast 1973; Gadsden 1990, 1998).
Gadsden (1998) proposed an approximation of the observed long-term variations of
N by the sum of the many-year mean trend (logistic curve) and the sinusoidal com-
ponent. However, this representation cannot be satisfactory, even because the solar
flux variations during an 11-yr cycle are described by aperiodic functions and, more-
over, their sequence is not a sinusoidal process (Kononovich 2005). Subsequently,
these data were revised and the data of observations in various northwest regions
of Europe were considered more correctly. This gave a significant decrease of the
long-term trend in the frequency of observations of noctilucent clouds (Gadsden
2002; von Zahn 2003). Nevertheless, its dependence on the 11-yr solar flux was
clearly seen in both the earlier and the subsequent data. Therefore, the data reported
by Gadsden (1998, 2002) and von Zahn (2003) have been used to compare the long-
term variations of the yearly average numbers of observations of noctilucent clouds,
N, to the variations of the smoothed yearly average Wolf numbers W in the 20th,
21st, and 22nd 11-yr solar cycles. In doing this, the zero level of the Wolf num-
bers was made coincident with the level of maximum values of N corresponding to
solar flux minima (Fig. 5.54A,B). Smoothed yearly average W has been calculated
based on analytic approximations (Kononovich 2005). The scale of Wolf numbers
in Fig. 5.54A,B is not referred to any level. Comparison of the deviations ΔN from
the level of maximum N and Wolf numbers W is shown in Fig. 5.55A,B. Based on
the data reported by Gadsden (1998), these deviations can be approximated by the
relation

ΔN =−(6.3±1) · exp

(
W

100±20

)
; r = 0.740±0.086,

and based on the data of Gadsden (2002) and von Zahn (2003), by the relation

ΔN =−(4.5±0.9) · exp

(
W

92±20

)
; r = 0.693±0.095.

As can be seen from Fig. 5.55B, despite some increase in dispersion of points
compared to Fig. 5.55A, there is a pronounced dependence of N on solar activity.
In this case, there is no regular time shift between the mean solar flux variations and
the frequency of appearance of noctilucent clouds which was noted by Romejko
et al. (2002, 2003).

The long-term trend of N values corresponding to solar flux minima for the in-
terval 1965–1997 under consideration can be described as a first approximation for
the first case by the formula
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Fig. 5.54 Comparison of the yearly average numbers N of observations of noctilucent clouds ac-
cording to the data of Gadsden (1998) (A) and Gadsden (2002) and von Zahn (2003) (B) (dots) in
relation to yearly average Wolf numbers for the 20th, 21st, and 22nd 11-yr solar cycles (solid line).
The level of values for W is the line corresponding to maximum values of N associated with solar
activity minima

N = 21 + 1.7 · (t−1960)−1.2 ·10−4 · (t−1960)3.3,

and for the second one by the formula

N = 28 + 0.8 · (t−1960)−0.007 · (t−1960)2,

which, thus, describe the long-term behavior of the humidity at the altitudes of
occurrence of noctilucent clouds since there is no temperature trend in summer
(Fig. 6.10) (Golitsyn et al. 2000).

The reason for these variations is the increase in water vapor content in the
mesopause region, which in turn is determined by the long-term increase in methane
content in the terrestrial atmosphere (Thomas et al. 1989). The same process is re-
sponsible for the increase in atomic hydrogen in the mesopause region (Semenov
1997; Shefov and Semenov 2002; Shefov et al. 2002). Nevertheless, the long-term
statistics of noctilucent clouds did not involve the observations of the atmosphere
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Fig. 5.55 Relation of the
natural logarithms of
deviations ΔN from the line
corresponding to maximum
values of N for minima of
solar activity with numbers W
for the data given in
Fig. 5.54A (A) and
Fig. 5.54B (B). The straight
line is the regression line

at good transparency, but with no noctilucent clouds (Romejko et al. 2002, 2003).
When these observations were taken into account, the character of the solar-flux-
dependent variations has been revealed. Besides, it turned out that it is necessary to
consider the seasonally mean brightness of the clouds, which was estimated with
the method proposed by Grishin (1957).

Donahue et al. (1972), based on satellite photometric measurements performed
in summer, detected a light-scattering layer at altitudes of ∼84.3(km) both in the
northern and in the southern polar regions of the Earth. The scattered light intensity
was much greater than that of light scattered by noctilucent clouds at midlatitudes.
This suggests that the atmospheric conditions at these altitudes favored water vapor
condensation.

Nevertheless, one of the most important properties of noctilucent clouds was not
investigated for a long time. Hines (1968) was the first to pay attention to the wave
nature of the structure of noctilucent clouds. This structure arises due to internal
gravity waves propagating in the mesopause region. Kropotkina and Shefov (1975)
showed that lunar tides promote the increase in frequency of appearance of noctilu-
cent clouds (Fig. 5.56). This was confirmed by Gadsden (1985).

Therefore, it is probable that the occurrence of noctilucent clouds of the first
type, which represent an almost homogeneous glow (veil, following Bronshten
and Grishin (1970)), is just a consequence of lunar tides which start the vapor
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Fig. 5.56 Semidiurnal and diurnal components of the probability of appearance of noctilucent
clouds caused by lunar tides about the mean value (circles) (Kropotkina and Shefov 1975;
Krassovsky and Shefov 1976a). The points indicate the mean values corresponding to given hours
of lunar time

condensation processes in the atmosphere when the situation becomes favorable
for the formation of noctilucent clouds.

Thus, noctilucent clouds arise in the mesopause region at altitudes of 82±1(km)
due to the variations in water vapor condensation processes resulting from the modu-
lation of the atmosphere by propagating internal gravity and planetary waves. More-
over, the wave modulation of the atmosphere at the altitudes where condensation of
water vapor is possible is the necessary and sufficient condition for the possibility
of visual examination of light scattering in this atmospheric layer. This in turn is
related to the presence of wave sources, which are active meteorological structures,
such as cold fronts and cyclones. The fact that noctilucent clouds are not observed in
the polar region is just related not to lack of conditions for condensation, but to lack
of wave sources at high latitudes which would provide for the medium modulation
to produce the necessary contrast of scattered light.

A related process to noctilucent clouds is PMSE (Polar Mesosphere Summer
Echo) – radar reflections from the mesopause regions, observed in summer, which
are due to the ions formed on aerosol particles at these altitudes (Lübken et al. 1996,
1998). Their variations are induced by planetary waves of various time scales
(Kirkwood and Réchou 1998; Stepanov 2000).

Data of long-term observations were repeatedly used in seeking longitudinal vari-
ations of the frequency of occurrence of noctilucent clouds. However, the average
distributions constructed based on data of many years did not show an appreciable
nonuniformity. Analysis of the longitudinal distribution of the frequency of occur-
rence of noctilucent clouds performed by Pavlova (1962) has shown, after some
corrections, its possible decrease in moving in the west–east direction.

Now reliable data of various types of measurements are available which point to
the manifestation of the properties of the terrestrial landform by processes occurring
in the upper atmosphere. First indications of this were revealed by Kessenikh and
Bulatov (1944) from data obtained for the ionospheric F2 layer (increased electron
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density over continents compared to that over oceans). Investigations of the oro-
graphic effect in the upper atmosphere point to the appearance of a disturbed re-
gion in the lee region of the atmosphere (Sukhodoev et al. 1989a,b; Sukhodoev and
Yarov 1998; Shefov et al. 2000a,b) resulting in a lowering of the hydroxyl emis-
sion layer. Recently it has been found that the variability of the ozone density in
the stratosphere is a manifestation of the terrestrial landform (Kazimirovsky and
Matafonov 1998a,b). Thus, the available data suggest that it is more probable that
the necessary conditions for the appearance of noctilucent clouds will be provided
over continents than over oceans.

Noctilucent clouds were observed in the main at latitudes 50◦–60◦N, though
sometimes they were seen to the south and to the north of this interval. However,
since stationary longitudinal distributions have not been certainly revealed, search
for variations was performed which could be caused by moving planetary waves.
Planetary waves with various periods were detected in various processes in the
middle atmosphere at altitudes of 80–100 (km) (Shepherd et al. 1993a,b; Scheer
et al. 1994; Laštovička et al. 1994; Kirkwood and Stebel 2003). The amplitude of
the hydroxyl emission temperature variations is∼5(K) (Espy et al. 1997), implying
the variation of the emission layer altitude by ∼0.5(km).

Figure 5.57A presents the geographic distribution of points for which the cases
of observation of noctilucent are included in catalogues by Fast (1972, 1980). It can
be seen that these stations are ∼194 in number, though there is some irregularity in
their longitudinal distribution (numbers of points n for each 10◦ geographic latitude
interval and 20◦ longitude interval are shown in Fig. 5.57B), naturally caused in part
by the presence of ocean regions. Not all stations operated simultaneously during
several tens of years.

Based on the data of the catalogues composed by Fast (1972, 1980), longitude–
time distributions of the number of observations of noctilucent clouds N have been
constructed (Fig. 5.57C) in the main for two summer months (June–July) for each
year between 1957 and 1978 when the frequency of observations peaked and slightly
varied within this period (Shefov and Semenov 2004a). This has been done to reduce
the effect of the seasonal variability of the probability of occurrence of noctilucent
clouds. The number N is the yearly average number of observations (June–July) in
the given interval at the solar flux F10.7 = 124±50.

Examination of data for each year has revealed the existence of appreciable lon-
gitudinal and time nonuniformities in the frequency of observations of noctilucent
clouds. The longitudinal distribution clearly testifies to the concentration of the
yearly (June–July) average probability of observations Nmac = 1.6± 0.7 over con-
tinents. Few observations carried out on islands in oceans, however, suggest that
events of this type infrequently occur over oceans: Nmao = 0.4±0.2 (in Fig. 5.57C
the oceans are indicated with broken lines).

The available data, however, do not show a clear effect of the height of the under-
lying surface landform (schematically shown for latitudes 50◦–60◦N in Fig. 5.57D).
It is natural that the observation data do not involve a possible effect of cloudiness
and its longitudinal distribution, which affects the number of observations of noc-
tilucent clouds.
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Fig. 5.57 Longitudinal distributions of the conditions of registration of noctilucent clouds (Shefov
and Semenov 2004a). The geographic position of the points at which noctilucent clouds were ob-
served (A); the longitudinal distribution of the number n of observations points for 20◦ longitudinal
intervals (B); the yearly (June–July) average long-term distribution of the frequency of observa-
tions of noctilucent clouds, N, in the indicated longitudinal intervals (C); the average schematic
image of change of height Z of a relief (D). Horizontal dashed lines indicate the mean values of N
over continents and oceans and their variance

To analyze the longitudinal–time behavior of the number of observations of noc-
tilucent clouds for June–July of different years, the numbers N were determined for
five nights and 20◦ intervals of longitudes. These data show that the time variations
of the frequency of occurrence of noctilucent clouds during the summer period have
two or three peaks, which are detected in different time slices for different intervals
of longitudes, and the peaks appear in different longitudinal zones not simultane-
ously, but with a certain time shift. To obtain statistically valid results, the years
were selected for which the data on observation of noctilucent clouds covered a
maximum number of longitudinal regions (1966, 1967, 1968, 1972, 1976). By mu-
tual superposition of the time distributions for various longitudinal intervals on the
time scale, the cases of best coincidence of their maxima have been selected. The
combined distribution is shown in Fig. 5.58.

The use of the data for all years of observation made it possible to state that in
summer the region where the probability of appearance of noctilucent clouds is a
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Fig. 5.58 Total longitudinal–time distribution of the frequency of observations of noctilucent
clouds for 5-day time intervals in 20◦ longitudinal intervals (Shefov and Semenov 2004a) The
size of a circle corresponds to the number of observations of noctilucent clouds indicated at the
top of the figure. Straight lines indicate the positions of maxima of the time distributions of the
number of observations and correspond to a 16-day period

maximum moves in the east–west direction with a period of 16 days (Shefov and
Semenov 2004a).

Analysis of the longitudinal and time distribution of the cases of observation
of noctilucent clouds in summer (June–July) for two tens of years has revealed an
increase in the probability of occurrence of noctilucent clouds over continents com-
pared to oceans. Besides, the longitudinal distribution of appearance of noctilucent
clouds for the same date is determined by the periods of planetary waves which
thus modulate the frequency of their appearance in a given longitudinal region. The
longitudinal–time distribution of the frequency of appearance of noctilucent clouds
points to the presence of planetary waves with a period of 16 days which prop-
agate in the western direction. An interesting case of observation of noctilucent
clouds took place near Krasnoyarsk in the evening before the solar eclipse of July
31, 1981, and within 6 (min) during and after the eclipse full phase (Gadsden and
Schröder 1989). This points to the fact that this observation period was near the
phase of maximum of a planetary wave during which the atmospheric conditions
favored the formation of noctilucent clouds. Observations of noctilucent clouds also
suggest that there exist waves with a period of 5 days (Kirkwood and Stebel, 2003).

This result is of importance from the viewpoint of obtaining data on the temper-
ature variations in the mesopause under the action of wave processes. Since the data
on the long-term behavior of airglow emissions in the upper atmosphere are not as
numerous as the observations of noctilucent clouds, these observations are used to
gain information about emission processes.
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The photos of noctilucent clouds taken for many years offer the possibility, not
used up to now, to investigate their wave structure. The methods developed to locate
the sources of IGW generation in the troposphere in combination with aerological
weather data on the temperature and the wind speed and direction at different alti-
tudes in the troposphere could be helpful in analyzing the meteorological situation
accompanying the occurrence of IGWs, just as this was done in investigations of
orographic disturbances.

5.5 Spotty Structure of the Airglow Intensity

The salient feature of the airglow is its spotty structure. It was detected and first
investigated in the early 1950s based on measurements of the spatial distribution of
the intensity of the atomic oxygen emission at 557.7 (nm) (Roach and Pettit 1952;
Huruhata 1953; Roach et al. 1958). The results have shown that the spots have vary-
ing sizes up to 1000 (km) and move with velocities of 80–100(m · s−1).

The long-term observations carried out at the Vannovsky station near Ashkhabad
gave a great body of measurement data presented in a number of publications
(Truttse 1965; Korobeynikova et al. 1966, 1968, 1970; Korobeynikova and Nasy-
rov 1972; Kalchaev et al. 1970; Nasyrov 1967). Figure 4.27 shows an example of
the spotty structure of the 557.7-nm emission.

Data of a statistical analysis of the spotty structure of the airglow are presented
in Sect. 4.4. It turned out that the behavior of the spot intensity shows a certain
regularity. The amplitude of spots relative to the background makes on the average
20–30(%), being sometimes greater. The spots, when moving, vary in size. These
properties are due to eddy diffusion (Korobeynikova et al. 1984). First attempts of
statistical systematization of the probabilities of the intensity distribution of spots,
their sizes, and velocities of motion have shown that they are asymmetric and can
be well approximated by a lognormal distribution (Semenov and Shefov 1989). In
other words, normal distributions have logarithms of the spot intensity, size, and
velocity and of the emission layer thickness.

It should be stressed that theoretical considerations of the processes of diffusion
of a passive impurity in a random field of velocities lead to the conclusion that the
probability densities of the rates of variation of the observable characteristics of the
atmosphere can be described by lognormal distributions (Klyatskin 1994).

However, the spotty structure of the airglow is not only due to the dissipation
of IGWs from atmospheric sources but also due to orographic disturbances (She-
fov et al. 1999; Nasyrov 2007). This conclusion also follows from the data of ob-
servations of the spotty structure of the 630-nm atomic oxygen emission which
were carried out on Hawaiian Islands (Roach and Gordon 1973) and also from
the measurements of the temperature of this emission over the Andes (Meriwether
et al. 1996). The spotty structure of the airglow shows up not only in the spatial
distribution of its intensity observed from the Earth surface. Records of the airglow
taken from satellites along the limb have shown that there are vertical turbulent mo-
tions in the emission layers (Ross et al. 1992).
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5.5.1 Recording of the Wave and Spotty Irregularities
of the Airglow

The use of an optical instrument having a certain angular aperture for recording var-
ious irregularities of emission layers inevitably results in distortions of the param-
eters of detected phenomena both due to the finite thickness of an emission layer
W and an increase in length of a ray in the layer with zenith angle ζ of the line of
sight and due to the finite width 2α of the instrument aperture. Thus, the sighted
region of the emission layer is an ellipse with a major semiaxis 2a0. The degree of
smoothing of a wave amplitude or glow irregularity is determined by the parameter
p = λ/2a0 (λ being the wavelength) or p = d/2a0 (d being the characteristic size of
the irregularity) (Shefov 1989).

For a wave described by the expression cos 2π
λ L which propagates inside an emis-

sion layer along the direction L characterized by a zenith angle θ and azimuth A–AV

relative to the azimuth of the line of sight AV, and also for an intensity spot, the fac-
tor μ of decrease (smoothing) of the wave amplitude is determined by expression

μ=

∣
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∣
∣
∣
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,

where the function f describes the characteristics of the process to be smoothed – a
wave or a spot, and ϕ is a smoothing function. It is determined by the form of the
altitude distribution of the emission rate and by the sensitivity distribution of the in-
strument field of vision. Experimental data show that in some cases the distribution
of the emission rate Q(Z) over altitude Z is well approximated by the Gauss formula

Q(Z) =
1√
πH0
· exp

[
− (Z−Zm)2

H2
0

]
,

where Zm is the altitude of maximum emission. The slight asymmetry in this case
cannot have a considerable effect. It is more convenient to use the layer thickness
W0 at the level of half the value of Q(Z) instead of the parameter H0, i.e.,

W0 = 2
√

ln2 ·H0.

The aperture of the device can be presented analytically by the conventional for-
mula (Miroshnikov 1977)

cosn
(
π
2
· α
′

α

)
,

where the parameter n was set equal to 2, close to its actual value, and the running
coordinate α′ for the geometrical conditions of observations in a spherical atmo-
sphere is determined by the expression
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tgα′ =

√

v2

(
1− sin2β

cos2α

)
+(u + tgα · tgβ)2 · cos2 β

1− sin2β
cos2α

tgα · cosβ
+(u + tgα · tgβ) · sinβ

.

Here u and v are normalized variables along the major and minor axes of the
sighted ellipse, respectively,

w =
Z−Zm

H0
, v′ =

√
1−u2, sinβ=

1

1 + Z
RE

· sinζ,

where RE is the Earth’s radius.
Thus, the smoothing weight function is determined by the product

cos2
(
π
2
· α
′

α

)
· exp

(−w2) .

However, the wave amplitude and the spot size do not remain constant on varying
altitude. Since the atmospheric density decreases with as increase in altitude, the
wave amplitude is proportional to (Gossard and Hooke 1975)

exp

(
Z−Zm

2H

)
= exp

(
H0

2H
w

)
,

where H is the scale height.
Analysis (Korobeynikova et al. 1984) of the observed spotty irregularities of the

557.7-nm emission intensity by the data of earlier measurements (Korobeynikova
and Nasyrov 1972) has shown that on the average the radial distribution of the in-
tensity in a spot of radius ρ seems to be determined by horizontal eddy diffusion
and is described by Einstein’s formula (Landau and Lifshits 1986)

exp

(
−ρ

2

ρ2
0

)
= exp

(
− ρ2

4KH · t
)

,

where t is time.
For the lower thermospheric region (80–100 (km)), the altitude dependence of

the coefficient of horizontal eddy diffusion, KH, can be determined by the empirical
relation (Korobeynikova et al. 1984)

KH =
(

Z
56
−1

)2

(106m2 · s−1) =
(

wH
Zm−56

+ 1

)2

(km2 · s−1).

The function fW which describes the characteristics of a wave within the sighted
part of the layer has the form
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fW = cos(w,u,v)
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where a = r · tgα ·cosβ
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, and the distance along the line of sight is determined by
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For an emission intensity spot, we have
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Here β0 is the angle between the line of sight and the vertical at the observation
place at the altitude Zm of maximum emission.

The results of calculations by the above formulas for the conditions correspond-
ing to the observations (zenith angles ζ) of an orographic effect near the Caucasian
ridge (2α = 4◦, Zm = 90(km), H = 5.64(km), W0 = 13(km), A–AV = 45◦, θ =
90◦) (Sukhodoev et al. 1989a,b) are given in Fig. 5.59. It can be seen that for the
mentioned parameters, typical lengths of suppressed waves are less than 8 (km) for
observations at the zenith and can reach 100 in sighting at a zenith angle of 75◦. For
a given smoothing coefficient μ, the wavelengths is related to the zenith angle as

λζ = λ0 ·10
ζ
65 .

For spots, the smoothing also becomes more efficient with increasing zenith an-
gle. Comparison of the calculation results with the observation data on the ampli-
tudes obtained with an eight-channel photometer for the same waves (Sukhodoev
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Fig. 5.59 Dependence of the function of smoothing of wave amplitude μ on wavelength λ (solid
lines) and on spot size d (dashed lines) for different zenith angles ζ of the line of sight (Shefov
1989)

et al. 1989a,b) has shown good correlation (∼0.8) between the calculated and mea-
sured μ values for seven sections of the emission layer.

5.6 Winds

In a consideration of characteristics of wind flows, the terminological definition of
wind direction is of importance. In the meteorological literature, wind direction is
reported by the direction from which it originates. This is a physically absolutely
inconvenient definition. Therefore, in the present consideration of the problems of
winds interacting with atmospheric constituents (no matter whether in the lower or
in the upper atmosphere) by wind direction everywhere is implied the direction of
the wind velocity vector, i.e., the direction in which the wind blows.

Wind motions in the upper atmosphere are a manifestation of irregular energy
influx and propagation of waves of different origin. Since the energy influx de-
pends on the altitude above the Earth surface, the wind system is responsible for
the global atmospheric spatial–temporal circulation that has a strong effect on the
rates of the photochemical processes occurring in the atmosphere (Krassovsky and
Shefov 1978, 1980). Here it is necessary to distinguish between two types of the
effect of atmospheric circulation. The first one refers to wave processes induced in
the lower atmosphere – from IGWs to tidal and planetary waves transferring energy
upward. These phenomena have already been considered in the previous sections.
The second type is related to wind phenomena which take place directly at the alti-
tudes of emission layers and enhance the mixing of chemically active atmospheric
constituents. In these cases, measurements of emission characteristics (Doppler
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velocities in interferometry) allow one to determine wind speeds. The altitude dis-
tributions of wind directions, speeds, and their variations (Roper et al. 1993; Wang
et al. 1997; Rajaram and Gurubaran 1998; Liu et al. 2001) testify that emission
layers are present very frequently at the boundaries of the altitude distributions of
wind speed jumps.

The methods of most extensive measurements of wind velocity are based on
tracing the motions of ionized structures in the upper atmosphere. At the altitudes
of the lower thermosphere, this is performed by measuring meteor trails with radars
(Kashcheev is devoted et al. 1967; Portnyagin et al. 1978; D’yachenko et al. 1986;
Fakhrutdinova 2004). Special ionospheric methods are applied at the altitudes of
the ionospheric F2 layer of the thermosphere (Kazimirovsky and Kokourov 1979).
At altitudes above 100 (km), artificial shone clouds were used (see Sect. 3.5.9)
(Andreeva et al. 1991).

The optical technique mainly used for determining wind speed is related to the
interferometric method of estimation of the radial wind velocity by the line of sight
of its velocity in a emission layer. For this purpose, actually only the 557.7-nm and
630-nm atomic oxygen emissions are used. The features of these methods have been
discussed in Chap. 3.

5.6.1 Relation of the Variations of Hydroxyl Airglow
Characteristics to the Tropospheric Wind

We now consider manifestations of direct correlations between the airglow and the
wind conditions in the lower atmosphere. In the late 1960s (Savada 1965) and sub-
sequently (Kagan and Shkutova 1985), it was supposed that semidiurnal lunar tides
in the ocean make a significant contribution to the semidiurnal lunar oscillations
throughout the atmospheric depth. The Scandinavian ridge is an essential obstacle
to such tidal streams from the Atlantic (Northern sea). Therefore, it can be expected
that the winds originating at the mountain boundary of the sea disturb the amplitude
and phase of semidiurnal oscillations of the atmosphere not only at its base but also
at altitudes near the mesopause. To reveal this effect, experimental data on the tem-
perature and wind variations near the mesopause were considered in relation to the
surface wind near the Scandinavian mountains.

With that end in view, measurements of the hydroxyl rotational temperature were
performed by the OH (9–3) band at the Zvenigorod station. The time of one tem-
perature measurement was 5 (min). Observations were carried out near a new moon
for several hours. From the observation data, 25 values of mesopause temperature
averaged over three-hour time slices were taken. The center of these intervals fell at
22:30 (LT). The temperature values were divided into two groups according to the
wind direction over the Scandinavian mountains, which was determined from syn-
optic maps at a level 700 (mbar) (∼3(km)) at a point with coordinates (64◦N, 10◦E).
The first group included data about the mesopause temperature for the wind over
Scandinavia directed toward Moscow. The second group of data corresponded to the
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wind in which there was no velocity vector component directed to Moscow. In most
cases, to this group there corresponded the wind directed along the Scandinavian
ridge to its northern end.

It is well known that a variation in atmospheric temperature caused by an internal
gravity wave (IGW) or a tidal wave is accompanied by a corresponding variation
in speed of the horizontal wind. This dependence is described by the expression
(Hines 1974; Myrabø 1984)

ΔT
T
≈±i ·

√
γ−1 · ΔV

C
,

where ΔT and ΔV are the deviations of the temperature and wind speed from their
mean values, T is the mean temperature for the period of measurements, C is the
sound velocity at the temperature T, γ is the heat capacity ratio, and i is a quantity
which characterizes the phase shift between the temperature and the wind speed
variations. For harmonic oscillations, ΔT and ΔV can be replaced by their ampli-
tude values AT and Av. Near the mesopause at midlatitudes for winter the mean
temperature is about 210 (K) (CIRA-1972) and the mean sound velocity is about
290 (m · s−1). Thus, the previous expression can be represented as

AT ≈±i ·0.46 ·Av.

The observed variations in mesopause temperature were related to the wind
speed variations obtained from radiometeoric measurements performed at Obninsk
(∼70(km) away from Zvenigorod). A correlation between these quantities has been
revealed which can be described as

ΔT = T−T0 = α ·VObn

or
AT = ρ ·AObn,

where T is the mesopause temperature measured at Zvenigorod and T0 is its value at
VObn = 0, where VObn is the wind speed in the meteor zone, according to Obninsk
measurements, AT and Av(Obn) are the amplitude values of the temperature varia-
tions (Zvenigorod) and wind variations (Obninsk), and ρ is the regression coeffi-
cient.

It is well known that the variations of hydroxyl emission rotational tempera-
ture are affected by lunar tides whose magnitude depends on lunar time (Shefov
1974a,b). All temperature variations observed at Zvenigorod corresponded to the
following period of Moon’s phases: the last quarter – a new moon – the first quarter.
The measured values of VObn were averaged over three-hour intervals for one-day
periods before and after 22:30 (LT) for each date of temperature measurements at
Zvenigorod. The coefficients of series for VObn were correlated with the coefficients
of temperature series separately for the mentioned two groups formed in accordance
with the wind direction in the region of the Scandinavian ridge. Regression coeffi-
cients were calculated for the T and VObn time series with a time shift of 3k hours
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relative to the chosen midtime 22.30 (LT), with k taking integer values −8, −7,
−6, . . ., 6, 7, 8. For the obtained correlation formulas, the correlation coefficient
r varied between +0.3 and +0.8. The regression function ρ(Δt), representing the
dependence of the regression coefficient ρ on the time shift Δt, was subjected to
Fourier analysis to reveal tidal oscillations. The resulting oscillation spectrum con-
tained a semidiurnal component. Simultaneously, harmonic analysis was applied
to radiometeoric measurements (Obninsk) to reveal the amplitudes and phases of
the 24−, 12−, and 8-h components of wind variations. For these variations, the
semidiurnal harmonic was predominant as well. Using the harmonic analysis data
on the amplitude of the semidiurnal component, Av(Obn), and on the regression co-
efficient ρ obtained by correlation analysis in the above expression, the amplitude
value of the temperature of the semidiurnal lunar-tidal component has been obtained
(Semenov 1987).

The same procedure was used to process data on the correlations between the
variations of the radiometeoric wind VObn at Obninsk and the variations of the winds
over Scandinavia, VS, and Moscow, VM, which were taken from synoptic bulletins
for 700-mbar levels. As before, processing was conducted separately for the two
conditions of wind motions over the Scandinavian ridge. The maximum values of
the coefficients of correlations of the T, VS, and VM series with the radiometeoric
wind (Obninsk), to which there corresponded certain regression coefficients ρ used
to find the amplitudes of the semidiurnal harmonics of T, VS, and VM, varied in the
range 0.6–0.9.

The results obtained show that the direction of the wind over Scandinavia no-
ticeably affects the semidiurnal lunar amplitudes and phases of the wind mea-
sured by the radiometeoric method at Obninsk and of the mesopause temperatures
(Zvenigorod). This fact supports the supposition that semidiurnal lunar tides in the
ocean play a considerable part in the global atmospheric tidal oscillations. It is espe-
cially interesting in view of the fact that marine tides, collapsing at the Scandinavian
coast, can influence the wind blowing over the Scandinavian mountains. Clearly, the
amplitude of the wind over the mountains, VS, in the first group of data is greater
than in the second one.

5.6.2 Wind Parameters Derived from Optical Measurements

Investigations of wind velocities in the lower thermosphere (100 (km)) and in the
region of the ionospheric F2 layer by means of interferometric measurements of
the Doppler profiles of the 557.7-nm and 630-nm atomic oxygen emissions present
a highly complicated engineering problem. It is required not only to develop and
build a precision optical instrument but also to provide its stable operation and cal-
ibration and develop methods for processing records to be obtained (see Chap. 3).
This is why observations of this type are carried out at a limited number of points.
The relevant studies are presented in detail elsewhere (Hernandez and Roble 1976;
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Yugov and Ignatiev 1983; Semenov 1982, 1985; Hernandez and Killeen 1988;
Hernandez et al. 1992; Ignatiev and Yugov 1995).

Systematization of the main characteristics of diurnal wind variations derived
from 630-nm emission data has made it possible to gain a general idea of the
behavior of night variations under quiet geomagnetic conditions for the zonal (pos-
itive west–east direction) and the meridional (positive south–north direction) wind
components. Analysis of measurement data shows that at altitudes of 200–400 (km)
the wind blows in the west–east direction between 18:00 and 24:00 (LT) and in
the east–west direction between 04:00 and 12:00 (LT). Thus, the wind speed is
∼160(m · s−1) at altitudes of about 240 (km) between 01:00 and 02:00 (LT). Such a
wind is most intense at the equator. The variations of the zonal wind speed within a
day depend on latitude.

The daily variations also depend on solar flux. For instance, during a period of
high solar activity at altitudes of ∼240(km) at latitudes near 42◦N, the west–east
(W→ E) zonal wind was over 100 (m · s−1) between 18:00 and 01:00 (LT). At low
solar activity, it was over 100 (m · s−1) between 19:00 and 23:00 (LT) (Hernandez
and Roble 1976).

The meridional wind after midnight near the equator and at midlatitudes is di-
rected from the pole to the equator, i.e., N → S in the northern hemisphere and
S→ N in the southern hemisphere (Meriwether et al. 1997).

Investigations of wind motions by the 557.7-nm emission show a substantial sea-
sonal variability of the wind direction. In the second half of night, within approx-
imately three hours, there is a wind blowing from the east to the west (E→W)
in September and from December to April. In the rest of the daytime, the wind is
directed west to east (W→ E) throughout the year (Phillips et al. 1994; Fauliot
et al. 1995, 1997).
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Tables and maps of isophotes. Ashkhabad, 1965–1966. Kalchaev KK, Shefov NN (eds)
VINITI, Moscow

Korobeynikova MP, Nasyrov GA, Khamidulina VG (1970) Intensity variations and dynamical
characteristics of the spatial patches of the emission λ 5577 A. In: Krassovsky VI (ed) Aurorae
and airglow. N 18. Nauka, Moscow, pp 5–14

Korobeynikova MP, Nasyrov GA, Toroshelidze TI, Shefov NN (1983) Some results of the simul-
taneous studies of the internal gravity waves at some stations. In: Lysenko IA (ed) Studies of
the dynamic processes in the upper atmosphere. Hydrometeoizdat, Moscow, pp 121–123

Korobeynikova MP, Chuchuzov EP, Shefov NN (1984) Horizontal eddy diffusion near the tur-
bopause from observations of the 557.7-nm emission. Izv USSR Acad Sci Atmos Oceanic
Phys 20:854–857



652 5 Wave Processes in the Atmosphere

Korobeynikova MP, Nasyrov GA, Shefov NN (1979) Internal gravity wave registration in
Ashkhabad and Zvenigorod. Geomagn Aeronomy. 19:1116–1117

Kozhevnikov VN (1999) Atmospheric disturbances during mountain streamling. Scientific World,
Moscow

Krassovsky VI (1957a) Nature of the intensity variations of the terrestrial atmosphere emission.
Mém Soc Roy Sci Liège 18:58–67
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Laštovička J, Fišer V, Pancheva D (1994) Long-term trends in planetary wave activity (2–15 days)

at 80–100 (km) inferred from radio wave absorption. J Atmos Terr Phys 56:893–899
Lindzen RS (1971) Tides and gravity waves in the upper atmosphere. In: Fiocco G (ed) Meso-

spheric models and related experiments. D Reidel Publishing Company, Dordrecht, pp 122–130
Liu HL, Roble RG, Taylor MJ, Pendleton WR (2001) Mesospheric planetary waves at northern

hemisphere fall equinox. Geophys Res Lett 28:1903–1905
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Chapter 6
Climatic Changes in the Upper Atmosphere

The current concept is that the Earth’s climate changes on the global scale.
According to the data of the World Meteorological Organization (WMO/UNEP
1990), the average global air temperature in the ground layer, being a very sensitive
measure of climatic changes, has increased by 0.3–0.6 (K) over the last 100 years.
Moreover, the rate of warming over the last three decades significantly exceeds its
value averaged over the century. There are grounds to believe that the economic
activity of mankind plays an important part in the global climate change.

In connection with this problem, investigations of the state of upper atmospheric
layers have been the particular concern of experts in the last few years. This is
caused, on the one hand, by the possible catastrophic consequences of anthro-
pogenic change of the chemical composition of the atmosphere as a whole, exempli-
fied by the ozone layer depletion (Dütsch and Staehelin 1989; Stolarski et al. 1992).
On the other hand, according to theoretical research (see, e.g., (Roble and Dickinson
1989; Rind et al. 1990)), global changes of the thermal and dynamic regimes result-
ing from an increasing inflow of greenhouse gases are more pronounced in the upper
atmospheric layers compared to the surface ones.

Analysis of aerological data obtained in the last three decades confirms this the-
oretical notion and demonstrates that the positive trend of the upper tropospheric
temperature and the negative trend of the middle stratospheric temperature are ap-
proximately an order of magnitude greater than the temperature trend in the ground
atmospheric layer (Angel 1988; Miller et al. 1992). Even greater negative tempera-
ture trend – also by an order of magnitude – was retrieved from time series of rocket,
satellite, lidar, and radiophysical measurements performed in the upper stratosphere
and mesosphere (Kokin et al. 1990; Taubenheim et al. 1990; Angel 1991; Aikin
et al. 1991; Hauchecorne et al. 1991). However, unlike radiosonde measurements
carried out in the mode of global monitoring since the 1950s, measurements in
the middle atmosphere are less representative and cover a much shorter time inter-
val. Thus, climatological data of six US rocket stations for altitudes of 25–55 (km)
were generalized over an 18-yr period (Angel 1991), and the data of five Russian
rocket stations for altitudes of 25–80 (km) cover periods from 18 to 27 years (Kokin
et al. 1990). The periods of regular satellite temperature measurements at altitudes
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up to 55 (km) (Aikin et al. 1991) and lidar temperature measurements at altitudes of
33–75 (km) (Hauchecorne et al. 1991) are about half the above ones. Observations
of the D layer of the ionosphere carried out in the last three decades (Taubenheim
et al. 1990) and of the sodium layer (∼92 (km)) between 1972 and 1992 (Cleme-
sha et al. 1992) indirectly testify to cooling of the mesosphere, though the authors
deny a decrease of the sodium layer altitude in their subsequent papers (Clemesha
et al. 2003, 2004).

The estimated linear trend of the mesospheric temperature ranges from −2 (K)
(Angel 1991) to−15 (K) per decade (Clancy and Rush 1989; Beig et al. 2003). This
wide spread in estimates is due to different factors among which are (1) statistical
nonuniformity of time series of data, (2) errors of the measurement methods used,
(3) disadvantages of methods of statistical analysis, and (4) limited observation pe-
riods. Each of these factors should be borne in mind when analyzing individual
observations. However, qualitative agreement between the trend estimates obtained
by all the mentioned observation methods indicates that the first two factors are not
dominant, and the quantitative discrepancies are caused mostly by the different sta-
tistical analysis methods employed and, which is especially important, by limited
lengths of time series.

This is especially true for the parameters of the upper atmospheric layers, since
they depend on the cyclic variability of the solar flux much stronger than the cor-
responding parameters of the ground layer. In this regard, optical and radiophysi-
cal investigations of the upper atmosphere over several decades supplemented with
comparatively short series of rocket, satellite, and lidar measurements of the tem-
perature in the middle atmosphere allow reliable statements on long-term changes
of the parameters in the upper atmosphere.

In estimating the linear trends of the atmospheric temperature at different alti-
tudes, it is of importance that the length of measurement series be over at least one
or two decades. Therefore, the problem of detecting long-term changes of any char-
acteristic of a geophysical process calls for preliminary elimination of periodic and
random variations of all types from the data to be analyzed. Analysis of hydroxyl ra-
diation temperature data that provide the basis for estimation of long-term trends has
revealed that the trend itself shows noticeable seasonal, latitudinal, and altitudinal
variability; it also depends on the measurement period. Violation of these conditions
is a reason for lacking an unambiguous idea of the character of long-term changes
of the atmospheric state in the mesopause and lower thermosphere.

Hence, before analyzing average long-term changes, one should reduce the avail-
able time series of data to uniform heliogeophysical conditions. If data under con-
sideration involve an effect of geomagnetic activity, they should be corrected or
excluded from the analysis. Unfortunately, it is not always that the authors of pub-
lications on long-term trends mention whether these self-evident requirements were
fulfilled. In addition, the trend value must be accompanied by the indication of the
relevant measurement period.

Attempts undertaken to revise both temperature measurements in the middle
atmosphere and long-term trends retrieved on their basis (Nielsen et al. 2002;
Sigernes et al. 2003a,b; Laštovička, 2005) were mostly oriented on the adjustment
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of trend values calculated for the preceding time intervals to those derived from
measurements performed in the last few years. Of course, this approach cannot be
satisfactory, because there is some evidence for a long-term trend change for sev-
eral decades. It seems likely that the reason for this process is not only the impact
of anthropogenic factors on the Earth’s atmosphere but also the effect of the secular
variability of solar activity. Therefore, when analyzing the accumulated data, one
must take into account the features of the trend behavior.

Since the upper atmosphere is sensitive to disturbances of its stationary state
(temperature, composition, etc.), investigations of the evolution of its state can be
the decisive factor for elucidation of a tendency for the Earth’s climate evolution
and of the role of the anthropogenic factor in this process.

The longest and most systematic data have been provided by ionospheric mea-
surements of the electron concentration ne in the E (110–120 (km)) and F2 layers
(240–350 (km)) and by spectrophotometric measurements of the characteristics of
emissions in the upper atmosphere. Analysis of almost half-secular ionospheric
observations has revealed long-term trends of the electron concentration ne in
these layers. Long-term data on zonal and meridional wind velocity components
in the lower thermosphere (Jacobi 1998; Jacobi and Kürschner 2002) as well as on
the planetary wave amplitudes based on radiophysical wind research (Laštovička
et al. 1994; Laštovička 1997a,b, 2002) also indicate the presence of systematic
long-term changes of the mean characteristics. The Earth’s airglow has been stud-
ied comprehensively in the Soviet Union since 1948. By the present time, a great
body of information on emissions from hydroxyl (∼87 (km)), sodium at 589.3 (nm)
(∼92 (km)), and atomic oxygen at 557.7 (nm) (∼97 (km)) and 630 (nm) (∼270 (km))
has been accumulated (Fishkova 1983; Semenov and Shefov 1996; Shefov 1969).
It should be emphasized that to estimate long-term trends from the data collected
from the late 1950s till the early 1990s, the assumption of their linearity in the pe-
riod under consideration was naturally made, because there was no clear evidence
for their nonlinear changes during this half-secular period.

The available data of measurements of the intensities and temperatures of the hy-
droxyl (OH) and 557.7-nm atomic oxygen emissions carried out in Japan, England,
France, Germany, and Sweden allowed only their dependence on solar activity to be
established, since the length of the time series of data was not over 20 years. A set
of irregular measurements of the hydroxyl rotational temperature performed at sev-
eral equatorial stations does not allow an independent conclusion on its long-term
variations, since in the most cases, the observation period was a few years and never
longer than the 11-yr solar cycle; therefore, these measurements can be used only in
combination with other data.

Undoubtedly, the problem of long-term systematic changes of the thermal state
of the middle and upper atmosphere still remains urgent. Since the period under
consideration involves not only the increase of the content of greenhouse gases but
also the secular increase of the average solar flux, whose maximum was observed in
the late 1990s, it seems likely that the tendency for a reduction of solar activity in
the subsequent years can have the result that small mean temperature changes will
be detected for time intervals shorter than 20 years.
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In this chapter, an attempt is made to summarize the data of investigations of the
temperature regime in the middle atmosphere performed by different methods in
Russia in combination with the available data of similar measurements performed in
other countries. On this basis, the behavior of atmospheric temperature at different
altitudes in different seasons, its dependence on solar activity, and its long-term
trends have been elucidated.

6.1 The Temperature Trend in the Middle Atmosphere

Rocket Measurements

Regular investigations of the temperature regime in the middle atmosphere with an
M-100B two-step meteorological rocket that transported main and auxiliary equip-
ment to altitudes up to 90 (km) were started in the Soviet Union in the early 1960s
and continued until the late 1990s. Measurements were performed as the equipment
was moved downward by parachute from an altitude of 85 (km). The atmospheric
temperature was measured with resistance thermometers. To reduce aerodynamic
heating of the thermometers, the head part of the meteorological rocket was stabi-
lized relative to the total velocity vector, and a special high-altitude parachute was
used to measure the wind speed and direction. When processing the rocket data,
a number of corrections were introduced including aerodynamic and radiative cor-
rections together with the correction for the thermometer self-radiation and Joule
heating by the measuring current. The method of data processing is described in
detail elsewhere (Izakov et al. 1967; Lysenko 1981; Lysenko et al. 1982; Schmidlin
1986).

The resultant error in measuring the atmospheric temperature at altitudes up to
40 (km) is almost completely determined by the instrumental errors of the measur-
ing temperature converter and radio telemetry channel. The rms error was 2.7 (K).
At altitudes above 50 (km), the random component of the resultant error was al-
most completely determined by the corresponding errors of temperature corrections,
among which the aerodynamic error was dominant (Lysenko 1981). The rms error
increased with altitude and was equal to 6 (K) for the 60–75 (km) layer (Lysenko
et al. 1982).

Measurements of Airglow Emissions

The airglow characteristics (intensity and temperature) were measured by the method
of optical spectrometry. The results obtained in Russia were mainly based on ob-
servations carried out at the stations of Zvenigorod (55.7◦N, 36.8◦E), Abastumani
(41.8◦N, 42.8◦E), and Yakutsk (62.0◦N, 129.7◦E). In addition, the observation data
obtained at the foreign stations of Delaware (42.8◦N, 81.4◦W), Quebec (46.9◦N,
71.1◦W), Maynooth (53.2◦N, 6.4◦W), Stockholm (59.5◦N, 18.2◦E), Wuppertal
(51◦N, 7◦E), Fritz Peak (39.9◦N, 105.5◦W), and Fort Collins (40.6◦N, 105.0◦W)
were used. It should be noted that the time series of Russian spectrophotometric data
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are several times longer than the foreign ones. In Russia, the relevant observations
have been performed from the mid-1950s until now, while in abroad, they are irreg-
ular. Therefore, the conclusions about long-term changes of the temperature regime
in the upper atmospheric layers based only on the data of foreign stations are some-
times inconsistent with the results of investigations in Russia, because they refer to
different periods and dates. At the same time, when used in combination, these data
completely confirm the results obtained in Russia.

At Abastumani, photoelectric measurements of (7–3), (8–4), (3–0), and (4–1)
hydroxyl band intensities in the spectral range 900–1040 (nm) have been carried out
since 1948, and the emission lines of atomic oxygen (at 557.7 (nm) and 630.0 (nm))
and sodium (at 589.3 (nm)) have been measured since 1958. Hydroxyl emission
spectra were measured between 1957 and 1972 to determine the hydroxyl rotational
temperature.

At the Zvenigorod station, the hydroxyl band intensities and rotational temper-
atures have been measured from the mid-1950s up to now in the spectral range
580–1150 (nm) with spectrographs initially equipped with image converter tubes
providing for photographic recording of spectra. In the last decade, they have been
equipped with charge-coupled photodetectors (Semenov et al. 2002b).

The rotational temperature of hydroxyl emission, carrying information on the
ambient temperature at OH airglow altitudes, is determined from the intensity dis-
tribution over the detected OH rotational bands (Shefov 1961). The measurement
technique has already been considered in detail in Sect. 2.2.5.

The rms error in reconstructing absolute values of the measured emission inten-
sities was about 5(%). The error in determining the temperature at different stations
was within 1–2 (K).

Different OH bands were used to measure the hydroxyl emission at different
stations in different years. It is well known, however, that there is a systematic
difference (of a few degrees of Kelvin) in rotational temperatures between bands
from different initial vibrational energy levels (Shefov 1961, 1976; Berg and Shefov
1963). According to subsequent investigations (Semenov et al. 2002; Bakanas and
Perminov 2003; Bakanas et al. 2003), this difference also depends on season. There-
fore, to compare the temperature data obtained at different stations, all of them were
reduced to the same OH (5–2) band.

Certainly, the necessary condition for complete comparability of measurements
performed at different stations is the use of the intensity factors that allow one to
calculate OH rotational temperatures without regard of the vibrational level num-
ber. Unfortunately, these obvious requirements are ignored, to say the least. This
problem has also been discussed in Sect. 2.2.5.

6.1.1 Long-Term Yearly Average Temperature Trends

Rocket Data. Temperature of the Stratosphere and Mesosphere

The main results by which one can judge on long-term temperature changes in
the stratosphere and mesosphere have been obtained at the rocket stations of
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Fig. 6.1 Long-term variations of the yearly average atmospheric temperature at altitudes from
30 to 70 (km) retrieved from rocket measurements at high (hollow circles), middle (full circles),
and low latitudes (triangles) (Lysenko 1981; Kokin et al. 1990; Kokin and Lysenko 1994);
temperature variations at 87 (km) were retrieved from hydroxyl emission data of Zvenigorod
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Heiss Island (80.6◦N, 58.0◦E) since 1964, Volgograd (48.7◦N, 45.8◦E) since 1965,
Balkhash (46.8◦N, 74.6◦E) since 1973, Thumba (8.5◦N, 76.8◦E) since 1971, and
Molodezhnaya (67.7◦S, 45.8◦E) since 1969. Weekly sounding with meteorological
rockets was performed until 1993. The temperature was measured in the altitude
range from 21–23 to 75–80 (km).

Figure 6.1 shows time series of yearly average atmospheric temperatures in
10-km layers centered at altitudes of 30, 40, 50, 60, and 70 (km) retrieved from mea-
surements at high-latitude, midlatitude (Volgograd), and tropical stations (Kokin and
Lysenko 1994; Golitsyn et al. 1996). It can clearly be seen that the yearly average
temperatures decrease with time for all altitude layers throughout the observation
period. In the mesosphere, a negative trend was most pronounced, and the tempera-
ture in the stratosphere also decreased by no less than 1 (K) per decade.

It is obvious that representative quantitative trend estimates cannot be obtained
without taking into account long-period oscillations comparable in duration to solar
cycles. To this end, the time series of atmospheric temperatures measured at differ-
ent altitudes were analyzed using a specially developed adaptive system of statis-
tical analysis (ASSA) (Rosenfeld 1986) based on the standard system of spectral
analysis. Its special feature is that the initial set of harmonics expected from obser-
vations (basic functions) was specified a priori and then revised based on the results
of spectral and correlation analysis of residual noise. Significant regular compo-
nents present in the residual noise strongly worsen the accuracy of trend evaluation.
Therefore, a reliable conclusion about the trend can be drawn only after determina-
tion of the entire spectrum of regular oscillations. To this end, power density spectra
were calculated using the Hemming window together with the spectra of maximum
residual noise entropy. Pronounced spectral maxima were checked for regularity,
that is, harmonics with the corresponding periods were included in the set of basic
functions. If the amplitudes of these harmonics appeared high enough and the corre-
sponding maxima in the residual noise spectrum disappeared completely or partly,
this gave grounds to consider the harmonics significant.

The monthly mean temperatures at altitudes from 25 to 75 (km) were analyzed
with a step of 5 (km). Preliminary investigations (Kokin et al. 1990) demonstrated
that to estimate a trend correctly, harmonics with periods of 0.5, 1.0, 2.0, 5.5, and
11 years should be considered. As to quasi-biennial oscillations, the residual noise
spectrum had maxima corresponding to periods from 17 to 36 months. Therefore,
the harmonic with a period of 24 months was also added to the basic functions
(Kokin et al. 1990). Subsequently, based on the observations carried out at the

Fig. 6.1 (continued) (full circles), Abastumani (hollow circles) (Golitsyn et al. 1996; Semenov
and Lysenko 1996; Givishvili et al., 1996), and Wuppertal (triangles) (Offermann and Graef 1992;
Bittner et al. 2002; Offermann et al. 2004); temperature variations at 97 (km) were retrieved from
557.7-nm atomic oxygen emission data: interferometric measurements (hollow circles) (Hernandez
and Killeen 1988), lidar measurements (squares) (She et al. 1993), and estimates from the emission
intensity (full circles) (Evlashin et al. 1999; Starkov et al. 2000); and temperature variations at
110 (km) were retrieved from ionospheric (full circles) (Givishvili and Leshchenko 1995, 2000)
and incoherent scattering measurements (hollow circles) (Alcaydé et al. 1979)
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stations of Heiss Island and Volgograd for more than 25 years, calculations were
performed with the 22-yr harmonic added to the basic functions. Analysis of the
calculation results has shown that the difference between the trend values obtained
with and without the 22-yr harmonic was within the rms error of the trend estimate.

Vertical profiles of the temperature trends retrieved from rocket measurements
for different latitudes are shown in Fig. 6.2. It can be seen that negative temperature
trends took place almost at all altitude levels from 25 to 75 (km). The only exception
is the level at 45 (km) for which, according to the data of four stations (except for
Heiss Island), the trend was absent. The data of all five stations showed that the
upper stratosphere cooled with a rate of −(0.1–0.2) (K·yr−1). In the mesosphere at
midlatitudes of the eastern part of the northern hemisphere, the maximum negative
temperature trend equal to 0.8 (K·yr−1) was observed at altitudes of 55–60 (km);
at altitudes of 70–75 (km), the trend was −0.6 (K·yr−1). According to the data of

Fig. 6.2 Vertical profiles of the yearly average temperature trends retrieved from rocket
(25–75 (km)) (small open circles and full circles); optical (87 and 97 (km)) (open circle and full
square), and ionospheric measurements (108 (km)) (full triangle) at high (dotted curve), middle
(solid curve), and low latitudes (dashed curve) (Golitsyn et al. 1996)
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the Molodezhnaya and Heiss Island high-latitude stations, the trend values for the
lower mesosphere and the upper stratosphere were approximately identical. Above
55 (km), the trend sharply increased and reached −1.1 (K·!yr−1) at altitudes of
70–75 (km). Nearly the same vertical profile of the temperature trend was observed
at the Thumba tropical station, but the sharp increase of the negative temperature
trend occurred above 65 (km). It reached −1.0 (K·yr−1) at an altitude of 75 (km).

The temperature trends were also analyzed (Schmidlin 1996) based on rocket
measurements in America. The results of this work are in agreement with the rocket
measurements performed in Russia for all latitudes at least up to 40 (km). Some dis-
agreement takes place for equatorial measurements at an altitude of 50 (km), where,
according to Thumba measurement data, a slight positive trend (+0.02 (K·yr−1))
was detected, whereas American researchers indicated a negative trend (−0.23
(K ·yr−1)) at the Kwajalein station (9◦N). The trend values for altitudes above
50 (km) were lacking in Rosenfeld’s work (1986) because of the uncertainty of
corrections that should be introduced to compare the temperatures calculated for
different years.

Measurements of the Airglow Characteristics

Results of long-term measurements of the yearly average integral intensities of the
hydroxyl emission and atomic oxygen green emission are shown in Fig. 6.3. To an-
alyze the behavior of the 557.7-nm emission intensity, in addition to Abastumani
measurements, data of observations carried out at other midlatitude stations, such
as Terling (52.0◦N, 1.0◦W) (Lord Rayleigh and Spencer Jones 1935; Hernandez
and Silverman 1964), Simeiz (44.4◦N, 34.0◦E) (Shain and Shain 1942), Haute
Provence (43.9◦N, 5.7◦E) (Dufay and Tcheng Mao-Lin 1946, 1947a,b), and Cactus
Peak (36.1◦N, 117.8◦W) (Roach et al. 1953) were used. Despite significant quasi-
regular year-to-year variations, an increase in the OH emission intensity is observed
throughout the observation period. The trend value was estimated by processing
Abastumani data with the use of the ASSA code. Analysis of monthly mean val-
ues showed that the OH emission intensity increased between January 1948 and
December 1992 with an average rate of 1.46± 0.09(% · yr−1) with the confidence
probability P = 0.95. In data processing, the 22-, 11-, and 5.5-yr long-period vari-
ations with amplitudes of 0.05–0.06 (megarayleigh) were taken into account. An
earlier analysis of the variations of the 557.7-nm emission characteristics (Shefov
and Kropotkina 1975) revealed a clearly defined solar flux dependence of the emis-
sion intensity and emission layer altitude as well as seasonal and lunar–tidal vari-
ations (Semenov and Shefov 1997a,b,c,d). Processing of the 557.7-nm emission
data with the ASSA code revealed 22- and 11-yr harmonic oscillations with am-
plitudes of about 40 (Rayleigh) and 5.5-yr oscillations with amplitude of about 10
(Rayleigh). The positive trend amplitude averaged over the observation period was
0.6±0.09(% ·yr−1) (Semenov and Lysenko 1996).

As mentioned above, the rotational temperature can be determined from the in-
tensity distribution over the rotational–vibrational OH bands. Since the emission
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Fig. 6.3 Long-term variations of the yearly average 557.7-nm and hydroxyl emission intensities.
The 557.7-nm emission intensity was retrieved from measurements performed at Abastumani
(open circles), Haute Provence (full triangles), Cactus Peak (full squares), Simeiz (open triangle),
and Terling (open squares). The hydroxyl emission intensity was retrieved from measurements per-
formed at Abastumani (open circles) and Zvenigorod (full circles) (Golitsyn et al. 1996; Lysenko
et al. 1999)

layer has a maximum at ∼87 (km) (Shefov 1978; Baker and Stair 1988; Semenov
and Shefov 1996), the observed temperature variations should be attributed to the
OH emission layer with a halfwidth of ∼8.5 (km) centered at 87 (km). Figure 6.1
shows these temperature data for Abastumani (1957–1972) and Zvenigorod (1957–
1995). Over the indicated periods, the temperature has a negative trend for both
stations equal to −(0.7± 0.1) (K ·yr−1) (Givishvili et al. 1996) (see Fig. 6.1).
Offermann and Graef (1992), based on their own data, stated that the temperature
trend in the mesopause region was +1 (K·yr−1). However, being superimposed on a
much longer time series of analogous data, they fitted well with that series and thus
confirmed the trend value reported by Givishvili et al. (1996).

After observations carried out between 1995 and 2005, the opportunity arose to
trace the temperature behavior in the mesopause region. In addition, recent special-
purpose investigations of the proportion between the rotational temperatures for OH
bands related to different vibrationally excited levels (Bakanas and Perminov 2003;
Bakanas et al. 2003) have revealed that there are seasonal differences between these
temperatures, but their yearly average values differ insignificantly (see Fig. 4.1).
Therefore, for the period 1984–1986, when temperatures were determined by the
OH (8–3) band, the temperature measurements were corrected to fit the OH fifth
vibrational level, since the temperatures presented in Fig. 6.1 were calculated for
the OH (5–2) band (Semenov and Shefov 1996). Full triangles in the same fig-
ure indicate the temperature data obtained at the Wuppertal station (Offermann and
Graef 1992; Bittner et al. 2002; Offermann et al. 2004). The data set shown in
this figure enabled a noticeable decrease in the negative temperature trend in the
mesopause region over the last few years (from the late 1980s) to be detected. This
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suggests a noticeable nonlinearity in the long-term temperature behavior at these
altitudes. Thus, the temperature trend over the period under consideration can be
subdivided into two portions: an almost linear temperature decrease with a rate
of about −0.6 (K ·yr−1) in 1955–1985 and a trend close to zero in 1985–2005.
Unfortunately, it is too early to discuss the more recent temperature trend, because
to this end, observations must be continued to encompass at least one or two so-
lar cycles. The solid curve in Fig. 6.1 that approximates the long-term temperature
variations between 1955 and 2005 is described by the relation

T = 198−0.6 · (t−1972)+0.012 · (t−1972)2,(K) .

Figure 6.1 also illustrates the variations of the yearly average temperature of
atomic oxygen emission at 557.7 (nm) (∼97 (km)) retrieved from interferomet-
ric (Hernandez and Killeen 1988) and lidar measurements (She et al. 1993, 1995)
performed at the same altitudes. The temperatures estimated from the data on the
557.7-nm emission intensity (Semenov and Lysenko 1996) are also shown in the
figure. A weak tendency toward a decrease in temperature at ∼97 (km) at midlati-
tudes can be seen for the entire data set (1924–1992). The linear temperature trend
for this period was about−0.1 (K·yr−1) (see Fig. 6.2).

The temperature in the ionospheric, E layer (∼110 (km)) (Givishvili and
Leshchenko 2000) was estimated from the data of vertical sounding (Givishvili
and Leshchenko 1993, 1995) performed at the stations near Moscow (55.5◦N),
Slough (52.5◦N), and Juliusruh (55.6◦N) and from the data of incoherent scatter-
ing measurements (1967–1975) performed at Saint-Santin (44.6◦N, 2◦E) (Alcaydé
et al. 1979). According to the data reported by Givishvili and Leshchenko (1995,
2000), a systematic increase in atmospheric temperature at∼110 (km) with an aver-
age rate of about +1 (K·yr−1) has been observed since 1931 till now (see Fig. 6.2).

Vertical Profiles of the Yearly Average Temperature at Altitudes of 25–110 (km)

Figure 6.4 shows the altitude–time profiles of the yearly average temperature in
the middle atmosphere at midlatitudes of the northern hemisphere derived by
Lysenko et al. (1999) and Semenov (2000) from the data presented elsewhere
(Golitsyn et al. 1996; Semenov and Lysenko 1996; Givishvili et al. 1996; Semenov
et al. 1996). It also shows a time series of the yearly average radio-frequency emis-
sion flux F10.7. The individual profiles shown in the figure are shifted by 10 (K).
They were reconstructed from the data of rocket (25, 30, 35, . . . , 75 (km)), op-
tical (87 and 97 (km)), and ionospheric measurements (110 (km)) performed in
1955–1995 with their subsequent interpolation and extrapolation. The retrieved ver-
tical profiles were smoothed using the method of spline interpolation. An analysis
of this family of profiles has revealed a number of new and important features.
First, the yearly average vertical temperature profiles undergo systematic year-to-
year changes. Second, a temperature maximum whose amplitude (ΔT≈ 20–25 (K))
correlates (r = 0.88± 0.04) with the solar flux (Semenov and Shefov 1999b) is
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Fig. 6.4 Vertical yearly average temperature profiles (25–110 (km)) at midlatitudes retrieved
for 1955–1995 from measurement data (Alcaydé et al. 1979; Hernandez and Killeen 1988;
Kokin et al. 1990; Offermann and Graef 1992; She et al. 1993; Kokin and Lysenko 1994; Givishvili
et al. 1996; Semenov et al. 1996; Golitsyn et al. 1996; Givishvili and Leshchenko 1999; Evlashin
et al. 1999). Each profile is shifted from the preceding one by 10 (K). Bold curves illustrate the tem-
perature profiles measured every 5 years, open and full circles indicate altitudes at which the tem-
perature was equal to 210 and 250 (K), respectively. The temperature scale is indicated at the
top left of the figure. The variations of the solar activity (yearly average index F10.7) (Lysenko
et al. 1999; Semenov 2000) are shown below

observed at altitudes of 85–95 (km). Since the vertical temperature profile was
constructed using spline interpolation of measurement data for altitudes of 70, 75,
87, 97, and 110 (km), the altitude of this maximum needs further refinement. Nev-
ertheless, it should be emphasized that the temperature at altitudes of ∼92 (km)
retrieved from sodium emission data (Shefov and Semenov 2001) is in agreement
with the data shown in Fig. 6.4 within ±4 (K).

Figure 6.5 shows vertical temperature profiles for periods of maximum (solid
curves) and minimum solar fluxes (dotted curves) (Lysenko et al. 1999). A signif-
icant difference between them can be seen. The inset, which presents all vertical
temperature profiles for the entire observation period, gives an idea of the dynamic
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Fig. 6.5 Examples of the yearly average vertical temperature profiles in years of maximum (1958,
1970, 1981, 1989) (solid curves) and minimum solar activity (1955, 1962, 1976, 1986, 1994)
(dashed curves). The inset shows all temperature profiles from Fig. 6.4 (Lysenko et al. 1999)

character of vertical temperature variations at altitudes of 70–100 (km). It can be
seen that the behavior of vertical temperature profiles differs from that predicted by
the existing models, which do not take into account the effect of the solar flux and
long-term trends.

Analysis of the features of the temperature regime (see Figs. 6.4 and 6.6) shows
that constant-temperature altitude levels slightly ascend in the range 30–45 (km)
with rates up to 50 (m · yr−1); they systematically descend in the altitude range
45–75 (km) with a rate reaching −250 (m · yr−1) near 75 (km). Above 80 (km),
these levels undergo systematic variations that are manifestations of the effect of
the solar flux and long-term trend. For the period between 1955 and 1995, the alti-
tude of the minimum temperature at solar minima decreased from 95 to 83 (km),
and the minimum temperature decreased from 197 to 177 (K) with a rate of
−(0.5±0.1) (K·yr−1).

An important feature of vertical temperature profiles for altitudes of 80–100 (km)
is a maximum observed systematically in periods of high solar activity during sev-
eral 11-yr cycles. This maximum was also revealed in the data of short-term lidar
measurements carried out in 1990–1993 at the Fort Collins Observatory (40.6◦N,
105◦W) (She et al. 1993, 1995; Yu and She 1995). In the subsequent measurement
series dated up to the end of 1997 (minimum solar activity) (She et al. 1998), the
authors of the publications noted a gradual decrease in the amplitude of the temper-
ature maximum at altitudes of 80–100 (km). However, they did not relate the tem-
perature maximum in this altitude range to the solar flux variations that took place
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Fig. 6.6 Altitude–time distribution of the yearly average temperature at midlatitudes over a 40-yr
period. Isotherms are drawn with a step of 5 (K) (Lysenko et al. 1999)

during the observation period and suggested the influence of the Pinatubo volcano
eruption (July 1991).

In the last few years, one more temperature maximum with amplitude of
10–30 (K) was detected at altitudes of 60–70 (km) (Meriwether and Gardner 2000);
its behavior is poorly known yet.

As can be seen from Fig. 6.7, the temperature difference in the regions of min-
ima of the vertical temperature profiles (below TL and above TU of the maximum
observed around 90 (km)) varies with time in the periods of increased solar activ-
ity, correlates with the solar flux, has a long-term trend, and changes its sign in the
period under consideration. Its behavior can be described as

TL−TU =−0.72 · (t−1972.5)+0.1(F10.7−13),(K) .

In addition, long-term variations of the temperature minimum at altitudes of
70–110 (km) in the periods of solar minimum between 1955 and 1995 also testify
to a monotonic decrease of its altitude ZM and temperature TM (Fig. 6.8) (Semenov
and Shefov 1999b).
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Fig. 6.7 Time dependences of the temperature difference between the lower and upper temperature
minima (A) and examples (B) of vertical temperature profiles for years of solar maxima (the 19th
and 22nd cycles) (Semenov and Shefov 1999)

Fig. 6.8 Long-term variations of the altitude and temperature of the temperature minimum at
70–110 (km) at solar minima in 1955–1995 (Semenov and Shefov 1999)
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The temperature maximum can be accounted for the influence of the atomic
oxygen recombination process (Fomichev and Shved 1994) mainly due to varia-
tions of the altitude of the layer with a maximum atomic oxygen density caused
by changes of solar activity (Semenov and Shefov 1999b). This is supported by
the data on seasonal variations of the temperature of the upper minimum in the
mesopause region (Yu and She 1995) and on vertical profiles of atomic oxygen den-
sity (Perminov et al. 1998). It should be emphasized that the seasonal and daily
variations of the altitude of the temperature maximum (She et al. 1995; Meriwether
and Gardner 2000) are in agreement with the variations of the atomic oxygen layer
altitude ZO and density [O(ZO)] (Fig. 6.9) (Semenov and Shefov 1997c, 1999b;
Golitsyn et al. 2001). Their average dependences on solar flux have the form

ZO = 98.5−0.029 · (F10.7−130),(km) ,

[O(ZO)] = [8−0.011 · (F10.7−130)] ·1011,(cm−3) .

Considering the altitude variations of the temperature in relation to those of the
atomic oxygen density, one can see a strong correlation between them (r = 0.96±
0.033), namely, the increase in temperature is described by the expression

ΔT(Z) = (38±5) · loge[(0.85±0.06) · [O(Z)]hsa

[O(Z)]lsa
,

where [O(Z)]hsa and [O(Z)]lsa denote the atomic oxygen densities below 95 (km) for
high (hsa) and low solar activity (lsa), respectively (Semenov and Shefov 1999b).

It is of importance that the correlation between the temperature change and the
atomic oxygen density ratio does not result from the calculations based on the pho-
tochemical process of excitation of the 557.7-nm emission and vertical temperature
profiles. The difference between the vertical density profiles [O(Z)]hsa and [O(Z)]lsa

follows from different green emission layer altitudes that depend on solar activity.
Obviously, a substantial effect of the vertical wind velocity component at these

altitudes should also be taken into account. Its average value is about 2 (cm · s−1)
and depends significantly on latitude (Portnyagin et al. 1995).

Therefore, it seems likely that the seasonal variations of the minimum temper-
ature altitude (∼100 (km) in winter and ∼88 (km) in summer) (Berger and von
Zahn 1999) are due to variations of the atomic oxygen layer altitude.

Satellite data on the behavior of the altitude of 557.7-nm green atomic oxy-
gen emission maximum (Fauliot et al. 1997) that is a manifestation of the plane-
tary circulation are in good agreement with the predictions of an empirical model
which describes the variability of the parameters of this emission (Semenov and
Shefov 1997a,b,c,d, 1999b). The exothermic reactions with participation of the HOX

and OX atmospheric constituents that proceed at these altitudes can also contribute
to the energy balance (She et al. 1995). The difference between the energy influxes
in the middle atmosphere for high and low solar activity clearly follows from the
data given in Fig. 6.5.
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Fig. 6.9 Vertical profiles of the yearly average temperature and atomic oxygen concentration for
years of solar maximum (1989, F10.7 = 214; solid curves) and minimum (1995, F10.7 = 78; dashed
curves). The atomic oxygen concentrations are calculated with help of an empirical model of
557.7-nm emission variations (Semenov and Shefov 1999; Golitsyn et al. 2001)

6.1.2 Seasonal Behavior of Long-Term Temperature Trends
for the Middle Atmosphere

Analysis of long-term monthly mean temperature variations at different altitudes re-
vealed considerable differences between the trends in different seasons. The trends
differ most significantly in winter and in summer. By way of example, Fig. 6.10
shows time series of the monthly mean temperatures in December and June (months
of the winter and summer solstice) retrieved from rocket, spectrophotometric, and
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Fig. 6.10 Long-term
variations of the monthly
average winter (December)
and summer (June)
temperatures at different
altitudes retrieved from the
data of rocket,
spectrophotometric, and
radiophysical measurements.
Closed symbols are for
December, and open symbols
are for June. Circles for an
altitude of 87 (km) are for
Zvenigorod, squares for
Wuppertal, triangles for
Yakutsk, inverted triangles
for Maynooth, and diamonds
for Quebec and Delaware.
Solid lines are the regression
lines (Semenov et al. 2000)
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radiophysical data. The rocket data (25–80 (km)) had been obtained at Volgograd
(48.7◦N) between 1969 and 1995. The spectrophotometric data on the temperature
regime at an altitude of 87 (km) were retrieved from the hydroxyl emission mea-
surements performed at Zvenigorod (55.7◦N) in 1960–1998, Wuppertal (51◦N) in
1980–1998 (Offermann and Graef 1992; Offermann et al. 2002, 2004), Maynooth
(53.2◦N) in 1993 (Mulligan et al. 1995), Quebec (46.8◦N) in 1967 (Lowe 1969;
Snelling and Hampson 1969), Delaware (42.8◦N) in 1993 (She and Lowe 1998),
and Yakutsk (62◦N) in 1960–1990 (Yarin 1961, 1962; Ignatiev et al. 1974; Atlasov
et al. 1975; Scheer et al. 1994; Ammosov and Gavrilieva 1996). The temperature
around 92 (km) was retrieved from an analysis of the behavior of the atmospheric
sodium emission. Long-term (1957–1992) series of the measured sodium emission
intensity are available for Abastumani (41.8◦N) (Fishkova 1979, 1983; Fishkova
et al. 2001a), and the long-term (1972–1987) series of the sodium layer altitude
were retrieved from lidar measurements performed in Brazil (23.2◦S) (Clemesha
etal.1992).According to lidardata(QianandGardner1995;StatesandGardner1999),
there is a strong correlation between the sodium density in the layer and the tem-
perature at its density maximum. Long-term measurements of the seasonal sodium
emission intensity variations (Fishkova 1979, 1983; Fishkova et al. 2001a; Shefov
et al. 2000; Shefov and Semenov 2001) made it possible to reduce the data to identical
heliogeophysical conditions and to derive correlation relations between the sodium
emission intensity INa (in Rayleigh) and the atmospheric temperature around 92 (km)
(Fishkova et al. 2001a; Shefov et al. 2000):

T(92(km)) = (185±0.8)+ (0.20±0.01) · INa,(K) ,

with the correlation coefficient r = 0.952± 0.020. Here it should be noted that the
temperatures at an altitude of ∼92 (km) obtained by this method are in good agree-
ment (σ ∼ 4(K)) with the yearly average temperatures for 1955–1995 (Lysenko
et al. 1999; Semenov and Shefov 1999b).

Similarly, based on the long-term observations of the 557.7-nm atomic oxygen
emission intensity (Fishkova et al. 2000, 2001b) and on its correlation with the atmo-
spheric temperature at the emission layer altitude (∼97 (km)), the behavior of the
temperature in different seasons was estimated using a procedure described else-
where (Evlashin et al. 1999; Fishkova et al. 2001b; Starkov et al. 2000).

To estimate the temperature of the lower thermosphere (105–110 (km)), results of
vertical sounding (VS) of the ionosphere – the critical frequencies foE of the mid-
day E layer corresponding to the stationary daytime conditions in the ionosphere
(Givishvili and Leshchenko 2000) – were used. To eliminate the effect of solar flux
on the results, the data were reduced to the fixed solar flux F10.7 = 130. In this case,
according to an empirical model of the ionosphere (Fatkullin et al. 1981), the maxi-
mum of the midlatitude E layer is located at∼109 (km) in winter and at∼107 (km)
in summer. Thus, the retrieved temperatures refer to altitudes of 107–109 (km)
and correspond to the daily mean temperatures since, following Hedin (1983), the
daily temperature oscillations at these altitudes, equal to 1–2 (K), can be neglected.
The error in estimating the monthly mean temperature was not over 7 (K). In this
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analysis, data of measurements performed at three stations – Slough (52.5◦N) in
1958–1987, Juliusruh (55.6◦N), and Moscow (55.5◦N) in 1958–1994 – were used.

The temperature trends for different seasons were estimated quantitatively with
smoothing long-term oscillations, whose periods were comparable with the 11-yr
solar cycle. The method of statistical processing of time series is described in de-
tail elsewhere (Givishvili et al. 1996). Figure 6.10 shows an example of long-term
temperature variations at different altitudes in winter (December) and in summer
(June). From the figure, it can be seen that their behavior changes significantly. This
is especially clearly seen in Fig. 6.11 that illustrates the seasonal variations of the
temperature trend at different altitudes in the region of midlatitudes. Full circles
show the trend values calculated by statistical processing for each month, and solid
curves approximate the seasonal trend variations δTtr(td,z) retrieved on the basis
of the sum of harmonics with periods of 12, 6, 4, 3, 2.4, and 2 months using the
expression

δTtr(td,Z) = δTtrMA(Z)+ A1(Z) · cos
2π
365

(td− t1)

+A2(Z) · cos
4π
365

(td− t2)+ A3(Z) · cos
6π
365

(td− t3)

+A4(Z) · cos
8π
365

(td− t4)+ A5(Z) · cos
10π
365

(td− t5)

+A6(Z) · cos
12π
365

(td− t6) ,

Fig. 6.11 Seasonal behavior
of the long-term temperature
trends (Kyr−1) in the
atmosphere at different
altitudes for midlatitudes.
Full circles show the
measured monthly mean
temperatures, and solid
curves show their
approximations by the sum of
harmonics (Semenov
et al. 2002a)
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Table 6.1 Amplitudes and phases of harmonics with periods of 12, 6, 4, 3, 2.4, and 2 months
approximating the seasonal variations of temperature trends at different altitudes

Z (km) δTtrMA
(K ·yr−1)

Harmonic amplitudes (K ·yr−1) Harmonic phases (days)

A1 A2 A3 A4 A5 A6 T1 t2 t3 t4 t5 t6

110 1.56 0.53 0.20 0.10 0.08 0.07 0.04 136 88 45 50 6 10
105 1.02 0.32 0.07 0.09 0.14 0.04 0.02 136 115 63 0 12 15
100 0.44 0.09 0.13 0.08 0.09 0.01 0.001 314 144 44 12 11 0
97 0.19 0.11 0.12 0.12 0.06 0.01 0.01 336 148 44 21 14 23
95 0.05 0.17 0.12 0.09 0.05 0.02 0.01 327 160 48 29 10 19
92 −0.03 0.09 0.01 0.02 0.01 0.01 0.01 214 170 37 35 8 15
90 −0.14 0.34 0.07 0.03 0.01 0.02 0.004 188 170 50 13 1 13
87 −0.63 0.44 0.13 0.05 0.03 0.01 0.02 173 178 47 30 6 21
85 −0.53 0.52 0.12 0.07 0.04 0.06 0.03 169 47 4 40 27 15
82 −0.81 0.45 0.14 0.12 0.08 0.04 0.04 100 29 27 27 20 15
80 −1.13 0.48 0.15 0.15 0.12 0.06 0.06 40 24 42 21 23 15
75 −0.90 0.40 0.12 0.15 0.13 0.06 0.05 68 32 42 23 11 10
70 −0.67 0.32 0.09 0.08 0.13 0.07 0.04 115 28 31 18 10 12
65 −0.54 0.26 0.08 0.04 0.07 0.03 0.05 157 30 50 16 19 14
60 −0.45 0.28 0.10 0.06 0.06 0.02 0.03 175 136 50 25 35 16
55 −0.39 0.30 0.12 0.11 0.02 0.04 0.03 173 131 91 40 35 18
50 −0.22 0.19 0.03 0.06 0.01 0.01 0.03 125 119 75 50 30 16
45 −0.01 0.15 0.05 0.06 0.05 0.01 0.01 0 5 62 52 56 20
40 −0.04 0.19 0.12 0.05 0.07 0.06 0.02 356 182 78 57 42 13
35 −0.12 0.12 0.04 0.04 0.06 0.05 0.03 306 143 69 50 37 10
30 −0.19 0.12 0.06 0.09 0.06 0.05 0.01 202 127 62 45 37 20
25 −0.22 0.13 0.04 0.03 0.03 0.02 0.01 173 86 65 48 36 25

where δTtr(td,z) is the yearly average trend value at altitude Z; A1, A2, A3, A4, A5,
and A6 are the harmonic amplitudes; t1, t2, t3, t4, t5, and t6 are their phases, td is the
day of the year. The harmonic amplitudes and phases are given in Table 6.1.

The vertical profiles of monthly mean temperature trends shown in Fig. 6.12
were drawn based on the results presented in Fig. 6.11. To the right of the figure, the
yearly average trend is shown. Designations in Fig. 6.12 are the same as in Fig. 6.11:
full circles denote the trend values calculated from the regression equation, and solid
curves show their approximations, as a rule, by the sum of harmonics with periods
of 12, 6, and 4 months. It should be noted that the sums of six harmonics were
used to approximate the vertical winter temperature profiles (November–February).
The vertical temperature profiles shown in Fig. 6.3 were drawn with allowance
for the seasonal variations of the altitude of the ionospheric E layer (Fatkullin
et al. 1981) and of the 557.7-nm emission layer (Semenov and Shefov 1997c,d). The
seasonal and long-term variations of the sodium layer altitude were small (∼1 (km))
(Clemesha et al. 1992, 2003, 2004; Qian and Gardner 1995; States and Gardner
1999; Shefov and Semenov 2001) and hence were not taken into account in con-
structing the vertical profiles.

As can be seen from Figs. 6.11 and 6.12, the long-term temperature trend for dif-
ferent seasons has different values at different altitudes in the middle atmosphere.
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Fig. 6.12 Vertical profiles of the long-term temperature trends (K · yr−1) for different months of
the year. Full circles show the measured temperatures, and solid curves show their approximations
by the sum of harmonics. Thin straight lines above the serial month numbers show the zero tem-
perature trends for each profile. The trend scale is at the top of the figure. The vertical profile of
the yearly average temperature trend (Semenov et al. 2002a) is shown to the right of the figure

In summer, the stratospheric trend remains almost unchanged with an increase in
altitude; it is equal to approximately −0.1 (K·yr−1). In the mesosphere, it sharply
increases to a maximum negative value of approximately−1.1 (K·yr−1) in the layer
75–80 (km) and then its absolute value noticeably decreases. In the mesopause
region, the trend becomes positive, increasing to 1.1 (K ·yr−1) at an altitude of
107 (km). In winter, the negative trend −(0.3–0.5) (K·yr−1) decreases in the mid-
dle stratosphere, passes through zero, and becomes positive in the upper strato-
sphere. The maximum positive trend changing from 0.3 (K·yr−1) in February and
November to 0.7 (K·yr−1) in December is observed in the layer of 40–45 (km).
Near the stratopause, the trend vanishes, and in the lower mesosphere, the negative
trend rapidly increases with altitude. In the middle and upper mesosphere, the trend
increases much more slowly: from −0.7 (K·yr−1) at 60 (km) to −0.9 (K·yr−1)
around 87 (km). At the altitude of the E-layer maximum, the temperature trend has
a positive value of 1−2 (K ·yr−1) throughout the year.

As to the positive temperature trend in the winter upper stratosphere, we can
state the following: The observed similarity of rocket data and predictions of a nu-
merical simulation of climate in the middle atmosphere with the doubled carbon
dioxide content (Rind et al. 1990) suggests that the increase in the temperature of
the upper atmosphere in winter is a consequence of the change of the atmospheric
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dynamics because of an increase in the concentration of greenhouse gases. The re-
sults of the simulation demonstrate the trend contrast in adjacent autumn–winter
months, namely, an increase in temperature in November, January, and February
and a temperature decrease in December (Rind et al. 1990). This simulation result
agrees in general with the observations; however, negative trend values were mea-
sured in January rather than in December (see Fig. 6.12). In addition, according to
the data of Rind et al. (1990), the winter trend positive anomaly should become
more pronounced in going from midlatitudes to North Pole. Observations, however,
demonstrate that the period of this seasonal anomaly and the absolute value of the
positive trend are much greater at midlatitudes (Volgograd) than at high latitudes
(Heiss Island) (Lysenko et al. 2003; Lysenko and Rusina 2003).

Positive trends in the upper stratosphere were detected at another midlatitude
station (Balkhash, 46.8◦N) (Kokin and Lysenko 1994). Analysis of the data of
rocket sounding performed at Riori (39◦N) for a 25-yr period of regular observa-
tions (Keckhut and Kodera 1999) has demonstrated that in December, the temper-
ature trend in a layer of 34–47 (km) acquires positive values with a maximum of
∼0.5 (K · yr−1) around 41 (km). It seems that the anomalous winter temperature
trend in the upper stratosphere has the greatest absolute value and the greatest sea-
sonal duration in the 50–60◦N latitude belt, decreasing toward North Pole and to-
ward the equator. The temperature trend in the middle and upper stratosphere over
the Thumba tropical station (8◦N) is negative throughout a year (Lysenko et al. 2003;
Lysenko and Rusina 2003).

Positive values of the temperature trend in the lower thermosphere (95–110 (km))
are stably observed throughout a year and cannot be explained by changes of the
chemical composition of the atmosphere. In any case, a numerical simulation of cli-
matic changes in the upper atmosphere resulting from an increase in the content of
greenhouse gases indicates cooling of this layer and of the thermosphere as a whole
(Roble and Dickinson 1989). A possible reason for positive trend values is deforma-
tion of the vertical temperature profile owing to a subsidence of the thermosphere.
If we assume that the subsidence occurs in such a manner that the same temperature
value corresponds to the same density in the thermosphere, the product of the rate
of subsidence by the vertical temperature gradient will yield a positive temperature
increment with time, that is, the deformation effect which can partly compensate
for and at some altitudes even exceed the negative temperature trend in the thermo-
sphere. Rough estimation of the deformation effect by the yearly average tempera-
ture vertical profile predicted with the MSIS model and by the rate of subsidence of
the upper atmosphere (Semenov and Lysenko 1996) has shown that its maximum
value is about 3 (K ·yr−1) at an altitude of 135 (km). Assuming, with no regard of
the deformation effect, that the negative temperature trend linearly increases from
−0.7 (K ·yr−1) in the mesopause to about−2.5 (K ·yr−1) at ∼300 (km) (Semenov
and Lysenko 1996; Semenov 1996), we obtain that in reality, with allowance for the
subsidence of the thermosphere, a positive trend should be observed at altitudes of
100–170 (km) with a maximum of ∼2 (K · yr−1) at an altitude of 130 (km). The
observed seasonal behavior of the trend at these altitudes is, perhaps, related to sea-
sonal changes of the atomic oxygen layer altitude (Semenov 1997).
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Attention should be drawn to the presence of a transition zone at altitudes of
92–93 (km) near the mesopause. The temperature trends are, as a rule, negative in
all seasons below this zone and positive above it. The altitude of this transition zone
remains almost unchanged throughout a year. In summer, this zone with almost zero
temperature trend extends downward to altitudes of 87 (km) and at high latitudes
(70◦N) even to 82 (km) (Lübken et al. 1996) – the altitude of noctilucent clouds.
The altitude of maximum negative trend undergoes annual variations, namely, it is
maximum in winter (∼87 (km)) and minimum in summer (∼78 (km)).

The winter temperature trend retrieved from 20-yr (1980–2001) measurements
carried out on Spitsbergen Island is reported by Nielsen et al. (2002). However,
winter measurements for each year were performed in different periods and re-
flected random perturbations during these periods (Sigernes et al. 2003a,b). To
eliminate the influence of these possible perturbations and to reveal a tendency in
the behavior of winter mesopause temperature from its annual course, these data
were reanalyzed by Semenov and Shefov (2006). To this end, the figures published
by Sigernes et al. (2003b) were reduced to a common timescale (Fig. 6.13). It is
clear that the data of temperature measurements must be reduced to identical he-
liogeophysical conditions to exclude the effect of all regular and irregular varia-
tions. Only after this procedure, the data can be used to reveal long-term changes.
Sigernes et al. (2003b) used the data of measurements performed during a polar
night in November–February (305 ≤ td ≤ 60). However, they did not indicate the
local time of measurements that lasted 3 hours a day. In winter, the solar zenith an-
gle changes by∼10◦ between 18:00 and 00:00 at this latitude. Direct measurements
for 24 (h) demonstrated large random variations caused by wave processes. How-
ever, the daily mean variations retrieved from continuous airglow measurements for
19 days showed that possible average changes of the OH temperature were insignif-
icant, no more than a few degrees of Kelvin (Myrabø et al. 1983; Myrabø 1984).
Nevertheless, seasonal variations are noticeable throughout the winter period. Nat-
urally, various random changes occur on their background.

It was originally necessary to exclude the influence of solar activity. According
to Semenov et al. (2005), the response of temperature of the hydroxyl emission
on solar activity depends on the months of a year. Therefore, on the basis of the
data presented in figure of Sigernes et al. (2003b), the mean monthly values (for
F10.7 = 130) for the specified years have been originally obtained. Then they have
been used for obtaining the empirical relationships on the basis of the mean monthly
values for separate months of each year.

T(November) = 206 + 0.12 · (F10.7−130) (r = 0.48)
T(December) = 210 + 0.09 · (F10.7−130) (r = 0.64)

T(January) = 207 + 0.06 · (F10.7−130) (r = 0.65)
T(February) = 201 + 0.03 · (F10.7−130) (r = 0.40)

Unfortunately, because of a small number of the used data, the presented de-
pendences not always possess sufficient reliability. In this case, it was necessary to
exclude a small amount of the data owing to their significant deviation from set of
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Fig. 6.13 Daily mean temperature of the OH (6–2) emission retrieved from observations at the
auroral station Adventdalen, Spitsbergen (Svalbard) (see text) shown by full circles (Sigernes
et al. 2003a,b). All data are shown on the lower left. The solid curve here shows the seasonal
mean variations. This curve is also shown on the plots for each winter season. The large open cir-
cle shows the winter temperature (January 01). Long-term changes of these values are shown on
the lower right (Semenov et al. 2006)
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other values forming closer group. Nonetheless, the calculated values of the coef-
ficients of regression (the response of temperature to solar activity) satisfactorily
agree with the results of researches of the response of temperature on the solar ac-
tivity, obtained from the analysis of the rocket measurements in high latitudes on
Heiss Island.

The same relationships enable one to obtain the estimation of the regularity of
average seasonal variations of temperature during the winter period for latitude of
station Spitsbergen for F10.7 = 130. It has been known (Semenov and Shefov 1996)
that the seasonal variations of temperature of the hydroxyl emission are well de-
scribed practically by the first harmonic. On this basis, the approximation for a
considered case also can be presented as (the plot is located in the bottom left part
of Fig. 6.13)

T0
i (td) = T00

i +ΔT0 · cos
2π
365

td ,

where i is a number of year, td is the day of year, ΔT◦ is an amplitude of the seasonal
variations, T00

i is mean annual value of a temperature of the given year (i). Numeri-
cal values of parameters are equal: T00

i = 180(К), ΔT◦ = 30(К) for F10.7 = 130.
After introduction of a reduction on solar activity, the given works (Sigernes

et al. 2003b) for different years are shown in Fig. 6.13.
For obtaining the average variations by other methods, the data of measurements

of temperature of the winter periods of each year have been combined on a graph
by consecutive shift along the axis of ordinates concerning the measurement data
for chosen in our case of the winter period of 1983–1984. Such procedure has al-
lowed to provide the minimal dispersion between the data of various years. Results
of the made systematization are shown in the bottom middle part of Fig. 6.13. Aver-
age distribution of probability of a deviation of the measured values of temperature
from the mean winter variations is well represented by Gaussian distribution with
a dispersion 21 (K). By this is meant that the other essential regular variations are
excluded, and deviations are caused by the casual reasons.

In this connection, the average seasonal temperature variations were first re-
trieved from the results presented by Sigernes et al. (2003b). All data were brought
into coincidence in one plot by shifting along the ordinate to provide a minimum
variance. The so revealed behavior of the winter mesopause temperature at high lat-
itudes of the northern hemisphere is in good agreement with that at high latitudes
of the southern hemisphere (Davis, 68.6◦S, 78.0◦E) (Burns et al. 2001). The av-
erage regularity of change of temperature revealed in such a way is presented in
Fig. 6.13 as a solid line. The average temperature variation law, illustrated by the
straight line in the figure, was applied to the data of each year (the vertical straight
line corresponds to td = 0), denoted by large open circles, which were retrieved for
each year. Thus, these temperature values involve only long-term variations shown
on the lower right of Fig. 6.13. From these data, it follows that from the end of
80th years, the temperature trend slowly decreased. Such behavior of a trend well
corresponds to the long-term temperature trend for winter conditions of the middle
latitudes (Fig. 6.10).
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It should be noted that the solar flux effect is estimated to be∼3 (K ·(100(sfu))−1),
which is in agreement with the respective data for winter hydroxyl emission altitudes
(Semenov et al. 2005). This is especially important because the polar atmosphere at
these altitudes remains unilluminated by the Sun for a long time (Spitsbergen).

The observed long-term behavior of the mesopause temperature at midlatitudes
in summer allows the conclusion that during this period, favorable conditions for the
formation of noctilucent clouds (NC) (T < 150(K)) are realized only in 15–20(%) of
all cases. This is in good agreement with the average frequency of NC observation
(15–20(%)) per month in the chosen region (55◦N, 90–120◦E) derived by analyzing
the data collected by Fast (1972). At the same time, the constancy of the summer
mesopause temperature (Lübken et al. 1996; Golitsyn et al. 2000; Semenov 2000)
and the long-term increase in frequency of NC occurrence (Gadsden 1990) might
be evidence of an increase in humidity of the upper atmospheric layers. This is
confirmed by the increased contents of atomic hydrogen, methane, and water vapor
in the atmosphere (Semenov 1997; Chandra et al. 1997). Analysis of the data of
Gadsden (1998, 2002) and von Zahn (2003) considered in Sect. 5.4 (see Fig. 5.54)
has led us to conclude that the average long-term changes of the frequency of oc-
currence of noctilucent clouds in the periods of solar minima indicate an increase
in atmospheric humidity because the summer temperature remains at the same level
for several decades (Golitsyn et al. 2000).

The space–time behavior of temperature trends in the atmosphere at altitudes
of 25–110 (km) is illustrated in detail in Fig. 6.4. Clearly seen are positive win-
ter temperature trends in the upper stratosphere, deep negative trends in the upper
mesosphere throughout a year, a region of zero temperature trend whose maximum
width is∼10 (km) in summer, and a stable positive trend in the lower thermosphere.

6.1.3 Latitudinal Variations of the Temperature Trend

By the present time, the long-term temperature measurements in the middle at-
mosphere (25–75 (km)) performed between 1964 and 1994 have been presented
in a number of publications (Kokin et al. 1990; Keckhut et al. 1995; Givishvili
et al. 1996; Golitsyn et al. 1996; Taubenheim et al. 1997; Keckhut and Kodera 1999;
Keckhut et al. 1999). Their analysis have shown that significant climatic changes
took place in the given region of the atmosphere over the last 30 years that were
indicated as trends of the thermal regimes of the stratosphere and mesosphere.

Here we should immediately emphasize that the necessary condition for a com-
parison of the temperature trends obtained by different researchers at different at-
mospheric altitudes is to reduce the relevant measurement data to the same time
intervals, latitudes, and seasons. If this condition is not fulfilled, for instance, as
in the works by Beig (2000), Beig and Fadnavis (2001), Beig et al. (2003), and
Laštovička (2005), any discussion of the inferences from measurement data seems
to be senseless, the more so that Laštovička (2005) gives no bibliographic data on
the cited works. The importance of this approach stems from the fact that the data of
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long-term continuous temperature measurements in the mesopause region demon-
strate a nonlinear character of both the long-term winter temperature variations and
the yearly average temperature variations, which was especially pronounced be-
tween 1990 and 2000.

Whereas a linear approximation of the temperature variations was still correct in
analyzing the data of 1957–1995, since there were no grounds to suggest changes of
the long-term temperature trends, the nonlinear character of temperature variations
was evident already for the period 1957–2005. This is seen from Fig. 6.1 that shows
the yearly average temperature variations derived without elimination of the effect
of solar activity and from Fig. 6.10 where the winter temperatures are presented that
were derived in view of this effect.

This temperature behavior corresponds to a decrease in absolute values of the
negative trend which can subsequently lead even to the change of the trend sign.
This conclusion can be made in view of the observed secular variation of the solar
activity (Dergachev and Raspopov 2000; Bashkirtsev and Mashnich 2003; Komitov
and Kaftan 2003).

Subsequently, seasonal and altitudinal features of the long-term variations in the
middle atmosphere temperature were also examined (Semenov et al. 2000, 2002a,c).
The dependence of the temperature at different altitudes on solar flux was derived
by Semenov et al. (2005). The above-mentioned results call for the development
of a new model of the middle atmosphere to take into account the revealed long-
term variations of its parameters on preset time intervals (Semenov et al. 2004). The
existing CIRA and MSIS models do not consider long-term variations.

The approximation of latitudinal, seasonal, and altitudinal variations of the long-
term temperature trend performed by Perminov and Semenov (2007) could be a
component of a new model of the middle atmosphere suitable for a description of
the behavior of the middle atmosphere over the past decades. To this end, long-term
temperature measurements at altitudes of 25–75 (km) carried out at the stations of
rocket sounding of the atmosphere of the USSR and RF Meteorological Committee
at low, middle, and high latitudes between 1964 and 1994 were used.

The data to be analyzed were borrowed from the results of rocket sounding of the
atmosphere (Bulletin 1964–1994) for Heiss Island (80.6◦N, 58◦E), Molodyezhnaya
(67.7◦S, 45.8◦E ), Volgograd (48.7◦N, 45.8◦E), and Thumba (8.5◦N, 76.8◦E). The
database included more than 4500 measurements performed between 1964 and
1994. As a rule, the measurements were carried out every week around local mid-
night using M-100 meteorological rockets. The random measurement error was
2–3 (K) at altitudes of 25–45 (km) and about 6 (K) at 60–75 (km). The verti-
cal temperature profiles were presented in Bulletin with an altitude step from 1
to 5 (km). In the present study, the monthly mean temperatures at altitudes of
25, 30, 35, . . . , 75 (km) were used.

As shown in Sect. 7.4 (Figs. 7.10 and 7.11) (Semenov et al. 2005), the tem-
perature regime of the middle atmosphere responds noticeably to changes in so-
lar activity. Thus, the solar activity index should be taken into account in studying
long-term temperature changes. Analysis of the data obtained shows a clear latitude
dependence of the long-term variations of yearly average temperature. Though it is
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doubtless that the points of temperature measurements are few in number, there is
an opportunity to evaluate the tendency of latitudinal variations. It should be noted
that measurement points were localized in a rather narrow (45–77◦E) latitude belt.
Therefore, the longitudinal variations of the parameters under investigation in this
latitude belt cannot be expected significant. In addition, it was assumed that the tran-
sitions from one hemisphere to another near the equator and from eastern to western
hemisphere in the polar regions are also smooth. On this basis, the arrangement of
the monthly mean temperatures and temperature trend in a great circle of the merid-
ian (λ ∼ (60± 15)◦E) for latitudes ranging from 0◦ to 360◦ enables the average
tendencies for the latitudinal variations to be estimated.

It is quite clear that to determine the latitudinal laws of temperature trend varia-
tions, its seasonal and vertical variations must simultaneously be taken into account.
Therefore, to determine a temperature trend at altitude Z (km), the approximation

T(Z, td,ϕ, t,F10.7) = T0(Z, td,ϕ)+ΔT(Z, td,ϕ) · (t−1972)+ δTF(Z) · (F10.7−130)

was used, where T(Z, td, ϕ, t, F10.7) is the monthly mean temperature (in (K)),
T0(Z, td, ϕ) is the vertical temperature profile in 1972 with the solar activity index
F10.7 = 130, ΔT(Z, td,ϕ) is the linear trend (in (K · yr−1)), t denotes the year, δTF

is the temperature response to a change of the solar activity index (in (K · sfu−1)).
The least squares method was used to calculate the long-term linear temperature
trends for four stations of rocket sounding located at altitudes of 25–75 (km) with a
step of 5 (km) for all months. Figure 6.14 shows the calculated trend values. From
the figure, it can be seen that the temperature trend depends on the latitude, season,
and altitude. Based on these results, analytical approximations of these dependences
were obtained.

To calculate the latitudinal component, the data for each month and altitude were
approximated by the least squares method using the following analytic expression:

ΔT(Z, td,ϕ) = ΔT0(Z, td)−A(Z, td) · sin
2π
360

(ϕ−ϕ0) .

Here ϕ is the latitude (in deg) which in this case ranges from 0◦ to 360◦ and is
counted from the equator toward North Pole along the meridian, td is the serial
number of the day in the year, ΔT0(Z, td) is the average meridional temperature trend
(in (K ·yr−1)), A(Z, td) (in (K ·yr−1)) and ϕ0 (in deg) are the amplitude and phase of
the harmonic of the meridional temperature trend. Thus, this data presentation could
not cause longitudinal changes of the temperature trend. In this case, the number
of approximation points in the above-mentioned latitude belt was increased and
the continuity condition was satisfied. As an example, Fig. 6.15 shows latitudinal
approximations for January and July at an altitude of 50 (km). Also as an example,
Fig. 6.16 shows seasonal values of the average solstice and equinox meridional trend
and amplitude of the first meridional harmonic for all examined altitudes. The phase
ϕ0 = 0 is reduced to 90 in all cases. As a result, the harmonic component changed
sign from plus to minus when going from the northern to southern hemisphere, and
the above formula becomes
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Fig. 6.14 Monthly mean vertical profiles of long-term temperature trends retrieved from obser-
vations at high (Heiss Island, full circles; Molodyezhnaya, hollow triangles), middle (Volgograd,
open circles), and low latitudes (Thumba, full triangles). Horizontal bars show standard deviations
from the monthly mean values

ΔT(Z, td,ϕ) = ΔT0(Z, td)−A(Z, td) · sin
2π
360

ϕ .

To describe the seasonal behavior of the average meridional temperature trend
ΔT0(Z, td) and meridional harmonic amplitude A(Z, td), they were approximated
for each altitude by the sum of six harmonics:
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Fig. 6.15 Examples of approximations of the temperature trend latitudinal variations by a har-
monic function

ΔT0(Z, td) = B00(Z)+
6

∑
n=1

B0n(Z) · cos
2π

365.25
(td− t0n) ,

A(Z, td) = B10(Z)+
6

∑
n=1

B1n(Z) · cos
2π

365.25
(td− t1n) .

Then the amplitudes Bkn(z) (in (K ·yr−1)) and phases tkn (day of the year) (k =
0,1) were approximated as functions of altitude Z by the sum of five harmonics:

Bkn(Z) = C0kn(Z)+
6

∑
m=1

Cmkn(Z) · cos
2πm
75

(Z−Zmkn) ,

tkn(Z) = D0kn(Z)+
6

∑
m=1

Dmkn(Z) · cos
2πm
75

(Z−Zmkn) ,

where n = 0, . . .,6 and m = 1, . . .,5 are the serial numbers of the corresponding
harmonics. The coefficients Cmkn, Dmkn (in (K ·yr−1)), and Zmkn (in (km)) are given
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Fig. 6.16 Vertical changes of the temperature trend averaged over the meridian (60◦E) (top panels)
and amplitudes (bottom panels) of its latitudinal variations in different seasons

in Table 6.2. Figure 6.17 illustrates an example of the approximation by the sum of
five harmonics.

Analyzing the results presented in Table 6.2 and in the figures, it is interesting
to note that from 1964 to 1994, the middle atmosphere cooled everywhere with
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Fig. 6.17 Yearly average
temperature trend at
midlatitudes (full circles) as a
function of the altitude. The
solid curve shows the
approximation

an average rate of −0.35 (K · yr−1) or, in other words, its temperature decreased
by more than 10 (K) for 30 years. Vertical changes of the cooling rate are char-
acterized by intensification of this process with increasing altitude: the trend is
0.1–0.2 (K ·yr−1) at altitudes of 25–45 (km) and reaches−0.95 (K ·yr−1) around 75
(km) (see Fig. 6.17). However, the trend undergoes strong seasonal changes around
55 (km). Thus, the amplitude of its annual change (0.4 (K · yr−1)) is comparable
to the yearly average temperature. As a result, the long-term trend at this altitude
undergoes significant changes within a year: from 0 to 0.8 (K ·yr−1).

The above features of the long-term temperature trend in the middle atmo-
sphere refer to its average meridional values. Its latitudinal changes are illustrated in
Figs. 6.15 and 6.16. As mentioned above, the latitudinal behavior of the temperature
trend is characterized by a maximum over North or South Pole. The amplitudes of
the meridional harmonic are shown at the bottom of Fig. 6.16.

An important result is that in winter the maximum absolute values of the negative
temperature trends are observed at high latitudes, while in summer their absolute
values are minimal during the observation period. This explains well the almost
complete absence of temperature trends in the polar zone in summer as well as
the negative trend values of about −1 (K ·yr−1) in winter in the mesopause region
retrieved from the measurements performed at the station Spitsbergen Island in the
Arctic (Sigernes et al. 2003b) refined by Semenov et al. (2006) (see Fig. 6.13) and
of −(1.0± 0.5)(K · yr−1) retrieved from the measurements performed at the Davis
station in the Antarctic (French and Burns 2004).
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Analysis of the latitudinal changes of the temperature trend as functions of the
altitude has shown that its greatest changes, as a rule, are observed in the mesosphere
(60–75 (km)) with its typical behavior in winter shown at the top of Fig. 6.15 and in
summer with the latitudinal variations illustrated at the top of Fig. 6.16. In the lower
stratosphere (30–40 (km)), the seasonal behavior of the temperature trend latitudinal
variations (shown at the bottom of Fig. 6.15) is opposite to that in the mesosphere.

6.2 Temperature Trend in the Thermosphere

Ionospheric Measurements

Among the methods of diagnostics of the ionosphere, the method of panoramic
(multifrequency) radar or vertical sounding (VS), which provides information on
the vertical profile of free electron density (ne) at altitudes Z = 100–300 (km), is
frequently used. Among its numerous advantages, the remarkable uniformity of VS
data should be mentioned, which is especially important in analyzing long series of
observations. This is explained by the fact that the error in measuring ionospheric
plasma frequencies (f0) used to calculate ne values (ne, in cm−3), is proportional to
f2
0, in (MHz2) depends not so much on the parameters of the employed instruments

as on the state of the environment being monitored (Manual 1978). Moreover, the
limiting accuracy of determining f0 is±0.05 (MHz) for the E layer and±0.1 (MHz)
for the F2 layer, given that the instrument sensitivity varies over a wide range.
It is equivalent to an error of about 2–5(%) in determining electron density. The
trend values for these altitudes are presented elsewhere (Ulich and Turunen 1997;
Bremer 1998).

Besides this method, the analysis of the long-term variations of the character-
istics of the radiowaves propagation is widely used for diagnostics of the iono-
sphere at the D-layer altitudes (Taubenheim et al. 1990, 1991, 1997; Bremer 1992;
Laštovička 1997b). Investigations of the radiowave absorption on various paths al-
low the variations in the temperature regime of this atmospheric region to be esti-
mated.

Emission Measurements

The main emission at altitudes of 240–270 (km) is the atomic oxygen emission
at 630 (nm). Interferometric methods of temperature measurements have already
been considered in detail in the preceding sections. The long-term variations of the
Doppler temperature are presented in Fig. 4.42. The plots demonstrate that the tem-
perature decreased during the 30-yr period between 1963 and 1994 with a negative
trend of −(2.2± 0.8) (K · yr−1). This implies that the temperature of the thermo-
sphere at an altitude of ∼250 (km) decreased by 65–70 (K).
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6.3 Trends of the Atmospheric Density and Composition

6.3.1 Long-Term Variations in Concentration of Neutral
and Ionized Atmospheric Constituents

The data on the intensities of the hydroxyl, 557.7-nm atomic oxygen, and 589.3-
nm sodium emissions that have been accumulated by the present time (Semenov
and Shefov 1996, 1997a,c,d; Semenov 1997; Semenov and Shefov 1999a; Shefov
et al. 2000, 2002) can be used to retrieve the ozone and atomic oxygen densities
at altitudes of 80–100 (km). Systematization of long-term investigations of these
emissions provided the basis for the development of empirical models of their char-
acteristics, including the intensity, temperature, and emission layer altitude. Based
on theoretical studies of the mechanisms of these emissions, the behavior of the
vertical ozone and atomic oxygen profiles was investigated under various helio-
geophysical conditions (Semenov 1997). It is well known (Semenov 1997) that the
ozone density is related to the atomic hydrogen density in the mesopause region and
that the main source of hydrogen in the upper atmosphere is methane (Brasseur and
Solomon 2005). Over the last decades, the methane concentration in the lower at-
mosphere increased with a trend of ∼1.5(%·yr−1), which resulted in an increase of
its concentration over the last four decades by a factor of 1.4 (Thomas et al. 1989).

The data of observations of the Hα emission that characterize the atomic hy-
drogen content at high altitudes (Fishkova 1983) testified to the dynamism of the
processes of atomic hydrogen generation and consumption in the mesosphere.

Rocket measurements of the atomic hydrogen density in the mesopause re-
gion are few in number (Meier and Prinz 1970; Anderson et al. 1980; Sharp and
Kita 1987; Ulwick et al. 1987). Nevertheless, their analysis has revealed that the
hydrogen density is significantly affected by the long-term trend and solar activ-
ity. Following Le Texier et al. (1987), the hydrogen density undergoes seasonal
variations of ∼20(%) that cannot be retrieved from the available data. Figure 7.9
shows the variations of the relative atomic hydrogen concentration with solar ac-
tivity and with time from which the effect of trend was eliminated and which were
reduced to F10.7 = 130 (Semenov 1997; Shefov and Semenov 2002). The positive
trend of atomic hydrogen density so obtained is in good agreement with the trend of
methane (WMO/UNEP 1990; Brasseur and Solomon 2005). The yearly average hy-
drogen density at an altitude of 87 (km) under standard heliogeophysical conditions
(Semenov and Shefov 1996; Semenov 1997) in 1972 was [H]0 = 1.4 · 108 (cm−3)
(Semenov 1997).

To elucidate the behavior of the long-term changes of vertical ozone and atomic
oxygen profiles, the latter were calculated (Semenov 1997) for the yearly average
conditions in 1955, 1972, and 1995. These conditions were reduced to the same so-
lar flux F10.7 = 130. Used for the vertical profiles of atomic hydrogen were those
predicted by the model of Keneshea et al. (1979). Figure 6.18 shows the calculated
vertical profiles of atomic oxygen and ozone concentrations. The retrieved verti-
cal profiles and absolute densities are in good agreement with the typical data on
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Fig. 6.18 Yearly average vertical profiles of the ozone (dashed curves) and atomic oxygen con-
centrations (solid curves) at night in 1955 (curves 1), 1972 (curves 2), and 1995 (curves 3)
(Semenov 1997) calculated based on empirical models of the OH and 557.7-nm emission vari-
ations (Semenov and Shefov 1996, 1997a,c,d), respectively. Full circles, squares, and triangles
indicate the atomic oxygen concentration calculated from the OH emission data for 1955, 1972,
and 1995, respectively. Long-term variations of the O and O3 maximum altitudes retrieved from
the respective vertical concentration profiles (Semenov 1997) are shown in the inset on the lower
right of the figure

ozone and atomic oxygen reported in many publications (Witt et al. 1979; McDade
and Llewellyn 1988; Murphree et al. 1984; Vaughan 1982). The long-term average
content of atomic oxygen at altitude of 90–110 (km) slightly varied during the ob-
servation period, mainly due to the subsidence of the layer lower boundary, whereas
the ozone content at altitudes of 80–100 (km) decreased by a factor of 2–2.5. Obvi-
ously, this was related to the increase in atomic hydrogen content responsible for the
decrease in ozone concentration due to the ozone–hydrogen reaction. The positive
trend of the OH emission intensity (see Fig. 6.3) confirms this conclusion. It should
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be noted that the ozone concentration decreases mainly at hydroxyl emission layer
altitudes; in turn, hydroxyl is localized near the lower boundary of the atomic oxy-
gen layer. Therefore, the variations of the vertical atomic oxygen profiles at altitudes
of 85–95 (km) affect significantly the behavior of the hydroxyl emission (Perminov
et al. 1998).

Analysis of the results obtained at seven vertical sounding stations of Western
Europe and CIS countries shows the presence of noticeable regional features of
long-term ne trends at altitudes of the E-layer maximum (∼106 (km)). Between the
early 1960s and the present time, the ne trends that are not connected with changes
of heliogeophysical conditions have been significant and positive for eastern longi-
tudes and insignificant for western longitudes. At the same time, between the early
1930s and the late 1950s, the ne trend was significant and negative for both segments
of longitudes (Givishvili and Leshchenko 1993).

Analysis of the data of vertical sounding has revealed the presence of a statis-
tically significant long-term decrease in ne in the region of the F2-layer maximum
under both quiet and perturbed heliogeophysical conditions (negative ionospheric
storms) (Sergeenko and Kuleshova 1994).

The results of the above analysis of rocket, spectrophotometric, and ionospheric
data demonstrate that long-term changes of the temperature and dynamic regimes
of the upper atmosphere and its structural characteristics took place throughout the
atmospheric depth. Moreover, the absolute values of statistically significant trend
estimates for some middle and upper atmospheric parameters were substantially
greater than the values of climatic trends revealed in the troposphere and in the
atmospheric surface layer. This fact is a serious argument in support of the necessity
to stimulate and extend the use of the existing methods and means of monitoring of
the upper atmospheric layers to obtain uniform data on the variations of different
characteristics of the upper atmosphere whose period is over 50 years, including the
variations caused by anthropogenic factors.

The long-term cooling of the middle atmosphere was accompanied by a reduction
of the total density of the lower thermosphere, resulting in the global subsidence of
the upper atmosphere. As a result, the boundary conditions at altitudes of about
100 (km), conventionally set constant in the construction of models of the upper
atmosphere, have changed substantially. Therefore, because of the presence of the
atmospheric temperature trend at different altitudes, the up-to-date models of the
neutral atmosphere and ionosphere must consider the changes of the temperature
profile throughout the atmospheric depth. Otherwise, without taking into account
the long-term temperature variations, discrepancy will arise between measurements
and results of model calculations for the heliogeophysical conditions corresponding
to the measurements.

Moreover, the existing models do not consider the actual dependence of the tem-
perature in the stratosphere, mesosphere, and lower thermosphere on solar activity.

The indicated tendencies for temperature and density changes in the middle and
upper atmosphere raise an important problem of their further development in the
next decades. Attempts of systematization and analysis of various series of long-
term rocket, emission, and lidar measurements have been undertaken in the last few
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years to reveal a tendency of the changes in the temperature regime over the last
decades of the 20th century (Lysenko et al. 1997a,b; Lysenko and Rusina 2002a,b;
Beig et al. 2003). The result obtained testifies to a decrease in absolute values of the
negative temperature trends in the stratosphere and lower mesosphere.

6.3.2 Estimation of the Long-Term Variations of the Density
of the Upper Atmosphere by the Evolution of the Parameters
of Satellite Orbits

A method of revealing the long-term variations in the state of the upper atmosphere
is based on the determination of the atmospheric density at different altitudes. To this
end, a number of studies were performed in which space and time density variations
were investigated invoking data on the parameters of orbits of artificial satellites
launched in the early 1960s, and the existing models of the upper atmosphere were
refined (Keating et al. 2000; Emmert et al. 2004; Volkov and Suevalov 2005). The
long-term variations of the atmospheric density at altitudes of 400–1100 (km) were
investigated for the period covering the 20th–22nd solar cycles based on the mea-
sured parameters of artificial satellite orbits. To reveal and analyze the long-period
density variations in the upper atmosphere, the measured parameters of artificial
satellites (TLE of the NORAD system) orbited no less than 10 years were used.

The determination of long-period variations of the density of the upper atmo-
sphere from the deceleration of an artificial satellite can be carried out reliably
enough only by comparing atmospheric density or deceleration data obtained un-
der identical or close conditions. To provide such conditions, it seems optimal to
compare the deceleration (decrease of the revolution period) or the density retrieved
from the deceleration of the same artificial satellite (whenever possible, with a sim-
ple aerodynamic shape) during periods of minimum solar activity. To compare data
obtained for one artificial satellite to investigate the relative density variations with
time, it is not necessary to know precisely the ballistic factor of the satellite. It is
also important that the ballistic factor of an artificial satellite having a simple aero-
dynamic shape does not change throughout the flight.

Based on the data on the deceleration of 27 long-lived satellites orbited be-
tween 1967 and 2002, it has been found that the linear density trend at altitudes
of ∼400 (km) was −(3.1±0.9)(%) for 10 years. It has also been revealed that the
trend value increased with altitude (Emmert et al. 2004):

Δρ(Z)
ρ(480km)

=−3.1−0.004 · (Z−480), (% · (10 yr)−1) .

A small decrease in absolute value of the density trend with increasing solar
activity has also been established:
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Δρ(Z)
ρ(480km)

=−3 + 0.017 · (F10.7−130), (% · (10yr)−1) .

Nevertheless, the data obtained for different satellites and different time intervals
yield different trend values. If we choose a 20-yr interval in the 20th–22nd 11-yr
solar cycles, the average density trend at altitudes of 400–1100 (km) estimated from
the data of 22 satellites (Volkov and Suevalov 2005) will be−(5±1)(% ·(10yr)−1).

Thus, the above analysis of the deceleration data for 27 artificial satellites ob-
tained between 1974 and 1997 allows the conclusion that the atmospheric density
had a stable tendency to decrease: no one of the considered data sets showed an
increase in density.

6.4 Long-Term Subsidence of the Middle and Upper Atmosphere

The long-term systematic decrease of the temperature of the middle and upper atmo-
sphere during the period under consideration (40–50 years) should be accompanied
by a decrease of the total atmospheric density at different altitudes. The temperature
profiles presented in Fig. 6.4 show a decrease of altitudes with constant-temperature
values (for example, at altitudes of 50–75 (km) with temperatures of 210 (K) (open
circles) and 250 (K) (full circles)), thereby indicating a gradual subsidence of the
middle atmosphere throughout the observation period. The subsidence is understood
as a decrease of the altitudes of atmospheric layers of certain density. For more
vivid presentation of the tendencies for changes of altitude levels with constant-
temperature values in the altitude range under consideration, the same data are pre-
sented in Fig. 6.6, allowing the long-term behavior of atmospheric temperature at
different altitudes to be revealed with higher vertical resolution. It can well be seen
that the altitudes of levels with constant temperatures increase up to∼40 (km), while
a pronounced tendency for their decrease is observed above∼50 (km).

The vertical profiles of the rate of subsidence for such layers with allowance for
the negative long-term temperature trends in the middle and upper atmosphere were
calculated (Semenov and Lysenko 1996; Lysenko et al. 1999; Semenov 1996) based
on the following solution of the barometric equation:

loge N(Z) = loge N(Zo)− loge
T(Z)
T(Zo)

−MomHgo

k

Z∫

Zo

Mr(Z)dZ
(

1 + Z
RE

)2
T(Z)

,

where N(Z) and N(Z0) are the concentrations of the atmospheric neutrals at altitudes
Z and Z0 = 0, respectively; T(Z) and T(Z0) are the temperatures at the same alti-
tudes; mH is the mass of a hydrogen atom; M0 and M(Z) are the molecular masses at
altitudes ZO and Z, respectively; Mr(Z) = M(Z)/M0; g0 is the free fall acceleration
at altitude Z0; k is Boltzmann’s constant; and RE is the Earth’s radius. The multiplier
MO ·mH ·gO/k = 34.162(K ·km−1).
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Based on this formula, the change ΔZ of the altitude of the layer, which charac-
terizes the corresponding change of its density Δρ(Z) or of its temperature ΔT(Z)
retrieved from the emission parameters, can be estimated by the relation

ΔZ =−H(Z) · Δρ(Z)
ρ(Z)

=−H(Z)
T(Z)

·ΔT(Z), (km) .

Here H(Z) is the scale height. Thus, the rate of subsidence can be estimated as

r(Z) = 1000 · ΔZ
Δt

,(m ·yr−1) ,

where Δt denotes the period (years) during which the data were obtained.
Results of calculations have shown that the average rates of subsidence of the

atmosphere at altitudes of 70 and 100 (km) caused by a substantial change of the
temperature of the middle atmosphere over a 40-yr period are about−50 and−120
(m ·yr−1), respectively (Evlashin et al. 1999; Semenov et al. 2000) (Fig. 6.19).

Fig. 6.19 Subsidence rate of the upper atmosphere versus altitude (Semenov et al. 2000) deter-
mined by measurements in the ionospheric D layer (Taubenheim et al. 1997) (1); by data on twi-
light scattering in the mesopause region at 85 (km) (Megrelishvili and Toroshelidze 1999) (2); by
the altitude of radar meteor trail returns (Semenov et al. 2000) (3); by the ozone layer altitude
in the mesosphere (Semenov 1997; Shefov and Semenov 2002) (4); by the atomic oxygen layer
altitude determined based on the 557.7-nm emission measurements (Semenov 1997) (5); by mass-
spectrometer measurements of atomic oxygen density at 120 and 130 (km) (Pokhunkov et al. 2003)
(6 and 7); by 630-nm atomic oxygen emission measurements (8); by ionospheric measurements
of the F2-layer altitude (Ulich and Turunen 1997) and (Bremer 1998) (9) and (10), respectively,
and by satellite deceleration measurements (Keating et al. 2000; Emmert et al. 2004; Volkov and
Suevalov 2005) (11). The straight line is the regression line
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For higher altitudes (270–350 (km)), analysis of rocket measurements of verti-
cal profiles for the 630-nm atomic oxygen emission layer (8) revealed a long-term
decrease of the altitude of maximum emission, which was noted earlier (Semenov
1996; Semenov and Lysenko 1996). From the temperature variations of different
types for this emission (see Fig. 4.42), it can be inferred that the temperature trend
is −2.2 (K ·yr−1). The altitudes of the ionospheric F2 layer are given in accordance
with the measurements reported by Ulich and Turunen (1997) (9) and Bremer (1992,
1998) (10).

Analysis of long-term measurements of the deceleration of 27 satellites (Keating
et al. 2000; Emmert et al. 2004; Volkov and Suevalov 2005) (11) enabled the rate of
subsidence to be estimated for altitudes of∼500 (km). The straight line in the figure
is the regression line.

Approximation of this correlation yields the following relationship between the
rate of subsidence and the altitude:

r(Z) =−90 ·
(

Z
100

)1.1

,(m ·yr−1), .

with the correlation coefficient r = 0.87±0.08.
Of special interest are the results obtained for the thermospheric altitudes based

on investigations of auroral arcs. Long-term measurements were performed by
Störmer (1955) in the south of Norway between 1918 and 1944. Analysis of these
data revealed that a long-term decrease of the altitudes took place even in the first
half of the 20th century (Yevlashin et al. 1998; Evlashin et al. 1999). Independent
measurements of vertical profiles of the relative frequency of observation of the

Fig. 6.20 Vertical profiles of
the relative frequency of
observation n of the lower
edge of auroras on the
daytime side of the auroral
oval for different periods of in
the years of solar maximum.
The solid curve is for
1958/1959, and the dashed
curve is for 1988/1989
(Starkov and Shefov 2001)
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lower edge of auroral arcs on the daytime side of the auroral oval in the years of so-
lar maxima 1958/1959 on Spitsbergen Island (∼79◦N) (Starkov 1968; Starkov and
Shefov 2001) and 1988/1989 on Heiss Island (∼81◦N) (Starkov and Shefov 2001)
gave radically different profiles (Fig. 6.20). However, an important feature of these
data is that, unlike other data, they were obtained in winter at high latitudes. The
rates of altitude variation estimated from these measurements are −880 (m · yr−1)
at∼175 (km) and−450 (m ·yr−1) at ∼145 (km). These direct results clearly testify
to the subsidence of the atmosphere at high latitudes that occurred at that period.
Unfortunately, it is difficult now to reduce these data to the midlatitude and yearly
average conditions.

The estimated rate of subsidence naturally refers to the observation period. It
seems likely that the process of evolution of the thermal regime began to change in
character by the late 1990s, which is reflected in variations of temperature trends.
Under the influence of long-term variations in solar activity, the subsidence of the
atmosphere can be changed by its elevation.
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Dufay J, Tcheng Mao-Lin (1947a) Recherches spectrophotométriques sur la lumière du ciel
nocturne dans la région visible. 2. Ann Géophys 3:153–183
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Jacobi Ch, Kürschner D (2002) A possible connection of mid – latitude mesosphere/lower thermo-
sphere zonal winds and the southern oscillation. Phys Chem Earth 27:571–577

Keating GM, Tolson RH, Bradford MS (2000) Evidence of long term global decline in the
Earth’s thermospheric densities apparently related to anthropogenic effects. Geophys Res Lett
27:1523–1526

Keckhut P, Hauchecorne A, Chanin ML (1995) Midlatitude long-term variability of the middle
atmosphere: trends and cyclic and episodic changes. J Geophys Res 100D:18887–18897

Keckhut P, Kodera K (1999) Long-term changes of the upper stratosphere as seen by japanese
rocketsondes at Ryori (39◦N, 141◦E). Ann Geophys 17: 1210–1217

Keckhut P, Schmidlin FJ, Hauchecorne A, Chanin ML (1999) Stratospheric and mesospheric cool-
ing trend estimates from US rocketsondes at low latitude stations (8◦S–34◦N), taking into ac-
count instrumental changes and natural variability. J Atmos Sol Terr Phys 61(6):447–459

Keneshea TJ, Zimmermann SP, Philbrick CR (1979) A dynamic model of the mesosphere and
lower thermosphere. Planet Space Sci 27:385–401

Kokin GA, Lysenko EV (1994) On temperature trends of the atmosphere from rocket and ra-
diosonde data. J Atmos Terr Phys 56:1035–1040

Kokin GA, Lysenko EV, Rosenfeld SKh (1990)Temperature changes in the stratosphere and meso-
sphere in 19651968 based on rocket sounding data. Izv Acad Sci USSR Atmos Oceanic Phys
26:518–523

Komitov BP, Kaftan VI (2003) Solar activity variations for the last millennia. Will the next long-
period solar minimum be formed. Geomagn Aeronomy 43:553–561
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Chapter 7
Models of Vertical Profiles of Some
Characteristics of the Upper Atmosphere

An important feature of the airglow arising from the upper atmosphere is that it
is a sensitive indicator of the concentration of small atmospheric constituents as
well as of the temperature and dynamic regimes at various altitude levels. This
gives considerable opportunity for the development of models which would de-
scribe the varying characteristics of not only the airglow emissions but also the at-
mospheric constituents responsible for their occurrence. The most informative is the
hydroxyl emission. Nevertheless, some general properties of the hydroxyl, sodium,
864.5-nm molecular oxygen, and 557.7-nm atomic oxygen emissions enable one to
construct models of vertical profiles of most photochemically active constituents of
the mesopause and lower thermosphere, such as atomic oxygen, ozone, and atomic
hydrogen. The emission of the atmospheric continuum caused by the photochemical
reactions of nitric oxide with atomic oxygen and ozone has already been considered
in the preceding sections. Unfortunately, the available data are lacking to develop
such models. This in particular is due to the fact that to record the airglow con-
tinuum calls for special conditions of clear atmospheric weather and no artificial
illumination which are difficult to satisfy, especially nowadays. It is also difficult to
measure the infrared airglow produced by NO molecules from the Earth surface.

7.1 Ozone in the Mesopause Region

The importance of the ozone layer in the mesopause region became obvious once
the hydroxyl emission had been detected and its photochemical origin had been elu-
cidated. Mesospheric ozone was studied in the UV range of the spectrum at night
based on the light absorption by stars (Roble and Hays 1974) and in the daytime
based on the 1.27-μm emission of molecular oxygen (Thomas 1990a) using ground-
based microwave radiometers (Wilson and Schwartz 1981) and satellites (Ricaud
et al. 1996). Based on these limb measurements, daily and seasonal variations of
the vertical ozone profiles have been revealed. Therefore, the attempts to retrieve
the ozone characteristics from the OH emission data (Hecht et al. 2000) with model
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descriptions of some input parameters that disregarded the heliogeophysical condi-
tions at which the measurements were performed cannot be considered satisfactory.

An empirical model of variations of the vertical ozone concentration profiles at
night at altitudes of 80–100 (km) was constructed (Shefov et al. 2002;
Shefov and Semenov 2002) based on empirical models of variations of the hydroxyl,
atomic oxygen (557.7 (nm)), and sodium (589.0–589.6 (nm)) emissions as well as
on the vertical temperature profiles measured in the middle atmosphere at altitudes
of 30–110 (km). In addition, the important photochemical processes with participa-
tion of the ozone molecule were also included.

The photochemistry of ozone is a subject of long-term research (Nicolet 1971).
Therefore, to analyze the hydroxyl (Semenov 1997) and sodium emissions (Shefov
et al. 2000a; Shefov and Semenov 2001; Fishkova et al. 2001a), the recent data on
the photochemical processes giving rise to these emissions (Chikashi et al. 1989;
Plane 1991; Herschbach et al. 1992; Helmer and Plane 1993; McNeil et al. 1995;
Clemesha et al. 1995) were used. All of them have been considered in Sect. 2.3.1.

In view of these photochemical processes, the relation (Semenov 1997)

[O3] =
QOH(Z) ·{A9 +βN2

· [N2]+βO2
· [O2]

}

A9 · γ9 ·αOH · [H] ·B
was derived, where

B = 1− QOH(Z) ·βO

A9 · γ9 ·
{
αO3(N2) · [N2]+αO3(O2) · [O2]

} · [O2]
.

The vertical profiles of the atomic oxygen density in the lower thermosphere
reflected in the behavior of the emission at 557.7 (nm) undergo considerable varia-
tions depending on the time of day, season, and solar activity and a long-term trend
(Perminov et al. 1998; Semenov and Shefov 1999b; Shefov et al. 2000a; Fishkova
et al. 2000) that was disregarded in the conventional models. As demonstrated by
Semenov (1997), the Barth mechanism of excitation of the 557.7-nm emission al-
lows vertical profiles of the atomic oxygen density to be reconstructed from rocket
measurements with good accuracy.

As mentioned, empirical models of the variations of sodium (Shefov et al. 2000a;
Shefov and Semenov 2001; Fishkova et al. 2001a), hydroxyl (Semenov and Shefov
1996), and atomic oxygen emissions (Semenov and Shefov 1999b; Shefov et al.
2000a; Fishkova et al. 2000, 2001b) and of the atomic hydrogen density (Semenov
1997; Shefov et al. 2000a; Semenov and Shefov 1997c,d) were used to calcu-
late the vertical profiles of the ozone density [O3(Z)]. Data on the behavior of
atomic hydrogen are required to retrieve the ozone density from hydroxyl emis-
sion measurements. Direct rocket measurements of hydrogen density at altitudes
of 80–100 (km) are few in number. Nevertheless, the use of these measurements
has made it possible to reveal a very close positive correlation between hydrogen
density and solar activity and a positive long-term trend for 1959–1984 (Sect. 7.3).
This is also confirmed by a long-term increase of the methane (the main supplier
of hydrogen in the upper atmosphere) content in the ground atmospheric layer



7.1 Ozone in the Mesopause Region 713

(Nicolet 1971; Smith et al. 2000). The trends for a relative increase in atomic hy-
drogen density in the mesopause region and in methane density in the lower atmo-
sphere appear identical. Measurements of the water vapor content in the stratosphere
(Smith et al. 2000) and mesosphere (∼80 (km)) (Chandra et al. 1997) and of their
variations also indicate the presence of a significant positive trend. However, these
circumstances were disregarded in the existing MSIS-E-1990 and CIRA-1986 mod-
els and in the work by Thomas (1990b). Therefore, the vertical hydrogen profiles
were corrected for the solar flux (F10.7) and for the long-term trend (Semenov 1997;
Shefov et al. 2000a).

Figure 7.1 presents the calculated monthly mean vertical profiles of the ozone
density for low (1976 and 1986) and high solar activities (1980 and 1991). To the
right of the figure, the yearly average profiles are shown. These pairs of years were
chosen because the solar fluxes (both monthly mean and yearly average ones) were
almost identical for each specified pair of years; at the same time, there was a gap of
10–11 years between two observations. This allows the presence of trends and the
effect of solar activity to be revealed independently. Comparing the data, one can
see that the ozone density (at night) decreases with increasing solar activity. This
is a consequence of the positive correlation between the atomic hydrogen density
and the solar flux (Semenov 1997; Shefov et al. 2000a), since atomic hydrogen is

Fig. 7.1 Monthly mean vertical profiles of the ozone density for high (F10.7 ∼ 203 in 1980 and
1991) and low solar activity (F10.7 ∼ 74 in 1976 and 1986). The yearly average profiles are shown
to the right of the figure. The graduation points of the upper scale designating months are simulta-
neously the reference points of the [O3(Z)] profile for the corresponding month. The lower scale is
for January (Shefov et al. 2002; Shefov and Semenov 2002)
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the main component of catalytic ozone decomposition in the course of the ozone–
hydrogen reaction.

The average vertical profile [O3(Z)] for F10.7 = 130 can be approximated by
an asymmetric Gauss function, as already done for the emission intensity profiles
(Chap. 4). For altitudes in the range 80–100 (km) and z≥ 90 (km), we have

[O3(Z)]0 = 2 ·108 · exp

[
− loge 2 · (Z−90)2

P2 ·W2

]
, (cm−3) ,

and for z≤ 90 (km),

[O3(Z)]0 = 2 ·108 · exp

[
− loge 2 · (Z−90)2

(1−P)2 ·W2

]
, (cm−3) ,

with the asymmetry P = 0.353 and profile halfwidth W = 22.5 (km).
It turns out that the seasonal variations of the ozone density at different altitudes

are different (Fig. 7.2) and the ozone column content NO3 (cm−2) at altitudes of 80–
100 (km) also undergoes seasonal variations. Solid curves here indicate variations
for high solar activity (F10.7 = 203), and dashed curves are for low solar activity
(F10.7 = 74).

Figure 7.3 presents vertical profiles of amplitudes A and phases t (days) of the
harmonics of seasonal variations reduced to F10.7 = 130 that enter in the approxi-
mation

Σ= 1 + A1 · cos

[
2π(td− t1)

365

]
+ A2 · cos

[
4π(td− t2)

365

]
+ A3 · cos

[
6π(td− t3)

365

]
,

where td is the serial number of the day of year. It can be seen that the annual
harmonic is dominant at midlatitudes.

Based on the data obtained, the effect of solar activity on the harmonics of sea-
sonal variations can be estimated. As a first approximation, from the available data
we obtain

Ai (Z,F10.1) = A01 · [1 + δAtrSi · (F10.1−130)] ,

where

δAtrS0 =
Z−90
2400

, δAtrS1 =−10−5 · (F10.7−130) · exp

[
123−Z

6.3

]
,

δAtrS2 =−10−5 · (F10.7−130) · exp

[
148−Z

10

]
, δAtrS3 = 0 ,

t1 = 182− 364

1 + exp
(Z−80

2

) , t2 =
365

1 + exp
( 100−Z

5

) , t3 = 60 +
80

1 + exp
(Z−80

5

) .

After reduction of [O3(Z)] to the constant flux F10.7 = 200 for the solar activity
maximum and F10.7 = 74 for the solar activity minimum, it turned out that the differ-
ence between long-term trends for individual months of the year and their seasonal
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Fig. 7.2 Examples of
seasonal variations of the
ozone density at high
(F10.7 ∼ 203, solid curves)
and low solar activity
(F10.7 ∼ 74, dashed curves)
and of the ozone molecular
density in the 80–100 (km)
layer (Shefov et al. 2002;
Shefov and Semenov 2002)

variations was insignificant. Therefore, the data were averaged, and on their basis,
the change of the trend for different altitude levels was retrieved in the form

δ [O3 (Z)]tr =−0.0016 · (Z−85) .

Thus, the ozone density at altitudes of 80–100 (km) can be described by the relation

[O3 (Z)] = [O3 (Z)]0 · {1 + δ [O3 (Z)]tr · (t−1972.5)} · {1 +(F10.7−130)} ·Σ .

The total ozone density in the 80–100 (km) layer is described by the relation

NO3 =3.4 ·1014 ·
[

1+0.39 · cos
2π(td−182)

365
+0.18 · cos

4π(td−7)
365

+0.05 · cos
6π(td−70)

365

]

× [1−0.001 · (F10.7−130)] · [1−0.0073 · (t−1972.5)] , (cm−2) .
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Fig. 7.3 Altitude variations of the ozone density (curve 0), amplitudes A of annual (curve 1),
semiannual (curve 2), and 4-month harmonics (curve 3), and phases t of the harmonics of seasonal
variations (F10.7 = 130) (Shefov et al. 2002; Shefov and Semenov 2002)

The harmonic amplitudes weakly depend on solar activity.
The determination of the ozone density from the sodium emission data at alti-

tudes around 92 (km) (where the ozone density and the emission rate peak) has
revealed its similar dependences on time and solar activity.

Used long-term yearly average variations of the atmospheric characteristics illus-
trate the dependence from the behavior of the solar activity (Fig. 7.4) (Shefov and
Semenov 2002).

The obtained empirical dependence of ozone density variations at altitudes of
80–100 (km) is of special interest in solving the problem on the thermal regime
in this atmospheric region, especially in elucidating its long-term behavior. In the
middle atmosphere at the altitudes of the stratosphere and mesopause, the prevail-
ing contribution to the energy influx due to the solar UV radiation absorption is
provided by ozone despite its low relative content. It has already been demonstrated
(Semenov 1997) that the ozone density at altitudes of 85–100 (km) at moderate solar
activity decreased threefold for the period from 1955 to 1995. The results presented
here demonstrate that the greatest change (three times and more) occurs in the top
part of the layer.

As follows from the ozone photochemistry in the mesopause region, the basic
process of ozone destruction at night is the ozone–hydrogen reaction responsible
for the initiation of the hydroxyl emission. Atomic hydrogen serves as a catalyst for
the relevant sequence of reactions. In the daytime, the ozone density decreases by a
factor of∼1.5 at altitudes under consideration due to the photodissociation reaction
(Nicolet 1971)

O3 + hν(λ≤ 1180nm)→O2(X3Σ−g )+ O(3P), j = 10−2(s−1) .



7.1 Ozone in the Mesopause Region 717

Fig. 7.4 Long-term yearly average variations of the atmospheric characteristics (Shefov and
Semenov 2002) including (from below upwards) the behavior of the solar flux, integral hydroxyl
emission intensity (full circles), temperature at 87 (km) (full circles indicate the measurement data
(Semenov 2000) and open circles the results of interpolation and extrapolation using the empir-
ical model (Semenov and Shefov 1996)), atomic hydrogen density (solid curve) calculated from
the data (Semenov 1997; Shefov and Semenov 2002) with full circles illustrating rocket mea-
surements reduced to 95 (km) based on the model (Keneshea et al. 1979), calculated ozone den-
sity at 95 (km) (solid curve) with full circles illustrating the satellite and rocket data (Roble and
Hays 1974; Vaughan 1982) and the daytime data (Thomas et al. 1983) reduced to the night condi-
tions at 95 (km) based on (Kichhoff 1986; Takahashi et al. 1996)
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The absorption of solar UV radiation causes a proportional decrease of the energy
influx. The relative decrease of the ozone density N(O3) at altitudes of 80–100 (km)
is∼30(%) over the 40-yr period. This was sufficient to provide the observed cooling
of the atmosphere in this altitude range (Golitsyn et al. 1996).

The problem of heating and cooling in the altitude range under consideration was
discussed repeatedly (Mlynczak and Solomon 1993; Akmaev and Fomichev 2000;
Volodin 2000). Nevertheless, the effect of long-term temperature trends has been
taken into account only in the last few years (Gruzdev and Brasseur 2005). They
are manifestations of the strong relation between the cooling of the mesosphere and
the ozone concentration variations. The data presented above allow the temperature
trend to be estimated based on the calculations of the heat influx at the altitudes
in point (Brasseur and Solomon 2005). The decrease in ozone density results in a
decrease in total heat influx by ∼20(%) for the 40-yr period. This is equivalent to
the decrease in temperature around 90 (km) with a rate of about −1 (K · yr−1). It
seems that the increased molecular concentration of CO2 and the additional heating
of this atmospheric region by infrared radiation (Ogibalov et al. 2000) partly com-
pensate for the cooling; as a result, the temperature trend at altitudes of∼87 (km) is
−0.68 (K ·yr−1) (Golitsyn et al. 1996).

Thus, the long-term decrease in ozone density in this region of the atmosphere
is a consequence of the increase in methane content in the lower atmosphere that
determines the atomic hydrogen density in the mesopause region. The decrease in
ozone density is a reason for the long-term decrease in energy influx at altitudes of
80–100 (km) that is responsible for the significant long-term negative temperature
trend.

7.2 Atomic Oxygen

Atomic oxygen at altitudes of 80–110 (km) is an important constituent of the mid-
dle atmosphere. The dissociation of molecular oxygen upon exposure to ultraviolet
radiation of the Sun and the subsequent absorbed energy conversion in the process
of atomic oxygen recombination determine the thermal and dynamic regimes in this
region of the middle atmosphere. The space–time behavior of atomic oxygen affects
significantly the atmospheric characteristics in this altitude range due to the interac-
tion of atomic oxygen with carbon dioxide (CO2) molecules. Laboratory measure-
ments (Khvorostovskaya et al. 2002) performed for the reaction of deactivation of
the vibrationally excited carbon dioxide molecule

CO2(0110)+ O→ CO2(0000)+ O

gave the rates of this reaction for temperatures inherent in the mesopause region.
It has been found that the reaction rates are different for temperatures below 260
(K) and above 300 (K): kO

0110,0000
= 1.56 · 10−12(cm3 · c−1) and kO

0110,0000
= 1.40 ·

10−12(cm3 · c−1), respectively. The reaction rate varies almost linearly between
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these values. Therefore, it can be well approximated by one formula for temper-
atures typical of the upper mesosphere and lower thermosphere:

kO
0110,0000 =

{
1.40 + 0.16

/[
1 + exp

(
T−280

10

)]}
·10−12(cm3 · c−1) .

The measured temperature profiles at the indicated altitudes are in close correla-
tion with the altitude distributions of the atomic oxygen density calculated from the
557.7-nm emission data (Semenov and Shefov 1999b). This testifies to a significant
effect of the interaction between atomic oxygen and CO2 molecules. Obviously, the
reverse process of excitation of CO2 molecules on collisions with oxygen atoms
also occurs. Its role in cooling of the medium becomes significant at altitudes above
100 (km) where the optical thickness of the atmosphere for the 15-μm emission is
less than unity.

Attempts to calculate the vertical profiles of the atomic oxygen density and
to construct models of its variations were undertaken repeatedly (Thomas and
Young 1981; McDade et al. 1986; Siskind and Sharp 1991; López-González et al.
1992; Melo et al. 1996, 2001). Nevertheless, the vertical atomic oxygen profiles pre-
dicted by the CIRA-1996 model (Llewellyn and McDade 1996) were constructed
with no regard for their actual significant variations with heliogeophysical condi-
tions. The base for their construction was measurements of the intensity of the
1.27-μm emission arising in the daytime from the (0–0) band of the O2 Infrared
Atmospheric system due to photolysis of ozone molecules. Ozone, in turn, is pro-
duced due to the three-body recombination reaction with participation of oxygen
atoms. It is natural that in calculations of these multistage photochemical processes,
some average model temperature and neutral composition of the upper atmosphere
were used with no regard for the actual heliogeophysical conditions. Semenov and
Shefov (1997c,d) analyzed measurements of the 557.7-nm emission intensity with
the use of simplified photochemical relations disregarding deactivation of excited
oxygen atoms by atomic oxygen. The vertical profiles of atomic oxygen density
were approximated by the Chapmen function, which is not as good for this purpose
as the asymmetric Gauss function.

Long-term measurements of the characteristics of the 557.7-nm atomic oxy-
gen, sodium, and hydroxyl emissions allowed their regular intensity and temper-
ature variations to be determined at the emission layer altitudes (Semenov and
Shefov 1996, 1997a,c,d; Semenov 1997; Fishkova et al. 2000, 2001b; Shefov
et al. 2000a; Shefov and Semenov 2001, 2004b). The rocket, spectrophotometric,
and radiophysical temperature measurements in the middle atmosphere at altitudes
of 25–110 (km) (Semenov et al. 1996, 2000, 2002a,b,c; Golitsyn et al. 1996, 2001;
Lysenko et al. 1999; Semenov and Shefov 1999a,b; Semenov 2000) provided the
basis for the construction of monthly mean vertical temperature profiles for differ-
ent months of the year at midlatitudes for a more than 40-yr period. These data were
used to construct a model of monthly mean vertical profiles of the atomic oxygen
density in the mesopause and lower thermosphere as functions of the heliogeophys-
ical conditions.
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The spectrophotometric data on the temperature variations of different types in
the mesopause and lower atmosphere accumulated by the present time together with
the rocket and radiophysical data enabled an empirical model of the temperature and
neutral composition of the atmosphere at altitudes of 30–110 (km) to be constructed.
This model predicted the seasonal and latitudinal variations of the above-indicated
parameters together with their dependence on solar activity and their long-term trend
for all indicated altitudes of the middle atmosphere (Semenov et al. 2004). These
properties could not be considered with the preceding models of the atmosphere
because they, as a rule, had been constructed based on data obtained within rather
short periods (10–15 years).

7.2.1 Input Experimental Data for the Model of Atomic Oxygen

Regular experimental data on the characteristics of hydroxyl, sodium, and atomic
oxygen emissions were obtained during several decades at Zvenigorod Observa-
tory of A.M. Obukhov Institute of Atmospheric Physics of the Russian Academy of
Sciences (55.7◦N, 36.8◦E), Abastumani Astrophysical Observatory of the Georgian
Academy of Sciences (41.8◦N, 42.8◦E), Institute of Cosmophysical Research and
Aeronomy of the Yakutsk Science Center of the Siberian Division of the
Russian Academy of Sciences (62.0◦N, 129.7◦E) as well as during shorter peri-
ods at a number of observation stations located at different latitudes and listed in the
publications by Semenov and Shefov (1996, 1997a,c,d, 1999a). These authors per-
formed a statistical systematization of the measurement data and proposed empirical
approximate formulas to describe the time and latitudinal intensity and temperature
variations within emission layers and the layer altitudes. Data on the characteris-
tics of layers and their altitudes were retrieved by analyzing the published rocket
measurements. More recent studies made it possible to refine some variation types,
such as cyclic aperiodic (quasi-biennial) variations (Fadel et al. 2002) and long-
term temperature trends at different altitudes of the middle atmosphere (Semenov
et al. 1996, 2000, 2002a,b; Golitsyn et al. 1996, 2000, 2001; Lysenko et al. 1999;
Shefov et al. 2000b; Shefov and Semenov 2002; Semenov and Shefov 2003).

7.2.2 Photochemical Basis of the Model

The photochemical mechanism of excitation of the atomic oxygen emission at
557.7 (nm) has been considered in detail in Sect. 2.5. It is based on the Barth
mechanism involving a sequence of chemical reactions resulting in the formation
of excited metastable oxygen molecules. It engenders some systems of molecu-
lar emission bands in the emission spectrum of the night upper atmosphere (Barth
and Hildebrandt 1961) and incorporates a sequence of reactions (Bates 1988). The
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required relationships between the 557.7-nm emission intensity and the atomic oxy-
gen density are presented in this chapter.

7.2.3 Empirical Regularities of 557.7-nm Emission Variations

Empirical regularities of variations of the emission layer parameters and time varia-
tions of the 557.7-nm emission intensity and temperature within the emission layer
retrieved from Semenov and Shefov (1997a,b,c,d) and Semenov (1997) have been
presented in Sect. 4.4. The seasonal variations of the intensity, temperature, and al-
titude of maximum emission are in close correlation (Figs. 4.30–4.33). The solar
activity also affects systematically the layer parameters (Fig. 7.5).

Fig. 7.5 Variations of the intensity, temperature, and maximum emission altitude of the 557.7-nm
atomic oxygen emission about their yearly average values as functions of the season and solar
activity



722 7 Models of Vertical Profiles of Some Characteristics of the Upper Atmosphere

7.2.4 Model of Variations of the Atomic Oxygen Density
in the Mesopause and Lower Thermosphere

As described in the previous sections, the use of relations that describe the behavior
of the emission parameters and of the atmospheric temperature and neutral con-
stituent densities calculated for a number of heliogeophysical conditions based on
long-term measurements of the middle atmosphere temperature and 557.7-nm emis-
sion characteristics has enabled a model of variations of the atomic oxygen density
to be constructed for different altitudes of the mesopause and lower thermosphere.

Figures 7.6 and 7.7 show the [O] vertical profiles for different months the of year
and low (F10.7 = 75 in 1976 and 1986) and high solar activities (F10.7 = 203 in 1980
and 1991). It should be noted that, as follows from the seasonal behavior of the vari-
ations of the 557.7-nm emission intensity, the position of the atomic oxygen layer
maximum also changes considerably. This was also noted by Perminov et al. (1998).
This effect is especially pronounced in summer and autumn (October–November).

Fig. 7.6 Model vertical profiles of atomic oxygen density ([O], 1011 (cm−3)) for different months
of year and solar activity minimum (F10.7 = 75). Figures adjacent to the curves indicate the serial
month number, and the thick curve shows the yearly average profile
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Fig. 7.7 Model vertical profiles of the atomic oxygen density for different months of the year
(curves 1–12) and solar maximum (F10.7 = 203). Designations are the same as in Fig. 7.6

An increase in solar activity results in an increase in atomic oxygen density at the al-
titude of maximum emission and in a descent of the lower boundary of the emission
layer. This was also pointed out by Semenov and Shefov (1999b).

Measurements of vertical profiles of the atomic oxygen density in the mesopause
and lower thermosphere were repeatedly performed in the preceding years by dif-
ferent methods, including rocket measurements of the 130-nm atomic oxygen emis-
sion from a special source scattered in the atmosphere (Henderson 1974; Dickinson
et al. 1976; Trinks et al. 1978; Howlett et al. 1980; Sharp 1980; Offermann et al.
1981; Greer et al. 1986). The results obtained showed a significant spread in absolute
values of the density at the altitude of maximum emission, which also varied. The
results of model calculations for the 557.7-nm emission presented above revealed a
negative correlation between the altitude of maximum emission and the atomic oxy-
gen density. A negative correlation is clearly traced between the 557.7-nm emission
intensity and the altitude of maximum emission for both the seasonal variations
and the variations associated with the solar cycle (Semenov and Shefov 1997a;
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Semenov 1997; Shefov et al. 2000a) (see Figs. 4.30 and 4.32). The rocket data have
large variance, apparently due to random atmospheric perturbations; nevertheless,
they show the same tendency for correlation.

Among rocket measurements of the atomic oxygen density there are simulta-
neous measurements of vertical profiles of the 557.7-nm atomic oxygen emission
intensity, and this offers an opportunity to compare model calculations and mea-
surement data. However, to calculate the atomic oxygen density in the emission
layer, not only the longitudinal variations of the 557.7-nm emission characteristics
(Shefov and Semenov 2004b) but also the effect of the running planetary waves
(Shefov and Semenov 2004a) responsible for descents and ascents of the emission
layer should be taken into account. The layer ascent is accompanied by a decrease
in temperature in the mesopause, which in summer can lead to the formation of noc-
tilucent clouds (Fast 1980). This situation was observed, for instance, during rocket
measurements on June 29, 1974 (Trinks et al. 1978), and on July 11, 1977 (Thomas
and Young 1981). At the same time, on July 5, 1956 (Heppner and Meredith 1958),
noctilucent clouds were observed only in the eastern hemisphere (Fast 1972). Di-
rect investigations of the longitudinal variations of the 557.7-nm emission intensity
associated with the running planetary waves are presented in the paper by Shepherd
et al. (1993). They demonstrate that, for instance, in the winter of 1992 (January)
the longitudinal mean intensity was ∼160–190 (Rayleigh) at latitudes of 40–42◦N,
and the observed amplitude of intensity variations was ∼50(%). These results well
explain the difference between the measurement and model data under the indicated
heliogeophysical conditions because the model cannot consider randomly arising
perturbations. Therefore, it is difficult to estimate the effect of running planetary
waves on rocket measurements. Sometimes this can be done for summer observa-
tions by using data on noctilucent clouds.

The calculated atomic oxygen densities at the altitude of maximum emission and
the layer altitudes Zm([O]) for different months of the year and solar fluxes presented
in Figs. 7.6 and 7.7 are compared in Fig. 7.8 with direct rocket measurements of
[O] performed on April 1, 1974, and January 4, 1976 (Dickinson et al. 1976), June
29, 1974 (Trinks et al. 1978), March 25, 1972, and March 30, 1972 (Offermann
et al. 1981), July 11, 1977 (Thomas and Young 1981), March 23, 1982 (Greer
et al. 1986), and with the [O] values retrieved from the 557.7-nm emission char-
acteristics measured on July 5, 1956 (Heppner and Meredith 1958), May 22, 1969
(Dandekar and Turtle 1971), February 3, 1973 (Kulkarni 1976), and December 19,
1981 (López-Moreno et al. 1984). As can be seen from this figure, the absolute val-
ues of the model and experimental atomic oxygen densities are in agreement. This
was also noted in the work by Semenov (1997), where it was demonstrated that the
empirical model of the variations of the 557.7-nm emission and the photochemical
model of its initiation used for calculations predicted vertical distributions of the
atomic oxygen density which were in good agreement with that measured by Greer
et al. (1986).

From the results of comparison, it also follows that the measurements demon-
strate a large spread in atomic oxygen concentration values similar to the concen-
tration seasonal variations predicted by the empirical model, showing, however, a
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Fig. 7.8 Dependence of the density [O] on the altitude of the atomic oxygen layer maximum ac-
cording to the data shown in Figs. 7.6 and 7.7 in 1976 (1) and 1986 (2) (solar minima), 1980 (3)
and 1991 (solar maxima); rocket measurements of the atomic oxygen density (5) (figures enclosed
in squares near the symbols designate the month and year of measurements; see the text); den-
sities calculated for different months of year (at 45◦N latitude) using the CIRA-1996 model (6)
(Llewellyn and McDade 1996); and regression lines for the data of 1976 (7), 1986 (8), 1980 (9),
and 1991 (10)

general tendency to vary with altitude. This testifies to the reliability of the depen-
dence of maximum atomic oxygen concentration on the layer altitude established
from our data. It should be added that the concentration values predicted by our
model correspond to different solar activities, which is manifested through different
slopes of the regression lines. Figure 7.8 also shows the altitude dependence of the
maximum atomic oxygen concentration calculated with the use of the CIRA-1996
model (diamonds) (Llewellyn and McDade 1996). It can be seen that this model
does not reproduce the observed time variations of the atomic oxygen concentration
and its dependence on solar activity and gives a smaller absolute concentration.

Thus, the empirical model of variations of the vertical atomic oxygen concentra-
tion profile at altitudes of 80–100 (km) developed on the basis of long-term mea-
surements of the parameters of the 557.7-nm atomic oxygen emission layer at night
takes into account their various regular time variations, dependence on solar activity,
latitude, and longitude as well as on the behavior of the long-term temperature trend
in the twentieth century. For the twenty-first century, knowledge of the tendency for
the long-term temperature trend behavior in the middle atmosphere is required.
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7.3 Atomic Hydrogen

The atomic hydrogen content in the region of the mesopause and lower thermo-
sphere affects significantly the energy balance in this atmospheric region. As con-
sidered in Sect. 2.2, the ozone–hydrogen reaction gives rise to the hydroxyl emission
for which atomic hydrogen plays the role of a catalyst.

Nowadays, it is well known that the main supplier of hydrogen in the upper atmo-
sphere is methane (Brasseur and Solomon 2005). Over the last decades, a significant
increase in the methane content with a trend of ∼1.5(% · yr−1) has been observed
in the lower atmosphere, which resulted in an increase in the methane concentration
by a factor of 1.4 over the last four decades (Thomas et al. 1989).

Observations of the Hα emission in the night upper atmosphere characterizing the
atomic hydrogen content at high altitudes (Fishkova 1983) testify to the dynamism
of processes of its formation and consumption in the mesosphere (Semenov 1997).

Rocket data on the atomic hydrogen density in the mesopause region are few in
number (Meier and Prinz 1970; Anderson et al. 1980; Sharp and Kita 1987; Ulwick
et al. 1987). They refer to only seven experiments between 1959 and 1984 in which
the absorption of the Lα solar radiation by atmospheric hydrogen was measured.
Nevertheless, these measurements cover a wide range of solar fluxes. Therefore, it
was possible to separate the effects of long-term changes and solar activity. The
seasonal variations reported by Le Texier et al. (1987) make∼20(%) and could not
be retrieved from the available data. The variations of the relative atomic hydrogen
density (revealed upon elimination of the trend) versus solar flux and, reduced to
the solar flux F10.7 = 130, versus time are presented in Fig. 7.9 for a number of
years (Semenov 1997; Shefov and Semenov 2002). They can be approximated by
the expressions

ΔF[H]
[H]0

= (0.0048±0.0007) · (F10.7−130) , r = 0.948±0.042 ,

Δtr[H]
[H]0

= (0.0245±0.0048) · (t−1972.5) , r = 0.915±0.067 .

The positive trend of the atomic hydrogen content so obtained is in good agree-
ment with the methane trend (Brasseur and Solomon 2005; Thomas et al. 1989)
also shown in Fig. 7.9. The yearly average value of the hydrogen density under
standard heliogeophysical conditions, already indicated in Chap. 4, was [H]0 =
1.4 ·108(cm−3) at Z = 87 (km) in 1972. Thus, the atomic hydrogen concentration is
determined by the expression

[H] = [H]0 ·
(

1 +
ΔF[H]
[H]0

)
·
(

1 +
Δtr[H]
[H]0

)
, (cm−3) .

Based on the data reported by Keneshea et al. (1979) and Sharp and Kita (1987),
the vertical profile of the atomic hydrogen density in the mesopause region can be
described by an asymmetric Gaussian distribution with the parameters Zm =84 (km),
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Fig. 7.9 Variations of the relative atomic hydrogen density in the mesopause region versus so-
lar flux (A) and time in 1959–1984 (B) retrieved from rocket measurements (Semenov 1997;
Shefov and Semenov 2002). Straight lines are regression lines. For comparison, the average trend
of methane content in the atmosphere is shown (C) (Rees and Fuller-Rowell 1990)

[H(Zm)] = 2 · 108(cm−3), W = 14 (km), and P = 0.56 (Semenov 1997). Unfortu-
nately, data on the tendency of long-term changes of the altitude of this atomic
hydrogen layer in the mesopause region are lacking.

These data were used to retrieve long-term variations of the atomic hydrogen
density between 1950 and 2000. They are presented in Fig. 7.4 (atomic hydrogen
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density). Solid curves in the figure indicate the variations of the atomic hydro-
gen density calculated by the data reported by Semenov (1997) and Shefov and
Semenov (2002); full circles show the rocket data reduced to an altitude of 95 (km)
using the model by Keneshea et al. (1979).

7.4 Temperature of the Middle Atmosphere

The response of the monthly mean temperature of the middle atmosphere to solar
activity was analyzed (Semenov et al. 2005; Pertsev et al. 2005) based on the long-
term rocket and spectrophotometric data on its airglow emissions obtained during

Fig. 7.10 Vertical profiles of the monthly mean temperature of the middle atmosphere in years
of solar minimum (1976 and 1986) and maximum (1980 and 1991). The temperature profile for
each month (figures near the curves specify the serial month number and year) is shifted from
the preceding one by 10 (K) along the horizontal axis. The temperature scale is for the January
temperature profile
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several 11-yr solar cycles (Fig. 7.10) The results have already been discussed in
Sect. 1.6.4.4.

The vertical profiles of the of response variation of the middle atmosphere tem-
perature with solar activity testify to their clearly expressed nonlinearity. The sub-
stantial seasonal variability of the solar activity effect in the mesopause region is
obviously caused by the different seasonal vertical profiles of the temperature.

Thus, the vertical profiles of the temperature response to solar activity at altitudes
of 30–100 (km) demonstrate that the maximum seasonal variations are observed at
altitudes of 80–95 (km) (about −(5± 1.7) (K · (100sfu)−1) in winter and about
+(8± 1.7) (K · (100sfu)−1) in summer), and the minimum ones are observed at
altitudes of 55–70 (km) (about +(2± 0.4) (K · (100sfu)−1) in winter and about
−(1± 0.4) (K · (100sfu)−1) in summer). The altitude of the zero temperature re-
sponse to solar activity in the middle atmosphere varies between 55 and 70 (km)
throughout the year (∼70 (km) in spring–summer and∼55 (km) in autumn–winter).
This is especially clearly seen from Fig. 7.11. The proposed empirical model of the
response of the middle atmosphere temperature to solar activity at different altitudes
and in different seasons can be used to estimate the temperature variations at various
altitudes depending on solar activity and season.

Fig. 7.11 Model vertical profiles of δT/δF10.7 for different months of the year. Here curves 1–12
show monthly mean temperature profiles, and curve 13 shows the yearly average temperature
profile
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spots, 61, 62, 70, 321, 322, 434, 444, 476–478,
619, 639, 642

stellar sky, 23, 113
steric factor, 121
stratospheric warming, 404, 415, 446, 464,

506, 513, 533–535, 538, 543, 547

Sun, ix, 1, 2, 17, 19, 20, 25–27, 36, 43, 53, 54,
56, 61, 62, 65, 70, 71, 74, 78, 79, 84, 86,
94, 103, 105, 111–113, 115, 117, 124,
125, 168, 169, 178, 183, 185, 207, 209,
216, 218, 220, 271, 289, 340, 342, 347,
349, 350, 391, 415, 416, 426, 432, 434,
444, 445, 451, 470, 481, 504, 509, 513,
515, 519, 524, 593, 594, 687, 704, 718

temperature, x, 1, 2, 6, 19, 22, 23, 26, 41,
60, 61, 63, 74, 80, 82, 89–95, 99, 108,
110, 111, 113–116, 119–121, 123, 125,
126, 128, 132, 134, 136, 142, 148, 150,
153–157, 159, 161, 163, 164, 166, 167,
172, 175–178, 196, 197, 199, 200, 203,
206–208, 210, 213, 215, 218, 222, 226,
230, 235, 242, 244, 269, 270, 272, 279,
282, 287, 288, 290–294, 296–298, 301,
304, 312, 314–317, 320, 321, 327–329,
331, 337, 340, 346–348, 351–353, 358,
360, 363, 365, 368, 369, 371–373,
388, 390–393, 397, 401–405, 407–409,
411, 413, 414, 416–424, 426, 429–431,
434–437, 439, 442, 444–446, 448, 449,
453, 456–461, 463, 464, 466–468, 470,
472–475, 478, 482, 484, 485, 489–495,
500, 506–512, 515–517, 519, 521,
523, 525, 526, 528–535, 537, 539–543,
545–549, 551–553, 555–567, 569–572,
576–583, 585–593, 595–603, 614, 615,
617, 619, 620, 623, 628, 631, 633,
636, 638, 639, 644–647, 649, 650, 652,
654–658, 661–677, 679–696, 698–712,
717–722, 724, 725, 728–733

the emission layer, 555–557, 559, 560, 562,
564, 566, 581, 585, 587, 589, 592, 599,
607, 619, 622, 636, 639, 640, 643

thermosphere, 48, 60, 61, 73, 80, 87, 89,
95, 110, 114–117, 169, 215, 227, 229,
235, 244, 245, 347–349, 401, 403–405,
408, 410, 432, 434, 456, 465, 466, 493,
501, 506, 509, 521, 526, 531–535, 538,
540–542, 544, 545, 548, 549, 555, 557,
560, 569, 591, 594, 613, 617, 620, 625,
628, 629, 644, 646, 648, 649, 653, 654,
656, 662, 663, 679, 683, 687, 695, 698,
703–708, 710–712, 719, 722, 723, 726,
730–733

tides, 46, 109, 113, 114, 426, 428, 531, 540,
547, 634, 635, 644–646, 650, 653

time, x, 2, 3, 10, 19, 28, 30, 36, 42, 52–55,
57–59, 61, 64, 65, 68, 71–84, 87, 89,
93, 94, 99, 101–103, 107–109, 112,
114–116, 120, 126, 128, 130, 134, 135,
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138, 142, 148, 159, 182, 189, 197, 203,
207, 230, 245, 269, 270, 272, 273, 281,
290, 291, 296, 302, 304–308, 312, 318,
321, 322, 325, 327, 329, 332, 333, 336,
342, 344, 346, 348, 351, 361, 365–377,
381, 382, 385, 391, 393, 394, 398, 401,
409, 414–416, 426, 428, 432, 434, 441,
445, 448, 451, 457, 463, 465, 466, 470,
473, 476, 478, 480–482, 494, 499, 507,
508, 516, 519, 521, 523, 524, 529, 530,
545, 551, 554, 557, 559, 561, 562,
564, 569, 570, 572, 573, 575, 582,
583, 585–587, 589, 592, 594, 596, 603,
607, 609–611, 623, 625, 629, 631, 632,
635–638, 644–646

translational, 125–128, 134
trend, 89, 90, 113, 115, 154, 291, 369, 370,

400, 403, 409, 415, 434, 435, 453, 455,
461–463, 473, 488, 491, 492, 495, 497,
499, 500, 502, 526, 533, 538, 544,
621, 628, 632, 633, 650, 657, 661–663,
667–671, 673, 674, 680–684, 686–700,
702, 704–709, 712, 713, 715, 718, 720,
725–727, 730, 733

troposphere, 2, 94, 96, 113, 348, 401, 406, 507,
537, 552, 568, 569, 600, 621, 625, 627,
639, 655, 698

turbopause, 97, 98, 112, 179, 348, 477, 478,
536, 619, 620, 651

twilight conditions, 28, 183

vertical, ix, 43, 46, 70, 100, 104, 115, 117,
172, 182, 197, 288, 321, 323, 324, 336,
342, 394, 413, 420, 447, 449, 476–478,
528, 531, 534, 542, 544, 552, 560, 564,
567–569, 577, 591, 592, 594, 595, 598,
603, 607–609, 611–614, 617–620, 625,

626, 639, 642, 648, 649, 657, 658, 669,
671–676, 679, 681–683, 686, 688–690,
695–698, 700, 702, 704, 708, 709,
711–714, 719, 722–726, 729, 733

vibrational, 60, 123, 125, 128–143, 148,
150–153, 155–168, 185, 188, 192, 195,
197, 237, 238, 240–243, 286, 290, 349,
401, 416–424, 433, 439, 445, 446, 448,
467, 468, 530, 532, 540, 543, 548, 556,
558, 559, 561, 564, 575, 577, 578,
580–584, 589, 590, 599, 601, 652–654,
665, 670, 703, 704, 707, 732

wave train, 76, 373, 374, 376, 377, 381, 568,
610, 611

wavelength, 552, 586
wind, 60, 82, 86, 87, 95–98, 100, 103, 104,

108, 110, 115–117, 183, 294, 298, 299,
346–348, 373, 374, 388, 394, 397, 398,
401, 402, 404, 408, 410, 415, 432, 435,
446, 451, 506, 527, 534, 538, 548, 552,
553, 566–569, 575, 593–595, 597–605,
608–614, 616–618, 621–625, 628, 629,
639, 643–651, 653–655, 657, 659, 663,
664, 676, 704, 706

Wolf number, 524
Wolf number W, 61

zenith angle, 28–30, 32, 33, 39, 42–45, 53, 96,
121, 125, 157, 179, 200, 281, 282, 288,
298–300, 329–331, 336, 343, 347, 374,
376, 385, 386, 395, 398, 415, 426, 427,
451, 469, 470, 473, 480, 481, 513, 515,
516, 519–521, 551, 568, 608, 609, 630,
640, 642, 684

Zodiacal Light, 3, 20, 25, 26, 36, 42, 109, 111,
117, 230
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