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  Preface 

The emergence of nanoscience and nanotechnology has led to new 
developments in and applications of electrochemistry. These two 
volumes of Modern Aspects of Electrochemistry, entitled: “Appli-
cations of Electrochemistry and Nanotechnology in Biology and 
Medicine, ” address both fundamental and practical aspects I and II
of several emerging key technologies. All Chapters were written by
internationally renowned experts who are leaders in their area.  

 The chapter by A. Heiskanen and J. Emnéus provides a 
lucid and authoritative overview of electrochemical detection 
techniques for real-time monitoring of the dynamics of different 
cellular processes. First, biological phenomena such as the cellular 
redox environment, release of neurotransmitters and other signaling 
substances based on exocytosis, and cellular adhesion, are discussed 
thoroughly. Next, the capabilities of electrochemical amperometric 
and impedance spectroscopic techniques in monitoring cellular 
dynamics are highlighted, in comparison to optical and other tech-
niques. The applications of such techniques already include bio-
sensors and microchip-based biological systems for cell biological 
research, medical research and drug development. Finally, the 
state-of-the-art and future developments, e.g. miniaturization of 
planar interdigitated electrodes in order to achieve a gap/width size 
regime on the nanometer scale and thus considerable signal ampli-
fication, are summarized.  
 Electron transfer by thermally activated hopping through 
localized centers is an essential element for a broad variety of vital 
biological and technological processes. The use of electrode/self-
assembled monolayer (SAM) assemblies to explore fundamental 
aspects of long- and short-range electron exchange between elec-
trodes and redox active molecules, such as proteins, is reviewed 
comprehensively in a chapter by D.H. Waldeck and D.E. Khosh-
tariya. The authors, who are pioneers in this area, nicely demon-
strate that such bioelectrochemical devices with nanoscopically 
tunable physical properties provide a uniquely powerful system for 
fundamental electron transfer studies and nanotechnological appli-
cations. Studies on protein systems also reveal how the binding motif  
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of the protein to the electrode can be changed to manipulate its 
behavior, thus offering many promising opportunities for creating
arrays of redox active biomolecules.  
 A microbial fuel cell (MFC) is a bio-electrochemical trans-
ducer that converts microbial biochemical energy directly to elec-
trical energy. In their authoritative chapter, J. Greenman, I.A. Ie-
ropoulos and C. Melhuish overview lucidly the principles of bio-
films, biofilm electrodes, conventional fuel cells, and MFCs. Po-
tential applications of both biofilm electrodes and MFCs are sug-
gested, including sensing, wastewater treatment, denitrification, 
power packs, and robots with full energy autonomy. The symbiotic 
association between microbial life-forms and mechatronic systems 
is discussed in detail by the authors, who are internationally re-
nowned experts in this field.  

The last three chapters in Volume I deal with surface modi-

deposition, microarc deposition, electropolymerization, and 
electrografting) to form different coatings (conducting polymers, 
non-conducting polymers, sol-gel inorganic-organic polymer 
materials, oxides, ceramics, bioglass, hydroxyapatite and other 
calcium phosphates) on different substrates (titanium and its alloys, 
stainless steels, cobalt-chrome alloys, nitinol, and magnesium 
alloys). The authors who are highly experienced in this field 
demonstrate the applicability of these coatings for medical devices 
such as drug eluting stents and orthopedic implants.  

different electrochemical processes (electrodeposition, electrophoretic 
First, R. Guslitzer-Okner and D. Mandler provide concise survey of
fication of implants, namely surface biofunctionalization or coating.

Different electrochemical processes to render metal implants

of 
biomolecules on the surface are reviewed by T. Hanawa in his 
authoritative chapter. Electrodeposition of calcium phosphates or 
polyethylene glycol (PEG), as well as anodizing and micro-arc 
oxidation processes to obtain TiO2 nanotube-type oxide film on Ti 
substrate, or electrochemical treatment to obtain nickel-free oxide 
layer on nitinol alloys, are described. The effects of different sur-
faces on phenomena such as cell adhesion, bacterial attachment and 
calcification are presented.    

more biofunctional and various electrochemical techniques to char-
acterize  the           of   implants  or              corrosion  resistance      the   a  dsorption 

 The last chapter in Volume I, by T. Kokubo and S. 
Yamaguchi, lucidly summarizes the pioneering work and inventions  
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of these authors in the field of bone-bonding bioactive metals for 
orthopedic and dental implants. The metals include titanium, zir-
conium, niobium, tantalum and their alloys. The main surface 
modification technique presented in this chapter is chemical, fol-
lowed by heat treatment, although other techniques such as ion 
implantation, micro-arc treatment, hydrothermal treatment and 
sputtering are also described. The bone-bonding ability of metals 
with modified surfaces is attributable to the formation of apatite on 
their surface in the body environment, which can be interpreted in 
terms of the electrostatic interaction of the metal surface with the 
calcium or phosphate ions in a body fluid. These findings open 
numerous opportunities for future work.  

Volume II begins with a chapter by P.S. Singh, E.D. Goluch, H.A. 
Heering and S.G. Lemay which provides a lucid overview of the 
fundamentals and applications of nanoelectrochemistry in biology 
and medicine. First, some key concepts related to the double layer, 
mass transport and electrode kinetics and their dependence on the 
dimension and geometry of the electrode are discussed. Next, 
various fabrication schemes utilized in making nano-sized 
electrodes are reviewed, along with the inherent challenges in 
characterizing them accurately. Then, the “mesoscopic” regime is 

discussed, with emphasis on what happens when the Debye length 
becomes comparable to the size of the electrode and the diffusion 
region. Quantum-dot electrodes and charging and finite-size effects 
seen in such systems are also described. Then, recent advances in 
the electrochemistry of freely-diffusing single molecules as well as 
electrochemical scanning probe techniques used in the in-
vestigations of immobilized biomolecules are presented by the 
authors, who have pioneered several of the developments in this 
area. Finally, a brief survey of the applications of nanoelectrodes in 
biosensors and biological systems is provided.  
 During the last decade, nanowire-based electronic devices 
emerged as a powerful and universal platform for ultra-sensitive, 
rapid, direct electrical detection and quantification of biological and 
chemical species in solution. In their authoritative chapter, M. 
Kwiat and F. Patolsky describe examples where these novel elec-
trical devices can be used for sensing of proteins, DNA, viruses and 
cells, down to the ultimate level of a single molecule. Additionally, 
nanowire-based field-effect sensor devices are discussed as 
promising building blocks for nanoscale bioelectronic interfaces  
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with living cells and tissues, since they have the potential to form 
strongly coupled interfaces with cell membranes. The examples 
described in this chapter demonstrate nicely the potential of these 
novel devices to significantly impact disease diagnosis, drug dis-
covery and neurosciences, as well as to serve as powerful new tools 
for research in many areas of biology and medicine.  
 The Human Genome Project has altered the mindset and 
approach in biomedical research and medicine. Currently, a wide 
selection of DNA microarrays offers researchers a high throughput 
method for simultaneously evaluating large numbers of genes. 

provide many advantages over radioisotope- or fluorophore-based 
detection systems. Due to the high spatial resolution of the scanning 
electrochemical microscope (SECM), this technology has been 
suggested as a readout method for locally immobilized, mi-
crometer-sized biological recognition elements, including a variety 
of DNA arrays with different formats and detection modes. In his 
concise review, K. Nakano explains the underlying electrochemistry 
facets of SECM and examines how it can facilitate DNA array 
analysis. Some recent achievements of Nakano and his colleagues 
in SECM imaging of DNA microdots that respond toward the target 
DNA through hybridization are presented.  

It is anticipated that electrochemical detection-based DNA arrays will

 Biological membranes are the most important electrified 
interfaces in living systems. They consist of a lipid bilayer 
incorporating integral proteins. In view of the complexity and 
diversity of the functions performed by the different integral 
proteins, it has been found convenient to incorporate single integral 
proteins or smaller lipophilic biomolecules into experimental 
models of biological membranes (i.e. biomimetic membranes), so as 
to isolate and investigate their functions. Biomimetic membranes 
are common in pharmaceuticals, as well as for the investigation of 
phase stability, protein-membrane interactions, and 
membrane-membrane processes. They are also relevant to the 
design of membrane-based biosensors and devices, and to analytical 
platforms for assaying membrane-based processes. The last two 
chapters in Volume II are dedicated to these systems. In their 
thorough chapter, R. Guidelli and L. Becucci review the principles 
and types of biomimetic membranes, the advantages and dis-
advantages of these systems, their applications, their fabrication  
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methodologies, and their investigation by electrochemical techniques 
– mainly electrochemical impedance spectroscopy (EIS). This 

leaders in the field of bioelectrochemistry worldwide. 
definitie chapter was written by two authors who are among the leaders

 Ion channels represent a class of membrane spanning 
protein pores that mediate the flux of ions in a variety of cell types. 
They reside virtually in all the cell membranes in mammals, insects 
and fungi, and are essential for life, serving as key components in 
inter- and intracellular communication. The last chapter in Volume II, 
by E.K. Schmitt and C. Steinem, provides a lucid overview of the 
potential of pore-suspending membranes for electrical monitoring of 
ion channel and transporter activities. The authors, who are 
internationally acclaimed experts in this area, have developed two 
different methods to prepare pore-suspending membranes, which both 
exhibit a high long-term stability, while they are accessible from both 
aqueous sides. The first system, nowadays known as nano black lipid 
membrane (nano-BLM), allows for ion channel recordings on the 
single channel level. The second system – pore-suspending 
membranes obtained from fusing unilamellar vesicles on a 
functionalized porous alumina substrate – makes it possible to generate 
membranes with high protein content. The electrochemical analysis of 
these systems is described thoroughly in this chapter, and is largely 
based on EIS. 
 I believe that the two volumes will be of interest to 
electrochemists, chemists, materials, biomedical and electrochemical 
engineers, surface scientists, biologists and medical doctors. I hope 
that they become reference source for scientists, engineers, graduate 
students, college and university professors, and research professionals 
working both in academia and industry. 
 
I wish to thank Professor Eliezer Gileadi who was the driving force 
making me edit these two volumes. I dedicate this project to my wife 
Billie and our two daughters, Ofri and Shahaf, for their infinite love 
and support. 
 
 
N. Eliaz 
Tel-Aviv University 
Tel-Aviv, Israel
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  I. Introduction 

The elucidation of the human and Saccharomyces cerevisiae ge-
nomes has opened new possibilities in biology, medicine and drug 
discovery. This knowledge has increased the number of targets and 
ways to treat diseases; clinical studies of disease manifestation can 
effectively be translated to the level of certain genes and their 
products, proteins. The traditional way of finding active com-
pounds to treat different diseases has relied on biochemical assays 
to modulate the function of a certain target, such as an enzyme, a 
cell surface receptor or an ion channel. The targets have been iso-
lated from the natural environment to be used in high-throughput 
screening (HTS) assays to test huge libraries of possible active 
compounds. At the same time has come the realization that cells 
and organisms are more than just the sum of their functional units. 
More needs to be known in order to fully understand the living 
organisms in terms of their functional and constructional units, the 
cells and proteins. This has further led to the development of ana- 

 

1

 Springer Science+Business Media, LLC 2011
 

 (ed.), N. Eliaz Applications of Electrochemistry and Nanotechnology
in Biology and Medicine I, Modern Aspects of Electrochemistry 52,
DOI 10.1007/978-1-4614-0347-0_1, ©



2  A. Heiskanen and J. Emnéus 

 

lytical systems, screening platforms, which rely on cell-based as-
says instead of dissecting cells to the component level. Techniques 
that have been applied for assaying biological parameters in intact 
cells range from intracellular monitoring of temperature1, pH2 and 
oxygen consumption3 as well as extracellular monitoring of oxy-
gen consumption4 and acidification4,5 to cellular adhesion6 and 
wound healing,7 G-protein coupled receptor (GPCR) activation,8, 9 
monitoring of enzyme activity,10-13 cofactor availability,14-17 cellu-
larly released secondary metabolites,18-21 gene expression detected 
as appearance of mRNA22 and ion channel activity.23 

A new development in treating diseases has also emerged; in-
stead of solely relying on medication, cells that die due to the 
pathological manifestation of a disease could potentially be re-
placed by new cells that can restore the functions impaired by the 
disease. Such development is on the way to treat Type 1 diabetes 
mellitus (T1DM)24 and Parkinson’s disease (PD).25 In both cases, a 
possible treatment could rely on embryonic stem cells (ESCs), 
which can differentiate into the desired type of cells to replace the 
destroyed pancreatic insulin secreting β-cells of T1DM patients or 
dopaminergic neurons in striatum of PD patients. Despite the great 
possibilities, these treatments are still far from being realized in 
clinical trials. The major obstacles are insufficient knowledge on 
how to control the differentiation process of ESCs and their inte-
gration into the host tissue to restore the impaired functions. Min-
iaturization of analytical platforms has emerged as a possibility to 
address these challenges encountered in biology and medicine. 
Developments in microfluidic technology can be adopted to allevi-
ate problems in liquid handling at the same time increasing capa-
bilities of parallelization.26,27 However, no matter how much im-
provement microfluidics can provide to handling and cultivation of 
cells, the development has to be conducted hand-in-hand with de-
velopment of analytical techniques to more effectively discover 
the dynamics of cellular processes. This emphasizes the signifi-
cance of research on finding and understanding ways of detecting 
biologically relevant cellular parameters and then integrating the 
protocols into analytical systems to achieve a new generation of 
tools for biology, medicine and drug discovery. 

At present, the primary detection technique in systems that are 
used to study the behavior of living cells is optical or fluorescence 
detection that can be automated in X-Y direction to monitor cellu-
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lar responses and behavior at multiple positions.28 Due to, for in-
stance, photodamage on the studied cells, these techniques do not 
always provide well-developed capabilities to conduct real-time 
measurements that could provide more information than just an 
endpoint. Capability for real-time measurements that facilitate 
monitoring of cellular dynamics under conditions, where an ob-
served cell or cell population can function as its own control, is 
crucial for effective realization of systems applied for cellular 
studies in biology, medicine and drug discovery. Electrochemical 
detection can provide the necessary capability for real-time moni-
toring and has been applied in different formats to study the dy-
namic processes of living cells based on, for instance, amperomet-
ric,12,16,17,20,29-31 potentiometric14 and impedance spectroscopic6,9 
measurements. However, despite ongoing research, the full poten-
tials of electrochemical techniques have not yet been utilized. Mi-
cro- and nanofabrication of electrode systems32 with the inherent 
capability for scaling of electrode dimensions can provide possibil-
ities for parallel detection of different cellular parameters to suit 
equally well single-cell and cell population monitoring. Addition-
ally, systems built for the application of electrochemical tech-
niques can also be integrated with capabilities for simultaneous 
microscopic observations, facilitating more effective multiparame-
ter monitoring of cellular dynamics. 

This chapter illustrates the potentials of amperometric and im-
pedance spectroscopic monitoring of cellular dynamics. In order to 
provide a complete understanding of what biological and medical 
aspects can be studied using these electrochemical techniques, the 
following sections contain a thorough description of biological 
phenomena, such as cellular redox environment (CRE), release of 
neurotransmitters and other signaling substances based on Ca2+ ion 
triggered mechanism (exocytosis), as well as cellular adhesion 
with emphasis on cell-cell and cell-growth substrate interactions. 
The discussion of the biological phenomena is then lifted to the 
context of electrochemical measurements to highlight the capabili-
ties of amperometry in monitoring of the dynamic changes in CRE 
and exocytotic behavior of cells as well as impedance spectrosco-
py in monitoring of factors influencing cellular adhesion. Addi-
tionally, the capabilities of other, especially optical, techniques are 
discussed to provide a perspective to what benefits and possible 
limitations electrochemical techniques possess.  
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II. MONITORING OF CELLULAR REDOX 
ENVIRONMENT 

1. Biological Significance of Cellular Redox Environment 

(i) Cellular Redox Processes 

 Cellular functions, such as locomotion, contraction and biosynthe-
sis of cellular building blocks require energy, which organisms acquire 
by digesting the main constituents of food, carbohydrates, proteins and 
fats, to form the biopolymeric structures from monomers. Digestion of 
carbohydrates, proteins and fats results in formation of hexoses (glu-
cose, fructose, galactose, etc.), amino acids, glycerol and fatty acids 
that are taken up by the cell, in which they undergo further degradation 
in enzymatic processes referred to as catabolism. Ultimately, the cata-
bolic processes provide precursors for the synthesis of new biomole-
cules (anabolic processes) needed for the maintenance of cellular 
structures and growth as well as energy. Based on purely thermody-
namic considerations, the energy contents stored in biomolecules is 
too large to be released in a single process without being detrimental 
to the cells. Instead, all types of cells, from prokaryotes to eukary-
otes, store the released energy in the form of catabolic intermedi-
ates that facilitate energy release in a stepwise manner. Examples 
of such catabolic intermediates are the reduced cofactors nicotin-
amide adenine dinucleotide (NADH), nicotinamide adenine dinu-
cleotide phosphate (NADPH), flavin adenine dinucleotide 
(FADH2) as well as acetyl coenzyme A (Acetyl-CoA). NADH, 
NADPH and FADH2 as well as their corresponding oxidized 
forms, NAD+, NADP+ and FAD, respectively, are known as cellu-
lar redox couples. An examples of other redox couples, aside from 
those that are involved in metabolic processes, is glutathione 
(GSSG) and its oxidized form (GSSG), involved in cellular detoxi-
fication processes to alleviate, for instance, oxidative stress 33. The 
different cellular redox couples participate in enzymatic processes 
that catalyze oxidation or reduction of biomolecules. In these pro-
cesses, the reduced form of a redox couple functions as an electron 
donor and, in an analogous manner, the oxidized form functions as 
an electron acceptor. 
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Figure 1. Glucose catabolism proceeds through the cytosolic 
pentose phosphate pathway (PPP) and glycolytic pathway (GP) 
generating NADPH and NADH, respectively. GP also produces 
ATP in product level phosphorylation. The GP endproduct, py-
ruvate, enters the mitochondria and upon conversion into acetyl 
coenzymeA (Acetyl-CoA) contributes to formation of NADH 
and FADH2 in the tricarboxylic (TCA) cycle and further ATP 
through oxidative phosphorylation. Electrons from cytosolic 
NADH are shuttled into the mitochondria. Degradation of ami-
no acids and fatty acids primarily leads to formation of pyruvate 
or Acetyl-CoA, and further processing in the mitochondria. 

 
 
Figure 1 shows a schematic overview of the main catabolic 

pathways. In respiratory eukaryotic cells, the metabolism of differ-
ent biomolecules leads to a common intermediate, the mitochon-
drially formed Acetyl-CoA, which is catabolized further in the 
tricarboxylic acid  (TCA)  cycle,  resulting in the formation of,  for  
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Scheme 1. The reduction of NAD+ to NADH as part of enzyme-catalyzed reactions 
proceeds as a transfer of two electrons and one proton, i.e., a hydride. 

 
 

instance, three molecules of NADH and one molecule of FADH2 
per each cycle. Amino acids form, however, a heterogeneous 
group, some of which are catabolized to other TCA cycle interme-
diates than Acetyl-CoA.34 The enzymatic reactions resulting in the 
formation of these compounds are oxidation-reduction (redox) 
reactions, in which NAD+ gains two electrons and one proton (the 
combination is also referred to as a hydride) (Scheme 1) and FAD 
gains two electrons and two protons. These compounds can then 
deliver their electrons in subsequent redox processes as part of the 
mitochondrial electron transport chain (ETC) (also referred to as 
the respiratory chain). NADH is oxidized by NADH-quinone oxi-
doreductase (Complex I) and FADH2 by Succinate-coenzyme Q 
reductase (Complex II), resulting in reduction of ubiquinone (UQ) 
to ubiquinole (UQH2) in the UQ-pool of the mitochondrial mem-
brane. Further activity of the ETC, i.e., 

(a) oxidation of UQH2 by Coenzyme Q: cytochrome c-
oxidoreductase (Complex III)  

(b) upon reduction of cytochrome c (Cyt c), and  
(c) the subsequent oxidation of Cyt c by Cytochrome c oxidase 

(Complex IV), finally results in reduction of molecular ox-
ygen (O2) to water.  

The gradually lost potential energy of the electrons of NADH and 
FADH2 is stored in the form of a proton gradient (ΔH+) that is built 
up and maintained by Complexes I, III and IV, which are able to 
expel protons from the mitochondrial matrix into the mitochondri-
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al intermembrane space (IMS).35 ATP synthase utilizes the formed 
ΔH+ to synthesize ATP that serves as the universal cellular energy, 
predominantly formed in the mitochondria but transported into the 
cytosol,35 where it is utilized for biosynthetic processes and other 
energy-requiring functions. 

The cytosolic catabolism of glucose may follow two different 
pathways depending on cellular needs. The glycolytic pathway 
(GP) provides two molecules of NADH, ATP and pyruvate for 
each catabolized glucose molecule. The formed NADH can, to 
some extent, be utilized either in cytosolic redox processes, such 
as lactic (in muscle cells) and alcoholic fermentation (in Saccha-
romyces cerevisiae), or the electrons of NADH may be shuttled 
into the mitochondria to be processed in the ETC.35 The formed 
pyruvate is also transported into the mitochondria, where pyruvate 
dehydrogenase converts it into Acetyl-CoA followed by pro-
cessing in the TCA cycle. The enzymatic reactions of the oxidative 
part of the pentose phosphate pathway (PPP) form two molecules 
of NADPH per glucose molecule. These serve as redox equiva-
lents in biosynthetic processes, such as synthesis of fatty acids. 
The non-oxidative part of the PPP continues the catabolism of glu-
cose, resulting in the formation of ribulose-5-phosphate, which is 
further converted into ribose-5-phosphate, the precursor of nucleo-
tide synthesis.34 

(ii) Definition of Cellular Redox Environment 

The oxidized and reduced cofactors, such as NAD+-NADH 
and NADP+-NADPH (collectively denoted as NAD(P)+-
NAD(P)H), form redox couples, the reduction potential (E) of 
which is defined by the Nernst equation (Eq. 1) for the half reac-
tion shown in Scheme 1, where E° is the standard reduction poten-
tial under standard conditions, where T = 298 K, activity aNA(P)D

+ = 
aNAD(P)H = aH

+ = 1 ([NAD(P)+] = [NAD(P)H] = 1 molal and pH = 
0), R is the gas constant (8.314 J K-1 mol-1), F is the Faraday’s 
constant (96485 C mol-1) and n is the number of transferred elec-
trons, n = 2, 
 

α
αα
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/NAD(P)HNAD(P)/NAD(P)HNAD(P) ln 

nF
RT E E
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 The standard conditions are not, however, applicable to bio-
logical systems. If concentrations are used instead of activities, 
these can be replaced by γi[i], where γi is the activity coefficient 
and [i] the molar concentration of the species i. In literature, tabu-
lated values of reduction potential for biological systems are usual-
ly valid at pH = 7 and defined at an equimolar composition with 
respect to the redox couple. Under such conditions the standard 
reduction potential, E°, is replaced by the formal potential, E°’, 
which implicitly comprises the contribution of pH and the activity 
coefficients. Equation (2) shows this relation for the NAD(P)+/ 
NAD(P)H redox couple, 

 

 [ ]
[ ]NAD(P)H
NAD(P)ln 

nF
RT E E /NAD(P)HNAD(P)/NAD(P)HNAD(P)

+
+= ++ ó  (2) 

 
where only the concentrations of the components of the redox 
couple affect the formal potential. 

In redox reactions catalyzed by enzymes, generally referred to 
as redox enzymes, electrons are shuttled from a donor compound 
that is oxidized to an acceptor compound that is reduced. Accord-
ing to some estimations, about one fourth of all known proteins 
belong to the category of redox enzymes.36 These can be classified 
based on the employed natural electron donating and accepting 
compounds into the following classes: dehydrogenases, oxidases, 
peroxidases and oxygenases. Dehydrogenases catalyze oxidation 
of a substrate (donor) through hydride transfer to a cofactor (ac-
ceptor), which can be a prosthetic group permanently bound to the 
enzyme, such as flavin mononucleotide (FMN) and FAD, or a sol-
uble co-substrate transiently associated with the enzyme, such as 
NAD(P)+.37 In a dehydrogenase catalyzed reduction, however, the 
cofactor functions as the donor, while the substrate to be reduced 
is the acceptor. In a redox reaction, the substrate forms the other 
half reaction needed for the complete process. Equations (3a) and 
(3b) show the two half reactions for a dehydrogenase (DHG) cata-
lyzed oxidation of an arbitrary substrate using NADP+ as the co-
factor, 

 

  NADPHe 2HNADP
DHG- →++ ++  (3a) 
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  e 2HSSH -ox
DHG

red ++→ +  (3b) 
 
where Sred and Sox are the reduced and oxidized forms of the sub-
strate, respectively. In an analogous way as was shown above for 
the NAD(P)+-NAD(P)H redox couple, the substrate forms another 
redox couple, the reduction potential of which is also determined 
by the Nernst equation. Equation (4) shows the corresponding 
form of the Nernst equation for the substrate with the earlier de-
scribed convention, using the formal potential, E°’. Although Eq. 
(3b) indicates the involvement of a proton, its contribution to the 
reduction potential is included in the formal potential. Equation (5) 
shows the overall oxidation of the substrate, 
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The overall electromotive force (ΔE) of the enzymatic reduc-
tion is obtained as the difference between the reduction potentials 
of the half reactions as shown by Eq. (6): 
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The validity of Eq. (2) implies that inside living cells the actu-

al reduction potential is primarily dependent on the value of the 
ratio [NAD(P)+]/[NAD(P)H]. At pH 7 and equimolar concentra-
tion of both components, the reduction potential of the 
NAD+/NADH and NADP+/NADPH redox couple is –320 mV vs. 
the normal hydrogen electrode (NHE).38 However, if the pH of 
interest for a redox reaction differs from pH 7, which is the refer-
ence value for tabulated biological reduction potentials, the actual 
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reduction potential (EpH=x) may be calculated based on Eq. (7) be-
low,33 

 

( ) mV 
pH
E7.0 - pH                                           

E E ´
/NAD(P)HNAD(P)X)(pH /NAD(P)HNAD(P)
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×+
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+ =

o

  (7) 

 
which indicates that for NAD(P)+/NAD(P)H, involving a transfer 
of two electrons (n = 2), the actual reduction potential is decreased 
by 30.8 mV per unit increase in pH at 37ºC. Although the reduc-
tion potential of NAD+/NADH and NADP+/NADPH is the same, 
their participation in different metabolic processes is rigorously 
controlled by the existence of enzymes with strict dependence on 
either one of the cofactors as well as compartmentalisation of the 
metabolic processes.39,40 

Living cells exert a rigid control of the catabolic and anabolic 
processes, which maintain the NADP+/NADPH and NAD+/NADH 
ratios as well as pH in different sub-cellular compartments at a 
constant level.41 Additionally, the involvement of the GP and the 
PPP in the catabolism of glucose varies between different type of 
cells, depending on whether they have a greater need for NADH 
and Acetyl-CoA to be used for production of ATP in the mito-
chondria or NADPH and intermediates of the PPP for biosynthe-
sis.42 The NADP+/NADPH and NAD+/NADH ratios in different 
type of mammalian cells have been shown to be of the order of 
magnitude of 0.0143 and 10–1000,41 respectively. These values 
implicate that the reduction potential of the NADP+-NADPH redox 
couple is kept on average about 60 mV more negative than the 
formal potential, whereas that of the NAD+-NADH redox couple is 
kept 30–90 mV more positive than the formal potential (the esti-
mated values are valid at 37°C). The general consequence is that 
the NADP+-NADPH redox couple maintains the intracellular envi-
ronment reductive as is necessary in reductive biosynthesis, 
whereas the NAD+-NADH redox couple effectively serves as a 
sink of electrons as needed in oxidative catabolism. 

Based on the description above, the formal potential of the 
cellular redox couples, such as NADP+-NADPH and NAD+-
NADH, is determined by the concentration ratio of the individual 
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components, indicating the direction of cellular processes, reduc-
tive or oxidative. Furthermore, the actual concentrations of the 
reduced components are also significant, since these determine the 
cellular reducing capacity. The overall cellular redox environment 
(CRE) is hence a combined contribution of the reduction potential 
of different cellular redox couples and their reducing capacity. 
Equation (8) shows the mathematical formulation of CRE, defined 
by Schafer and Buettner as the sum of products of reduction poten-
tial and reducing capacity of each cellular redox couple:33 

 

 [ ]RedEΣ   CRE ii
couple)(redox n 

1i
×=

=
 (8) 

 (iii) Perturbations in CRE 

CRE and its cellular adjustment have significance in control-
ling different cellular functions, e.g., signaling,44,45 DNA and RNA 
synthesis,46 protein synthesis,47 enzyme activity,44 cell cycle,47 
ligand binding48 as well as DNA binding and nuclear transloca-
tion,49 all of which are ultimately involved in controlling cellular 
proliferation and differentiation. Too drastic or uncontrolled per-
turbations in CRE may lead to either programmed cell death 
(apoptosis) or necrosis. Schafer and Buetner have proposed a 
model, viewing changes in formal potential, controlled or non-
controlled, as nano-switches that trigger different cellular func-
tions or ultimately death.33 The model is devised based on altera-
tions in the formal potential of the redox couple glutathione-
oxidized glutathione during growth, differentiation, apoptosis and 
necrosis. Figure 2 shows a schematic representation of the model. 

Perturbations in CRE result from cellular functions and patho-
logical disorders as well as environmental factors. However, in 
many cases, the causative factors of the perturbations and their 
consequences are interrelated, which makes it difficult to catego-
rize the causative relations. Some pathological disorders, e.g., can-
cer, are caused by perturbations in CRE, and upon reaching the full 
pathogenic state of the disorder, in this may cause a perturbation in 
CRE. A perturbation in CRE resulting from one pathological dis-
order may also trigger another pathological disorder, which is the 
case in mitochondrial disorders and neurodegenerative  diseases.50  
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Figure 2. A schematic view of a nano-switch proposed by Schafer and Buettner to 
describe what biological events are triggered upon change of glutathione reduction 
potential, and hence the redox environment. The most reductive (negative) envi-
ronment is required for growth. Differentiation is triggered by a moderate increase 
in the redox potential, whereas greater positive shifts lead to the onset of apoptosis 
or if sufficiently drastic to uncontrolled cell death, necrosis. (The figure is used 
with permission from Ref. 33, © Elsevier Science, Inc.) 

 
 
In microbial strain engineering, perturbations in CRE are desired 
results of genetic modifications and able to improve the strain 
properties. In the following sections, the diversity of perturbations 
in CRE and significance of studying them are illustrated with ex-
amples. 

(a) Oxidative stress caused by mitochondrial functions 

In the mitochondrial ETC, oxygen is reduced to water by 
Complex IV through four consecutive one-electron transfer steps. 
Estimations have shown, however, that 1–2 % of the oxygen that is 
taken up by cells yields H2O2 instead of water.51 The formed H2O2 
originates from the superoxide radical (O2

·–) generated by Com-
plex I52 and III.53-55 O2

· – formation in Complex I is mediated by 
the fully reduced flavine mononucleotide (FMNH2) facing the mi-
tochondrial matrix.56 In Complex III, on the other hand, O2

· – for-
mation is mediated by the ubisemiquinone55 in the ubiquinole oxi-
dation site facing the intermembrane space.57 Formation of O2

· – is 
a nonenzymatic process,58 whereas H2O2 is a result of enzymatic 
activity acting on the formed O2

· –.55 Through interaction with tran-
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sition metal ions, such as Fe2+, H2O2 can be further converted into 
the highly reactive hydroxyl radical (·OH).59  

Due to the generation of O2
· –, mitochondria considerably con-

tribute to cellular oxidative stress, which has been implicated as a 
causal factor for neurodegenerative diseases, such as Parkinson’s 
disease,60 Alzheimer’s disease61 and amyotrophic lateral sclero-
sis,62 as well as cancer63 and aging.50,64 Oxidative stress contributes 
to the development of different pathological disorders by lipid 
peroxidation, protein modification and DNA fragmentation.62 To 
counteract the detrimental effects of oxidative stress, cells utilize 
different defense mechanisms, e.g., conversion of O2

· – into H2O2 
by superoxide dismutase and further into water and O2 by catalase 
or into water by glutathione peroxidase and peroxiredoxin.64 The 
reactions with glutathione peroxidase and peroxiredoxin involve 
GSH and thioredoxin (Trx(SH)2), respectively. Upon reduction of 
H2O2, these are oxidized to GSSG and TrxS2. GSSG-GSH and 
TrxS2-Trx(SH)2 are cellular redox couples, which significantly 
contribute to the overall CRE. In order to maintain the reducing 
capacity of these redox couples, and hence an effective protection 
against oxidative stress, cells utilize enzymatic reactions for reduc-
ing GSSG and TrxS2. These reactions, catalyzed by glutathione 
reductase and thioredoxin reductase, respectively, are dependent 
on NADPH as cofactor.38 This shows, inspite of varying functions, 
that the pools of different cellular redox couples are interconnect-
ed. The rigorous cellular defense against oxidative stress is capable 
of normalizing the perturbations of CRE caused by normal activity 
of the ETC. However, the effect of mitochondrially caused oxida-
tive stress may be potentiated in pathological disorders causing, 
e.g., abnormal function of the ETC and superoxide dismutase50 as 
well as glucose-6-phosphate dehydrogenase deficiency.65 

(b) Oxidative stress caused by environmental factors 

Organisms are exposed to a multitude of toxic chemicals that 
induce oxidative stress (pro-oxidants), e.g., quinines,66 reactive 
aldehydes67 and dithiocarbamates,68 by increasing the intracellular 
concentration of reactive oxygen species (ROS) including O2

· –. 
Cells have enzymes, e.g., cytochrome P450 (cyt P450) and 
NAD(P)H quinone oxidoreductase1 (NQO1; also referred to as 
DT-diaphorase), that function as a defense against oxidative stress 
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caused by external factors. The redox reactions catalyzed by 
NQO1 utilize either NADH or NADPH as cofactor, whereas those 
catalyzed by cyt P450 are strictly NADPH dependent. GSH forms 
an additional defense mechanism against toxic chemicals by scav-
enging the formed ROS or directly conjugating with the chemicals, 
resulting in their expulsion from the cells.69 In light of these exam-
ples, it is clear that there is a direct connection between the toxicity 
of many chemicals and CRE, which involves the pools of cellular 
redox couples and cellular catabolism.  

The defense mechanisms provided by Cyt P450 and NQO1 
have a fundamental difference; Cyt P450 catalyzes one-electron 
reduction, while NQO1 catalyzes two-electron reduction. In the 
former case, for instance quinones are reduced to semiquinone free 
radicals, which are short lived and tend to oxidize biomolecules, 
such as proteins, DNA, RNA or oxygen resulting in the formation 
of O2

·–.70 In the latter case, reduction of quinones yields the fully 
reduced form, hydroquinone.71 The activity of NQO1 has been 
shown to function as a strong defense against the effect of harmful 
chemicals without directly contributing to oxidative stress.72 

In certain types of cancer, e.g., liver, lung, colon, breast73 and 
pancreatic74 cancer, NQO1 gene expression is up-regulated. This 
forms the basis for selectively utilizing certain quinones in chemo-
therapy, while the harmful effects on normal cells are mini-
mized.75. By fine tuning the chemical structure of the quinones, 
these can be made more prone to autoxidation after having been 
reduced by NQO1.76 Upon autoxidation of these compounds, the 
resulting oxidative stress selectively causes apoptosis in cancer 
cells. Determination of NQO1 activity in general,77 the screening 
of NQO1 substrates suitable as chemotherapeutic drugs,74 or the 
screening of compounds inducing expression of NQO1, have be-
come significant in pharmacology. Aside from up-regulated NQO1 
gene expression, cancer cells have also shown an up-regulated 
function of the GP78 as a consequence of depressed vasculariza-
tion, and hence lack of oxygen. This results in increased ATP pro-
duction through the GP instead of ATP synthesis in the mitochon-
dria. Furthermore, the increased GP activity results in an increased 
NADH availability, which is significant for NQO1 activity. 
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(c) Oxidative stress caused by strain engineering 

Microbial strain engineering, with applications ranging from 
fundamental research of cellular functions to industrial applica-
tions using microbes, is characterized by modification of metabolic 
pathways by gene deletion or over-expression as well as cloning of 
a gene from another organism. 

The gene PGI1, encoding for phosphoglucose isomerase 
(PGI), the branch point between the GP and the PPP, has been 
deleted as part of the research for the elucidation of mechanisms 
that control the function of catabolic pathways in Saccharomyces 
cerevisiae (baker’s yeast). S. cerevisiae strains, having undergone 
such a genetic modification, are unable to grow only on glucose.79 
Results showed that the consequence of PGI1 deletion was diver-
tion of glucose catabolism into the PPP, causing a rapid depletion 
of the NADP+ pool,80 and hence inability to grow on glucose. In 
other words, the growth inhibition in the presence of glucose was 
caused by an initial increase in the concentration of NADPH, i.e., 
the reducing capacity of the NADP+-NADPH redox couple, to the 
maximal value at the expense of the NADP+ concentration. Also 
the reduction potential of the redox couple (ENADP

+
/NADPH) was 

affected. According to Eq. (2), it was shifted towards more nega-
tive values. Since the increase in the NADPH concentration and 
increase in the absolute value of ENADP

+
/NADPH causes an increase in 

the CRE, it can be expected that the genetic modification could 
render the cells more effective in redox reactions relying on 
NADPH as the cofactor. This example demonstrates that NADPH-
dependent cellular functions require a CRE that promotes reduc-
tion, but that extreme shifts without a functional mechanism for 
recycling between the reduced and oxidized component of the re-
dox couple, growth is not possible. 

S. cerevisiae is used for fuel ethanol production by fermenting 
lignocellulosic hydrolysates, which contain pentose sugars, such as 
xylose, which however cannot naturally be metabolized, by S. 
cerevisiae. Through genetic modifications of the metabolic path-
ways in S. cerevisiae, the organism can be made able to ferment 
xylose resulting in a high yield of ethanol. Ethanol production 
from lignocellulosic hydrolysates imposes, however, a problem: 
the acidic pretreatment of the raw material yields toxic compounds 
that inhibit fermentation and growth,81 e.g., 5-hydroxymethyl fur-
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fural (HMF). Gene expression analysis of S. cerevisiae has re-
vealed that increased tolerance to HMF is caused by up-regulation 
of the ADH6 gene encoding for the NADPH-dependent alcohol 
dehydrogenase6 (ADH6), rendering S. cerevisiae with aldehyde 
reducing activity.82   Based on this finding, an originally non-
tolerant S. cerevisiae strain can be made able to overcome the fer-
mentation/growth inhibition by over-expressing the ADH6 gene. 
This results in a concomitant increase in the consumption of 
NADPH. In spite of the subsequent modulation of CRE in terms of 
the NADP+-NADPH redox couple, the cells can grow in the pres-
ence of HMF. 

(iv) A Functional Definition of CRE 

A multitude of diverse cellular functions that are involved in 
the responses to and defense mechanisms against oxidative stress 
as well as strain engineering necessitate a modification of the defi-
nition of CRE presented by Schafer and Buettner.33 By only con-
sidering the reduction potential, i.e., ratio of the oxidized and re-
duced component of cellular redox couples, and the concentration 
of the reduced component, i.e., the reducing capacity, an instanta-
neous view of CRE can be obtained. Time-dependent dynamics of 
the reduction potential and reducing capacity of a certain redox 
couple is dependent on the enzymes/metabolic pathways involved 
in its metabolism. Hence, the cellular activity of different redox 
enzymes, e.g., cyt P450, NQO1 and the complexes of the ETC, 
should be determined in order to obtain a more functional defini-
tion of CRE. 

2. Techniques to Monitor Cellular Redox Environment 

(i) Techniques Utilizing Cell Lysates 

The increased knowledge regarding the different metabolic 
pathways and their relation to the cellular redox couples has raised 
the interest to determine the real amounts of the individual compo-
nents or the ratios between the oxidized and reduced components. 
The obtained information has then been correlated with the effect 
of different nutritional and pathological conditions on the cellular 
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redox environment. Accurate determination of the concentrations 
of the individual components of redox couples requires utilization 
of techniques which are not applicable in the context of live cells. 
Methods that still are being used were predominantly developed 
already during the 1960’s. The determination of NAD+/NADH, 
NADP+/NADPH and GSSG/GSH ratios comprises two main tasks, 
extraction and detection, which have been separately developed by 
different workers. Despite the development of methods to accu-
rately determine the parameters of CRE, the methods based on 
disintegration of cells lack a fundamental aspect. They cannot 
yield any information of the cellular dynamics with respect to fac-
tors affecting CRE. Each measurement only gives an endpoint 
result, i.e., if a concentration-dependent response is needed an in-
dividual determination in a different aliquot of the cell lysate has 
to be made. Furthermore, when using cell lysates, each obtained 
result is an isolated piece of information lifted away from its origi-
nal context, i.e., each determined factor of CRE is independent of 
the cellular machinery that controls the metabolic fluxes and cellu-
lar signaling. These disadvantages in performing assays using cell 
lysates have led to development towards methods capable of real-
time monitoring of cellular dynamics. 

(ii)  Techniques for Live Cells 

(a) Fluorescence techniques 

The reduced forms, NADH and NADPH, possess characteris-
tic fluorescence spectra, which can be used for their detection in 
living cells. However, due to the fact that their spectra are equal, 
they can only be detected collectively without distinguishing be-
tween the phosphorylated and non-phosphorylated forms.83 The 
employed wavelengths are usually 360 nm (excitation) and 400–
500 nm (emission). In the case of proteins, containing a flavin 
prosthetic group, such as FAD in Complex II, the oxidized form 
possesses a characteristic fluorescence spectrum with peak excita-
tion at 450 nm and peak emission at 540 nm.84 Different metabolic 
processes result in changes in the ratio between the oxidized and 
reduced forms, NAD(P)+/NAD(P)H and FAD/FADH2, causing an 
increase or decrease in cellular autofluorescence, when using the 
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characteristic excitation and emission wavelengths. These observa-
tions can be interpreted as temporal changes in CRE. 

Since cellular autofluorescence, based on for instance NADH, 
is weak and background fluorescence in a suspension would be 
high enough to mask the minute changes, relevant applications are 
primarily based on fluorescence microscopy instead of fluorimetry 
in suspensions,85 although recently high-throughput single-cell 
detection has also been demonstrated using a flow cytometer with 
fluorescence detection.86 Microscopic detection of cellular auto-
fluorescence ranges from general mapping of glucose metabo-
lism,83,87 which is reflected in increased NADPH fluorescence by 
the activity of the PPP and increased NADH fluorescence by the 
activity of the GP as well as the mitochondrial production of 
NADH, to applications involved in pharmacology,88 toxicology89,90 
and neuroscience.91,92 Different modes of microscopic detection 
are, however, affected by a common problem, photodamage, to the 
studied biological material,83 caused by the necessarily high light 
intensity when exciting the weak fluorophores, NAD(P)H and 
FADH2. A solution to the problem has been found in two-photon 
excitation microscopy93,94 which applies the energy of two photons 
to reach the energy needed for excitation of a certain fluorophore. 
The energy of each of the two photons is exactly half of the needed 
energy and hence twice the wavelength of a single photon used in 
other modes of microscopic detection. An additional feature that 
eliminates photodamage is that only photons in the focus plane 
have the sufficient energy to generate two-photon excitation.95 

Microscopic detection of cellular autofluorescence is general-
ly considered as a non-invasive method due to elimination of ex-
ogenously added fluorophores, facilitated by the utilization of cel-
lular fluorophores, which are directly associated with the target of 
study, CRE. However, complete non-invasiveness cannot be ob-
tained, unless two-photon excitation microscopy is used. Aside 
from the problems associated with photodamage, autofluorescence 
detection does not facilitate high throughput and easy automation, 
which are the prerequisites for applications in areas, such as high-
throughput screening in drug discovery. The lack in high-
throughput can be overcome by using flow cytometry, a technique 
that is also amenable to microfabricated systems capable of 
providing fast and parallelized detection at single-cell level. Flow 
cytometry brings, however, another fundamental problem; each 
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observation represents an individual response instead of providing 
a real-time response of a single cell functioning as its own control. 
This emphasizes the significance of further development of tech-
niques capable of determining both the cellular availability of rele-
vant redox couples, such as NAD(P)+-NAD(P)H, and the activity 
of certain key enzymes directly in living cells. 

(b) Electrochemical techniques 

 Bioelectrocatalysis – from Enzymes to Cells. Enzyme cata-
lyzed reactions have been coupled to electrochemical reactions in 
order to construct enzyme-based electrochemical biosensors. In the 
approach, generally referred to as bioelectrocatalysis,96 the flow of 
electrons from a donor via the enzyme to an acceptor must reach 
the electrode for the corresponding current to be detected. When 
an enzyme is immobilized on an electrode, the prevailing question 
is whether the electrons flow directly from the active site of the 
enzyme to the electrode or whether some artificial arrangement is 
needed to enable the flow. When the flow of electrons takes place 
directly from the active site of an enzyme to an electrode, e.g., 
heme-containing enzymes, which have been employed in biosen-
sor applications,97-99 the phenomenon is referred to as direct elec-
tron transfer (DET). A schematic view of DET is shown in Fig. 3 
(upper left panel). DET is not possible, if the distance from the 
active site of the enzyme to the electrode is too long or if there are 
moieties that cover the active site so that the electrons cannot be 
directly transferred to the electrode. In such a case, a small molec-
ular redox active species, such as hydrophobic ferrocene, meldola 
blue, menadione or hydrophilic ferricyanide, is needed as an elec-
tron transfer mediator. The electrons from the active site of the 
enzyme are delivered to the mediator molecule, which in turn can 
diffuse to the electrode where it undergoes oxidation. This mediat-
ed electron transfer (MET) has been widely applied in biosensor 
applications 100, 101 and is depicted in Fig. 3 (upper right panel). 
The coupling of an enzymatic redox reaction to an electrode pro-
cess at a constant potential using mediator molecules is referred to 
as mediated bioelectrocatalysis or mediated amperometry. 

In cell-based systems, e.g., anodes of microbial fuel cells, 
DET has been demonstrated using both prokaryotic102 and eukary-
otic103 cells. In order for DET to function, the utilized cells need to 
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possess membrane-bound enzymes having the active site toward 
the extracellular environment and be sterically oriented toward the 
electrode at a distance that facilitates tunneling of electrons. These 
applications are, however, still quite few. On the other hand, cou-
pling of the small-molecular electron acceptor, ferricyanide, to the 
microbe-catalyzed oxidation of glucose was reported already in the 
1960’s.104 Since then, numerous applications of cell-based MET 
have been published, demonstrating biosensors for, e.g., lactate,105 
glucose,106,107 ethanol108 and phenol.109 The utilized mediators 
range from the hydrophilic ferricyanide and hydrophobic p-
benzoquinone, 2,6-dichlorophenolindophenol and 2-methyl-5,6-
dimethoxy benzoquinone to redox hydrogels with redoxactive os-
mium center 110. The common feature of all these biosensors is that 
only one analyte-sensing enzyme, located in the plasma mem-
brane, communicates with the mediator participating in the bioe-
lectrocatalytic process (Fig. 3).  

 
 

 
Figure 3. (Upper left panel) Direct electron transfer (DET) from a prosthetic group 
of a redox enzyme. An electron from the active site is transferred to the prosthetic 
group. (Upper right panel) Enzymes without a prosthetic group or with too long a 
distance to the electrode can be connected to the electrode using a small-molecular 
mediator that reaches the active site to receive an electron, which it then delivers to 
the electrode. The process is referred to as mediated electron transfer (MET). 
(Lower panel) Cells with membrane-bound enzymes can communicated with an 
electrode via a small-molecular mediator that delivers the electrons to the electrode. 
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lower panel). The ability of plasma membrane-bound enzymes of 
bacteria to communicate with ferricyanide has also been utilized in 
whole-cell biosensors for environmental monitoring. In these cas-
es, instead of sensing a certain analyte, the mediator communicates 
with, e.g., the cyanobacterial plasma membrane-bound NADPH 
dehydrogenase111 or E. coli plasma membrane-bound respiratory 
chain.112 In the cyanobacterial biosensor, NADPH is generated 
intracellularly by the photosynthetic electron transport chain, 
which is inhibited in a concentration dependent manner by herbi-
cides. The E. coli-based biosensor was developed to replace the 
conventional biochemical oxygen demand (BOD) test. The pres-
ence of organic material in the incubation medium increases the 
respiratory activity that increases the reduction of ferricyanide, and 
hence the bioelectrocatalytic current. 

Monitoring of the intracellular redox activity in eukaryotic 
cells strictly requires the utilization of a hydrophobic mediator that 
can readily cross the plasma membrane into the intracellular envi-
ronment. This approach has been applied in an environmental 
whole-cell biosensor based on fish cells and the hydrophobic me-
diator 2,6-dimethylbenzoquinone (DMBQ).113 The cofactors that 
are needed for intracellular reduction of DMBQ are generated in 
metabolic processes. The presence of toxic chemicals in the incu-
bation medium perturbs the metabolism, being reflected in the 
cellular reducing capacity and consequently in the recorded bioe-
lectrocatalytic current. Scanning Electrochemical Microscopy 
(SECM) has been applied to study intracellular redox activity of 
human breast epithelial cells (MCF-10A), genetically engineered 
breast epithelial cells with over-expression of protein kinase Cα 
(11α) and metastatic breast cancer cells (MDA-MB-231).114 Men-
adione in the incubation medium was first reduced to menadiol at 
an ultramicroelectrode (UME) of the SECM instrument, which 
subsequently diffused into the intracellular environment, where it 
underwent reoxidation. The intracellularly generated menadione 
was detected at the UME positioned adjacent to the plasma mem-
brane. The technique was capable of mapping differences in the 
CRE of the different cell lines, even being able to distinguish indi-
vidual cancer cells in a field of normal epithelial cells.115 

Real-Time Monitoring of Cellular Bioelectrocatalysis. The 
double mediator system menadione-ferricyanide has been utilized 
for real-time monitoring of dynamic changes in CRE. A light-



22  A. Heiskanen and J. Emnéus 

 

addressable potentiometric system was used to study responses of 
different mammalian cell lines.14 The responses were obtained as 
ferricyanide reduction rate expressed in µV/s. The study covered 
the effects of different inhibitors, such as dicoumarol, epiandros-
terone, iodoacetate, oxamate, rotenone, antimycin A and azide. 
The results showed that dicoumarol caused a decrease in the re-
duction rate due to cytosolic inhibition of DT-diaphorase. In this 
study, the utilized concentrations did not give any indication of 
mitochondrial effects. Inhibition of the PPP with epiandrosterone 
strongly decreased the reduction rate in comparison with the effect 
of iodoacetate on the GP. This led to the conclusion that NADPH 
is the preferred cofactor for menadione reduction. Administered 
oxamate increased the reduction rate by blocking the flow of elec-
trons from NADH to pyruvate and further to lactate, resulting in 
increased availability of NADH for menadione reduction. The 
ETC inhibitors, antimycin A and azide, increased the reduction 
rate by blocking reoxidation of menadiol by cytochrome b of 
Complex III and transfer of electrons to O2 by Complex IV, re-
spectively. Inhibition of Complex IV hence increased the availabil-
ity of electrons for menadione reduction. Inhibition of Complex I, 
on the other hand, decreased the menadione reduction rate, since 
this inhibition also blocks the transfer of electrons from NADH to 
menadione. Work with S. cerevisiae cells immobilized in a Ca2+-
alginate gel on microelectrodes and amperometric detection has 
given further insight into the function of mediated bioelectrocatal-
ysis in probing the dynamics of CRE in real-time. The results re-
vealed the significance of a fully hydrophobic mediator when 
probing eukaryotic cells with target enzymes in the cytosol or mi-
tochondria.116 Monitoring of the responses of a deletion mutant 
strain of S. cerevisiae, EBY44, lacking the enzyme PGI117 that 
functions as a branch point between the PPP and the GP, showed 
in accordance with mammalian cells14 that NADPH is the pre-
ferred cofactor for menadione reduction in the cytosol.16 The study 
further revealed that the mediator system causes a shift in the met-
abolic fluxes from ethanol fermentation to increased formation of 
acetate with concomitant generation of NADPH. EBY44 was also 
used together with its parental strain to demonstrate the possibility 
of employing multiple microelectrode arrays in conjunction with 
multichannel amperometric detection to monitor simultaneously  
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Figure 4. The functional principle of the ferricyanide-menadione double mediator 
system. Menadione (M) can freely diffuse through the plasma membrane into the 
intracellular environment where it undergoes reduction by NAD(P)H-dependent 
menadione reducing enzymes (MREs). The reduced form, menadiol (MH2), is also 
lilpophilic and able to diffuse from the cell to the extracellular environment, where 
it delivers its electrons to ferricyanide (Fe(CN)6

3-). Oxidation of the formed ferro-
cyanide (Fe(CN)6

4-) at the electrode poised at 400 mV vs. Ag/AgCl reference elec-
trode gives a current response that is directly proportional to the intracellular mena-
dione reduction. The technique facilitates the probing of metabolic pathways 
through the involvement of NAD(P)H in, e.g., the pentose phosphate pathway 
(PPP) and glycolytic pathway (GP), which utilize glucose and other carbon sources 
to generate NAD(P)H. The driving force for electron flow from the highly reduced 
substrates to the mediators and finally to the utilized electrodes is the increasing 
reduction potential of the components involved in the processes along the shown 
potential gradient. 

 
 

the responses of cells representing two genotypes and two pheno-
types, i.e., respiratory and fermentative.17 Furthermore, a genet-
ically engineered strain with overexpressed ADH6 gene81 was used 
together with its parental strain to demonstrate that increased 
ADH6 activity resulted in an increased reduction of HMF and con-
sequently in a decreased availability of NADPH.12 

The Function of the Double-Mediator System. Figure 4 depicts 
the functional principle of the double mediator system menadione 
(M)-ferricyanide ([Fe(CN)6]3–) in probing CRE. The hydrophobic 
menadione can diffuse through the plasma membrane into the in-
tracellular environment, where it undergoes reduction to menadiol 
(MH2) (Scheme 2) by NAD(P)H-dependent menadione reducing 
enzymes (MREs). In virtue of its hydrophobicity, menadione is  
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Scheme 2. Intracellularly, menadione undergoes reduction by NAD(P)H dependent 
menadione reducing enzymes (MREs) that in many cases catalyze a two-electron 
transfer in combination with the transfer of two protons. 

 
 

distributed between different subcellular compartments, e.g., cyto-
sol and mitochondria. The Supplementary Material of13 gives a 
short review of MREs in S. cerevisiae as well as the different met-
abolic pathways, e.g., the cytosolic PPP and GP as well as the mi-
tochondrial TCA, that provide the reduced cofactors, NAD(P)H, 
for menadione reduction. MH2, being equally hydrophobic as 
menadione, can traverse through the plasma membrane into the 
extracellular environment, where it delivers its electrons to 
[Fe(CN)6]3–, resulting in reduction of [Fe(CN)6]3– to ferrocyanide 
([Fe(CN)6]4–) and concomitant reoxidation of MH2. The formed M 
is capable of diffusing back into the intracellular environment and 
continuing redox cycling. The formed [Fe(CN)6]4– diffuses to the 
electrode, where it is oxidized at the poised potential of 400 mV 
vs. a Ag/AgCl electrode, completing the bioelectrocatalytic pro-
cess that couples the intracellular metabolic pathways to the final 
electrode process. For each intracellularly reduced M, two elec-
trons are delivered to the electrode. 

The utilized hydrophobic mediator, menadione, induces a con-
trolled metabolic perturbation to which the cells respond based on 
their metabolic status determined by the available energy source 
(e.g., glucose or fructose), as well as the genetic and phenotypic 
characteristics of the studied cells. Menadione and other quinones 
are known to induce oxidative stress, which the cells tend to coun-
teract by shifting their metabolism toward, for instance, cytosolic 
formation of acetate with the concomitant generation of NADPH16 
that has significance in the utilization of GSH as a means to over-
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come oxidative stress. The utilized concentration of menadione, 
100 µM, can be regarded, however, as non-invasive 118 when 
short-lived measurements using S. cerevisiae cells are conducted. 
An example of the function exerted by GSH is the conjugation of 
menadione. Although this means that a certain fraction of the in-
troduced menadione is consumed in the conjugation process, the 
technique functions as an analytical tool since the same effect is 
exerted on all the studied cellular samples facilitating comparison 
between different strains, one of which may be a control strain 
without any genetic modification. The hydrophilic nature of 
[Fe(CN)6]3– strictly retains it in the extracellular environment, 
where it facilitates a fast regeneration of menadione and enhances 
the amplitude of the amperometric signal as well as the kinetics of 
the response.16 Due to continued reoxidation of [Fe(CN)6]4– at the 
electrode, only 2 mM concentration is needed to obtain a suffi-
ciently enhanced response during continued measurements to mon-
itor the dynamic changes in CRE. 

Menadione competes for the available NAD(P)H in the entire 
intracellular environment, and hence, depending on the monitored 
cellular processes that influence the CRE, these either produce or 
consume NAD(P)H, subsequently increasing or decreasing, re-
spectively, the amperometric response generated by a certain cell 
type with respect to the utilized control. Figure 5 shows an exam-
ple of the current response generated by S. cerevisiae cells to in-
troduced menadione based on the CRE represented by the basal 
availability of NAD(P)H as well as the increased level of 
NAD(P)H as the consequence of introduced glucose that is metab-
olized through the PPP and the GP. Depending on how an experi-
ment is designed, double mediator-assisted amperometry can pro-
vide information of different factors influencing the CRE as repre-
sented by changes in the availability of NADH and NADPH. Gen-
erally, the application of this technique can be divided into two 
categories, i.e., study of the effect of  

● genetic modifications, e.g., gene deletion16,17 and overex-
pression,12 and  

● changes in the cellular phenotype, e.g., between respiratory 
and fermentative metabolism.17 
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Figure 5. A current-time trace obtained as the response of S. cerevisiae cells to the 
introduction of Fe(CN)6

3-, menadione and glucose. Due to its hydrophilicity, 
Fe(CN)6

3- cannot enter the cells, and hence no appreciable response is obtained. 
Introduced menadione is reduced by MREs based on the basal level of NADH and 
NADPH. Upon introduction of glucose, the NAD(P)H availability strongly increas-
es. This is observed as a proportional increase in the recorded current. 
 
 
Both genetic modifications and changes in the cellular phenotype 
can be induced by either mutations, exemplified by different path-
ogenic disorders, or strain engineering in industrial applications of 
microbes. Furthermore, in both of the aforementioned categories, 
the technique can yield information on the influence of cellular 
effectors, such as inhibitors,17 and the activity of cellular redox 
enzymes12 as well as simultaneous interaction between different 
subcellular compartments, e.g., cytosol and mitochondria.17 
Through utilization of microfabricated multiple electrode arrays 
(Fig.  6) and multichannel electrochemical detectors, the technique 
can be parallelized facilitating, for instance, simultaneous monitor-
ing of dynamic changes in the CRE of different geno- and pheno-
types.17 

Study of genetic modifications. The effect of gene deletion has 
been studied using a S. cerevisiae deletion mutant strain lacking 
the gene PGI116 (EBY44)117 and as the control a laboratory strain, 
CEN.PK, having a non-modified expression of PGI1. When cells 
take up glucose and fructose, these are converted to glucose-6-
phosphate (G-6-P) and fructose-6-phosphate (F-6-P), respectively. 
In  cells  having a  normal function of PGI,  the interconversion be- 



Monitoring of Cellular Dynamics   27 

 

 
Figure 6. Examples of microfabricated electrode arrays that facilitate parallel meas-
urements when monitoring the dynamic changes in CRE. Both arrays have working 
electrodes (WE) with the dimension 25 µm × 1000 µm. The array in the right panel 
has integrated counter electrodes (CE) and reference electrodes (RE). 

 
 

tween G-6-P and F-6-P facilitates channeling of both glucose and 
fructose into the two major cytosolic catabolic pathways, the PPP 
and the GP (Fig. 7A, right panel). In cells lacking functional PGI, 
glucose is predominantly catabolized through the PPP and fructose 
through the GP (Fig. 7B, right panel). Hence, introduction of glu-
cose primarily results in an increased availability of NADPH, 
whereas introduction of fructose increases the availability of 
NADH. The application of double mediator-assisted amperometry 
in monitoring the effect of the gene deletion on the cofactor avail-
ability and, hence, the change in the cellular CRE is directly ob-
servable: In the presence of PGI, both glucose and fructose yield 
the same response (Fig. 7A, left panel), i.e., both carbon sources 
result in the same availability of NADPH and NADH. In the case 
of PGI1 deletion, the obtained response generated by the introduc-
tion of glucose is considerably higher than the one obtained upon 
the introduction of fructose (Fig. 7B, left panel), attributed to the 
predominant formation of NADPH and NADH, respectively. In 
both cases, the responses are presented as relative responses with 
respect to the baseline current obtained upon introduction of men-
adione. Although the technique yields data that is analyzed with 
respect to the utilized control strain, the results facilitate the con-
clusion that NADPH is the preferable cofactor for cytosolic MREs. 
This illustrates the versatility of the technique in fast screening of 
the effect of genetic modifications. The validity of the conclusion 
made based on double mediator-assisted amperometry was con- 
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Figure 7. Relative response of A) CEN.PK and B) EBY44 strain of S.cerevisiae to 
introduced glucose and fructose. (Reprinted with permission from 13, © 2007 Amer-
ican Chemical Society.) CEN.PK has normal activity of phosphoglucose isomerase 
(PGI), which leads to channeling of both glucose and fructose into the PPP and GP 
(right panel in A). In EBY44, the gene encoding for PGI has been deleted (right 
panel in B). 
 
 
firmed by performing complementary studies through metabolic 
flux analysis.16 

The effect of gene overexpression was illustrated using a S. 
cerevisiae strain overexpressing the ADH6 gene (ADH6 strain),12 
capable of reducing HMF, the toxic byproduct formed during 
chemical pretreatment of lignocellulose. The obtained responses 
were correlated to those generated by the utilized control strain 
having an empty plasmid. HMF reduction by ADH6 results in an 
increased consumption of NADPH consequently causing a compe-
tition between ADH6 and MREs with respect to the available 
NADPH pool (either the basal level or an increased level upon 
introduction of glucose) (Fig. 8C). Figure 8A shows the response 
of ADH6 strain and the control strain in the absence of HMF, indi-
cating that both strains had a similar NADPH availability with or 
without added glucose. Figure 8B shows the corresponding re- 
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Figure 8. A) Current-time traces recorded as the response of a S. cerevisiae strain 
overepressing the gene encoding for alcoholdehydrogenase6 (ADH6 strain) (grey 
lines) and its parental strain (control strain) (black lines) to the introduction of 2 
mM Fe(CN)6

3- and 100 µM menadione after 15-min incubation with 10 mM glu-
cose (solid lines) and without glucose (dashed lines). B) The same as A) with the 
exception that the cells were first incubated for 15 min in the presence of 20 mM  
5-hydroxymethyl furfural (HMF). Reprinted with permission from Ref. 13, Copy-
right (2009) American Chemical Society. C) The reduction of HMF to 5-
hydrowymethyl furfuryl alcohol (HMFA) by ADH6 is NADPH dependent causing 
a competition between ADH6 and MREs. 
 
 
sponses in the presence of HMF, revealing that the ADH6 strain 
had a several fold increase in the effect of HMF reduction indicat-
ed by the considerably lowered NADPH availability. 
 The ADH6 strain and its control strain were also utilized to 
illustrate the capability of double mediator-assisted amperometry 
in yielding concentration response curves, which facilitate the de-
termination of enzyme kinetic parameters.12 Using this technique, 
enzyme kinetic data are obtained by titrating with a substrate or a 
cellular effector, e.g., an inhibitor or a competing substrate. Figure 
9A shows a titration curve (current-time trace) for the ADH6 strain 
and its control strain recorded upon consecutive addition of the 
substrate HMF. The curves represent the response of MREs, which 
is decreasing due to the decreasing availability of NADPH as a
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consequence of the competition with respect to the common 
NADPH pool. The concentration response curves (Fig. 9B) are 
obtained by plotting the absolute value of the difference between 
two consecutive steady-states, generated upon addition of HMF (in 
units of current) (indicated in Fig. 9A) as a function of the total 
concentration of added HMF. Enzyme kinetic parameters are ob-
tained upon fitting a concentration response curve to the four-
parameter logistic equation (Eq. 9), 
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where the bottom and top are the response for the minimal and 
maximal curve asymptote, respectively, XC50 is either the IC50 or 
EC50 and the Hill slope is the midpoint slope. The concentration 
response curve depicted in Fig. 9B does not show, however, the 
characteristic sigmoidal shape expected based on a four-parameter 
logistic equation. In the case when the Hill slope is equal to 1 and 
the initial response in the absence of an added substrate is zero, 
i.e., the bottom is zero, the obtained curve is a hyperbolic function, 
analogous to the one known as the Michaelis-Menten equation. 
Generally, concentration response curves describe the cellular be-
havior in a setting, where either several enzymes or other factors, 
such as transport of a substrate or inhibitor into cells, are simulta-
neously active. Hence, even if the mathematical form of the curve 
is the same as the Michaelis-Menten equation, the four-parameter 
logistic equation is the preferred mathematical representation. 
Since the concentration response curves are expressed in the form 
of current vs. concentration, the maximal curve asymptote can be 
denoted by IMAX and the XC50 by K app

cellM, , which comprises the 

contribution of different factors simultaneously active in the cellu-
lar context. The hyperbolic equation obtained based on am-
perometric measurements can be represented by Eq. (10), 
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In order to convert IMAX into a more informative form ex-

pressed as the maximal rate of enzyme activity (VMAX) in, for in-
stance, µmol substrate/min, Faraday’s law of electrolysis (Eq. 11) 
can be applied to calculate the number of moles of substrate (nS) 
that corresponds to a certain value of current, 
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The number of coulombs corresponding to the number of 

moles per unit time can be obtained by integrating the current over 
the chosen time base (τ) of VMAX, such as one minute. In this case, 
the necessary integration is simple because each value of the cur-
rent is related to a steady-state, and hence constant. F and n are as 
previously defined. Since oxidation of NADPH, which in this case 
is the redox equivalent, involves transfer of two electrons, n is 
equal to 2, other enzyme kinetic parameters, such as kcat and 
kcat/KM, can be derived based on the determined values of VMAX 
and K app

cellM, by using the number of cells involved in an assay.17 

Although the determined kinetic parameters should purely reflect 
the intracellular electron transfer, they cannot be separated from 
other competing contributions. Hence, generally, the obtained ki-
netic parameters also reflect the influence of mass transport of a 
substrate or a cellular effector across the plasma membrane into 
the cells and out of the cells, the rate of menadiol oxidation by 
ferricyanide, mass transfer of ferrocyanide to the electrode and 
oxidation of ferrocyanide at the electrode surface. 

Study of changes in cellular phenotype. The ability of double 
mediator-assisted amperometry in distinguishing between cells 
having a different phenotype has been illustrated using S. cere-
visiae cells that are fermentative (without fully functional mito-
chondria) and respiratory (with fully functional mitochondria).17 In 
respiratory cells, the CRE is characterized by the function of cyto-
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solic metabolic pathways, the PPP and the GP, which adjust the 
level of NADPH and NADH, respectively. In respiratory cells, the 
functional mitochondria contribute to the CRE with an additional 
pool of NADH originating from the TCA as well as through oxida-
tion of NADH in the ETC. Aside from influencing the availability 
of NAD(P)H, the two phenotypes also determine what MREs are 
active:13 In fermentative cells, only cytosolic dehydrogenases con-
tribute to menadione reduction, whereas in respiratory cells, also 
the mitochondrial complexes of the ETC function as MREs. The 
study was conducted using fermentative and respiratory cells of 
the S. cerevisiae strain EBY44 with the properties described in the 
previous section and a control strain (ENY.WA) having an empty 
plasmid. Since EBY44 represents a strain with a genetic modifica-
tion, the entire study comprised simultaneous monitoring of dy-
namic changes in CRE due to change in cellular phenotype and 
genetic modification. Additionally, the study illustrated the possi-
bility to monitor changes in CRE as a consequence of an inhibitor 
as well as simultaneous interaction between the cytosol and mito-
chondria. The utilized inhibitor, dicoumarol (at the concentration 
of 30 µM), has a dual effect, i.e., it is capable of inhibiting cyto-
solic dehydrogenases, also comprising MREs, as well as function-
ing as an uncoupler of oxidative phosphorylation. 

The obtained results when using glucose as the energy source 
indicate that the current response generated by fermentative 
EBY44 and ENY.WA (control strain) cells in the absence of di-
coumarol (Fig. 10A) is significantly higher than that obtained in 
the presence of dicoumarol (Fig. 10B). This is the consequence of 
cytosolic inhibition of dehydrogenases. In the case of respiratory 
cells, the current response of EBY44 cells is also lower in the 
presence of dicoumarol, whereas the corresponding response of 
ENY.WA cells is significantly higher in the presence of dicouma-
rol. In the case of EBY44 cells, glucose is predominantly catabo-
lized in the PPP resulting in the formation of NADPH, which does 
not influence the mitochondrial functions, hence primarily reveal-
ing the effect of cytosolic inhibition of dehydrogenases. ENY.WA 
cells, on the other hand, catabolize glucose in both the PPP and 
GP, the latter of which results in formation of cytosolic NADH. 
Electrons from cytosolic NADH as well as metabolic intermedi-
ates from the downstream GP are shuttled into the mitochondria, 
being utilized in the TCA and hence able to influence the function 
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of the ETC. The increased current response in the presence of di-
coumarol is caused by the uncoupling of the oxidative phosphory-
lation, which functionally enhances the complexes of the ETC to 
counteract the disruption of the proton gradient between the mito-
chondrial matrix and the intermembrane space. Although an in-
crease in the current response is observed, it also comprises the 
simultaneous effect of cytosolic inhibition that tends to decrease 
the current response. However, the effect of the mitochondrial 
functions prevails over the cytosolic effect. In this study, corre-
sponding results were obtained when using fructose as the energy 
source. In this case, even respiratory EBY44 cells showed a signif-
icantly increased current response due to NADH generation in the 
GP, having influence on the mitochondrial functions. 

Aside from evaluating the capability of double mediator-
assisted amperometry in revealing different biological functions, 
this study also illustrated the possibility of utilizing microelectrode 
arrays (Fig. 6) facilitating parallel measurements with a multi-
channel potentiostat. Each cell type can be immobilized on multi-
ple electrodes of a dedicated electrode array. This facilitates simul-
taneous recording of multiple current responses, yielding current-
time curves for each cell type representing different phenotypes 
and genotypes during one measurement. In this work, the present-
ed results represent the average of two individual current responses 
for each phenotype- genotype combination. 

III. MONITORING OF EXOCYTOSIS 

1. Biological Function of Exocytosis 

Neuronal signal propagation comprises both an electrical and a 
chemical mode, the former of which propagates as action poten-
tials generated by opening and closing of Na+ and K+ ion channels 
along an axon increasing the conductance to Na+ and K+ ions. Up-
on reaching the gap between two neurons, the electrical mode of 
signal propagation represented by ionic current is converted into 
the chemical mode, which is functional in the finite gap, the synap-
tic cleft, of about 100 nm119 between the two neurons. When a 
propagating action potential reaches the synapse, it triggers open-
ing of Ca2+ ion channels, increasing the Ca2+ ion concentration in 
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the microenvironment near the Ca2+ ion channels of the presynap-
tic neuron to concentrations that may be 1000 times higher than 
the normal level of about 100 nM. The entering Ca2+ ions, facili-
tated by a cascade of biochemical processes, trigger a fast and reg-
ulated excretion, exocytosis, of a signaling molecule, neurotrans-
mitter that propagates the neuronal signal across the synaptic cleft. 
In some literature sources, only acetylcholine, glutamate, glycine 
and γ-aminobutyric acid (GABA) are categorized as neurotrans-
mitters, whereas others are included in the category of pep-
tides/neuromodulators 120. In this text, based on the general con-
vention, all the substances that chemically propagate a signal be-
tween two neurons or a neuron and another target cell are classi-
fied as neurotransmitters.121 

The Ca2+ dependent mode of triggering the secretion of differ-
ent regulatory substances, including neurotransmitters, is not, 
however, only limited to neurons. Instead, it is conserved from 
lower organisms, such as yeasts, to humans,122 including other 
types of cells, such as insulin-secreting pancreatic β-cells and cate-
cholamine-secreting chromaffin cells of the adrenal gland (a mix-
ture of dopamine (DA), epinephrine (E) and norepinephrine (NE)) 
and pheochromocytoma cells of adrenal gland cancer (PC12) (DA) 
120. In order for a compound to be classified as a neurotransmitter, 
it has to be secreted in the Ca2+ ion dependent manner from the 
presynaptic cells, and the postsynaptic cell must have specialized 
receptors, to which this compound functions as a ligand. In neu-
rons, neurotransmitters are stored in small synaptic vesicles (SVs) 
of 20–50 nm in diameter, whereas in non-synaptic cells (e.g., 
chromaffin and PC12 cells) the signaling substances are stored in 
larger dense-core vesicles (DCVs) of 0.25-1 µm in diameter.18 
Two classes of postsynaptic receptors are found in neurons:  

(a)  ion channels that facilitate fast responses, such as excitatory 
and inhibitory postsynaptic potentials, and  

(b) GPCRs that facilitate slower signals with longer duration.  

Neurotransmitters, such as acetylcholine, glutamate, glycin and 
GABA may bind to and activate both types of receptors,123 where-
as DA, NE and E, exclusively bind and activate GPCRs,121 which 
then via a cascade of intracellular reactions modulate the function 
of a certain type of ion channel. 
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Studies on chromaffin and PC12 cells have provided to a great 
extent the information describing the overall process of neuro-
transmitter exocytosis from the storage vesicles. Despite the fact 
that these cells are not neurons and hence, the catecholamines they 
release do not function as neurotransmitters, the release mecha-
nism is the same as the one involved in exocytotic release of neu-
rotransmitters by presynaptic neurons. The overall process, sche-
matically illustrated in Fig. 11, can be divided into four stages:120 

(a)  docking,  
(b)  priming,  
(c)  triggering, and  
(d)   fusion/exocytosis.  

The first stage, docking, involves the movement of the vesicles, 
loaded with neurotransmitters or other signaling molecules, to the 
plasma membrane and their subsequent tethering at the active zone 
where exocytosis takes place. Over 30% of the vesicles in chro-
maffin cells are located within 50 nm of the plasma membrane and 
are considered to be in the docking state. During priming, the bind-
ing of the vesicles to the plasma membrane mediated by complex 
formation between certain plasma membrane proteins and vesicle 
membrane proteins is matured making them exocytotically compe-
tent. The influx of Ca2+ ions as the result of the opening of ion 
channels, mediated by plasma membrane polarization, which in 
neurons is represented by the propagating axon potential, serves as 
the triggering signal that leads to the final fusion of the plasma 
membrane and the vesicle membrane and further to opening of a 
fusion pore. Although the formed fusion pores allow diffusion of 
molecules out of the vesicles, during an exocytotic event the fusion 
pores expand, facilitating an effective expulsion of the contents. 
Hence, in exocytosis, the signaling molecules are released as pack-
ages from individual vesicles, referred to as quantal release. In 
neuronal synapses, the response of a postsynaptic neuron is the 
sum of the individual responses caused by each individual quan-
tum. Even without a propagating presynaptic action potential, in-
dividual quanta can be released from neurons into the synaptic 
cleft, however, only resulting in miniature postsynaptic action po-
tentials. Only when Ca2+ ions enter a presynaptic cell as the conse-
quence of an action potential, multiple quanta are released in a 
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synchronized manner, resulting in a postsynaptic action potential 
that propagates the incoming signal.  

The process by which the emptied vesicles are recycled is not 
fully known. The proposed mechanisms are:  

(a)  kiss-and-run,  
(b)  endocytosis, and  
(c) endocytosis/endosomal fusion.119  

According to the kiss and run mechanism, the fusion pore, through 
which the neurotransmitter molecules are released, is directly re-
closed followed by formation of a vesicle. The endocytosis mech-
anism, on the other hand, entails a complete fusion of a vesicle 
membrane with the plasma membrane, resulting in a flattening of 
the vesicle membrane on the surface of the plasma membrane. 
This process is then followed by endocytosis mediated by a pro-
tein-assisted guided process to form a closed vesicular structure. 
The endocytosis/endosomal fusion mechanism is related to the 
endocytosis mechanism with the exception that the endocytotically 
formed new vesicles are fused in an endosome, from which mature 
vesicles are formed by budding. These proposed mechanisms are, 
in fact, not exclusively related to recycling of vesicles that have 
undergone exocytosis; the mechanisms involving endocytosis are 
derived from other areas of cell biology,124 microbiology125 and 
virology.126 In terms of exocytosis, the kiss-and-run recycling 
mechanism involves a transient incomplete fusion, resulting in 
incomplete emptying of the vesicular contents, whereas the endo-
cytotic mechanisms, generally termed as all-or-none exocytosis,127 
results in complete emptying of the neurotransmitters. Figure 11 
illustrates the distinction between the kiss and run and all-or-none 
mechanism. 

The all-or-none mechanism has generally been considered as 
the primary mechanism in cells containing large vesicles, such as 
chromaffin,29,128,129 mast,29,130 PC12 and pancreatic β-cells.29 All-
or-none exocytosis has also been shown to be the primary mecha-
nism at hippocampal synapses,131,132 pituitary nerve terminals133 
and neuromuscular junctions.134 However, in some cellular sys-
tems, a combination of all-or-none and kiss-and-run mechanisms 
have been observed,135 such as hippocampal synapses,131,136 pitui-
tary nerve terminals,133 and mast cells.130,137 Generally, the kiss-
and-run mechanism is associated with synapses that have low re- 
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Figure 11. A schematic view of exocytosis. (1) A vesicle filled with neurotransmit-
ter molecules approaches the plasma membrane in the active zone. Ca2+ influx 
triggers the biochemical cascade that results in the tethering of the vesicle to the 
plasma membrane. A fusion pore is opened in the tethered vesicle allowing the 
neurotransmitter molecules to be partially released. (2) According to the kiss and 
run mechanism, the still partially filled vesicle is directly retrieved from the mem-
brane and returned to the pool of reusable vesicles. (3) According to the all-or-none 
mechanism, the partially emptied vesicle may undergo a total fusion with the plas-
ma membrane, during which the contents are fully released. (4) The fully emptied 
fused membrane section is then retrieved through endocytosis. 

 
 

lease probability,131 small number of functional vesicles coupled 
with high rate of release,136 or small synaptic vesicles.127 These 
three cellular conditions clearly require a high efficiency in utiliz-
ing vesicles, which is the advantage of the kiss-and-run mecha-
nism. A special case of the kiss-and-run mechanism, a flickering 
fusion pore, has been observed in connection with DA exocytosis 
from small synaptic vesicles of rat ventral midbrain neurons.138 
This mechanism further increases the efficiency of utilizing vesi-
cles as well as controlling the amount of released neurotransmit-
ters. The size of initial fusion pores of small vesicles undergoing 
exocytosis by the kiss-and-run mechanism has been determined to 
be of the order of magnitude of one ion channel as well as that the 
opening has to be a protein structure that is similar to an ion chan-
nel.119,139 Figure 12 shows a schematic overview of exocytosis 
based on the kiss-and-run mechanism with flickering fusion pore. 
In the case of the all-or-none mechanism, the number of released 
neurotransmitter molecules per quantum is equal to that of the ve-
sicular content, which can be several millions in large vesicles. In 
small neuronal vesicles the number of neurotransmitter molecules  
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Figure 12. In an exocytotic event based the mechanism kiss and run with a flicker-
ing fusion pore, multiple transient fusion pores are formed. Each fusion pore for-
mation and neurotransmitter release event is interrupted by a temporary retrieval of 
the partially emptied vesicle. 
 
 
can be as low as 3,000–30,000.127 If exocytosis follows the kiss-
and-run mechanism with a flickering fusion pore, the vesicular 
content is not fully released in one exocytotic event; instead, only 
25–30% is released.138 One vesicle can undergo, however, multiple 
exocytotic events. 

2. Techniques to Monitor Exocytosis 

Instrumental methods for monitoring exocytosis have been the 
primary source of information that describes the behavior of the 
biological phenomenon in general and specifically for different 
cellular model systems. Although electron microscopy has qualita-
tively revealed many features of the exocytotic machinery,140 such 
as location and distribution of docked vesicles, only instrumental 
methods of monitoring exocytosis upon electrical, mechanical or 
chemical stimulation have revealed the fundamental behavior of, 
not only the mechanism involved in release of the neurotransmit-
ters or other signaling substances, but also the fusion of storage 
vesicles. Exocytosis has been monitored from a wide range of cell 
lines, such as chromaffin cells,141-145 PC12 cells146-149 and pancreat-
ic β-cells.150-153 Additional significance for monitoring exocytosis 
has been found by in vitro elucidation of the mechanism, by which 
pathological154,155 and biological147,156 states, pharmacological sub-
stances,157 toxicants156,158-161 or drugs of abuse162,163 affect the exo-
cytotic function and machinery as well as how such factors influ-
ence the in vivo function of exocytosis.164-168 The different tech-
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niques that have been utilized for real-time monitoring of exocyto-
sis can roughly be divided into two categories, techniques applying 
(i) indirect and (ii) direct detection of the released compound. 

(i) Indirect Monitoring Techniques 

(a) Impedance based techniques 

The patch-clamp technique was developed for recording of 
ion channel activity in terms of ionic currents.169 Modifications of 
the principle gave possibility to utilize the method for monitoring 
changes in plasma membrane capacitance brought about by bio-
logical activity, such as exocytosis.128 The capacitance and con-
ductance changes are measured as components of the overall im-
pedance of the cellular system. The technique utilizes a glass pi-
pette, with a bore in the micrometer regime, which houses internal 
electrodes and electrolyte. The two possible configurations of the 
impedance-based technique are the whole-cell and the cell-
attached configuration. In the whole-cell configuration, the pipette 
is inserted into the studied cell, facilitating a direct contact be-
tween the electrolyte inside the pipette and the cytoplasm. The 
measured impedance during exocytosis comprises the contribution 
of the plasma membrane capacitance, vesicle capacitance and fu-
sion pore conductance. Exocytotic events are detected as a minute 
increase in capacitance brought about by the increased membrane 
area as the result of fusion of the vesicle and the plasma mem-
brane. The quantal nature of exocytosis can be detected as step-
wise increments in the measured capacitance. Generally, this ap-
proach is applicable for cells with a single membrane-bound cyto-
solic compartment, such as chromaffin cells,170 which can be mod-
eled using a simple equivalent circuit,171 although it has also been 
successfully applied for monitoring of exocytosis in hippocampal 
mossy fiber terminals.172 The disadvantage of this approach is that 
the small increase in capacitance due to vesicle fusion is easily 
obscured by the larger plasma membrane capacitance. Instead of 
perforating the cell, the method was modified by applying suction 
that facilitates the attachment of the pipette on the studied cell. 
When using this cell-attached configuration, the equivalent circuit 
only comprises the capacitance of the vesicle and the conductance 
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of the fusion pore. This modification improved the sensitivity, 
making it possible to detect the capacitance changes caused by 
fusion of small vesicles in nerve cells and revealed the presence of 
the kiss and run mechanism133 as well as the conductance change 
associated with the initial opening of a fusion pore in human neu-
trophils.139 

Since this technique only measures the capacitance and con-
ductance changes associated with fusion of a vesicle and opening 
of a fusion pore, respectively, the measurements do not give any 
indication regarding the quantal size or nature of the released neu-
rotransmitter or other signaling substance. In the ultimate case, 
fusion of an empty vesicle would yield the same response as a 
filled vesicle. Additionally, recycling of the emptied vesicles 
through endocytosis (all-or-none mechanism) overlaps with exo-
cytosis, which especially when using the whole-cell configuration 
causes problems in resolving the two events.171 Ion channel activi-
ty can also affect the measured capacitance without being associat-
ed with exocytosis170 and changes in membrane conductance due 
to other biological activity173 can mask the fusion pore conduct-
ance. 

(b) Fluorescence microscopic techniques 

Both epifluorescence131,136,174 and total internal reflection fluo-
rescence (TIRF) (this technique is described more detailed in Sec-
tion IV)129,175-177 microscopy have been applied for monitoring 
exocytotic events. Generally, TIRF microscopy facilitates accurate 
observations in virtue of the thin volume element mapped by the 
evanescent wave. This has made it possible to monitor exocytotic 
events from single vesicles and monitor their behavior, revealing 
the presence of kiss-and-run mechanism.177 When using epifluo-
rescence microscopy, the major problem is caused by accurately 
detecting and distinguishing the minute fluorescence changes as-
sociated with exocytosis from the background noise due to the 
overall fluorescence. This problem can be avoided by using a 
technique termed pre-photobleaching, which allows attenuation of 
the background fluorescence up to 90%. Using this technique it 
has been possible to resolve even minute fluorescence changes 
capable of revealing kiss-and-run mechanism.131 
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Aside from the two employed instrumental techniques in fluo-
rescence microscopy, both of them comprise different methods 
depending on which fluorescence label is utilized. One of the 
methods is based on a pH-dependent mutant of green fluorescent 
protein (GFP), termed pHluorin.178 By applying genetic engineer-
ing, pHluorin can be fused with a vesicular membrane protein, 
yielding vesicles with pHluorin inside the lumen.131,176,177 Prior to 
fusion, the acidic contents of the lumen quench the fluorescence, 
and only upon increasing the pH due to mixing of the vesicular 
contents with the solution in the extracellular environment, green 
fluorescence can be observed. Using this method, it was possible 
to resolve the formation of an initial fusion pore followed by com-
plete fusion of the vesicle.176 Fusion of pH-insensitive GFP to exo-
cytosed peptides and their expression in a host cell line capable of 
exocytosis, such as expression of GFP-neuropeptide Y fusion 
complex in PC12 cells,175 is another possible method of utilizing 
GFP. Although the fused GFP is released as a component of the 
vesicular contents, the approach is indirect since the fluorescence 
in this case is only visible in vesicles that are in the active zone but 
have not fused. When exocytosis has been triggered and the vesi-
cle opens, the fluorescence disappears. The third method for fluo-
rescence based monitoring is based on loading of the vesicles with 
a fluorescent dye, such as acridine orange, which is co-exocytosed 
with the neurotransmitter or other signaling substance.129,136,174 In 
this case, the fluorescence appears as the consequence of exocyto-
sis. These two latter techniques have been successfully used for 
determining the kinetics of exocytotic events.  

The advantage of the method utilizing pH-sensitive GFP in 
comparison with impedance-based methods is that fusion and re-
cycling of a vesicle can be temporally resolved since fluorescence 
is visible only when a fusion pore is open or the vesicle is fully 
fused with the plasma membrane. Upon closing the fusion pore 
(kiss-and-run) or endocytotically retrieving the vesicular material 
(all-or-none), the fluorescence disappears. The general disad-
vantage with the microscopic methods is that no correlation be-
tween the appearing or disappearing fluorescence and the amount 
or nature of the released neurotransmitter or other signaling sub-
stance is obtained. In the case of GFP fused with a peptide, the 
method is limited to exocytosis of peptides without possessing any 
general applicability. The necessity of utilizing genetic engineer-
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ing in order to be able to apply GFP limits the applicability of the 
GFP-based methods to engineered cell lines. 

(ii) Direct Monitoring Techniques—Electrochemistry 

Based on published applications since the initial presentation 
of the technique by Wightman and his co-workers,141 amperometry 
has become the most widely used electrochemical technique to 
monitor of exocytosis of cateholamines, especially DA. In compar-
ison with impedance-based and microscopic techniques, am-
perometry provides the advantage of directly detecting the release 
of many electroactive neurotransmitters and other signaling sub-
stances, such as catecholamines, serotonin and histamine,171 based 
on direct oxidation on the utilized working electrode (WE). The 
technique is based on the utilization of carbon-fiber microelec-
trodes (CFMEs) as WEs (the diameters usually range from 1 to 10 
µm), the position of which can be adjusted under microscopic ob-
servation using a micromanipulator18 or a scanning electron micro-
scope.179,180 The electrode surface is placed adjacent to the plasma 
membrane of the monitored cell; the distance is usually of the or-
der of magnitude corresponding to the diffusion layer.143 This set-
up ensures that a sufficient temporal resolution is achieved to mon-
itor single-vesicle exocytotic events. Aside from being a very fast 
process (in the time regime ≤ 10 ms requiring a potentiostat capa-
ble of data sampling at the rate of 5–10 kHz.) that requires a good 
temporal resolution, monitoring of exocytosis of neurotransmitters 
and other signaling substances requires an extreme sensitivity due 
to the small number of molecules as mentioned above. Amperome-
try has been proven to posses the necessary sensitivity to quantify, 
for instance, 31 zmol (~18700 molecules) of catecholamines146 and 
7.8 zmol (~4700 molecules) of serotonin181 (1 zmol ≡ 1·10-21 mol). 
The utilization of CFMEs with continuous improvements in fabri-
cation techniques has also influenced the capability to accurately 
determine the position of an exocytotically active zone reaching a 
spatial resolution of a single catecholamine vesicle (~ 100 nm).182 

Amperometric monitoring of exocytotic events from single 
cells provides a range of information that is useful in characteriz-
ing the biological phenomenon. Figure 13A presents current-time 
traces in the form of spikes, each of which represents a single-
vesicle exocytotic event 20. The spikes arise from the nature of the 
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events, where a certain number of molecules, representing a por-
tion of or the complete contents of a vesicle, are fast expelled into 
the finite gap between the cell membrane and the electrode sur-
face. A current-time trace, showing a succession of exocytotic 
events, does not reveal, however, the details needed for obtaining 
the relevant biological information. By utilizing, for instance, a 
software package for technical graphing, image processing and 
data analysis, such as IGOR Pro from WaveMetrics, Inc., it is pos-
sible to create macros that zoom into the individual spikes and 
retrieve detailed data of the recorded events. Figure 13B shows a 
magnified spike of an exocytotic event among those comprised in 
the entire recording of Fig. 13A together with the quantitative and 
kinetic parameters that can be amperometrically determined. 
The area under a spike corresponds to the charge (Q) that is direct-
ly proportional to the number of released neurotransmitter or sig-
naling molecules (N) from one vesicle during the opening of the 
fusion pore or complete fusion of the vesicle membrane with the 
cell membrane. The relationship is given by Faraday’s law of elec-
trolysis (Eq. 12b) upon integration of the current-time trace under 
each spike (Eq. 12a), 

 
 
 
 

 
 
Figure 13 A) A 10-second long amperometric recording from PC12 cells. Each 
spike corresponds to a single-vesicle exocytotic event. B) A magnification of a 
spike (indicated by an asterisk in A). The kinetic parameters are described in the 
text. The spike shows the presence of initial neurotransmitter leakage (foot signal) 
thorough a fusion pore. Ref. 20, Copyright (2007) WILEY-VCH Verlag GmbH & 
Co. KGaA. Reproduced with permission. 
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where 0 and t refer to the time at the beginning and end of a spike, 
respectively, and NA is the Avogadro’s number (6.022 × 1023 mol-
ecules/mole). The other parameters are as previously defined. The 
height of a spike corresponds to the maximum oxidation current 
(imax) that is directly proportional to the flux of released neuro-
transmitters. The peak width at half of imax (t1/2) is a robust measure 
of the duration of an exocytotic event. Due to irregularities at the 
foot of amperometric spikes, the total width is not readily defina-
ble. An additional parameter to describe spikes is the rise-time 
(trise), the delay between imax(20%) and imax(90%),145 imax(25%) and 
imax(75%)

183 or imax(35%) and imax(60%),184 defining the slope of the ris-
ing phase of a spike, which serves as a kinetic parameter of the 
exocytotic event. Chow et al. have pointed out that trise cannot be 
explained, however, by an instantaneous release of neurotransmit-
ters from a fused vesicle185 due to the fact that a varying proportion 
(in average 34% for PC12 cells186 and 20–29% for chromaffin 
cells 185,187) of the spikes of all monitored exocytotic events have a 
foot (Fig. 13B), indicates an initial release of neurotransmitters 
through a stable but short-lived fusion pore prior to the onset of the 
full exocytotic event. The frequency for observing a foot in rec-
orded amperometric spikes has been found to increase with the 
size of the vesicles.145 Considering that foot signals, in the case of 
dopamine exocytosis, have a time duration of only a few millisec-
onds and are based on the release of 30–40 zmol of dopamine, 
depending on the type of studied cells and the size of the vesicles, 
is an additional indication of the performance of amperometric 
monitoring.  

When monitoring exocytosis from single cells, a large number 
of spikes are recorded and, upon analyzing them, a large number 
of values for Q, imax, t½ and trise are obtained. In order to facilitate 
characterization of the cellular behavior, a statistical presentation 
of the parameters is oftentimes performed to reveal, for instance, 
variation in a population as reflected by the behavior of single 
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cells. A common approach is to prepare histogram plots presenting 
the percentage of the total number of exocytotic events as a func-
tion of the values of the presented parameter divided into classes 
with a certain interval (Fig. 14).20 Since, for instance, the number 
of released molecules in an exocytotic event can depend on differ-
ent cellular factors, such as modification of the proteins involved 
in the exocytotic machinery,188 as well as the influence of, e.g., 
drugs of abuse, such as amphetamine,162,163 statistical comparison 
of the results from single cell experiments can yield significant 
information that is relevant for pharmacological studies and activi-
ties of drug discovery. 

Aside from the statistical presentations showing the distribu-
tion of Q, the distribution of Q1/3 has also been found to give in-
formation of the vesicular radius (rvesicle). Upon the assumption that 
the vesicular shape is spherical and the concentration (cvesicle) is 
constant, although the number of released molecules (directly pro-
portional to Q) varies based on the duration of the fusion pore 

 
 
 

 
 
Figure 14. Histogram plots presented as percentage of the total number of exocytot-
ic events for A) imax, B) Q, C) t½ and D) trise. From Ref. 20, Copyright (2007) 
WILEY-VCH Verlag GmbH & Co. Reproduced with permission. 
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opening, by applying Faraday’s law of electrolysis (Eq. 13a) and 
the formula giving the volume of a sphere (Vsphere) (Eq. 13b), it is 
possible to obtain an equation relating rvesicle to Q1/3 141 (Eq. 13c): 
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The derivation of this equation comprises the additional assump-
tion that the amount of released substance (nreleased) is dependent on 
rvesicle. Figure 15 shows the statistical distribution of Q1/3 based on 
exocytosis measurements using chromaffin cells and illustrates the 
significance of determining the statistical distribution of Q1/3.189 
 

 
 

Figure 15. A histogram plot presented for Q1/3 indicating the presence of 
two overlapping distributions. Reproduced with permission from Ref. 
189. Copyright (2005), The American Physiological Society. 
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The presented histogram plot indicates that upon fitting the data to 
Gaussian distributions, the skewed distribution was found to be the 
sum of two overlapping Gaussian distributions. The result led to 
the conclusion that chromaffin cells have two different populations 
of vesicles differing in size. The finding was confirmed by scan-
ning electron microscopic (SEM) imaging. 

Amperometry can yield accurate quantitative and high-
resolution spatial-temporal information regarding single-vesicle 
exocytotic events. However, it cannot distinguish between differ-
ent released substances, such as DA, NE and E. Since, for in-
stance, chromaffin cells may release a mixture of DA, NE and E, it 
is of interest to determine what substance is released in a certain 
exocytotic event. This has been achieved by using cyclic voltam-
metry (CV) with a fast scan rate (up to 800 V/s) (FSCV) to main-
tain sufficient temporal resolution for distinguishing between neu-
rotransmitters in a single-vesicle exocytotic event.143 The method 
has been applied, e.g., for monitoring the release of NE and E from 
chromaffin cells190 as well as histamine and 5-hydroxytryptamine 
from mast cells.191 Since the fast scan rate increases the presence 
of capacitive currents, voltammograms for exocytotic events are 
corrected by subtracting the background in order to resolve the 
current that corresponds to the oxidation of the neurotransmitters 
(Faradaic current).192 The identification of different neurotransmit-
ters is based on their characteristic redox mechanisms. In the case 
of NE and E, one oxidation peak is obtained due to oxidation of 
the catechol moiety into the corresponding quinone, however, E 
gives rise to two reduction peaks, whereas NE only shows one 
reduction peak. Both compounds yield a common reduction peak 
for reduction of the quinone formed during the anodic scan. The 
additional reduction peak of E at a more negative potential origi-
nates from an intermediate, adrenochrome, which is formed as a 
result of intracyclization of the secondary amine-containing tail of 
E.193 In the case of the primary amine-containing tail of NE, such 
an intermediate is not formed. 

The advantage of amperometry is that it only gives a response 
to a substance released from a fusing vesicle, and hence, not if a 
fusion involves an empty vesicle. However, it cannot detect mem-
brane-related phenomena involved in exocytosis, such as fusion 
pore formation, fusion and retrieval of vesicles. In order to merge 
the quantitative capabilities of amperometry and the ability of cell-
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attached impedance-based measurements to resolve the fusion and 
retrieval of single vesicles, a new technique, patch amperometry, 
has been developed.194 It has been successfully applied for simul-
taneous quantitative monitoring of catecholamine release and de-
tection of capacitance and conductance changes involved in fusion 
pore formation in chromaffin cells130 and mast cells.130,195 The 
technique utilizes a special glass pipette with an inserted carbon 
fiber WE for amperometric detection.130  
 Microfabricated planar electrode systems. Although the am-
perometric investigations on exocytosis have been conducted to a 
great extent using CFMEs, a new approach has emerged based on 
lithographic techniques that facilitate fabrication of microelectrode 
chips for monitoring of exocytosis. Microfabricated systems have 
been used for monitoring of catecholamine exocytosis from chro-
maffin cells,196-201 PC12 cells20,21,30,31,202 and MN9D cells,203,204 
glutamate exocytosis from nerve cells19,205-210 as well as histamine 
from RBL-2H3 leukemia cells.211-213 A more detailed discussion of 
microchip-based systems for monitoring of exocytosis can be 
found in a recent review by Spégel et al.32 These systems introduce 
a fundamental difference to monitoring of exocytosis; the detec-
tion involves vesicles in the active zones at the basal cell mem-
brane that is adjacent to a planar electrode surface. In such a con-
figuration, no micromanipulator under microscopic observation is 
needed as in the case of CFMEs. An optimal separation between 
the electrode and the cell under investigation is automatically ob-
tained since, for instance, in the case of adherent cells, the distance 
between the cell and the underlying electrode is determined by the 
focal adhesions and close contacts (discussed in detail in Section 
IV), which form a microenvironment under the cell having the 
same dimension as the distance between a presynaptic and 
postsynaptic neuron in vivo. This arrangement is schematically 
illustrated in Fig. 16A, depicting a neuron on a planar electrode 
and the release of dopamine molecules that are oxidized (Scheme 
3) at the applied potential of e.g., 700 mV vs. a Ag/AgCl reference 
electrode. Figure 16B shows an Au microelectrode with sediment-
ed PC12 cells on top. Hence, systems applying microelectrode 
chips with planar electrodes facilitate monitoring of exocytosis at a 
sufficient temporal resolution and sensitivity to reveal the kinetics  
of a single-vesicle exocytotic  event with a foot signal  (Fig. 13). 
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Figure 16. A) A schematic view of a cell’s active zone adjacent to a planar elec-
trode surface, where dopamine is oxidized. B) A microscopic view of Sedimented 
PC12 cells on ring electrodes. From Ref. 20, Copyright (2007) WILEY-VCH Ver-
lag GmbH & Co.KGaA. Reproduced with permission. 
 
 
However, in such a configuration, the utilized electrodes cannot be 
positioned to a certain part of the monitored cell. As the conse-
quence of this, the spatial resolution to some extent decreases. To 
overcome this limitation, microelectrode chips with different sys-
tems for guiding and positioning single cells have been devised 
with an ability to achieve a sufficient spatial resolution to reveal 
the location of an active zone involved in single-vesicle exocytotic 
events. 

Figure 17 illustrates examples of microfabricated systems that 
facilitate, for instance, positioning of single cells on planar elec-
trodes to achieve an improved spatial resolution for revealing the 
site of a single vesicle exocytotic event.31,198 The microelectrode 
chip in Fig. 17A (upper panel) features an array of four platinum 
microelectrodes around a central opening, an electrochemical 
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Scheme 3. In oxidation reactions on an electrode, dopamine looses two electrons 
and protons to form the fully oxidized quinoid product.  
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Figure 17. A) A microscopic view of a chromaffin cell in the middle of an array of 
four electrodes (upper panel) (denoted by A-D) that are used as an electrochemical 
camera to localize fusing vesicles during exocytotic events. Four simultaneous 
current-time traces recorded on the electrodes A-D (lower panel). Reprinted with 
permission from Ref. 198. Copyright (2005) National Academy of Sciences, U.S.A. 
B) A microscopic view of a PC12 cell on a ring-electrode with an orifice in the 
middle (right panel) and a schematic illustration of the structure of a microfluidic 
system (right panel) for cell handling in conjunction with monitoring of exocytosis. 
The system can be used to capture and retain single cells in the middle of a ring-
electrode by an applied negative pressure of 2 kPA through the orifice. Reprinted 
with permission from Ref. 31, Copyright (2008), Reproduced by permission of The 
Royal Society of Chemistry. C) A schematic view of a system with ITO as elec-
trode material used to monitor exocytosis under simultaneous optical and fluores-
cence microscopic observation (upper panel), a microscopic view of a single chro-
maffin cell on an ITO electrode (midpanel), a phasecontrast microscopic magnified 
view of a chromaffin cell on an ITO electrode (left lower panel) and fluorescence 
microscopic view of an exocytotic event visualized by the coexocytosed acriding 
orange that had initially been loaded in the cesicle (right lower panel). From Ref. 
200, Copyright (2006) WILEY-VCH Verlag GmbH&Co KGaA. Reprinted with 
permission. D) A SEM image of an array of well-electrodes used to accommodate 
sigle cells during monitoring of exoytosis (upper panel) and a magnified view of a 
single well (lower panel). Reprinted with permission from Ref. 197. Copyright 
(2003) American Chemical Society. 
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camera, allowing monitoring of dopamine exocytosis from single 
chromaffin cells accommodated on top of the opening in the mid-
dle of the microelectrode array. With simultaneous measurements 
(Fig. 17A, lower panel) using each of the four microelectrodes and 
subsequent random walk simulations, the system was demonstrat-
ed to achieve a high spatial resolution in localization of an opening 
fusion pore. Figure 17B (left panel) shows a microelectrode chip 
having a single PC12 cell in the middle of a ring-shaped microe-
lectrode.31,198 The microelectrode chip formed the central part of a 
microfluidic cell handling system used for monitoring of dopamine 
exocytosis from PC12 cells. The system is schematically illustrat-
ed in Fig. 17B (right panel).31 It facilitated single-cell capturing 
and positioning by application of a negative pressure of 2 kPa 
through an orifice with the diameter of 3 µm in the middle of the 
ring-electrode. After completed exocytosis measurements on a 
cell, this could be removed from the orifice by applying a pressure 
pulse of 15–25 kPa. After removal of a cell, another cell could be 
immediately captured and subjected to exocytosis measurements. 
The system provided a high spatial resolution for the localization 
of the active zone with the dopamine-releasing vesicle. Figure 17C 
shows transparent indium tin oxide (ITO) electrodes that allowed 
simultaneous phase contrast (left lower panel) and fluorescence 
(right lower panel) microscopic imaging of a cell while am-
perometric exocytosis monitoring was being conducted.200 The 
fluorescence microscopic imaging that facilitated the visualization 
of catecholamine release from chromaffin cells was based on the 
application of acridine orange loaded into the vesicles and subse-
quently co-exocytosed with catecholamines. CFMEs as well as 
planar microelectrodes allow monitoring of exocytosis only on one 
side of a cell depending on the placement of the utilized electrode. 
Figure 17D shows a microelectrode chip with well-electrodes that 
have been reported to facilitate exocytosis monitoring from single 
cells to detect release from active zones covering a large fraction 
of a cell.197 

The applications of microfabricated electrode chips are not 
only suitable for single-cell experiments. They have been demon-
strated to facilitate exocytosis monitoring from adherently growing 
cell populations in vitro19,21,203,204,212,214 and in vivo.167 Monitoring 
of exocytosis from a cell population increases the length of the 
recording to several seconds, which is the consequence of that a 
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recorded event is an averaged sum of multiple single-vesicle 
events from the whole cell population. This measurement mode 
offers the possibility to widen the spectrum of detectable com-
pounds, which primarily comprises electroactive catecholamines, 
serotonin and histamine,171 by using enzyme-based biosensors 
instead of only non-modified or chemically modified electrodes.20 
facilitating, for instance, the detection of glutamate.19,167 Figure 
18A shows exocytosis recordings from populations of growing 
(traces 1-3) and differentiating (trace 4) PC12 cells.13 Figure 18B 
shows the corresponding cell populations (marked with numbers 
1-4). The current-time traces of recordings 1-3, featuring the be-
havior of non-differentiating PC12 cell, show trise in the regime of 
hundreds of milliseconds, t½ of more than a second even for the 
smallest population (trace 3) and the decreasing phases have a long 
duration. This can be attributed to a non-simultaneous onset of the 
exocytotic events in the cells comprising the depicted populations. 
On the other hand, in the population of differentiating PC12 cells 
(trace 4), especially trise and the decreasing phase indicate faster 
exocytotic process from the population. This can be attributed to 

 a)  a greater synchronization in the onset of the individual exo-
cytotic events,  

b)  a closer proximity of the differentiated cells to the electrode 
surface and  

c) the presence of active zones only in distinct parts of the dif-
ferentiated cells.  

These factors make the diffusion of dopamine to the electrode sur-
face faster and the duration of the recorded process shorter. In con-
trast, the more roundish non-differentiated PC12 cells are not 
strongly adherent, and the catecholamine-loaded vesicles are dis-
tributed in the entire cell.  

Although planar microelectrode chips in amperometric moni-
toring of exocytosis bring about a decrease in the spatial resolu-
tion, they, nevertheless, provide possibilities, which their counter-
parts, CFMEs, do not posses. Lithographic techniques give free-
dom to design and fabricate electrode arrays to allow the realiza-
tion of diverse experimental procedures involved in monitoring of 
exocytosis. When the potentials of lithographic techniques in mi-
croelectrode fabrication are combined with techniques to fabricate 
microfluidic platforms, even a greater advancement is achieved in 
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constructing monitoring systems that facilitate effective realization 
of cell handling, culturing and differentiation as prerequisites for 
exocytosis monitoring. Such systems are needed for, for instance, 
characterization of differentiating neuronal stem cells and their 
integration into brain tissue as a means to further develop the reali-
zation of stem cell therapy as a cure to Parkinson’s disease (dis-
cussed more detailed below). Systems allowing cell culturing on 
the measurement electrodes facilitate experiments without prior 
trypsinization and handling of the cells, which makes them di-
rectly adjusted to the environment where the measurements are 
to be conducted. Other advantages of using microfabricated sys-
tems with cultured cells are automation and parallelization. Au-
tomation of measurements in conjunction with microfluidics can 
facilitate construction of systems suitable for HTS in, for instance, 
drug discovery related to studies on neurotransmitter release. Par-
allelization with the application of simultaneous measurements 
of cell populations on multiple electrodes allows monitoring  
 

 
 

 
 

Figure 19. An overview of a microfluidic system with integrated microelectrode 
arrays used to monitor exocytosis from adherently growing cells (upper panel), 
microscopic view of the microelectrode arrays (lower left and right panel) and a 
close view of the microchip holder (midpanel). Reprinted with permission from 
Ref. 215, Copyright (2008) American Chemical Society. 
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with statistical control. Figure 19 illustrates a microfluidic system 
having an integrated microelectrode ship with a microelectrode 
array. The system is capable of the necessary liquid handling to 
introduce a buffer solution with an elevated K+ ion concentration 
as well as automatic monitoring of exocytosis from cell popula-
tions adhering on the electrodes.215 

Special challenge in fabricating cell handling and electrode 
systems for exocytosis studies. Aside from fundamental studies 
concerning the mechanism of exocytosis, a new application for 
monitoring exocytosis has emerged due to the development of new 
treatments for Parkinson’s disease (PD), the second most common 
neurodegenerative disease,216 which causes tremor, rigidity, brad-
ykinesia (slow movement), akinesia (inability to initiate move-
ment)217 and dyskinesia (involuntary movement)218 as well as fa-
tigue, depression and sleep disorder.30 Both oxidative stress62 and 
genetic disorders219,220 have been implicated as causative factors 
for PD. Neurologically, the impairment of motor function is 
caused by gradual deterioration and in the end total death of do-
paminergic neurons in the pars compacta of substantia nigra,216 
which sends neural projections to the striatum. Alleviation of the 
symptoms involved in the impairment of motor function has been 
achieved by administering L-DOPA, an intermediate of DA syn-
thesis in functional cells. This treatment has been used since the 
early 1960’s when the first clinical tests were conducted.221 De-
spite its positive effects, this treatment also suffers from severe 
side effects; long-term medication sensitizes DA receptors and 
results in chronic overstimulation. The consequence is that L-
DOPA treatment is only useful in the early stage of PD but cannot 
provide a long-term cure. Attempts to reduce the need of medica-
tion include for instance deep-brain high frequency stimulation of 
ventral thalamic and basal ganglia nuclei,222 gene transfer of the 
glial cell line derived neurotrophic factor223 and cell replace-
ment.224 

Cell replacement treatment originates from the 1970’s when 
transplantation of embryonic substantia nigra to reinnervate the 
regions with diminished or lacking DA supply was shown to be 
helpful224,225 and since then hundreds of clinical tests have been 
conducted.218 Despite its functionality, the major drawbacks of this 
approach are the lack of aborted fetuses as source of embryonic 
substantia nigra as well as the ethical issues involved in using 
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them. A more recent approach in cell replacement is the transplan-
tation of neuronal stem cells (NSCs) that can integrate into the 
damaged region of the brain, acquiring properties of the native 
dopaminergic neurons and form connections to the regions these 
are to innervate.25,226 However, research in this area is still in its 
infancy, and fundamental studies are needed to learn how to con-
trol the differentiation of NSCs to dopaminergic neurons218 as well 
as evaluation of the function of implanted already differentiated 
and integrated NSCs in brain tissue.227 

These tasks impose new requirements, which are beyond mi-
croscopic observations and immunostaining to visualize the pres-
ence of cellular markers, such as tyrosine hydroxylase (TH), the 
rate limiting enzyme in DA synthesis, and β-tubulin, which is the 
characteristic cytoskeletal structure of neuronal axons.228 Experi-
mental evidence showing that NSCs have acquired TH and β-
tubulin is not a sufficient proof for proper dopaminergic functions, 
i.e., active Ca2+ dependent exocytosis. Only by conducting studies 
on differentiated NSCs, monitoring exocytosis in vitro, it will be 
possible to evaluate how successful the procedures to promote 
differentiation toward dopaminergic neurons have been. Addition-
ally, only by monitoring exocytosis from differentiated and inte-
grated NSCs upon stimulation of brain tissue, it will be possible to 
determine whether integration really has brought about the desired 
in vivo functions that have been disrupted in the substantia nigra 
of PD patients. To achieve these goals, mere employment of the 
different monitoring techniques described above is not, however, 
sufficient. Fabrication of systems for handling NSC differentiation 
and integration into brain tissue is a prerequisite, indicating the 
significance of interplay between monitoring techniques and fabri-
cation techniques. Ultimately, the realization of such systems 
providing capability for cell handling and monitoring can provide 
improved procedures for drug discovery.  

 
 
 
 
 
 
 



Monitoring of Cellular Dynamics   59 

 

IV. MONITORING OF CELLULAR ADHESION 

1. Biological Functions of Cellular Adhesion 

(i) In-Vivo Functions 

Tissues in living organisms are composed of cells with differ-
ent functions and morphologies. Cells are not isolated individual 
entities but form strictly controlled contacts with their environ-
ment. These contacts contribute to the overall organization and 
structural strength of the tissues as well as biological functions of 
the cells forming them. The cellular contacts with the surrounding 
environment, i.e., the matrix surrounding the cells and other cells 
constituting the tissue, can be divided into four main categories:35 
anchoring junctions, occluding junctions, channel-forming junc-
tions and signal-relaying junctions. Anchoring junctions comprise 
both cell-to-cell contacts between adjacent cells and contacts be-
tween cells and the surrounding extracellular matrix. These junc-
tions are connected to the intracellular cytoskeletal structures 
through transmembrane proteins, cadherins (cell-to-cell contacts) 
and integrins (cell-to-matrix contacts). Anchoring junctions have 
significance in transmitting both physical stress throughout a tissue 
and external signals to cells. Occluding junctions form a special 
sealing between adjacent cells, such as epithelial cells, contrib-
uting to formation of impermeable barriers. Channel-forming junc-
tions and signal-relaying junctions have significance in direct 
communication between adjacent cells. Channel-forming junctions 
allow transfer of inorganic ions from the cytoplasm of one cell into 
the cytoplasm of another cell, coordinating the spreading of signals 
from one part of a tissue into the whole tissue. Signal-relaying 
junctions function in transmission of chemical signals between 
cells through a gap between the plasma membranes, for instance 
transmission of neuronal signals between two neurons through the 
action of neurotransmitters over the synaptic cleft. 

Cells in different tissues are surrounded by varying combina-
tions of biological macromolecules, which are divided into four 
classes, collagens, proteoglycans, structural glycoproteins and 
elastin, collectively referred to as the extracellular matrix 
(ECM).229 Many cell types, such as epithelial, endothelial, and 
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muscle cells, are dependent on adhesion to the ECM; if it is lost 
the consequence is apoptosis.230 This is known as anchorage de-
pendence.35 Collagen refers to a family of proteins with related 
biological functions and histologically characteristic structures, 
having the main function to provide integrity to tissues.229 Proteo-
glycans are composed of a protein core with one or more glycosa-
minoglycan side chains usually covalently bound to the core pro-
tein.35 Proteoglycans surround cells as gels with different charge 
density and pore size. Structural glycoproteins form a diverse 
group of ECM components with such members as fibronectin, 
laminin and vitronectin. A characteristic feature of structural gly-
coproteins is that they possess binding sites where cells and other 
ECM components can bind independently. The interaction of 
structural glycoproteins with other ECM components serves in 
organizing the structure of ECM. The amino acid sequence recog-
nized by the cellular transmembrane proteins, integrins, is arginin-
glycin-aspartic acid (Arg-Gly-Asp or RGD).231 Elastin is the main 
constituent of elastic fibers that form a major part the ECM of 
skin, blood vessels and lungs.35 

The biological function of the ECM and its different compo-
nents is far from only providing structural integrity and a static site 
for attachment for cells. Many biological effects, which are charac-
teristic of growth factors and cytokines, such as regulation of 
growth, shape, differentiation, wound healing and metabolic re-
sponses, are also exerted by the ECM and mediated through integ-
rins to the intracellular targets, ultimately resulting in changes in 
gene expression.229 These effects are especially characteristic of 
the structural glycoproteins, fibronectin and laminin, the latter of 
which is significant in formation of neuronal outgrowths232 and 
generally in the development of the central nervous system.233 The 
fact that different tissues have varying isotypes of laminin controls 
the direction of differentiation and serves in maintenance of tissue 
phenotypes.234 The gels formed by proteoglycans function as bind-
ing sites and selective sieves that control the residence time and 
diffusion of cellular signal molecules, such as growth factors, and 
hence directly affect cellular growth, differentiation and other re-
sponses.35 The adhesion of cells to the ECM components also 
functions as a prerequisite for the more complex process of cell 
migration, which is an active interaction between different ECM 
components and integrins as well as other cell surface receptors.235 
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It is significant in developing tissues, where especially the struc-
tural glycoproteins serve as guides for cell movements. It is a high-
ly controlled function and mutations that destroy anchorage de-
pendence are the basis for the metastatic, invasive behavior of can-
cer cells 35. Sufficiently strong but reversible binding to the ECM 
is necessary for successful cellular migration.236,237 This is facili-
tated through allosteric control, i.e., when integrins bind to or de-
tach from external ligands, they undergo conformational changes, 
which are translated to the cytoskeleton inside the cell. This is 
known as outside-in activation. Migration and cellular movements 
can also arise as the consequence of inside-out activation, which is 
mediated through the response of cell surface receptors, such as 
GPCRs to the binding of their ligands. The response of the recep-
tors reaches the cytoskeleton, from which it is transmitted to the 
integrins, translating it into cellular movement.35 

(ii) In-Vitro Functions 

Conditions on a flat cell culture substrate do not correspond to 
those prevailing in vivo in a tissue. The three-dimensional structure 
of a tissue is exchanged for a two-dimensional one, disrupting cell-
to-cell interactions that are characteristic of a tissue. Cells acquire 
a more spread morphology, become more mobile, and a greater 
fraction of a cell population undergoes growth. Despite the limita-
tions imposed by the differences between an in vivo tissue and an 
in vitro cell culture, specialized cellular functions are expressed, 
making a cell culture a useful tool.238 One of the crucial factors 
required for expression of specialized cellular functions is proper 
adhesion to the growth substrate. Cellular adhesion to planar 
growth substrate can be divided into two categories: close contacts 
(CCs) and focal adhesions (FAs).239 CCs represent wide areas with 
weak adhesion, having a cell-substrate separation of 30–100 nm. 
FAs are formed by integrins that on the extracellular side anchor 
cells to the growth substrate and intracellularly mediate this con-
tact to the cytoskeleton.240 Figure 20 shows an illustration of the 
cellular contacts with a growth substrate. 

Slightly negative net charge of the culture substrate has been 
found to enhance cellular adhesion.238 Due to this, commercial 
polystyrene cell culture plastic ware is treated with ionizing elec-
tric discharge or high-energy radiation. Although sera, which are  
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 Figure 20. A schematic view of a cell on a growth substrate forming close contacts 

(CC) and focal adhesions (FA) with molecular contacts to the substrate. 
 
 

used in preparation of cell culture media, contain the ECM com-
ponents, fibronectin and vitronectin,229 as well as that some cell 
lines are capable of producing their own ECM components re-
quired for adhesion, exogenously added ECM or different ECM 
components, such as fibronectin, laminin or collagen,241 are most 
often needed. Different exogenously added polyelectrolytes with 
amine functionalities, such as poly-D-lysine (PDL)242 and polyeth-
yleneimine (PEI)243 have also been employed as an alternative for 
ECM components. Commonly, the attachment of exogenously 
added adhesion factors on the growth substrate takes place through 
physisorption, where the forces of interaction range from ionic to 
hydrophobic, due to the negative net charge of cell culture plastic 
ware, and the often positive net charge of ECM components and 
other adhesion factors, such as polyelectrolytes. Research on the 
amino acid sequences recognized by cells on laminin and other 
structural glycoproteins have given the possibility to replace sur-
face modifications using whole proteins and instead introducing, 
e.g., synthetic peptides containing the RGD recognition sequence. 
Massia and Hubbel found that for proper cellular adhesion such 
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synthetic peptides needed to have an additional amino acid spacer 
to be used for covalent binding to the cell culture substrate.244 

Research on synthetic biomaterials used in implants as well as 
the emergence of micro- and nanofabrication techniques in prepa-
ration of cell culture substrates have given rise to new approaches 
to produce growth substrates that promote cellular adhesion. De-
spite highly developed fabrication techniques, the purpose is not to 
avoid the usage of cellularily recognizable adhesion molecules, but 
instead improve their attachment and positioning on the surfaces 
through precise patterning. This approach makes it possible to 
avoid unspecific adhesion of cells and direct cellular growth and 
differentiation to defined areas. The two main directions are to 
fabricate either cytomimetic or ECM-mimetic materials.245 Cyto-
mimetic materials have a synthetic environment that mimics the 
three-dimensional environment of a tissue with contacts between 
the membranes of adjacent cells. In ECM-mimetic materials, the 
attachment of ECM components has been controlled through for-
mation of, for instance, patterned silanized regions on quartz for 
attachment of vitronectin246 and self-assembled monolayers 
(SAMs) of thiols on electrode surfaces for adsorption of fibron-
ectin.247, 248 The latter approach applied microcontact printing, 
where different thiols could be patterned on the electrode surface 
to facilitate adsorption of fibronectin on only those regions having 
thiols with an optimal functionalization for protein adsorption; the 
rest of the surface was made resistant to protein adsorption. Liu et 
al. applied electrochemistry to pattern a mixed SAM of carboxylic 
acid and hydroxyl group terminated thiols in order to obtain a suit-
able surface for creating a surface-density gradient of fibron-
ectin.249 The attachment of fibronectin was enhanced by covalent 
binding through carbodiimide activation of the carboxylic acid 
terminated thiols. This approach was utilized for the study of cell 
migration driven by a surface-density gradient of the adhesion 
factor. Cui et al. applied electrochemistry for modifying electrode 
surfaces through electropolymerization of polypyrrole (PPy) to be 
used for enhancing the attachment of fibronectin or synthetic pep-
tide adhesion factors 250. Lakard et al. also used electropolymeriza-
tion to generate cell adhesion promoting electrode surfaces.251 
They polymerized PPy, PEI, polypropyleneimine (PPI) and 
poly(p-phenylenediamine) (PPPD) to be utilized directly without 
any exogenously added adhesion factors. Their results indicated 
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that the adhesion promoting properties decreased in the order 
PEI>PPI>PPPD>PPy, PEI and PPI being far more superior for 
long term culturing than the two other materials. All of the materi-
als had, however, better properties for cell adhesion than unmodi-
fied glass. 

2. Techniques to Monitor Cellular Adhesion 

Different approaches have been applied for studying cellular adhe-
sion depending on what aspects of the phenomenon have been of 
interest. These range from quantification of cells adhering and 
migrating on different substrates, qualitative determination of 
morphological changes during adhesion, and cellular processes 
dependent on adhesion to the determination of the close contacts 
(CCs) and focal adhesions (FAs) with emphasis on the mechanism 
of cell migration as well as the force of adhesion. 

(i) Study of Close Contacts and Focal Adhesions  

Since the emergence of scanning electron microscopy (SEM), 
it has been an important tool in cell biological investigations. In 
the study of cell adhesion, it was the first method capable of giving 
a view of fibroblast adhesion and different stages of migration.252 
However, the images were obtained using fixed specimen, and 
considering the FAs with molecular contacts to the substrate, the 
information based on SEM was circumstantial. Interference reflec-
tion microscopy (IRM) was the first method able to yield conclu-
sive evidence of the molecular contacts, locations and dimensions 
of FAs as well as the broader areas of CCs during migration of 
living fibroblasts.239 IRM provides images that are created as inter-
ference between the reflections from the medium-substrate inter-
face and medium-plasma membrane interface.253 Originally, the 
method relied on light in the visible range of wavelengths. Howev-
er, the high intensity of light that was needed had harmful effects 
on, especially migration of cells, only allowing short-term moni-
toring. With the introduction of near-infrared illumination, the 
method has been improved to eliminate the harmful effects high 
intensity visible light, now facilitating long-term monitoring of 
cellular adhesion and migration.254 Development in fluorescence 
microscopy led to the emergence of total internal reflection fluo-
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rescence (TIRF), which with greater resolution could map mem-
brane topography and cell-substrate contacts of living cells255 by 
relying on the evanescent wave of a laser beam with an angle of 
incidence giving rise to total internal reflectance. This approach 
makes it possible to selectively excite fluorescent labels on the 
surface of the basal plasma membrane of an adhering cell without 
increased background fluorescence due to excitation of the non-
adsorbed fluorophores in the bulk solution around the cell. Anoth-
er technique that has become an important tool in cell biology with 
applications in the study of cellular adhesion and migration is con-
focal laser scanning microscopy (CLSM), which allows selective 
detection of excited fluorophores in one focal plane at a time.256 
Through the application of convolution techniques, images from 
individual focal planes can be combined to yield a three-
dimensional view of the cellular adhesion zone. Further instrumen-
tal developments have merged CLSM and TIRF,257 facilitating 
even more accurate studies of cellular adhesion.258 

(ii) Study of Cellular Morphology  

Aside from effects on the CCs and FAs, cellular adhesion 
changes the overall cell morphology. This is mediated through the 
integrins to the cytoskeleton. Phase contrast259-261 and bright-
field262 microscopic observations have been applied as a method 
for evaluating the effect of different surfaces or biochemical re-
sponses on cell morphology. Changes in morphology can be regis-
tered as an increase or decrease in the footprint area of individual 
cells, i.e., cells become either more or less spread, as well as 
change the shape from fusiform to more roundish shape. Since 
morphological changes reflect the status of the cytoskeleton, fluo-
rescence staining using suitable antibodies has been employed in 
evaluating cellular responses that are reflected in adhesion. Both 
conventional fluorescence (epifluorescence) microscopy263,264 and 
CLSM265,266 have been used for visualizing the stained cytoskele-
tons. Combination of microscopic techniques with time-lapse vid-
eo monitoring260, 263, 267, 268 has facilitated the development of four-
dimensional monitoring of cellular adhesion and migration269, i.e., 
the three-dimensional microscopic images obtained using CLSM 
can be generated with a temporal dimension. Aside from light and 
fluorescence microscopy, SEM has been utilized for observing the 
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morphology of fixed cells.265 A new technique that facilitates ob-
servation of morphological changes using live cells is atomic force 
microscopy (AFM), which allows probing of cellular morphology 
in either contact mode, using a constant vertical deflection of the 
AFM cantilever tip, or by performing indentation experiments, 
during which the cantilever tip presses the soft plasma membrane 
until it reaches the harder cytoskeleton.270 The contact mode yields 
height images that correspond to the true cellular morphology, 
whereas indentation experiments yield force distance curves, pri-
marily reflecting the structure of the cytoskeleton instead of the 
true morphology of the studied cell.271 The AFM technique has 
been employed in studying the dynamics of the cytoskeletal organ-
ization of adhering cells,272-276 the mechanical pulses in single car-
diomyocytes,275 the migration of fibroblasts277 and the mitotic cy-
cle of adhering cells.278,279  

(iii) Study of Cellular Adhesion Forces  

The study of forces involved in cellular adhesion elucidates 
the strength of the bonds formed between cell surface receptors, 
such as integrins, and the components of the ECM. Another area of 
interest is the interaction between cells and artificial surfaces. The 
developed methods can be divided into applications for cell popu-
lations and single cells. These approaches are used for either ob-
taining general knowledge regarding adhesion forces on different 
surfaces or studying the effects of different chemicals on the cyto-
skeletal organization and cell surface receptors. In the study of 
adhesion forces on population level, the general procedure is to 
apply different detaching forces and determine the fraction of cells 
remaining adherent. This yields a curve of percent adhesion as a 
function of the applied force. The detaching forces have been ap-
plied using, e.g., shearing in a laminar flow,280 centrifugation in a 
specially constructed centrifuge281,282 or spinning on a disc.283 On 
single cell level, the utilized methods initially involves pulling or 
suction of cells from the growth substrate using, for instance, mi-
croneedles284 or micropipettes,285-287 allowing accurate determina-
tion of the adhesion force down to the order of magnitude of 
piconewton. The more recent instrumental development has made 
especially AFM significant in determining cellular adhesion forces 
by using cantilever tips modified with ligands, such as conca-
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navalin A288 and beads coated with vitronectin289 or collagen,290 
that can bind to the cell surface more strongly than the cellular 
adhesion force to be measured. 

(iv) Study of Cell-Substrate Interactions 

The above presented techniques to study cellular adhesion 
have found wide usage in cell biology and biophysics. They have 
provided valuable information regarding the fundamental behavior 
of the phenomenon and the different factors affecting it. These 
techniques suffer, however, from labor-intensive procedures, low 
throughput, inability to be automated, and in many cases need of 
expensive instrumentation. Additionally, they primarily provide a 
possibility for endpoint detection instead of real-time detection of 
cellular dynamics involved in adhesion and migration. As a special 
example can be mentioned AFM-based monitoring of the dynam-
ics in cellular migration.277 Generally, the method facilitates ob-
servations on only one cell at a time, and despite attempts to im-
prove the throughput by only scanning a small portion of the over-
all cell area, it is time consuming to monitor the organization of 
the cytoskeleton as a function of time. The temporal resolution is 
not by far sufficient for studying fast biochemical responses re-
flected in cellular adhesion. Hence, these methods cannot provide 
the necessary tools for activities involved in toxicological testing 
and HTS in drug discovery.291 

Due to the involvement of cellular adhesion and reorganiza-
tion of the cytoskeleton as response to different surfaces as well as 
cellular effectors that trigger, or modulate cellular signaling 
through the activity of, e.g., GPCRs, monitoring of cell-substrate 
interactions has gained significance in drug screening. Three 
methods, quartz crystal microbalance (QCM), optical waveguide 
lightmode spectroscopy (OWLS) and electrical cell-substrate im-
pedance sensing (ECIS), have emerged since the 1980’s, providing 
means for quantitative real-time monitoring of cell-substrate inter-
actions without using fluorescence labeling. 

(a) Quartz crystal microbalance (QCM) 

The central functional part of a QCM system is a sensor made 
of an oscillating quartz crystal disc coated with metal, such as 
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gold, on both sides. The oscillations of the disc at the fundamental 
frequency on megahertz level are driven by a sinusoidal potential 
poised between the metal surfaces. The change in the resonance 
frequency (Δf) of the disc is directly proportional to the added 
mass load (Δm) on the surface according to Sauerbrey equation,292 
which is strictly valid for thin films, such as chemical surface 
modifications293 and adsorbed proteins.294 In the case of layers 
with viscoelastic properties, such as cells, the oscillations undergo 
damping caused by dissipation of energy due to frictional forces295 
and described by a damping factor ΔR, measured as resistance. 
When QCM is used to monitor cellular adhesion, the observable 
effects are a decrease in Δf and an increase in ΔR. Aside from 
studies of cellular adhesion and spreading on different surfaces,296-

302 QCM has been employed in monitoring responses to cellular 
effectors, such as nocodazole,303 which causes disintegration of the 
cytoskeleton, and paclitaxel, a chemotherapeutic substance initiat-
ing apoptosis.304 Cellular responses that result in alteration of the 
cytoskeletal organization are reflected in Δf and ΔR in a concentra-
tion-dependent manner, yielding sigmoidal concentration-response 
curves. Instrumental development has made it possible to more 
accurately determine the behavior of cellular adhesion by monitor-
ing Δf and the energy dissipation due to the viscoelasticity (denot-
ed by ΔD) of the cell layer simultaneously at the fundamental fre-
quency and several overtones (QCM-D).294  

(b) Optical waveguide lightmode spectroscopy (OWLS) 

In an OWLS system, a layer of an optically dense material 
(waveguide), such as TiO2, with a refractive index higher than that 
of the medium above it, is coated on a support. At a certain critical 
angle of incidence, a plane-polarized laser beam is totally reflected 
at the interface and guided to propagate inside the waveguide.305 
At the surface of the waveguide, an optical grating diffracts and 
couples the light that propagates in the waveguide, generating a 
multitude of internal reflections. The light propagating inside the 
waveguide generates an electromagnetic field, referred to as an 
evanescent wave (the generated evanescent wave is based on the 
same physical principle as the one utilized in TIRF) that causes a 
perturbation in the medium-waveguide interface,306 interacting 
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with materials deposited at the interface. The evanescent wave can 
penetrate into the medium beyond the interface to a depth propor-
tional to the wavelength of the utilized laser beam,307 being about 
100 nm for a laser beam with the wavelength of 633 nm.291 Depo-
sition of new material, such as proteins,308 at the waveguide-
medium interface causes a change in the refractive index of the 
interface, consequently generating a phase shift in the evanescent 
wave.306 The change in the angle of incidence needed for maintain-
ing the evanescent wave in phase serves as a measure of the 
change in the refractive index, giving a direct correlation with the 
amount of material deposited at the interface. The same principle 
applies to monitoring of cellular adhesion on the surface of an 
OWLS sensor. Cellular adhesion and spreading increase the refrac-
tive index due to an increase in the occupied area, whereas the 
response to compounds, such as colchicines that disrupts the cyto-
skeletal structures, shows the opposite effect, i.e., due to the dis-
ruption of the cytoskeleton, the cells become more roundish, which 
decreases the occupied area, and hence the measured refractive 
index.309 Applications of OWLS in studying cellular adhesion 
range from adhesion and spreading of different cell lines309-312 to 
monitoring of cellular growth311,312 and the effect of toxic chemi-
cals.309,311,313 

(c) Electrical cell-substrate impedance sensing (ECIS)  

Impedance-based monitoring of cellular adhesion, spreading 
and motion originates from the first published experiments by Gie-
aever and Keese in the early 1980’s.314,315 The initial motivation 
was the lack of temporal and spatial resolution in the conventional-
ly employed microscopic techniques to detect the subtle and tran-
sient morphological changes caused by biological phenomena. 
Impedance measurements are conducted by applying sufficiently 
low frequencies (f) of sinusoidal ac potential, where the modula-
tion of the interface impedance is the primary contributor to the 
measured values. The basis for impedance measurements to moni-
tor cellular adhesion, spreading and motion is related to the insu-
lating properties of cell membranes. Generally, the behavior of a 
cell layer on electrodes is modeled as a resistor and capacitor in 
series. Impedance (Z), which is the transfer function relating the 
applied sinusoidal potential to the recorded current response, is  
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Figure 21. A schematic illustration of the usual measurement circuit for impedance 
monitoring of cellular adhesion, showing a cell culture platform with cells on a 
small WE and a large CE. The measurements are made using a lock-in amplifier 
with a function generator for applying the sinusoidal potential and a phase sensitive 
detector for detecting the in-phase and out-of-phase potentials that are proportional 
to the real and imaginary component of impedance, respectively. A computer is 
interfaced to the lock-in amplifier for collecting data. In order to limit the current 
cells encounter in the system, the sinusoidal potential is applied through a shunt 
resistor in series with the electrodes. 

 
 
directly proportional to resistance (R) (Z ∝ R) and inversely pro-
portional to capacitance (C) (Z ∝ 1/C) (Eq. 14):  

 

 
C
j - R  Z

ω
= ,        ( f2  πω = ) (14) 

 
Resistance and capacitance, in turn, are inversely (R ∝ 1/A) and 
directly proportional (C ∝ A) to the unoccupied electrode area, 
respectively. Hence, an increase in the cellular coverage on an 
electrode causes an increase in the measured resistance (the real 
component of impedance) and decrease in the measured capaci-
tance (the imaginary component of impedance), causing an overall 
increase in the interface impedance. The most commonly used 
configuration for measurements is depicted in Fig. 21, showing a 
large counter electrode (CE) and a small WE, making only the 
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contribution of the WE significant for the overall impedance. In 
the initial studies of Giaever et al.,314 the CEs had an area of 2 cm2, 
while the area of the WEs was in the size regime of 10-4 cm2. In a 
usual measurement protocol, the impedance changes are monitored 
at a constant frequency, such as 4 kHz, which primarily shows a 
manifestation of increasing resistance. 

Experiments conducted and published at the early stage of 
impedance-based monitoring of cellular adhesion, such as charac-
terization of adhesion on protein coated surfaces,316,317 monitoring 
of morphological changes due to biochemical processes317 and 
monitoring of cellular motion,318 paved the way for future devel-
opments of the technique. The modeling of cellular motion was 
based on the following assumptions or simplifications:318  

(a) cells are described as disks,  
(b) only the current flowing radially between the basal cell 

membrane and the electrode and through the junctions be-
tween adjacent cells is considered significant,  

(c) the current density between the basal cell membrane and the 
electrode is considered to remain constant in the vertical di-
rection, and  

(d) capacitive current can flow through the cells.  

Figure 22 shows a schematic view of the cellular model and Eq. 
15a-d are the individual differential equations that have been de-
vised to describe the cellular behavior: 
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Figure 22. A schematic view of the model describing the behavior of a confluent 
monolayer of adherent cells. Shown are the different potentials, currents and re-
sistances that have been utilized to derive the differential equation that describes the 
cellular interaction with an electrode surface. Reprinted with permission from Ref.  
318, Copyright (1991) National Academy of Sciences, U.S.A. 
 
 
The parameters in the differential equations, indicated in Fig. 22, 
have the following significance: Vn and Vm are the electrode po-
tential and the potential in the medium outside the confluent 
monolayer of cells, respectively, V is the potential in the microen-
vironment under the basal cell membrane, In and Im are the current 
at the electrode-medium interface and the capacitive current 
through the cell layer, respectively, I is the current flowing radially 
under the basal cell membrane and the electrode and further 
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through the tight junctions between the cells, ρ is the resistivity of 
the culture medium and h is the height difference between the ba-
sal cell membrane and the electrode. The individual differential 
equations indicate the radial potential drop in the microenviron-
ment between the basal cell membrane and the electrode (Eq. 15a), 
the potential differences between the electrode, the microenviron-
ment under the basal cell membrane and the culture medium out-
side the confluent monolayer of cells (Eq. 15b-c) as well as the 
difference in current between that of the electrode-medium inter-
face and the one through the cell layer (Eq. 15d). The overall dif-
ferential equation (Eq. 16) is obtained by combining the ones pre-
sented as Eqs. (15a)-(15d): 
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The mathematical solution of the differential equation (Eq. 

16) yields the impedance (Zc) that describes the cellular behavior 
in a confluent monolayer in terms of the devised model (Eq. 17): 
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Based on the solution, the factors that contribute to cellular adhe-
sion and motion are the resistance between adjacent cells (Rb), the 
average radius of cells (rc) and the height difference between the 
basal cell membrane and the electrode (h), which is a part of the 
parameter γ. Other parameters that appear in the mathematical so-
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lution are the modified Bessel functions of the first kind of order 0 
and 1, I0 and I1, respectively. This indicates that although the pri-
mary effect of cells on electrodes is related to the occupied elec-
trode area, impedance measurements can provide detailed infor-
mation of cellular adhesion far beyond merely monitoring the 
changes in the occupied electrode area. In comparison with QCM 
and OWLS that also have been applied to monitor cellular adhe-
sion in terms of cell-substrate interaction, impedance measure-
ments facilitate more diverse biological testing of cellular func-
tions that influence adhesion. For instance, when cells undergo 
morphological changes, the only effect is not just a change in the 
occupied area, i.e., the footprint of the adhering cells. Instead, cells 
may retract the FAs transiently or irreversibly from the electrode 
surface, increasing the height difference between the basal cell 
membrane and the electrode, i.e., the microenvironment defining 
the CCs. Furthermore, in the case of cell types that form tight junc-
tions between themselves, such as endothelial and epithelial cells, 
impedance measurements can contribute to evaluating biochemical 
processes that affect the barrier function of the tight junctions. 

When utilizing the method for determining the influence of 
different cellular effectors on h and Rb, Zn is initially measured at 
different frequencies (can be done by acquiring impedance spec-
tra), Zm is obtained by approximating the cell membrane capaci-
tance as 1 µF/cm2 and rc as well as ρ are obtained from independ-
ent experiments. These initially defined values can then be utilized 
for fitting the impedance measurements on electrodes with a con-
fluent monolayer of cells (can be done by acquiring impedance 
spectra) to the model. Figure 23 shows two impedance spectra, one 
for an electrode without cells and one with a confluent monolayer 
of fibroblasts (WI-38 VA13). As the result of curve fitting based 
on Eq. 17 one can obtain Rb and γrc, which yields h. Values of h, 
calculated based on impedance measurements, have shown ac-
ceptable agreement with those performed using TIRF.318 

Since the technique utilizes the interaction of the studied cells 
with the electrode surface and the measured impedance represents 
the electrode interface impedance, the technique was originally 
termed as the electric cell-substrate impedance sensing (ECIS®)6 
and commercialized by Applied BioPhysics, Inc. As the model 
based on the differential equations implies, the technique can pro-
vide information of several biologically significant factors related 
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to cell adhesion. Applications have covered areas, such as monitor-
ing of the endothelial barrier function upon widening of cell-cell 
junctions using α-thrombin,6 effect of α-thrombin and histamine 
on focal adhesions of endothelial cells,319 motion and morphologi-
cal changes as a consequence of metabolic activity320 and changes 
in external pH,321 DNA transfection,322 electroporation,323 wound 
healing7 and toxicological testing.324-326 All of these biological 
processes comprise a combination of functional modes that affect 
the area each cell occupies as well as the distance from the growth 
substrate and the tightness of cell-cell contacts. 

In the diverse application areas mentioned above, the common 
feature has been the utilization of cells, such as fibroblasts, endo-
thelial and epithelial cells, that strongly adhere on the electrode 
surface and form tight junctions between themselves. In the case of 
cells that are poorly adherent and do not form tight junctions, such 
as PC12 cells, impedance measurements result in a low response. 
Furthermore, the formed cell layers are not necessarily confluent 
unless a high cell density is seeded on the electrodes. Different 
approaches have been tested to improve the sensitivity of imped-
ance measurements using PC12 cells. Slaughter et al. have pre-
sented an approach to bind covalently ECM components, laminin, 
collagen and fibronectin, on electrodes modified with thiols having 
an amino endgroup.327 The covalent binding was based on car-
bodiimide activation of carboxylic acid groups on the proteins and 
their subsequent reaction with the amino functionalities on the 
electrode surface. The best adherence was obtained using laminin 
covalently bound on cysteamine modified electrodes. During 
measurements using an initial cell density of 106 cells/well in an 
ECIS® platform from Applied BioPhysics, Inc., having WEs with 
a diameter of 250 µm, the real component of impedance measured 
at 4 kHz increased 1.5 fold with respect to the initial level during a 
32.4-hour culture period. However, these measurements primarily 
mapped the initial adhesion due the high cell density, hence not 
facilitating long-term culturing. Heiskanen et al. utilized an ECIS® 
platform, where the electrodes were modified with physisorbed 
branched polyethyleneimine (Mw = 25 kDa), and the initially seed-
ed cell density was 2 × 105 cells/well.21 This approach facilitated 
long-term culturing for 168 hours, during which measurements 
were conducted every hour at the frequency of 4 kHz. In the end of 
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the culture period, the real component of impedance closely 
reached a 1.4 fold increase with respect to the initial level.  

When conducting impedance measurements to obtain biologi-
cally significant information regarding cellular behaviour, data 
presentation is a crucial part of a successful protocol. In toxicolog-
ical testing conducted on fibroblasts utilizing ECIS® platforms, 
Xiao et al. noticed that toxic effects of different chemicals were 
concentration and time dependent,326 affecting both the cellular 
growth rate and the interaction between the cells and the elec-
trodes. This was reflected by the real component of the measured 
impedance. These studies led to development of the mathematical 
procedure for presenting the data obtained in impedance measure-
ments, which is described by Eq. 18, 

 
 ( ) ( ) ( )[ ]tC,η  1tC,ktC,f -t+= τ  (18) 
 

where (f(C,t)), (η(C,t)) and (k(C,t)) are the concentration and time 
dependent real component of the measured impedance, cellular 
growth rate and the change in interfacial resistance caused by an 
individual cell on an electrode, respectively. τ is the length of the 
lag phase between the cell seeding and the onset of the normal 
growth. This approach facilitated the evaluation of toxic effects 
that are either chronic or acute. In the case of chronic effects, 
η(C,t) approaches zero, whereas for acute effects k(C,t) approach-
es zero. f(C,t) at different exposure times could then be plotted as a 
function of the applied concentration to obtain a sigmoidal concen-
tration response curve that could be used for determining the IC50 
of the introduced toxicant (Fig. 24). 

Further development of ECIS® and other, mainly commercial 
systems, has shown that the main contribution of the technique is 
found in applications involved in toxicological, pharmacological 
and cell biological applications. A detailed review of systems and 
classification of applications for monitoring of cellular adhesion 
through impedance measurements can be found in a review by 
Spégel et al.32 Other commercial systems are the real-time cell 
electronic sensing (RT-CES®) from ACEA Biosciences, Inc., 
CellKey™ from MDS Analytical Technologies and adcon plate 
from Bionas® GmbH. The common feature of these systems is that 
interdigitated electrodes (Fig. 25A), covering the majority of the  
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Figure 24. A) Impedance responses of fibroblast cells to CdCl2 (panel 1), ben-
zalkonium chloride (panel 2) and NaHAsO4 (panel 3) presented as f(C,t) as a func-
tion of the exposure time (the details of the data presentation are discussed in the 
text). The applied concentrations (µM) were: CdCl2 a) 2.9, b) 4.6, c) 6.2 and d) 8.1; 
benzalkonium chloride a) 15.2, b) 18.3, c) 21.3 and d) 30.4; NaHAsO4 a) 45, b) 60, 
c) 140 and d) 200. B) Concentration-response curves at t = 16 h for the responses 
shown in B) featuring inhibition (IC50 in µM) by CdCl2 (4.0) (panel 1), benzalkoni-
um chloride (14.0) (panel 2) and NaHAsO4 (50.1) (panel 3). Reprinted with permis-
sion from Ref. 326, Copyright (2002) American Chemical Society. 

 
 

area of a cell culture well, are used for impedance measurements 
instead of a large CE and small WE. In this case, the behavior of a 
cell layer on electrodes is modeled as a resistor and capacitor in 
parallel. The consequence of using interdigitated electrodes is that 
both the CE and WE have an equal contribution to the measured 
interface impedance. This decreases the influence of the imped-
ance associated with the bulk solution328 and increases the repro-
ducibility of measurements since even a small number of seeded 
cells (shown to be detectable down to 125 cells) causes a propor-
tional contribution to the interface impedance329 (Fig. 25B). Addi-
tionally, this approach provides better possibilities for miniaturiza-
tion and parallelization necessary for effective utilization in, e.g., 
HTS in drug discovery.291 
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Applications of the systems comprise, e.g., pharmacological 
(morphological changes associated with GPCR activation induced 
by ligand binding9,330 and tyrosine kinase receptor activity331), drug 
discovery332 and toxicological329,333 studies. Figures 26A and B 
show results of impedance based monitoring of GPCR activation 
using the RT-CES® platform. In applications with RT-CES® plat-
forms, the cellular responses are described with the Cell Index 
(CI), which is dependent on the parallel resistance of electrodes 
having adhering cells (Rcell(fi)) and electrodes without cells 
(R0(fi)). The mathematical relation is shown in Eq. (19), 

 

 ( )
( ) ⎭

⎬
⎫

⎩
⎨
⎧

−⎥
⎦

⎤
⎢
⎣

⎡
= = 1

fR
fRmax  CI
i0

icell
1...Ni  (19) 

 
Each of the quantities, Rcell(fi) and R0(fi), is evaluated at dif-

ferent frequencies and the frequency yielding the maximal re-
sponse is chosen for presenting CI. Equation (19) indicates that in 
the absence of cells or in the case of no adherence, CI is zero. 
When cells are adhering, spreading and growing on the utilized 
electrode, CI increases until a confluent monolayer on the elec-
trode is formed, resulting in a leveling-off of the calculated CI. 
When different cellular effectors are introduced, CI either decreas-
es or increases from the plateau initially reached upon formation of 
a confluent monolayer. In the case of toxicants, cells become more 
rounded and /or retract from the electrode surface, which results in 
an observed decrease in the calculated values of CI. On the other  
 
 
 
Figure 26. A) Impedance responses of CHO cells to GPCR ligands histamine (H1 
receptor) (upper panel), SKF38393 (D1 receptor) (middle panel) and 8-OH-DPAT 
(5-HT1A receptor) (lower panel) in the form of normalized CI with respect to con-
centration and time,. The introduced concentrations were: histamine 30 pM, 30 nM 
and 30 µM; SKF38393 0.1 nM, 1 nM and 100 µM; 8-OH-DPAT 0.1 nM, 10 nM 
and 100 µM. B) Concentration response curves (based on normalized CI) and cor-
responding EC50 value for histamine (upper panel), SKF38393 (middle panel) and 
8-OH-DPAT (lower panel). C) Concentration response curves (based on standard 
GPCR assays) and corresponding EC50 value for histamine (upper panel), 
SKF38393 (middle panel) and 8-OH-DPAT (lower panel). D) Impedance responses 
HeLa cells to histamine (upper panel), CHO cells to calcitonin (midpanel), N1E-
115 cells to DPDPE (lower panel). Reprinted with permission from Ref. 9, Copy-
right (2006) American Chemical Society. 
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hand, if, for instance, a ligand is bound to a GPCR, the subsequent 
receptor activation results in a conformational change transiently 
increasing the membrane area in contact with the electrode sur-
face. This causes an increase in the calculated values of CI. By 
evaluating CI at different concentrations of the introduced cellular 
effector, the values can be plotted as a function of the effector con-
centration on a logarithmic scale to obtain a sigmoidal concentra-
tion response curve and further the IC50 or EC50 describing the 
cellular response as shown in Fig. 26B (corresponding concentra-
tion response curves based on standard GPCR assays are shown in 
Fig. 26C). 
 Although electrode interfaces with adhering cells have gener-
ally been described as a resistor and capacitor in series or in paral-
lel, more specialized equivalent circuits can be utilized to describe 
the behavior of cells. Wegener et al. have demonstrated the effect 
of isoproterenol (a β-adrenoceptor agonist) on aortic endothelial 
cells 334. They found that the cellular behavior could be described 
with the equivalent circuit shown in Fig. 27A, where the parallel 
resistance and capacitance, Rcell and Ccell, respectively, represent 
the presence of a cell layer with resistive and capacitive properties 
(more detailed description of the assignment of the resistive and 
capacitive properties can be found in 334 and references therein), 
CPE is the constant phase element that comprises the contribution 
of the double layer capacitance and surface roughness of metal 
electrodes and Rmed is the resistance of the bulk cell culture medi-
um. Figure 27B shows two impedance spectra illustrating the dif-
ference between an electrode without cells and an electrode cov-
ered by a confluent monolayer of bovine aortic endothelial cells. 
Values of Rcell obtained by acquiring impedance spectra at differ-
ent introduced concentrations of isoproterenol could be fitted to a 
four-parameter logistic equation of the type shown in Eq. (9) 
above to yield a concentration response curve for determination of 
EC50. As a generalization, this approach facilitates the possibility 
to characterize the behavior of different cell types to obtain an 
equivalent circuit describing their interaction with an electrode 
surface. Upon introduction of a cellular effector and acquiring im-
pedance spectra, values of a characteristic equivalent circuit com-
ponent can be retrieved and related to the concentration of the ef-
fector. Alternatively, the same approach can be utilized when, for 
instance, monitoring cellular adhesion, spreading and growth as a 
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function of culture time. For continuous evaluation of the value
cell, a  

tailor-made software interface can be utilized to fit automatically 
each acquired spectrum to an equation that describes the equiva-
lent circuit as shown in Eq. (20a) for the equivalent circuit of Fig. 
27A The contribution of the CPE has been comprised in the form 
of the empirical equation shown below (Eq. 20b), where the expo-
nent n generally can acquire values between 0 and 1, the latter cor-
responding to pure capacitive behavior. In systems with electrodes 
modified with biological entities, such as cells, n ranges from 0.8 
to 1: 
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CPE =   (20b)  
 
At present, all the commercial systems described above are 

available in a 96-well format, making the technique approach the 
needs of HTS. Realization of measurement platforms based on 
impedance monitoring provides a greater degree of freedom to 
design and fabricate systems that more easily can be combined 
with other electrochemical techniques as well as optical and fluo-
rescence monitoring. Furthermore, the thoroughly modeled and 
understood impedimetric cellular behavior on electrodes inevitably 
fuels the development of multiparameter detection systems based 
on impedance monitoring of adhesion-related phenomena, repre-
senting one of the different relevant parameters of cellular dynam-
ics. Figure 28A shows a multiparameter detection system, facilitat-
ing impedance monitoring of cellular adhesion together with capa-
bility for monitoring of changes in extracellular pH and oxygen 
level.335 Figure 28B shows results correlating the three parameters 

of the characteristic equivalent circuit component, such as R
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of cellular behavior to the effect of cytochalasin B (left panel) and 
chloroacetaldehyde (right panel). 

V. CONCLUSIONS AND FUTURE PERSPECTIVES 

This chapter has provided an overview of electrochemical applica-
tions in real-time monitoring of the dynamics of different cellular 
processes, which generally represent the cellular interaction with 
the growth environment either in the form of release of substances 
or interaction with growth surfaces or other cells. These areas cov-
er diverse applications that are relevant in cell biological and med-
ical research as well as in drug discovery activities. The function 
of amperometry and impedance spectroscopy in such applications 
is well characterized and as detection techniques they have reached 
a maturation clearly paving the way for future developments that 
not only can lift up the potentials of the techniques but moreover 
provide the development of advanced tools for biological and med-
ical research. 

In order for electrochemical techniques to find even more val-
uable biological applications in, for instance, drug discovery, they 
have to be utilized more strongly in parallelized systems that fa-
cilitate high throughput screening of cellular functions with respect 
to different cellular effectors. Considering the development of lith-
ographic fabrication techniques, parallelization based on an in-
creased number of electrodes is easily realizable. At present, how-
ever, the limitation is caused by the necessary instrumentation 
needed for the measurements. Aside from unavailability of instru-
ments that facilitate simultaneous measurements on a large number 
of electrodes, an even greater obstacle is caused by interfacing of 
miniaturized multielectrode systems to existing external benchtop 
instrumentation. In order to realize an effective parallelization of 
electrochemical measurement systems, miniaturization of the in-
strumentation needed for electrochemical monitoring is significant 
and more research is needed to realize, for instance, construction 
of single-chip potentiostats using advanced CMOS technology.336 
Furthermore, considering the ongoing development of parallelized 
microfluidic systems for cell handling and culturing,28 the only 
possible way to find an effective adaptation of electrochemical 
transducers to such systems is through fabrication of integrated  
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Figure 29. A SEM image of a carbon interdigitated electrode (IDE) 
with width/gap in the nanometer size regime. Reprinted with permis-
sion from Ref. 339, Copyright (2010) Lars Henrik Skjolding. 

 
 

measurement systems to eliminate the increasing difficulty in in-
terfacing of external instrumentation. 

Development in fabrication techniques to construct more
 electrode systems has, however, significance for future  

applications in biology and medicine. One significant area of de-
velopment is miniaturization of planar interdigitated electrodes 
(IDEs) to achieve the gap/width size regime of ∼100 nm. When 
approaching such dimensions, a considerable increase in signal 
amplification is achieved.337 However, the already constructed 
nanometer sized IDEs are based on metal structures, which due to 
the formation of a galvanic system between the gold or platinum 
based electrode material, and the chromium or titanium adhesion 
layer, have a very short life time, making them incapable of sus-
taining the conditions during biological experiments. Development 
of carbon based electrode materials by pyrolization is a new area 
of development which in combination with electron beam litho-
graphic definition of electrode areas338 (Fig. 29) has shown prom-
ising future perspectives that could facilitate more advanced bio-
logical experiments. Aside from better stability in comparison with 
corresponding metal electrodes, carbon as electrode material is 
also superior to metals in, for instance, DA exocytosis monitoring 

advanced
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since no additional electrode modification is needed to facilitate a 
nearly reversible DA electrochemistry, which in the case of metal 
electrodes is not easily achievable despite chemical modifica-
tions.20  Upon  fabrication of carbon based IDE arrays with dimen-
sions in the nanometer size regime combined with surface pattern-
ing, exocytosis studies on neurons or differentiated NSCs could 
potentially be conducted by individually addressing different den-
dritic structures to achieve enhanced spatial control over the exo-
cytotically active zones as schematically visualized in Figure 30.  

Development of electrochemical techniques and electrode sys-
tems has predominantly aimed at utilizing planar electrodes to 
detect, e.g., extracellularly secretion of biologically significant 
molecules. Although such systems and experiments can provide 
specialized information regarding cellular dynamics, they are, nev-
ertheless, limited in the scope of experiments that can be conduct-
ed, and hence in the depth of biological queries. A future devel-
opment that ultimately can improve the depth of biological infor-
mation gained by electrochemical measurements will involve di-
rect electrochemical experiments in the intracellular environment 
using 3D electrodes in the nanometer size regime suitable for in-
quiries on the single cell level. Figure 31 illustrates a vision to 
conduct intracellular electrochemical measurements using 3D elec-
trodes. If these are utilized in amperometric and impedance spec-
troscopic measurements, they could facilitate experiments that can 
provide direct information regarding synthesis of biomolecules, 
such as mRNA and proteins, in real-time to reveal the turnover on 
single-cell level. Furthermore, if such electrodes are combined 
with an actuation system to guide their insertion into cells, they 
could facilitate intracellular experiments on single cells in a popu-
lation of adherently growing cells.  

 
 

Figure 30. (Upper panel) A schematic view of a neuron being addressed with indi-
vidual nanometer sized IDEs, the dimensions of which are in the size regime of the 
neuronal dendrites. (Lower panel) A schematic view of the functional principle of 
dopamine (DA) detection using IDEs: The digits on one side of an IDE are poised 
at a potential, at which DA is oxidized, while those on the other side are poised at a 
potential, at which the oxidized form of DA is reduced. When DA is oxidized, the 
oxidized form diffuses to the digits beside to undergo reduction to DA. This recy-
cling between oxidation and reduction continues, amplifying the generated am-
perometric current, hence increasing the sensitivity when very small quantities are 
to be detected. 
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Figure 31. A schematic view of a future approach, where the dynamics of cellular 
processes on single-cell level can be studied using both extra- and intracellularly 
placed electrodes. The former approach applies nanometer sized electrodes capable 
of addressing a part of a cell, while the latter utilizes nanometer sized 3D electrodes 
capable of penetrating the cell membrane to address directly the intracellular chem-
ical species, facilitating monitoring of processes, such as mRNA and protein syn-
thesis. When the utilized 3D electrodes are combined with an actuation technique to 
move them vertically, the technique provides possibility to address single cells in a 
confluent monolayer of adherent cells.  
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1. INTRODUCTION 

Electron transfer1-7 by thermally activated hopping through local-
ized centers is a common motif that occurs over a broad spectrum 
of matter such as non-conducting crystalline solids, amorphous 
glasses, fluidic/viscous liquids, and biomolecules. This basic kinet-
ic motif is an essential element for a broad variety of vital biologi-
cal and technological processes.8-10 New directions in electrochem-
istry, a discipline which has contributed greatly to developing the 
theoretical underpinnings of charge-transfer phenomena,1-7,11-13 
promise to reveal important features of electron transfer (ET) in 
biomolecular redox chains. This new frontier in electrochemistry, 
which has been developing over the past two decades,14-53 uses 
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 chemically tunable, nanoscopic electrode structures for addressing 
fundamental questions in charge exchange between electrodes and 
biomolecules.14-21,54-88 

Electrochemical methods offer several well-recognized (tradi-
tional) advantages over homogeneous approaches for elucidating 
charge transfer processes. Two of the more important advantages 
are: 

• the ability to study a single redox-active component by us-
ing an electrode to act as the other reactant;1-13and 

• the ability to gradually vary the redox potential (electrode 
overvoltage); this feature allows for the smooth variation of 
the reaction free energy, ΔGo .1-13 

Classical heterogeneous approaches also have some clear dis-
advantages. Noteworthy are  

• the strong impact of the electrode/solution interfacial poten-
tial drop on the ET process, especially in the free diffusion 
regime for which it complicates the over-all kinetic analy-
sis;2,11-13 and 

• possible changes in the redox-active molecules upon ad-
sorption to an electrode; in particular the adsorption of bi-
omacromolecules, such as proteins, can lead to their dena-
turation/inactivation.16-18 

The above mentioned disadvantages can be largely eliminated 
through self-assembly techniques that coat the electrode with a 
biocompatible surface, vide infra. One common method uses thio-
late groups, which form weak covalent bonds with surface-
exposed atoms of metal electrodes; e.g., of Au, Ag, Hg, etc.,14-88 
and lead to the formation of almost perfect (defect-free) quasi-
crystalline self-assembled monolayers (films)⎯SAMs. The chem-
ical and physical properties of these films can be modified to pro-
vide additional control over the electron transfer. These include the 
variation of  

• the chemical identity and composition (mixing/dilution) of 
the SAM terminal groups that are presented to the solution 
(electrolyte); e.g., they can be manipulated to control the 
binding position and orientation of biomolecules;54-88 
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• the strength of the protein/SAM terminal group interaction, 
which can change the mode for the protein’s electron ex-
change with the electrode (e.g., freely diffusing versus irre-
versible binding regimes); 54-88 and 

• the SAM thickness, which can be varied by changing the 
length of the chemical modifiers through a homologous se-
ries (e.g., −CH2−), implying variation of physical properties 
like electrical conductivity (insulating ability).54-88 The 
SAM’s conductivity can be varied through the chemical 
properties of the SAM chains (e.g. their degree of conjuga-
tion, their mixing, their cross-linking, etc.) also.48,49 

The development of SAM-coated electrodes has enabled fun-
damental and applied studies of biomolecular ET mechanisms, and 
offers many promising opportunities for creating arrays of redox 
active biomolecules. Recent reviews16-22 provide an excellent in-
troduction and overview of how electrochemical methods bring an 
important new capability to the exploration of protein mechanism. 
As methodologies to immobilize proteins14,84-88 improve so that 
one has better control over protein orientation and spatial place-
ment on an electrode surface, the detail and precision of funda-
mental questions that can be addressed will improve and the appli-
cations of electrically wired protein arrays will increase. This re-
view focuses on studies by the authors and others that use elec-
trode/SAM assemblies to explore fundamental aspects of the elec-
tron exchange between electrodes and redox active molecules; 
most particularly, proteins. These new findings identify a need to 
generalize modern charge transfer theory and bear on the use of 
electrochemical methods in modern bioengineering and biomedi-
cal applications. 

Even the very first applications of SAM-based electrochemi-
cal systems enabled fundamental testing of basic features of con-
temporary charge-transfer theory.1,4-6 For example, studies of the 
ET rate as a function of SAM thickness revealed that the nonadi-
abatic (diabatic) mechanism, or electron tunneling, is the rate con-
trolling step for long range ET. In this limiting case, theoretical 
considerations predict a distinct experimental signature, an expo-
nential decay of the ET rate constant, ket, with the ET distance: 

 
  ( )[ ]oeNAET RRk −−∝ βexp)(  (1) 
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where Re is the ET distance, Ro is the ET distance at the closest 
approach of the redox-active couple to the electrode, and β is the 
decay parameter, normally of the order of ca. 1 Å-1 (within a series 
of congruent systems). Indeed, numerous experiments involving 
small redox species and redox-active proteins, which are immobi-
lized onto electrodes with SAMs of variable thickness, have con-
firmed this fundamental prediction.1,5,18,23-46,51-53,57-63,66-79 We note 
that the constraints imposed by minor SAM defects, which can be 
very important for small freely diffusing redox species, is less se-
vere for bulky biomolecules and/or irreversibly attached redox 
species. 

Until recently, the mechanism(s) controlling short-range ET, 
either at bare conductive electrodes (mostly implying small redox 
species), or SAM-modified metal electrodes (both simple model 
systems and redox-active biomolecules), has remained more con-
troversial. A generalized version of the classical ET theory89-98 
accounts for a change in the inherent reaction mechanism with a 
gradual increase of electrode-reactant electronic coupling. The 
model systems allow the coupling to be tuned by changing the 
SAM thickness from thick (weak coupling/long range ET) to thin 
(strong coupling/short range ET) and in essence explore the con-
nection between different ET limits.23-47,51-53,58-63,66-71,74-83 Provided 
that the ET process remains a single barrier-crossing event, the ET 
kinetics can display a dependence on nuclear dynamics and medi-
um friction (so called dynamic control), which in the extreme be-
comes the rate limiting step. In this limit, one may write the rate 
constant as 

 
   effDCETk ν∝)(  (2) 
 

where νeff is the effective nuclear vibrational frequency for the 
barrier crossing. In any case, the friction control in soft-matter (in 
contrast to non-conductive crystalline solids, e.g., Ref. 99) is in-
trinsically related to viscosity control in the sense that the same 
relaxation modes affect the phenomena of ET and viscous flow 
(see Section II). This feature is captured by Eq. (3): 
 

  δη −∝)(DCETk  (3) 
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where η is the zero-frequency, bulk shear viscosity and δ is an 
empirical parameter with values between 0 and 1 (see Sections II 
and V for further details). Thus, a correlation of the rate constant 
with the macroscopic (or microscopic) viscosity is a signature for a 
friction-controlled ET mechanism, given that the ET event is not 
complicated by other barrier crossing processes such as mass 
transport, conformational rearrangement,59,100-104 or proton coupled 
ET.61,62,105 For biological ET processes, the bulk (macroscopic) 
solution viscosity106-111 or applied hydrostatic pressure112,113 affect 
the proteins’ internal (local) viscosity (certainly, temperature has a 
comparable impact,106 however it can be masked by thermally ac-
tivated barrier-crossing along other degrees of freedom) and ET 
control occurs through a protein friction mechanism80,81,83,111 (see 
Sections II, V, VI and VIII below), which is the biological coun-
terpart of the friction controlled mechanism. 

A viscosity dependence (Eq. 3) can also be accounted for by a 
conformational gating mechanism,100-104 which arises from an ex-
tra barrier-crossing event (e.g., macromolecular intra- or intermo-
lecular rearrangement) that is not intrinsically coupled with ET but 
may be rate limiting. In this mechanism the effective rate constant, 
keff, is also proposed to become independent of Re (Eq. 2) and de-
pendent on η.58,59,66,67,101-103,112-114 A number of examples of rigor-
ously confirmed conformationally gated ET have been report-
ed101,103 and it appears to be of considerable biological importance; 
however, conformational gating should be considered as a special 
case compared to the more general adiabatic ET mechanism that 
has an essentially universal origin.89-97 Regrettably, as far as bio-
logical ET is concerned, except for several cases limited to differ-
ent cytochrome c assemblies74,76,78,80-82 and azurin,83 the friction 
controlled mechanism has not been discussed or demonstrated 
unequivocally. In fact, viscosity-dependent kinetics (also exhibit-
ing a weak dependence of the rate on the SAM thickness) is often 
interpreted as arising from a conformational-gating mechanism 
without relevant experimental cross-testing or analysis to ascertain 
whether it could arise from a friction controlled ET mechanism. 
Given the numerous model electrochemical processes occurring at 
bare metal electrodes (i.e., for the case of maximally strong elec-
tronic coupling, for which the dynamically controlled (friction 
controlled) nature of the ET event has been reported), the friction 
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controlled mechanism should be considered for biological ET.114-

136  
This chapter reviews details of the theoretical background for 

a mechanistic understanding of heterogeneous ET, some selected 
(most commonly exploited) methodological aspects, and the re-
sults from some systematic studies of nanoscopic elec-
trode/SAM/protein film, from which a mechanism change from 
tunneling control to friction control has been identified. It should 
be mentioned that the ability to observe a mechanism change 
through a series of congruent systems is unusual, as compared to 
the case of homogeneous solution systems (see Refs.108,137) for 
which systematic variation of fundamental ET parameters is very 
restricted.  

II. THEORETICAL BACKGROUND 

1. General Mechanistic Survey 

In a general form, the rate constant for nonbiological and biologi-
cal ET may be cast in a thermally activated form that is valid with-
in the range of commonly used temperatures:1-7,138-145 

 

  )exp( )( RTGAk EXPaET Δ−=  (4)  

 
where ΔGa(EXP)

 is an experimental activation free energy, and A is a 
pre-exponential factor whose form is specific for the ET mecha-
nism (see e.g. Eqs. 1 and 2 above, vide infra). The first successful 
theoretical treatments of the electrochemical electron transfer used 
either a potential energy curve approach3,140 or a density of states 
approach.138,141-146 In both treatments, the Condon approximation 
was applied and the rate constant contained a pre-exponential fac-
tor that could be written as the product of a nuclear frequency fac-
tor (associated with nuclear motion through the transition state), 
and an electronic factor (associated with the strength of the elec-
tronic coupling); see Refs. 1-7, 138-140 Some later workers89-92,94-

97 (see Refs. 5, 6, 93 for reviews) extended the electrochemical ET 
theory, in the spirit of a Kramers stochastic approach,147 to account 
for frictional coupling and searched the conditions for a changeo-
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ver between the limiting mechanisms. Recently, Mishra and Wal-
deck98 have compared various theoretical approaches to electrode 
ET, and proposed a unified model that accounts for the electro-
chemical ET rate in all four of the commonly discussed limiting 
cases, namely (i) TST adiabatic, (ii) non-adiabatic, (iii) friction 
controlled barrier, and (iv) friction controlled cusp case, and inter-
polates among them. For biochemical ET, however, the more gen-
eral term dynamical control is preferred and is taken to account for 
peculiar features of the heterogeneous protein/solvent environ-
ment, vide infra).  

To simplify, yet retain physical sharpness, we use an approach 
that interpolates between the nonadiabatic (weak coupling limit) 
and dynamically controlled limit to write the rate constant as:76,80-83 
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where Hif is the electronic coupling matrix element, λ is the overall 
reorganization free energy (to be specified below), and ρm is the 
density of electronic states in the metal (electrode). The activation 
free energy ΔGa

* is written as:1-7,138,139 

 

  
( )

ifa HGG −
Δ+

=Δ ∗
λ

λ
4

2
0   (6) 

 
where ΔGo is the reaction free energy. Note that we distinguish 
between ΔGa

* and ΔGa(EXP) because the latter term may contain 
contributions different from that shown by Eq. (6), vide infra. Un-
less otherwise noted, this review considers the special case of ΔGo 
= 0, which is also indicated by the superscript ‘o’ for ko

ET in Eq. 
(5) and hereafter; see also Section III below. 

The relative importance of the electron tunneling and the nu-
clear friction (solvent/medium relaxation) within this simplified 
model can be gauged by an adiabaticity parameter g, which is giv-
en by 76,80-83  
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where the effective frequency νeff is related to a single or several 
relaxation process(es) in the vicinity of the reaction zone that is 
(are) intrinsically coupled to electron transfer (see also Refs. 5, 6, 
89, 92-94). In the nonadiabatic (NA) limit, g << 1, one finds that:  
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in which 
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where Hif is the electronic coupling magnitude at the electron 
transfer distance Re, and Hif

0 is the electronic coupling at the elec-
tron transfer distance Ro. This result leads directly to Eq. (1). In the 
dynamically controlled (DC) limit, g >> 1, one arrives at the equa-
tion: 
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While νeff is most often correlated with the solvent, or medi-

um, viscosity, this relation may not always be simple. Mishra98 has 
suggested using a Kramers form for νeff because it interpolates 
naturally to the transition state theory limit; however, it has been 
more common to use a simple Debye form,148 namely: 
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Here, η is the solvent viscosity, εs is the static dielectric constant, 
ε∞ is the high-frequency dielectric constant, and Vm is the molar 
volume. For the case of Debye-like solvents νeff is associated with 
the longitudinal dielectric relaxation time, whereas for the case of 
slowly relaxing media with several or a distribution of relaxation 
times (e.g., viscous molecular liquids, ionic liquids, biomolecules, 
etc.), it can be associated with a combination of slower diffusional 
or quasi-diffusional modes that are linked to the local and/or bulk 
viscosity.149 From this formalism Eq. (2) can be deduced with δ = 
1. Given the likely coupling of structural and dynamical features in 
the polarization response of SAM coated electrode assemblies, it 
may not scale linearly with the viscosity; hence, it is common to 
use a power law dependence, 0 < δ < 1, Eq. (3), when correlating 
rates with the viscosity (see Sections V, VI and VIII below). 

2. The Reorganization Free Energy Parameter 

The reorganization free energy λ, which is defined in Fig. 1, is a 
basic physical parameter of contemporary ET theory.1-7,138-140 It 
arises from the complete Franck–Condon weighted density of 
states, encompassing the inner-sphere λ(IS) (reactants’ body) and 
outer-sphere λ(OS) (reactants’ immediate and distant environment) 
components:1-7,139 
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In the harmonic approximation, the inner-sphere component may 
be written as: 
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Figure 1. Schematic illustration showing key physical parameters 
that determine the probability and mechanistic character of ther-
mally activated electron transfer under the condition of zero driv-
ing force Go = 0 (implying electron exchange between the reac-
tant’s redox core and the electrode’s Fermi level.)1-7,138,140  

 
 

where r
jf  and p

jf  are, respectively, the jth normal mode force 

constant in the reactants and products, and qj is the change in 
equilibrium value of the j-th normal coordinate. The outer-sphere 
component (OS) is connected with the medium’s polarization re-
sponse, and without specification of the medium’s composition 
one may write it as:1-7,139 

 
   (OS)  (e)2 F[op(i), s(i)] V)DD( PR d2  (14) 

 
where e is the net charge transferred in the course of the elemen-
tary step, op(i) and s(i) are optical and static dielectric constants of 
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the ith component of the medium (including SAM interior, protein, 
solvating water, etc.), DR and DP are dielectric displacement vec-
tors for the reactant and product states, respectively, and dV is the 
reactant/product cavity differential volume. In a simple model, 
which represents the reactant species by spherical cavities im-
mersed in a dielectric continuum,1-7,139 the outer sphere reorganiza-
tion energy is given by: 
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where NA is Avogadro’s number, Δe is the net charge transferred, 
and a is the effective radius of the reactant sphere (e.g., a = 4.3 Å 
for Fe(CN)6

3-/4-). A more sophisticated treatment of reorganization 
effects, developed by Liu and Newton,150 models the redox couple 
by a sphere of radius a and the electrode/SAM/electrolyte junction 
by a three-zone pattern to specifically account for the role of al-
kanethiol spacers. This model gives rise to the following expres-
sion  
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d is the distance from the redox species to the SAM/solution sur-
face (for adsorbed redox species, a = d), L is the film thickness, 
and ε is the dielectric constant, where the superscripts of op and st 
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correspond to optical and static, and the subscripts I, II, III corre-
spond to the bulk solvent, the film, and the electrode, respectively. 
For a Au/alkanethiol SAM/aqueous electrolyte assembly, reasona-
ble parameters are st

Iε = 50 or 120, op
Iε = 1.8, =ε=ε op

II
st
II  2.25, 

∞=ε=ε op
III

st
III . Some estimates of the reorganization energy by 

this model with values of I
Sε = ∞ (metal), II

Sε = 2.25 (SAM film), 

and III
Sε = 78 (substitution of the latter value by III

Sε = 20 for the 
diffuse part of the double layer, which is taken to begin at the outer 
border of SAM films, does not change the numerical result signifi-
cantly) are depicted in Fig.11A.  

These two models for λ(OS) (through Eqs. 15, 16, and 17) give 
similar results for the case of small model redox-active species that 
exchange electrons with SAM-coated metal electrodes at compa-
rable reactant-electrode separation distances, Re (or d).47 The rea-
son for this outcome probably originates from the small contribu-
tion from the SAM and metal components (since, =ε=ε op

II
st
II 2.25 

and ∞=ε=ε op
III

st
III , vide supra). Because of the heterogeneous and 

irregular dielectric properties of protein, protein/electrolyte, pro-
tein/SAM, or protein/electrolyte/SAM assemblies, it is more chal-
lenging to make rigorous theoretical estimates of λ(OS). Recent 
work shows that calculations of λ(OS), and the impact of tempera-
ture and pressure on it, are becoming available for globular pro-
teins in an aqueous environment.151-154 Taking into account results 
of that work and those discussed above150 (yielding Eqs. 16 and 
17), we postulate that the overall medium reorganization energy 
for triple junctions can be approximated by a summation over in-
dividual components: 
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where k indicates different contributing domains (here, solvent, 
protein and SAM interiors). Each component is described by its 
characteristic geometrical constant, Ck, and the effective dielectric 
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constants, εo(k) and εs(k). Hence, the overall value can be given by 
λ(OS) = λProtein + λSolvent + λSAM, where the three contributions repre-
sent the protein, solvent, and SAM interior, respectively. While 
this approximation is limited, an insightful segregation (e.g., inclu-
sion of some water molecules into the protein contribution) of a 
multicomponent system can lead to this approximation being quite 
reasonable. 

3. Temperature, Viscosity, and Pressure Effects 

Given the considerations above, a viscosity dependence of the ET 
rate constant is an experimental signature that can be used to dis-
tinguish between the nonadiabatic and solvent controlled ET 
mechanisms. It is well-established that a solution’s microscopic 
viscosity in the vicinity of dissolved redox species can be readily 
affected through the variation of temperature and pressure, or by 
adding viscogenic materials like glycerol, sugars, etc. Numerous 
systematic studies by a variety of authors106-111,155-163 indicate that 
the internal dynamical properties of proteins, such as characteristic 
relaxation time distribution, can be altered by such factors also. 
Indeed, these three factors have a significant impact on the intrin-
sic protein viscosity, hence on kET(DC) and ΔHa(EXP), and provide the 
necessary information for distinguishing the two extreme ET 
mechanisms. However, a viscosity dependence does not constitute 
a proof that the solvent controlled ET mechanism is operative, 
because some other process, e.g., conformational gating, that is 
not directly coupled to ET may exhibit a similar kinetic signature 
regarding the effective rate constant of ET, kET(eff). While it is diffi-
cult to distinguish the two mechanisms in homogeneous (solution) 
systems,107-109,112-114 electrochemical methods provide a way to 
distinguish them, e.g., through an overpotential dependence, a scan 
rate dependence of the voltammetry, etc.164-167 Such complemen-
tary information is needed and often can be provided by linking 
our modern understanding of ET theory with the electrochemical 
standard data analysis, including the basic concept of a finite reor-
ganization free energy (related to the parabolic free energy surfac-
es, Fig. 1, that is the calling card of the Marcus theory).1-7,138,139 

From Eq. (5) it follows that when the nonadiabatic mechanism 
operates, the dependence of the pre-exponential term on the tem-
perature is weak (proportional to T 1/2), and in comparison to the 



118    

exponential term can be neglected. Under this assumption and in 
the spirit of the Arrhenius equation, one can write:168,169 
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in which ΔHa(EXP) is an experimentally determined (effective) val-
ue of the activation enthalpy. Under the specified conditions, it 
holds that ΔHa(EXP) = ΔHa(NA) where the latter term is directly relat-
ed to ΔGa (ΔGa = ΔHa −Τ ΔSa) and λ in Eqs. (6) and (8). Both the-
oretical estimates and experimental studies170-175 indicate that λ(OS) 

(along with its inner-sphere counterpart, λ(IS)) has a weak tempera-
ture dependence. In the friction controlled limit the preexponential 
term contains the parameter νeff, which depends on the solution’s 
microscopic fluidity and/or a protein’s internal fluidity (more pre-
cisely, relaxation rates of the protein modes that are intrinsically 
coupled to the ET), hence in this case: ΔHa(EXP)  = ΔHa(DC) + ΔHa(η), 
where ΔHa(η) denotes the contribution to the activation enthalpy 
from νeff (i.e., η−1 or η−δ ).76,106-109,135,168,169,185,187 

High-pressure kinetic studies provide unique information 
about the activation volumes and enable the construction of reac-
tion volume profiles, adding a new dimension to the development 
of our fundamental mechanistic understanding.176-187 It has been 
demonstrated that high pressure kinetic studies of heterogeneous 
bioelectrochemical processes are advantageous for identifying the 
intrinsic reaction mechanism for the cases of both model176-187 and 
bioelectrochemical78,79,81,111 ET processes. Let us consider pressure 
effects on the ET rate constant for both the nonadiabatic and dy-
namically controlled regimes. A phenomenological expression for 
the activation volume of any kind of microscopic barrier-crossing 
process, including ET can be defined as:177-187  
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After the substitution of Eqs. (8) and (9) and neglecting minor 
terms, one obtains:80,81,83,111,181-184 
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for the non-adiabatic case. Equation (21) indicates that the experi-
mentally measurable volume of activation, Eq. (20), may originate 
from the effects of pressure on the ET distance (here - SAM/ pro-
tein) and/or a change in the medium’s (SAM/protein/solvent) reor-
ganization energy (Franck-Condon factor). 

For the friction controlled ET limit, Eqs. (10) and (11), we can 
write that80,81,83,111,181-184 
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where some minor terms are neglected. Eq. (22) reveals that in the 
case of full dynamic (viscosity) control, Eq. (10), viscosity chang-
es arising from an increase in pressure cause a notable positive 
contribution to the activation volume, provided that viscosity is 
affected by pressure. All known liquids, with the notable exception 
of water (see Fig. 2)182,184,188-190 display such a dependence. The 
peculiar behavior of water is probably connected with its unusual 
structure.191-193 Indeed, moderately high pressure (up to 200–300 
MPa) affects mostly those structural components that are not re-
sponsible for transport properties such as fluidity and diffu-
sion.194,195 For most solvents η increases exponentially with pres-
sure,182,184 and yields a maximum net viscosity-related contribution 
as high as +20 cm3 mol-1 (as an upper limit; see also sections be-
low). Previous work111 pointed out how the insensitivity of water’s 
viscosity to pressure change around room temperature, Fig. 2, pro-
vides an opportunity to use high pressure kinetic studies to vary a 
protein’s intrinsic viscosity without altering the viscosity of the 
external (bulk) water (note that the solvating or bound water is 
considered to be part of the protein molecule.)196 Numerous exper-
imental and theoretical studies indicate that the protein, including 
its peripheral regions as part of a unified, albeit dynamic, system, 
can be viewed as a highly heterogeneous viscous liquid rather than 
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a dissolved, solid-like macromolecular substance152-163,197-201 and 
that the effective viscosity of such a complex liquid should in-
crease with increasing pressure (density), vide infra. At the same 
time, it has been well-established that proteins may denature under 
pressure conditions above 200300 MPa,202,203 yet they normally 
retain native-like conformations for moderate pressures (below 
150-200 MPa).204-207 In particular, cytochrome c has been shown to 
be stabilized by moderate pressures (under 220 MPa), provided 
that the pH is controlled.206 This fact is consistent with an increase 
in the internal protein friction with increasing pressure, vide infra 
(Sections V and VIII). Accordingly, the increased hydrostatic 
pressure and stabilizing additive (glycerol) both cause a decrease 
in the protein free volume.204-207 We note that the protein-liquid 
analogy is a rough assumption. Certainly, because of rather dense 
packing of the protein interior,202-207 in the case of ET controlled 
by the protein’s intrinsic friction (local viscosity) one cannot ex-
pect to observe activation volumes as large as for low molecular 
weight (organic) liquids (see Sections V and VIII below). 

 
 

Figure 2. Pressure dependence of relative viscos-
ity, r, for typical solvents at 25 °C.188-190 Re-
printed with permission from Refs. 182, Copy-
right (1999) American Chemical Society. 
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4. Electron Transfer for a Freely Diffusing Redox Couple 

Although electrochemical rate constant measurements of SAM 
coated electrodes with a freely diffusing redox couple have im-
portant technical challenges, they remain an important subject of 
study because they provide valuable complementary information, 
especially where direct comparison with systems involving un-
coated (bare) electrodes is desirable. Within the framework of the 
conventional encounter pre-equilibrium model, the experimentally 
determined standard heterogeneous rate constant (see Section III) 
for freely diffusing reactant species can be written as:208-212 
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where ko

ET can be viewed as the intrinsic unimolecular ET rate 
constant, identical to that defined by Eqs. (5), (8), or (10) (that is 
the ET rate constant for fixed electrode-reactant distance), and KA 
is a statistically averaged equilibrium constant proportional to the 
probability of finding the reactant species at the reactive site near 
the electrode, usually considered as the outer Helmholtz plane 
(OHP), δRe is the effective thickness of the planar reaction zone 
(which is expected to have a value of the order of 2 × 10–9 to 10–8 
cm),209-212 reflecting the major portion of the space integral over 
the intrinsic charge transfer constant (ko

ET), and ΔGA is the equilib-
rium free energy required to bring the reactant ion to the active site 
near the electrode (presumably to the OHP). Furthermore, Zeff is 
the effective charge of a reactant ion and Φr is the effective poten-
tial at the average distance of the electron transfer (OHP). The 
formalism reflected by Eq. (23) allows one to consider heteroge-
neous ET occurring in the freely diffusing and adsorbed regimes 
almost on the same theoretical basis, albeit the methodology for 
determining ko

ET in these two cases is different (see the next Sec-
tion). In the approximation that a variation in SAM thickness does 
not change the structure and potential at the SAM solution bounda-
ry, we expect that the equilibrium parameter, KA, is constant 
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throughout the series with SAMs of variable thickness. In general, 
however, this is not the case and corrections for variable Φr and 
ΔGA, hence KA, are necessary, vide infra. Anyway, because the 
value of the scaling parameter, δRe, commonly is not known, or is 
typically evaluated by rough estimates, either the raw, or partially 
(comparatively) corrected experimental values of ko

het are correlat-
ed with well-defined variables (e.g. the SAM thickness, the tem-
perature, or the pressure) to determine the inherent physical pa-
rameters (e.g., β, ΔHa(EXP), ΔVa(EXP)) with an acceptable accuracy 
(vide infra). 

III. Methodology 

1. SAM-modified Electrodes 

For most of the kinetic studies reviewed in this chapter the stand-
ard procedures for the SAM deposition onto Au electrodes were 
applied with minor modifications (see Refs. 47, 73-76, 80-83 for 
the detailed description). The working electrodes were either cus-
tom-made Au ball47,73-76 or commercial Au disk80-83 electrodes, 
sealed into glass or Teflon, respectively. The equipment was 
standard electrochemical instrumentation unless otherwise indicat-
ed. The details of the particular systems can be found in the origi-
nal papers.47,73-76, 80-83 In nearly all cases the auxiliary electrode 
was a platinum wire and the reference electrode was Ag/AgCl. 
While some studies were performed under an inert atmosphere, the 
presence of ambient oxygen did not significantly affect the exper-
imental results. For temperatures studies, the electrochemical cell 
contained a water jacket and the temperature range was chosen to 
avoid freezing of the aqueous electrolyte solution at the lowest 
temperature and denaturation of the protein at the highest tempera-
ture. For the high pressure experiments, the high pressure vessel 
and electrochemical cell have been described.80,81,83,114,185,187 In 
brief, the working electrode (a 1.6 mm diameter gold disk elec-
trode sealed in a Teflon cylinder, BAS), the auxiliary electrode 
(platinum wire), and the reference electrode (Ag/AgCl/4M KCl) 
were sealed into the cell cap by two O-rings. The working volume 
of the high pressure electrochemical cell was 5 ml in most cases. 

D.H. Waldeck and D.E. Khoshtariya 



Electron Exchange Mechanisms between Electrodes and Proteins
 

123

The assembled pressure vessel containing the cell was placed in a 
thermostated water jacket equilibrated at 25.0±0.1 oC. All the high 
pressure experiments were performed using the Tris-HCl buffer 
which is known to withstand pressure-induced pH changes.213,214  

The typical voltammetric response for freely diffusing redox 
species at thinner SAMs (short-range ET) results in well-defined 
anodic and cathodic peaks, at low scan rates separated at least by 
57 mV (related to the diffusion-controlled fast electron exchange; 
for representative cases, see Fig. 3).215-218 ET in the freely diffusing 
regime can be justified by verifying that the background-corrected 
peak current is proportional to the square root of the potential scan 
rate217,218 (see Eq. 25 and Fig. 5 in the next Section). The dramatic 
change in the measured current density and the shape of the volt-
ammogram with the increase in the methylene number, n, indicates 
a slowing of the electron transfer rate, Figs. 3a and 3b. In some 
instances, the application of a steady-state approach217,218 has been 
reported, either in combination with the rotating disk electrode 
(RDE) technique (applicable for the case of bare electrodes with 
fast electron exchange), or in the case of thicker SAMs in which 
the peak-shaped feature disappears because of the dominance of 
ET kinetics over that of diffusion (see e.g., Refs. 47 and 81). For 
voltammograms that do not have a well-defined peak (the thicker 
SAMs in Fig. 3), the rate constant typically is calculated using data 
from the low overpotential region (initial portions of i-V curves) 
where the mass transport effect and other effects resulting in non-
linearity of the dependence of log(khet) on ΔE = E − Eo (Tafel plot) 
are negligible.217,218  

In contrast to the freely diffusing case, redox species that are 
irreversibly immobilized on SAM-coated electrodes, at small reac-
tant-electrode separations and low scan rates, display symmetrical-
ly situated well-defined anodic and cathodic peaks that arise from 
the Faradaic process of electron exchange.217-220 The surface cov-
erage by electrochemically active species immobilized at SAM-
coated electrodes can be determined by considering the voltam-
metric peak areas (θ), through Eq. (24):221 

 

   Γ = θ / (n F S v) (24) 
 

where n is the number of transferred electrons, F is the Faraday 
constant,  S  is the geometric area of the electrode, and v is the po- 
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Figure 3. Cyclic voltammograms for the electron exchange of 
freely diffusing species: (A) the model redox couple, 
Fe(CN)6

3-/4- at a Au electrode coated by –CH3 terminated n-
alkanethiol SAM with n = 2 (curve 1), n = 4 (2) and n = 8 (3), 
scan rate: 0.1 V s-1;47 and (B) cytochrome c at a Au electrode 
coated by –OH terminated n-alkanethiol SAM with n = 3 
(curve 1), n = 6 (2) and n = 11 (3), scan rate: 0.05 V s-1.81 Re-
printed with permission from Ref. 47, Copyright (2001) 
American Chemical Society and Ref. 81, Copyright (2006) 
Wiley-VCH Verlag Gmbtt & Co.  
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Figure 4. (A) Cyclic voltammograms for azurin electron 
exchange at Au electrodes modified by CH3-terminated 
alkanethiol SAMs with variable n. (a) Red curve is 1-
pentanethiol (n = 4); blue curve is n-hexadecanethiol (n 
= 15), scan rate: 5 V s-1.83 (B) Representative cyclic 
voltammograms of rat mutant K13A cytochrome c im-
mobilized on C20Py/C19 mixed monolayer modified 
gold electrodes.77 Scan rates are 0.2 V/s (green), 0.6 V/s 
(red), and 1.0 V/s (black). Reprinted with permission 
from Ref. 77, Copyright (2004) American Chemical 
Society and Ref. 83, Copyright (2010) Proc. Natl. 
Acad. of Sci. 
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tential scan rate. An increase of the ET distance (SAM thickness) 
and/or potential scan rate causes a separation of peak positions, 
Figs. 4a and 4b. In this case, plots of the background-corrected 
peak current versus the potential scan rate should display straight 
lines intercepting the origin (see Fig. 8b). This linear dependence 
can be used to verify that the redox species is immobilized, how-
ever, one should bear in mind that a decrease of the surface cover-
age, Γ, by desorption of molecules may occur over time. Such a 
process can obfuscate the linear dependence of the type given in 
Fig. 8b and may confuse the interpretation. 

In the following subsections the most widely used electro-
chemical experimental technique of cyclic voltammetry (CV) and 
fast scan cyclic voltammetry (FSCV) will be considered in some 
detail.16,18,21,22,164-166,215-220 Most of the kinetic data discussed here 
have been collected through this methodology. A detailed review 
of electrochemical techniques is beyond the scope of this chapter; 
instead we refer to other sources in which applicability of these 
and other electrochemical or hybrid (electrochemical/ spectroscop-
ic) methods (e.g., AC voltammetry, electrochemical impedance 
spectroscopy, chronoamperometry,11,12,15,22,217,218 indirect laser-
induced temperature jump technique,50-53 time-resolved surface-
enhanced resonance Raman spectroelectrochemistry19,59-61) as re-
garding bioelectrochemical devices are thoroughly described. 

2. Freely Diffusing Species 

Conventional fast scan cyclic voltammetry and the Nicholson 
method215-219 can be applied for the accurate and prompt calcula-
tion of rate constants. For simple (single step) electron transfer 
reactions a study of the i-V curve as a function of the potential 
scan rate over the range where it exhibits kinetic behavior, an in-
crease in separation of the cathodic and anodic peak potentials 
(ΔEp), can be used to calculate the standard rate constant of elec-
tron transfer (ko

het). Typically, one uses the numerically evaluated 
relationship between (ΔEp) and the Ψ function, given by Eq. (25), 
 

   2/1
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where α is the transfer coefficient, DO and DR are the diffusion 
coefficients of the oxidized and reduced forms, respectively, v is 
the scan rate and n is the number of transferred electrons. The dif-
fusion coefficients for the reduced (initial) forms of reactant ions, 
DR, can be calculated from the slope of the dependence of Ip(corr) on 
v1/2 using Eq. (26):217,218 

 

 2/12/1
2/1

)( 446.0 vDC
RT
nFnFI ocorrp ⎟

⎠
⎞

⎜
⎝
⎛−=  (26) 

 
Because the ratio for Ip(Red) and Ip(Ox) is always close to unity, espe-
cially for the case where bulky proteins are the freely diffusing 
reactants, it is reasonable to simplify by assuming that DR ≈ DO ≈ 
D. This assumption introduces minor errors in the subsequent cal-
culations using Eq. (25). Figure 5 depicts typical dependencies of 
the background corrected anodic peak current on the square root of 
the scan rate obtained for freely diffusing species, allowing for the 
determination of the diffusion coefficient, D, from slopes of linear 
plots and Eq. (26). Note that the plot’s intercept is in the origin, 
indicating a single ET process and the reactants’ free diffusion. 

Recently, Nicholson’s approach was extended to the case of 
any temperature for which the freely diffusing regime may oper-
ate.185 The numerical data (Ψ versus ΔEp) of Nicholson215 original-
ly obtained for 25oC were fitted by the following analytical func-
tion (Fig. 6a) reported by Swaddle:184 

 

   ln Ψ = 3.69 – 1.16 ln (ΔEp – 59)   (27) 
 

and subsequently recalculated to generate the curves depicted in 
Fig. 6a.185 This procedure allows for the determination of ko

het at 
different temperatures provided that the values of D are deter-
mined beforehand (either by use of Eq. 25 and Fig. 5 or by another 
method; see Refs. 217 and 218).  
 Alternatively, the values of heterogeneous rate constants, and 
simultaneously of α, can be calculated from background-corrected 
voltammograms recorded at slow scan rates, through the applica-
tion of the full computer fitting procedure (see, for example, Ref. 
184). Figure 6b illustrates the application of the standard fitting  
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Figure 5. Typical dependencies of the background-
corrected anodic peak current on the square-root of the 
scan rate obtained for freely diffusing [Fe(cp)2]+/0 (1) and 
[Fe(bipy)3]3+/2+ (2-4) with the Au electrode, in the 
[BMIM][BTA] ionic liquid as solvent, under different 
pressure and temperature conditions: (1) T = 25oC, P = 0.1 
MPa, c = 5 × 10–3 M; (2) T = 85oC, P = 0.1 MPa, c = 2 × 
10–3 M; (3) T = 20oC, P = 50 MPa, c = 3 × 10–3 M; (4) T = 
20oC, P = 100 MPa, c = 3 × 10–3 M. Rerpinted with per-
mission from Ref. 185, Copyright (2008) American 
Chemical Society. 

 
 

program available through the Autolab software. Actually, the 
original method of Nicholson can be considered as a simplified fit 
procedure using two fixed key points (peak maximum positions.) 
However, it is important to realize that the standard Nicholson 
method215,216 is based on the Butler-Volmer model11-13,217 for the 
relation between the electron-transfer rate and the electrode poten-
tial, which is a limiting case of the more general Marcus theory.1-5 
In the case of relatively small peak-to-peak separations, i.e., when 
the reaction free energy is substantially less than the Marcus reor-
ganization energy, λ , i.e., when ΔEp/2 << λ, the models give simi-
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lar results. In a more sophisticated approach developed by Savé-
ant166,217 the values of khet as a function of reaction driving force, 
ΔGo (ΔGo = −eξ, where ξ = E − E0 is the overpotential) can be cal-
culated through a convolution procedure. For this purpose, back-
ground-subtracted voltammograms are converted to sigmoidal-
shaped curves by a semi-integral convolution technique and rate 
constants at different overvoltages are calculated using Eq. (28): 
166,217 

 

 ( )[ ])(/exp1)(
)()(

0lim

2/1
EERTnFEII

EiDEkEXP −+−
=  (28)  

 
where i (E) is the experimental current, I (E) is the convoluted cur-
rent and Ilim is the convoluted limiting current Ilim = nFAD -1/2C0. 
Furthermore, estimation of the value of λ is possible through a 
Gaussian fitting of the dependence khet on ΔGo.167,185 This data pro-
cessing procedure is best applicable in cases where the diffusion 
impact is less pronounced; that is, in cases of intermediate or 
thicker SAMs rather than the thinner ones which may display ef-
fects of diffusional control (electrochemically reversible 
shape).217,185 

3.  Immobilized Species 

For the case of redox species irreversibly attached to (immobilized 
at) bare or SAM-coated electrodes, Laviron220 developed a formal-
ism that calculates the rate constant of electron transfer from the 
relationship between the peak position and the scan rate. In this 
model, like in the previous case described above, the overpotential 
is assumed to be much smaller than the solvent reorganization en-
ergy (peak separation is smaller than 200 mV). In this limit, the 
rate constant for the reaction can be determined from the equation: 
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where ΔEp is the peak separation between the cathodic and anodic 
waves. This model is consistent with the more general Marcus 
theory of electron transfer under the following conditions: 

λ<<λ<<ξ Tke Band  (where ξ is the overpotential).164,165,217 
Weber and Creager164 and Murray et al.165 developed a numerical 
treatment, which is based on the Marcus model. In combination 
with a fitting algorithm, it can simultaneously determine the values 
of unimolecular standard rate constants and reorganization ener-
gies from the dependence of the cathodic and anodic peak poten-
tials on the potential scan rate. This model also accounts for the 
population of electronic states in the metal electrode around the 
Fermi level:3,7,138,140 
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Figure 7. Numerically generated model fitting curves taking into the ac-
count Eq. 30, corresponding to different values of λ and T (K. Davis and D. 
H. Waldeck, unpublished work). 
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where f(є) is the Fermi-Dirac distribution function and єF is the 
Fermi energy. Numerically generated model fitting curves corre-
sponding to different values of λ and T are presented in Fig. 7 (K. 
Davis and D. H. Waldeck, unpublished work; for the application, 
see Ref. 83). 

Figure 8 presents typical data and fits for the blue copper pro-
tein azurin electron exchange at Au electrodes coated by undecan-
ethiol (n = 10) SAMs that display high surface coverage (ca. 10% 
error in ∆E, at higher scan rates).83 This figure also demonstrates 
the impact of the post-measurement IRS correction (according to 
Eq. 31, vide infra) on the data fitting procedure and sets a frame-
work for appreciating how much such corrections are needed for a 
proper determination of true (unperturbed) values for parameters 
ko

ET and λ (see also Refs. 217, 218, 111,185,187 for representative 
book chapters and original papers, respectively). Note that the un-
corrected values of ∆EUC (open symbols) cannot be fitted properly 
with any reasonable theoretical curve depicted in Fig. 6. In addi-
tion, it should be noted that for the case of redox species irreversi-
bly immobilized at bare or SAM-coated electrodes, both the Lavi-
ron theory220 and its Marcus theory-based extensions164,165 predict 
a linear dependence of the peak current on the potential scan rate 
(see Fig. 8b), in contrast to the case of freely diffusing redox spe-
cies (see Eq. 26 and Fig. 5). This distinct difference in experi-
mental signatures can be used to distinguish the two classes of ET 
in equivocal cases with less well-studied redox species involved as 
reactants.217,218  

The voltammetry for cases of low electrolyte concentration 
(below 0.05 M), high reactant concentration (above ca. 5 × 10-4 M; 
freely diffusing regime), and high surface coverage (above ca. 10 
pmol cm-2; immobilized regime), large separation of working and 
reference electrodes, can be significantly distorted, especially at 
high potential scan rates (effect of Ohmic polarization) causing 
notable enhancement of the peak-to-peak separation and, conse-
quently, yielding lowered values of rate constants (ko

het or 
ko

ET).217,218 When the conditions leading to large voltammogram 
distortions are unavoidable, the post measurement IRS drop correc-
tions (where RS is the solution resistance between the surface of the 
working electrode and the tip of the reference electrode) can be 
successfully applied through the electrochemical standard software 
programs  to  eliminate an error caused by the voltammograms dis- 

D.H. Waldeck and D.E. Khoshtariya 
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Figure 8. (A) The data fitting procedure for azurin electron 
exchange at Au electrodes coated by undecanethiol (n = 10) 
SAMs that display high surface coverage (ca. 10% error in 
∆E, at higher scan rates). This figure demonstrates the impact 
of the post-measurement IRS correction (according to Eq. 31) 
on the data fitting procedure. Standard errors for experimen-
tal points directly match the symbol size. Closed symbols: 
∆ECO after the proper IRS correction, yielding the values ko

ET 
= 170  5 s-1 and o = 0.3  0.06 eV (at 25oC). Note that the 
uncorrected values of ∆EUC (open symbols) cannot be fitted 
properly with any reasonable theoretical curve depicted in 
Fig. 7.83 (B) Linear dependence of the peak current on the 
scan rate for voltammograms of cytochrome c on PyC11/C10 
SAM modified gold electrodes at scan rates of 10, 20, 40, 
100, 200, 300, and 500 V/s, the temperature is 298 K.78 The 
panels (A) and (B) show the data for both anodic and ca-
thodic peaks. Rerpinted with permission from Ref. 78 (2006) 
American Chemical Society and Ref. 83 Copyright (2010) 
Proc. Natl. Acad. Sci. 

 
 

tortion, Fig. 8A.83 For a disc shaped electrode, the solution resis-
tance can be calculated using Eq. (31):222,223 
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 8. Continuation.
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where rw is the radius of the working electrode,  is the conductiv-
ity of the medium and  rr  is the distance between the working  and  
reference electrodes. As one can see from the formula above, the 
resistance of the solution is mainly determined by the solution 
conductivity and the electrode area. 

IV. MODEL REDOX-ACTIVE SPECIES AT Au/SAM 
JUNCTIONS 

 

1. Overview: The Case of Immobilized Redox Species 

Systematic studies of electron exchange between electrodes and 
redox-active metallocomplexes have deepened our understanding 
of ET with electrodes and provided us with insight into the opera-
tion of SAM/electrode assemblies, under the conditions where the 
elementary event is not complicated by a redox molecule’s slow 
conformational degrees of freedom. Such understanding has pro-
vided a framework in which to interpret bioelectrochemical sys-
tems with their additional complexity. Results for different redox 
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species, functionalized at electrode/SAM junctions in both the 
freely diffusing and the immobilized regimes are available. Elec-
tron exchange of redox species, in particular hexacyanoferrate, 
Fe(CN)6

3-/4-, and hexaminoruthenate, Ru(NH3)6
3+/2+ redox couples, 

with metal electrodes coated with alkanethiol SAMs of variable 
thickness in the freely diffusing regime have been thoroughly in-
vestigated (see Refs. 47 and 224, respectively, and for the earlier 
work⎯literature cited therein). While such systems can be quite 
susceptible to film defects, they are uniquely important because 
they have also been studied at bare Au and Pt electrodes, see Refs. 
135 and 136 and literature cited therein). Covalently tethering a 
redox moiety to the terminus of the SAM film, that is exposed 
(totally or partially, depending on the length of diluting SAM 
components) to the electrolyte simplifies the kinetic analysis, by 
eliminating diffusion and mitigating the importance of defects, and 
this approach has been widely used; however, the ferrocene (Fc), 
Fe(cp2)+/0 (cp = Cyclopentadiene), and ruthenium pyridine pen-
tamine, (Ru), RuPy(NH3)5

3+/2+ (Ru) redox couples have received 
the most activity.15,24-28,50-53  

As noted, the kinetic data obtained for SAM-immobilized re-
dox species are simpler to analyze because the rate constants, ko

ET, 
are not influenced by diffusional transport from the bulk solution 
and can be directly extracted from the voltammetric or other elec-
trochemical data. Figure 9 depicts the structural arrangement of a 
metal/SAM/electrolyte junction with a redox active component, 
Fe(cp2)+/0 or RuPy(NH3)5

3+/2+, covalently attached to some portion 
of the thiol molecules comprising the SAM; i.e., the electroactive 
thiolates are diluted by an inert SAM constituent.50-53 

While a number of workers have studied how the ET rate con-
stant between ferrocene and an electrode changes with SAM 
thickness and composition, the work of Smalley and collaborators 

has been the most extensive (see Ref. 53 for a recent review). Fig-
ure 10 shows this dependence for SAMs composed of methylenes 
(from 5 to 16), oligophenylenevynylenes (OPV), and oligo-
phenylenethynylenes (OPE). The plot of ln(ko

ET) vs. ET distance, 
calculated by using a model for the SAM thickness,53,150 reveals a 
linear dependence with a slope of ca. 1 Å-1 (typical for long-range 
tunneling, that is a nonadiabatic mechanism.)1,5,18,23-46,51-53,57-63,66-79 
The same figure presents data for ET through OPV and OPE 
bridges (π-conjugated SAMs). Rate constants in these latter sys- 
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Figure 9. Schematic representation of the elec-
trode/SAM/electrolyte junction including a mixed, 
electroactive SAM. The black dashed lines repre-
sent the inner (IHP) and outer (OHP) Helmholtz 
planes. The circles with the minus sign represent 
anions and the circles with the plus sign represent 
cations. The tethered ferrocene (ferrocenium) is 
labeled by the circle with Fc (Fc+). The water 
solvent is illustrated by a circle with a 'v' symbol. 
The plain circles are S atoms, and the alkane 
chains are represented by horizontally aligned rec-
tangles. 

 
 
tems show a slightly undulating distance dependence and are very 
nearly independent of distance for large thicknesses.50,53 

Temperature dependent studies of the rate constant have pro-
vided the activation energies (enthalpies) through an Arrhenius 
analysis, hence allowing for a separation of exponential and  
preexponential factors.50-53 Panel A of Fig. 11 shows how the acti-
vation energy changes with distance from the electrode surface. 
This distance dependence is explained by the change in reorgani-
zation energy that arises from image charge effects (see section 
2.2) and a change in coupling with distance (Eqs. 1 and 6). Panel B 
of Fig. 11 plots the preexponential factors versus the ET distance 
and reveals a plateau-like region for ET distances within 6 to 10 Å 
(SAMs with n = 5 to 9) of the electrode, for the methylene SAMs. 
The conjugated films show a weak distance dependence over the 



Electron Exchang

  

e Mechanisms between Electrodes and Proteins 137

entire range, albeit at a higher value for the preexponential term. 
The dependence in panel B might be interpreted in terms of a 
change in the intrinsic ET mechanisms; i.e., a transition from con-
trol of the rate by electron tunneling at large distance to control by 
the nuclear dynamics at short distance/higher couplings (see sec-
tion 2). From the magnitude in the rate in the plateau region, Fig. 
11B Smalley et al.51,53 have estimated that the preexponential 
component A for the cases of tethered Fc’ and Ru’ couples is of 
the order of 1010 to 1011 s-1. The graph in panel B also demarks 
their estimated value of the aqueous longitudinal polarization pre-
exponential term, ca. 5  1014 s-1;51,53 however, the value of eff for 
the aqueous longitudinal polarization time itself is ca. 1011 s-1 

Figure 10. Standard rate constants (k ET) versus ET distance (here l) at 298 
K. ILIT data for directly-linked ferrocene (Fc), filled green circles; for es-
ter-linked ferrocene (Fc’), open green circles; and for Ru’, open green tri-
angles; chronoamperometry (CA) data for Fc’, open cyan circles, and for 
Ru’ (n = 15), filled cyan triangle; cyclic voltammetry (CV) data for Fc (n = 
16), the filled lime green circle. OPV bridges attached to Fc (all ILIT data): 
filled blue, red and pink circles.53 Copyright (2007). Reproduced by per-
mission of the Roytal Society of Chenmistry. 
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around room temperature.128-130 Perhaps it is not surprising that νeff 
might be notably lower near the SAM/solution interface than 
the characteristic relaxation rate of bulk water electrolyte. For ex-
ample, the redox species covalently attached to SAM terminal 
groups may be influenced by the polarization fluctuations of water 
molecules that are partially immersed in the outer SAM interior, 
forming a more slowly fluctuating mixed phase.149 What remains 
unclear is what process(es) control the relaxation rate near the 
electrode surface; see Sections IV.3 and IV.4 below.  

2. Overview: The Case of Freely Diffusing Redox Species 

Systematic studies of electron exchange for freely diffusing redox 
couples with SAM-coated metal electrodes show a similar depend-
ence of the rate constant on the SAM thickness. The most system-
atic studies of the couples [Fe(CN)6

3-/4-]47 and [Ru(NH3)6
3+/2+]224 at 

Au/SAM junctions show that the nature of the redox couple in-
cluding the charge type and distribution within the ligand sphere 
(vide infra) plays an important role in determining whether water 
and counter-ions can penetrate into the SAM interior (the case of 
Ru(NH3)6

3+/2+), or be almost ideally excluded from the SAM (the 
case of Fe(CN)6

3-/4). Figure 12 plots data for the heterogeneous 
rate constant as a function of the number of methylene units for 
Ru(NH3)6

3+/2+ in panel A224 and for Fe(CN)6
3-/4- in panel B.47 Note 

the large difference in the extent of scatter between the rate con-
stants in these two systems.  

The results225-228 indicate that the kinetically fast redox couple 
[Ru(NH3)6]3+/2+ is better able to penetrate into unicomponent, CH3-
terminated SAMs of the general type: −S− (CH2)n−CH3, with n 
running from 2 to 18, than is Fe(CN)6

3-/4-, and thus it can detect 
small defects in the SAM. This interpretation has been substantiat-
ed by quantum-chemical calculations of the charge distribution 
within the complex ions, which demonstrate that hexamine metal 
complexes have most of the excess charge located on the metal ion 
core, whereas hexacyano metal complexes have it localized on the 
terminal nitrogen atoms of cyano ligands.229 This key difference 
suggests that [Ru(NH3)6]3+/2+ species are able to penetrate more 
readily into SAMs and diffuse along the SAM chains, in the

llapsed sites,
to  [Fe(CN)6]3- /4- .  This difference could cause  

presence (or even absence) of probable co
as compared
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Figure 12. A) Logarithm of heterogeneous standard rate con-
stants for the Ru(NH3)6

3+/2+ electron exchange at the SAM-
coated electrodes with different methylene numbers. Data for 
the short-range ET in the absence (open circles) and presence 
(closed circles) of viscous additives (602 g/L glucose).224 As-
terisks represent data of Ref. 230 and triangles – of Ref. 231 
and 232. Results for bare electrode (blue open and closed cir-
cles, respectively) are taken from Ref. 136. B) The logarithm 
of the experimental standard rate constant is plotted against 
the number of methylene units at different relative viscosities 
r. r = 1 are the filled diamonds (cyclic voltammetry 
method); r = 1.8 are the filled circles; r = 4.0 are the filled 
triangles; r = 11.25 are the filled squares;47 The dashed line 
shows a linear extrapolation for the distance dependence of 
the n = 4, 6 and 8 rate constant data. Rerpinted with permis-
sion from Ref. 47, Copyright (2001) American Chemical So-
ciety. 
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Figure 12. Continuation. 
 
 
more variation in the effective charge-transfer distance, as com-
pared to the ideal case with impermeable SAMs. In addition, we 
conjecture that the SAM defects can be roughly classified as static 
and dynamic ones, ascribing the former to different kinds of pin-
holes and collapsed sites, whereas the latter corresponds to in-
creased mobility, and may or may not be associated with particular 
structural defects. We suppose that the dynamic defects have an 
essentially cooperative nature and contain many methylene chains. 
Consequently, the permeability of the CH3-terminated alkanethiol 
SAMs with respect to the Ru(NH3)6

3+/2+ redox species (and, possi-
bly a few molecules of solvating water and glucose), is believed to 
cause the remarkable scatter of experimental kinetic data.224 In 
contrast, the data reproducibility was excellent for the Fe(CN)6

3-/4- 

-13

-9

-5

-1

0 2 4 6 8

Number of Methylene Units

ln
 (k

o he
t/c

m
 s-1

)
B



142   

couple with Au electrodes, both in the absence and presence of 
viscous additives.47 

Figure 13 illustrates the arrangement of interfacial layers in 
the cases of the bare (panel A) and SAM-coated (panel B) Au elec-
trodes with Fe(CN)6

3-/4- as the freely diffusing redox couple.47 For 
Au electrodes coated by −CH3 terminated n-alkanethiol SAMs 
with n = 2, 4, 6 and 8, the double-layer capacitance measurements 
under variable n indicated that, over the relevant potential range 
for the experiment, the electrolyte anions (Cl−) are localized at the 
interface and these act to inhibit the penetration or adsorption by 
the Fe(CN)6

3-/4- to the surface, over the course of the experiment 
(vide infra). This feature leads to a specific variation of the effect-  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 13. Interfacial region envisioned for the bare electrode (A) and the SAM-
coated electrode (B), depicted as vertically aligned rectangles. The circles with the 
minus sign represent Cl−; the circles with the plus sign represent K+; the Fe(CN)6

3-/4- 
species are represented by a circle with ‘3-/4-‘ label; and the water solvent is illus-
trated by a circle with a 'v' symbol. The inner Helmholtz plane (IHP) and the outer 
Helmholtz plane (OHP) are indicated by the vertical dashed lines. The plain circles 
are S atoms and the alkane chains (represented by horizontally aligned rectangles). 
Rerpinted with permission from Ref. 47, Copyright (2001) American Chemical 
Society. 
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tive potential, Φr (Eq. 23) near the OHP, and a somewhat variable 
preequilibrium term, KA, but whose change with n is estimable.47  

The overall well behaved nature of this system allowed for the 
estimation of the relevant physical parameters and a more rigorous 
interpretation of the data, than is possible for Ru(NH3)6

3+/2+. In the 
following sub-sections we consider the electron exchange for 
freely diffusing Fe(CN)6

3-/4- (Ref. 47) in more detail and under-
score its similarities to that of the findings for the immobilized 
model species.  

3. Free Fe(CN)6
3-/4-: Impact of SAM Thickness and Solution 

Viscosity 

Cyclic voltammetry was used to assess the quality of the films, i.e., 
the defects and their development in time.47 Figure 4a shows three 
voltammograms for SAM-coated Au electrodes (alkanethiols hav-
ing methylene unit numbers of n = 2, 4, and 8) in contact with a 
KCl solution containing Fe(CN)6

3-/4-. The change in the measured 
current (hence, the rate constants) and the shape of the voltammo-
grams with the increase in the methylene number, n, indicates an 
increased hindrance to electron transfer. This observation is con-
sistent with earlier data on SAM-coated electrodes with longer 
chains in which it was interpreted as a manifestation of the tunnel-
ing mechanism.29-33,45,46 Table 1 presents the values of experi-
mental (apparent uncorrected) standard rate constants, the corre-
sponding nonadiabatic rate constants, the intrinsic charge transfer 
(corrected) rate constants, the double layer capacitance, and some 
calculated parameters (all in the absence of viscous additives). 
These values are the average rate constants obtained from a num-
ber of different electrodes and measurement sets.  

The role of pinholes, collapsed sites and other possible defects 
(except for a pronounced transparency to Cl− ions, see below) were 
deemed to be negligible for the following reasons: 

a) all the current-potential curves, in all instrumental regimes 
applied, were well-behaved and repeatedly reproducible for 
20–30 minutes, before the first distortions from SAM de-
fects appeared; 
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b)  for the case of the shortest alkanethiol chain (viz., n = 2), the 
voltammograms were peak-shaped, as in the case of the 
bare electrode. No sigmoidal curves, which are indicative of 
kinetically active pinhole-like defects,28 were observed in 
this case (except for a few cases that were rejected); and 

c) for SAMs with n equal to 6 and 8 no peak-shaped curves, 
which could be indicative of a large contribution from de-
fect sites,39 were observed (except for a few rejected cases).  

For these reasons the electrochemical rate constants were deemed 
to be reliable and reproducible. 

However, accessibility of the SAM-coated Au surface by elec-
trolyte anions, such as Cl−, does not necessarily imply the exist-
ence of pinholes or other structural defects. The adsorption may 
take place through well-oriented SAM domains because of dynam-
ic fluctuations in the SAM. The adsorption is driven by the specif-
ic interaction of the Au surface with the electrolyte anions. Work 
of Porter et al.23,28 indicates that easily desolvated ions like Cl– can 
be adsorbed on a Au surface through alkanethiol SAMs with n < 
10, while strongly solvated ions, like F(H2O)− cannot (the latter is 
known also as a relatively poorly adsorbing ion on the bare metal 
surface.)2,11-13 As a result, the compact part of the double layer for 
the bare and the SAM-coated (n ≤ 8) Au electrodes may be compa-
rable.47 

Khoshtariya et al.47 measured the heterogeneous standard rate 
constants as a function of solvent viscosity and the SAM film 
thickness by using both cyclic voltammetry (CV)215-219 and steady-
state,217,218 including the rotating disk electrode (RDE), methods. 
Figure 14 shows how the apparent standard rate constant for elec-
tron exchange of the Fe(CN)6

3-/4- redox couple depends on the so-
lution viscosity for bare and n-alkanethiol coated (Au-S-(CH2)n-1-
CH3; n = 2, 4, 6, 8 (see Ref. 47 for details of the experimental 
methods and analysis). From Fig. 14 it is evident that the two dif-
ferent methods give similar rate constants for the bare Au elec-
trode. The rate constants show a strong dependence on the solution 
viscosity with a slope of δ = 0.96±0.04, see Eq. (3), and this de-
pendence becomes progressively weaker as the SAM thickness 
increases and the rate constant drops. The data for n = 2 have a 
slope of δ ≈ 0.3 and for the thicker SAMs (n = 4, 6, 8) no viscosity 
dependence is apparent; in these latter cases the nonadiabatic, tun-
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neling, limit is reached. This limiting behavior is clear in Fig. 12B, 
in which the rate constants determined at all the viscosities are 
plotted versus the methylene number, n. Even without considering 
the real distance-dependent plot of the type presented above for 
immobilized species (Fig. 11B) and discussed below for free 
Fe(CN)6

3-/4-, it is evident that a plateau like behavior occurs for 
these systems at an electrode-reactant (center) separation distance 
of ca. 8.5 Å. This result is qualitatively similar to the plateau-like 
behavior observed for the SAM-immobilized model redox species, 
see Figs. 10 and 11. 

 
Figure 14. The viscosity dependence of the electron transfer rate 
constant is shown for the bare Au/Fe(CN)6

3-/4- (red squares circles, 
rotating disk electrode method and grey diamonds, cyclic voltam-
metry method) and SAM-coated electrodes (Au[-S-(CH2)n-1-CH3] 
/Fe(CN)6

3-/4- with n = 2 green triangles, n = 4 brown circles, n = 6 
blue diamonds, n = 8 grey diamonds).47 Rerpinted with permission 
from Ref. 47, Copyright (2001) American Chemical Society. 
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4. Free Fe(CN)6
3–/4–: Impact of the Variable Reorganization 

Energy, Preequilibrium, and Electronic Coupling 

A quantitative understanding of how the reorganization energy, λ, 
changes with SAM thickness is important for a quantitative under-
standing of the viscosity effect. As is the case for the ferrocene 
couple, the contribution of the inner-sphere reorganization energy 
λ(IS) to the total reorganization energy is small for the Fe(CN)6

3-/4- 
couple (ca. 5.9±0.8 kJ/mol33,135), so that λ ~ λ(OS). For thick SAMs 
the experimental reorganization energy is in reasonable semiquan-
titative agreement with the models of Marcus1,2 and of Liu and 
Newton,53,150 however for thin films they differ substantially. An 
experimental value of λ ∼ 96 kJ mol-1 (corresponding to λ(OS)

 ∼ 
90.0 kJ mol-1) was extracted from the Tafel-like current-voltage 
curve obtained for Au electrodes that were coated with a -S-
(CH2)16-OH SAM (Re ≈ 20 Å).33 This experimental value should 
be compared to the value calculated from the model of Liu and 
Newton (λ(OS)

 ≈ 73.2 kJ mol-1) and gives an error of 19%. Given 
the uncertainties in defining molecular radii, distances, and dielec-
tric constants, this agreement is considered reasonable and illus-
trates the models predictive power. As discussed by Khoshtariya et 
al47 for the ferri/ferrocyanide case, the image charge model causes 
the reorganization energy to decrease at the closest electrode-
reactant approach by 20% to 30% with distance. For this system, 
one predicts a value of 57.3 kJ/mol whereas the measured value 
(for bare electrode, determined by three different proce-
dures)135,233,234 is 33.5 kJ/mol. This barrier lowering has been ex-
plained as a freezing out of the Marcus-like energy barrier by the 
friction controlled mechanism47 in accord with the prediction by 
Zusman89,94 for cases with sufficiently high Hif. This lowering of 
the activation free energy is in addition to the trivial one, predicted 
through Eq. (6).1-7 The occurrence of a remarkably high Hif for 
Fe(CN)6

3-/4- at bare electrodes can be rationalized by an efficient 
superexchange mechanism involving specifically adsorbed Cl- ions 
and π-conjugated CN– ligands of the complex.235-239 

Khoshtariya et al.47 estimated the value of the effective poten-
tial, Φr, near the OHP and it is plotted as a function of the ET dis-
tance, Re, in Fig. 15a. These estimates and the ansatz that Zeff,(Ox) ≈ 
Zeff,(Red) ≈ -2 (see Refs. 135 and 168 for the relevant argumentation) 
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allowed for the estimation of the variation of KA with distance (ac-
cording to Eq. 23). Together with the distance dependence of λ(OS) 
(estimates are shown in Fig. 15b) and of the experimental rates 
ko

het , it is possible to estimate the variation of Hif with distance 
(including the parameters Ho

if and β (Eqs. 1 and 9).47 

Figure 16 plots the data of Figure 12B (experimental points in 
filled symbols) against an electrode-reactant separation distance. 
The effective thickness of the n-alkanethiol chain length was de-
termined according to Ref. 150 (see also Section VI) and a reactant 
radius of 4.3 Å. The entire range of experimental data can be fit by 
using the unified expression for the rate constant, Eq. (5), which 
interpolates smoothly between the two limiting regimes, tunneling 
control and friction control. As for ko

ET(DC), the experimental val-
ues obtained at different viscosities on the bare electrode were 
directly used for this plot; the ΔG*

r and Φr corrections compensate 
each other and the preexponential term depends only weakly on Hif 
in the strong coupling regime. 

The electronic coupling parameter Hif (the magnitude of which 
prevailingly determines the mechanism turnover) at different elec-
trode-reactant separation distances was estimated from the rate 
constants obtained with SAM-coated electrodes at n = 4, 6 and 8, 
because they are viscosity independent and display the pure tun-
neling (nonadiabatic) mechanism. In Fig. 16, the lower three 
points (filled circles, thin line) correspond to these three experi-
mental rate constants, corrected for the distance-dependent reac-
tive site (the OHP) potential Φr.47 The upper three points (filled 
circles, thin line) represent the same rate constants that would be 
obtained for a distance independent reorganization free energy of 
λ(OS) = 66.5 kJ mol-1, but not correcting for the distance depend-
ence of the potential Φr. The three points given by crosses situated 
above the experimental points represent the rate constants that are 
corrected for the distance dependence of both the double layer 
potential and the reorganization energy; the straight line extrapo-
lates these data toward zero separation distance. It is clear that 
these two factors give corrections to the experimental data that 
almost compensate one another. The straight line that connects the 
crosses and extrapolates to the minimum separation distance, Ro ≈ 
4.3 Å, illustrates the variation of (Hif)2 (more precisely, the preex-  
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Figure 16. The data of Figure 12B plotted against the estimated elec-
trode-reactant separation distance (see text for the estimation details). 
Simulated resulting curves for the nonadiabatic (Eq. 8) rate constants 
(thinner curve with the upward curvature), scaled preexponential factors 
(crosses and bold straight line), and hypothetical resultant curves for vis-
cous media (50% and 100% glycerol) as the reaction medium (bold blue 
curves) are also drawn for comparison. Note the shift of transition re-
gions for simulated (experiment) and hypothetical (50% and 100% glyc-
erol) resultant curves to higher Re with the increase of solution viscosity 
that is reminiscent of the distance dependence for protein ET (see Sec-
tions V–VIII below). Adapted with permission from Ref. 47, Copyright 
(2001) American Chemical Society. 

 
 

 
ponential component of Eq. 8, scaled by KA, Eq. 23, versus Re). 
The distance dependence of ko

ET(NA) that is hypothetical (based 
solely on calculations) for thinner SAMs, is represented by the thin 
line curved upward. 
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The distance dependence extracted from the long straight line 
in Fig. 16, corresponding to (Hif)2, gives a value of β = 1.04 ± 0.05 
Å, which is in good agreement with theoretical estimates and most 
experimental values for methylene chains.1,5,18,23-46,51-53,57-63,66-79 

Table 1 reports the values of Hif at different electrode-reactant sep-
aration distances (at n = 0, 2, 4, 6, and 8). The value of Hif = 0.017 
eV (about 140 cm-1) for the n = 2 SAM is close to the value speci-
fied previously (≥ 0.030 eV or 245 cm-1) for the onset of the sol-
vent friction regime,123,128,240 and is consistent with a turnover be-
tween the strong and weak coupling limits. At some minimum 
distance the extrapolated line should correspond to the rate con-
stant of a hypothetical nonadiabatic electron transfer process at the 
close contact of the reactant ion and the bare Au electrode, with Re 
= 4.3 Å. The extrapolated rate constant value of ko

ET(NA) = 4.3 cm  
s-1 gives a value of H0

if = 0.152 eV (1224 cm-1) for values of λ = 
66.5 kJ mol-1 (see above) and ρm = 0.52 meV.47 

Figure 16 shows that the transition between the nonadiabatic 
and solvent friction regimes occurs between Re = 6 and 9 Å. Tak-
ing this changeover to occur for g = 1 and using the values above, 
νeff  can be calculated from Eq. 7; this calculation gives 2.4 × 1012 

s-1 (if one uses a value of εs
W ∼ 20 for the diffuse part of the double 

layer near the OHP at the bulk concentration of 1 M KCl and a 
Debye relaxation time of τD = 8.5 ps, then one finds νeff = νL = 
(εS/ε∞) τD

−1 = 4.7 × 1011 s-1 (estimated for ε∞ = 5, see Ref. 47 for the 
detailed discussion of this issue). The latter value is about four 
times smaller than that accepted for pure water (1.9 × 1012 s-1 at εS 
= 78),128-130 however it falls within a reasonable range. Although 
the estimate used here is rough, the limiting value for νeff is plausi-
ble and about an order of magnitude larger than that deduced from 
the study of the tethered ferrocene redox couples discussed in Sec-
tion 4.1. This difference could arise from the different influence of 
the SAM-adjacent solvating water/electrolyte in the two cases: 
much more hindered motion for more closely situated immobilized 
versus presumably solvent layer separated free redox species (par-
tial immersion into SAMs, vide supra). The difference among the 
estimates made here and those made in Section 4.1 underscore the 
difficulty in quantifying the relaxation characteristics of these 
complex systems. 
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 In summary, these systematic studies of electrochemical ET 
for SAM assemblies and small model redox-active species (metal-
locomplexes, in most cases) provide strong evidence for at least 
two extreme ET mechanisms, a nonadiabatic (tunneling) mecha-
nism for thick films and a friction controlled (dynamically con-
trolled) mechanism for thin films.47,53 Unlike the nonadiabatic 
(tunneling) mechanism that displays a well recognized experi-
mental signature, namely an exponential decay of the rate constant 
with distance, the friction-controlled mechanism is more difficult 
to recognize. To identify the friction-controlled regime requires 
experiments that test for a dependence on νeff (or η) (see Figs. 12, 
16, and Refs. 47 and 224) and that explore whether the rate con-
trolling step in the reaction is ET or not.164-166,215-220 Figure 16 de-
picts a distance dependence for the ko

ET of a freely diffusing redox 
couple which displays a viscosity dependent plateau region whose 
extent is dependent upon the solution’s relaxation properties. The-
se findings suggest that the dynamically controlled mechanism 
may be more pronounced in slowly relaxing media such as bio-
molecules, ionic liquids or liquid crystals. In the next Sections we 
review experimental results for proteins at the surface of elec-
trode/SAM assemblies that display this same general behavior. 
Indeed, the interior and the SAM- and solvent-adjacent layers of 
proteins can be viewed as an extremely viscous media with charac-
teristic dielectric relaxation times similar to pure glycerol.106-111,155-

163 Another interesting development of this issue was realized in 
electrochemical studies involving room temperature ionic liquids 
(RTIL) as ET media,169,185-187 and while they are not reviewed here 
electrochemical studies in RTILs may offer new perspectives, es-
pecially in combination with biomolecules. The insights gained 
from the small model redox species studied above have proved 
extremely useful for developing a proper mechanistic understand-
ing of more complex bioelectrochemical systems. 
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V. FREELY DIFFUSING CYTOCHROME C AT Au/SAM 
JUNCTIONS 

1. The Overview 

Despite its modest size and relatively simple function, the mecha-
nistic understanding of the molecular recognition and charge-
transfer functionality of cytochrome c (CytC) and the whole c-type 
cytochrome family remains incomplete.241-243 While it is well 
known that CytC contains a covalently integrated iron heme moie-
ty and shuttles electrons in cellular photosynthetic and/or respira-
tory systems of living cells,241-243 the recently discovered role of 
CytC in cell apoptosis244,245 indicates that it may have a much 
higher functional and mechanistic complexity than previously 
thought. In part, a full understanding of CytC’s functional role 
remains elusive because of its highly diverse intermolecular inter-
actions. Indeed, much evidence indicates that at least some well-
studied cytochromes, including CytC (or its modified variants), 
operate either in a strongly (irreversibly) bound, loosely bound 
(almost freely diffusing), or in both of these regimes depending on 
the specific intracellular (in vivo) or experimental conditions.246-258 
Furthermore, these diverse interactions may control the proteins’ 
essential properties (including structural, stability and dynamic 
characteristics) and, hence, its intrinsic redox mechanisms and 
their interplay.250-258 The latter aspect, in turn, is closely connected 
with an old puzzle that concerns the thermodynamic stability of 
globular proteins,260-272 as well as the more recent issue of the hier-
archical coupling between a protein’s external and internal dynam-
ic properties, dynamic slaving.155-161 These issues are synergistical-
ly connected and require a diversity of experimental studies and 
cross-testing strategies (e.g., combining kinetic and thermodynam-
ic, and/or different kinetic, viz., high-pressure and solvent viscosity 
approaches) to elucidate.  

Experimental information on the ET kinetics in liquid-phase 
systems involving CytC and its native or artificial redox partners 
(redox proteins, complex ions, etc.) is extensive (see e.g., Refs. 
111-114 and 273-278). However, even for this well-characterized 
protein, systematic mechanistic studies in homogeneous systems 
are complicated by the impact of both molecular recognition and 
the intrinsic ET mechanism on the observations. In addition, an 
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extra complexity (structural and dynamic) is introduced by the 
participating redox partner and its intrinsic ET characteristics.112-

114,273-278 While the strategy of covalent attachment of small com-
plex ions as redox counterparts at different external sites of 
CytC273-278 has generated significant insights, it is limited because 
it does not probe molecular recognition features and it does not 
provide a smooth variation of intrinsic parameters, such as the 
electronic coupling (because of the highly inhomogeneous nature 
of the protein.)1-3 Meantime, as already mentioned in the Introduc-
tion, artificial bioelectrochemical devices that are composed of 
Au/SAM assemblies of variable composition and thickness, with 
redox proteins irreversibly attached or freely diffusing to the 
SAM/electrolyte interface,16-22,54-83,279 are free of these limitations.  

The work discussed in this section, and Sections VI and VII, 
illustrates the advantages of bioelectrochemical methods for un-
derstanding aspects of CytC’s ET kinetics. This section discusses 
electrode/SAM assemblies in contact with an electrolyte solution 
that contains freely diffusing CytC. Sections VI and VII describe 
systematic kinetic studies for the irreversibly attached CytC. While 
some earlier electrochemical work on freely diffusing CytC56,57,111 
set the stage for more comprehensive bioelectrochemical studies, 
they did not exploit synergies between different kinetic approaches 
(e.g., combined variation of SAM thickness, hydrostatic pressure 
and solution viscosity) that provide complementary mechanistic 
information. More recent systematic bioelectrochemical kinetic 
studies of irreversibly adsorbed CytC varied the electronic cou-
pling strength over a broad range and allowed for the observation 
of a mechanistic change from a non-adiabatic (weak electronic 
coupling, thick SAMs) limit to an apparent adiabatic (thin SAMs) 
limit (vide infra).74,76,78,82 In this Section we discuss complemen-
tary kinetic studies of electrochemical ET for freely diffusing 
CytC. Through the combined variation of the SAM thickness, so-
lution viscosity, and hydrostatic pressure80,81 these studies offer 
new insights into the ET mechanism and the issue of dynamic 
slaving.155-157 We note that the same work81 used differential scan-
ning calorimetry (DSC) to address the impact of stabilizing (e.g., 
glucose) and destabilizing (e.g., urea) additives on CytC and iden-
tify links between the protein’s bioelectrochemical performance 
and its stability, conformational flexibility, and function (for relat-
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ed studies see also Refs. 279-284). However, these latter studies 
are outside the scope of the present Chapter. 

2. Impact of the ET Distance (Electronic Coupling) 

The voltammetry of cytochrome c at SAM-coated gold electrodes, 
for which the SAM presents a hydroxyl functionality to the solu-
tion, are well-behaved.80,81 Figure 3B shows voltammograms for 
cytochrome c for different SAM thicknesses, whereas Fig. 17 
show voltammograms for cytochrome c for different voltage scan 
rates (panel a), and different pressures (panel b). Panel a shows 
voltammograms for three different SAM thicknesses at the same 
scan rate and ambient pressure, revealing that the thicker SAMs 
have slower ET rates. In these data the peak current is proportional 
to the square root of the scan rate, as expected for a freely diffus-
ing redox couple.80,81 Other aspects of the voltammograms are 
consistent with a freely diffusing redox couple as well. 

The dependence of the ET rate on the SAM thickness and the 
solution viscosity shows a behavior that is qualitatively similar to 
that observed for the metallocomplex redox couples described in 
Section IV, however with a more obvious plateau region. Figure 
18 presents a logarithmic plot of the experimental standard hetero-
geneous rate constant, ko

het, versus the number of SAM methylene 
units (see also Table 2) for three different solution viscosities. The 
upper plot, ηr = 1, presents the data obtained for a 500 mM Tris-
HCl buffer (pH 7.4) solution, whereas the two lower curves have 
glucose added to the buffer to increase its viscosity (200 and 400 
gL-1 glucose). For the thick SAMs with n = 6 and 11, the rate con-
stants are the same (within experimental error) in each of the solu-
tions, indicating that it is independent of the solution viscosity and 
that the glucose does not cause significant structural changes of the 
protein. In this regime the data can be described by an exponential 
distance decay (Eq. 1) with a slope of ca. 1 per CH2 unit, in excel-
lent agreement with other methylene SAM studies (see Sections II 
and IV of this Chapter). For thinner SAMs (methylene number 2 
and 3), the rate constant data reveal a clear dependence on the so-
lution viscosity and a deviation from the exponential distance de-
pendence that is expected for an electron tunneling mechanism. 
Although this plateau-like region only spans two CH2 units, it is 
well  pronounced.  We note that Miller  et  al. indicated  essentially
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Figure 18. Logarithm of the heterogeneous standard 
rate constant for CytC electron exchange at Au elec-
trodes modified by hydroxy-terminated n-alkanethiol 
SAMs (n = 2,3,4,6,11) vs. methylene unit number under 
variable solution viscosity. Upper curve (circles): no 
viscous additive, ηr = 1; middle curve (open circles), ηr 
= 1.80; lower curve (asterisks) ηr = 3.96 (note all three 
curves merge at n = 6 and 11, and form a single sloped 
line). Ref. 80 and 81, Copyright (2006) Wiley-VCH 
Verlag GmbH & Co KgaA. Reproduced with permis-
sion. 
 

 
 
the same result, albeit incomplete, in their pioneering report.56 The 
extent of the plateau region is similar to that observed for the ferri-
cyanide/ferrocyanide redox couple; however, we will see that it is 
notably shorter than that observed for immobilized CytC (Sections 
6 and 7). The points for n = 4 apparently fall in an intermediate 
region and is discussed more below. 
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It is natural to interpret the biphasic behavior of the ln(ko
het) 

versus n plot (Fig. 9) in terms of a mechanism change; i.e., while 
electron tunneling is rate limiting for thick SAMs some other 
mechanism (or other process) becomes rate limiting for thin 
SAMs. The origin of the exponential distance dependent region at 
high values of n in terms of a nonadiabatic ET mechanism1,5,18,23-

46,51-53,57-63,66-79 appears to be generally accepted. In contrast, the 
mechanistic origin of the plateau-like region for the thin SAMs has 
had a number of different explanations offered. For example, the 
unified ET model5,76,80-83,89-98 described in Section 2 identifies the 
plateau region with a rate limiting step that corresponds to the po-
larization relaxation rate of the surrounding medium; i.e. a friction-
controlled mechanism. This model implies control of the ET by the 
protein and/or the SAM assemblies’ nuclear rearrangements that 
are intrinsically coupled to the ET in one inseparable 
(bio)electrochemical act. An alternative interpretation, which is 
frequently discussed, considers a conformational rearrangement 
(which is viscosity-sensitive) that is distinct from the ET event but 
is required to precede it, and to involve an essentially different 
elementary barrier-crossing.58,59,66,67,100-104 Experiments that explore 
the nature of the ET rate constant more rigorously have been per-
formed and used to distinguish between these mecha-
nisms.74,76,78,80-83  

3. Impact of Hydrostatic Pressure 

Semi-logarithmic plots of ko
het versus the hydrostatic pressure (up 

to 150 MPa) for SAMs with n = 3, 4 and 6, are presented in Fig. 
19. It is evident that the pressure dependence is qualitatively dif-
ferent for these three cases. For the SAM with n = 3, which is in 
the plateau region, the ln(ko

het) decreases linearly with pressure, 
yielding a positive volume of activation (+6.7 ± 0.5 cm3 mol-1 via 
Eqs. 3, 10, 11, and 22). This value is similar to the +6.1 ± 0.5 cm3 
mol-1 value that was reported for 4,4'-bipyridyl- and 4,4'-bipirydyl-
disulfide modified Au electrodes (to be also considered as thin, 
although primitive SAMs).111 In contrast, the plot for the SAM 
with n = 6, which is in the tunneling/nonadiabatic limit, has a neg-
ative volume of activation (−5.5 ± 0.5 cm3 mol-1); see Eqs. (1), (8), 
(9), and (21), and Fig. 19. In the case of a SAM with n = 4, an in-
termediate behavior is displayed with no effect of pressure on ko

het, 
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yielding ΔVa ≈ 0, Fig. 19, Table 3. Thus, the same ET reaction, i.e., 
well-behaved oxidation/reduction of cytochrome c, displays an 
essentially different behavior as a result of the change in the elec-
tronic coupling parameter, which was varied by changing the SAM 
thickness. 
 In order to fully understand the pressure effect in the different 
ET regimes, corresponding to the different SAM thicknesses, it is 
important to consider the change in the reorganization energy with 
pressure and the possible change in the tunneling distance with 
pressure, in addition to the change in the intrinsic protein viscosity. 

 
Figure 19. Logarithm of the rate constant (reduced to its standard value) for 
the CytC electron exchange at Au electrodes modified by hydroxy-
terminated n-alkanethiol SAMs (n = 3, 4, 6) vs. hydrostatic pressure, (1) n 
= 3; (2) n = 4; (3) n = 6.80,81 Refs. 80 and 81, Copyright (2006) Wiley-VCH 
Verlag GmbH & Co KgaA. Reproduced with permission. 
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Table 3 
Experimental Volumes of Activation (± 0.5, in cm3 mol-1) for 

CytC Electron Exchange at Au Electrodes Modified by  
Hydroxy-Terminated n-Alkanethiol SAMs (n = 3, 4, 6) Under 

Variable Hydrostatic Pressure, and Estimated Values of  
Different Contributing Terms (in the Same Units).80,81 Ref. 80 

and 81, Copyright (2006) Wiley-VCH Verlag GmbH & Co 
KgaA. Reproduced with permission. 

SAM 
 

ΔVa(exp) 1/4 (∂λ/∂P)T RT (∂lnη/∂P)T β RT (∂Re/∂P)T 

n = 3 + 6.7 − (2 to 3) + (8 to 10) (0) 
n = 6 − 5.5 − (2 to 3) (0) − (2 to 3) 
n = 4      ∼ 0 − (2 to 3) + (4 to 5) − (1 to 2) 

 

 

The outer-sphere reorganization energy changes with pressure be-
cause the bulk dielectric properties of the medium, especially the 
water, change with pressure. In the case of cytochrome c, the over-
all value of λ is about 0.6 eV, and it is roughly composed of ca. 50 
% solution component that can contribute about half of the activa-
tion volume, and another ca. 50 % of the protein reorganization 
component (Franck-Condon term, see Eq. 18 in Section II) found 
to be negligibly altered by pressure, and therefore does not con-
tribute significantly to the activation volume.181 Note that the same 
can be concluded for the contribution from the SAM interior (λSAM 

∼ 0), since it can be assumed that εs = ε∞., vide supra. Thus, the 
most probable overall contribution of the second term of Eq. 21 
would be -2 to -3 cm3 mol-1, arising from the bulk dielectric prop-
erties of the aqueous electrolyte. This value, together with the 
overall experimental value of +6.7 cm3 mol-1, yields a value for the 
frictional term of about +8 to +10 cm3 mol-1 (Table 3). We stress 
again that this contribution originates from the direct influence of 
hydrostatic pressure on the intrinsic protein friction (viscosity). 

By considering the rate data in the nonadiabatic limit (n = 6) 
and taking it to be viscosity independent (see Figs. 18 and 20), we 
can estimate how much the pressure modifies the electron transfer 
distance. Using Eq. (21) and the overall activation volume of −5.5 
cm3 mol-1, gives an activation volume of ca. –2 to –3 cm3 mol-1 for 
the SAM (see Table 3).  This value corresponds to a change in dis- 
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Figure 20. Logarithm of the heterogeneous standard rate 
constant for CytC electron exchange at Au electrodes 
modified by hydroxy-terminated n-alkanethiol SAMs ver-
sus logarithm of the solution viscosity. Plot 1: two coin-
ciding plots for n = 2 (crosses) and n = 3 (open circles); 
plot 2: n = 4 (filled circles); plot 3: n = 6 (crosses).80,81 

Refd. 80 and 81, Copyright (2006) Wiley-VCH Verlag 
GmbH & Co KgaA. Reproduced with permission. 
 

 
tance of a few hundredths of an angstrom. Table 3 summarizes the 
ranges of estimated values for the individual contributing factors to 
the experimental ΔVa for the rate data in Fig. 19. These estimates 
are in good mutual agreement and consistent with the results ob-
tained through other approaches. 

4. Links between the Solution (External) vs. Intra-Globular 
Viscosity 

It is useful at this point to consider the ET friction control in terms 
of a viscosity model. Figure 20 shows log-log plots of the rate data 
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versus viscosity for three different hydroxyl terminated SAMs in 
contact with a cytochrome c solution. The slopes of the plots for n 
= 2 and 3 indicate that full frictional control is realized (δ ≈ 1, Eqs. 
3, 10 and 11); whereas the plot for n = 6 is independent of the vis-
cosity. In general, one finds that a description of the viscosity de-
pendence by Eq. (3) usually gives 0 < δ < 1.76,106-109,112-114,246,247 For 
example, a maximum value of δ ≈ 0.6 was reported for the case of 
specific adsorption of cytochrome c on pyridine-terminated SAMs 
(see section 7).76 Somewhat larger slopes have been reported for 
the case of ET within the homogeneous (solution) system involv-
ing zinc-substituted CytC and cupriplastocyanins, ranging from 0.7 
to 0.9.112-114 Interestingly, full viscosity control (δ ≈ 1) has been 
observed for photo-induced ET from the artificial Ru-coordinated 
polypeptide electron donor to ferri-cytochrome c,247 occurring 
through a loosely bound (encounter) complex, as opposed to a 
weaker dependence (δ ≈ 0.6) for a preformed (tight) complex.247 
These latter findings are similar to the overall pattern seen with 
cytochrome c in bioelectrochemical studies. In addition, recent 
experimental and computational results obtained for a related sys-
tem, the charge-modified complex of the photosynthetic reaction 
center (PRC) and cytochrome c2 

248,249 strongly suggest formation 
of a solvent-separated, softly stabilized complex as a reactive en-
counter pair. 

Early work suggested that the overall effective friction addi-
tively originates from both solvent and protein components, and 
operates through Eq. (32),200,201 

 

 
⎟
⎠
⎞

⎜
⎝
⎛ Δ
−

η+σ
=

RT
G

expCk a
ET  (32) 

 
in which C is a constant, and σ represents the protein’s intrinsic 
viscosity; however, this form does not consistently account for the 
experimental observations. For cases where δ ≈ 0.5–0.8, the exter-
nal (solution) and protein interior contribute comparably (the ratio 
σ /η amounts only to ca. 2 to 4), which is highly questionable be-
cause the protein interior is known to be much more viscous com-
pared to bulk water, or even compared to aqueous solutions con-
taining conventional viscous additives.106-111,155-163,285-290 For the 
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cases where δ ≈ 1 (as in the present case), this model suggests that 
σ <<η, which contradicts the existing viewpoint about the pro-
tein’s internal dynamic properties and does not agree with the high 
pressure results (discussed above) that convincingly reveal an es-
sential role for the protein’s intrinsic friction (for further criticism 
of Eq. 32, see Ref. 155). In this context, the earlier work that esti-
mated the effective relaxation time, which controls the ET of cyto-
chrome c, to be about 200 ps should be mentioned.76,163 This rather 
slow relaxation time roughly corresponds to about a thousand-fold 
enhancement over the bulk aqueous environment.  

The question emerges as to how a moderate variation of ex-
ternal viscosity can alter the much higher internal viscosity of the 
protein so effectively? The answer can be found in a recently in-
troduced concept of dynamic slaving,155-157 which implies that 

olvent fluctuations dominate protein dynamics and function .156 

Indeed, for another well-studied model protein, myoglobin, it has 
been established that several of its dynamic features (including the 
rate constants of functional elementary processes, kF (T)) change in 
parallel with the rate coefficient of the solution's dielectric fluctua-
tions, kD (T), such that:156 

 

  ( ) ( ) ConstmTkTk FD =≈  (33) 
 

where, for different events, m varies over the range of 3 × 102 to 3 
× 104. The origin of this effect may lie in a cooperative multi-site 
interaction of the solvent components (water, sugar, glycerol, etc.) 
with charged and polar groups on the protein surface.158,159,201,206,272 

Indeed, numerous studies have indicated the essential role of pro-
tein solvation in triggering and further tuning of their dynamic 
characteristics and functions.155-161,200,201,204-206 Our finding that 
cytochrome c exhibits the high frictional coupling limit (δ = 1) 
under the present conditions (weak interaction with SAM terminal 
groups) as compared to the case where it is (specifically) tightly 
adsorbed at the surface (δ ≈ 0.6, see Ref. 76) suggests that when 
the external solution is screened by a tight protein/SAM contact 
(that mimics the protein-membrane or protein-protein multi-site 
contact), the slaving effect is not complete because of the lack of 
the full protein-solution interaction.  

”

”

s
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The complementary calorimetric data76 have revealed the 
thermodynamic stabilizing effect of glucose on the native confor-
mation of cytochrome c and correlates it with the friction (viscosi-
ty) control in the dynamically controlled ET regime (manifested 
through Eq. 10). This observation is in remarkable agreement with 
the recent result of Chalikian et al. for the stabilizing effect of 
pressure on cytochrome c289 and can also be linked to the dynamic 
intra-globular friction control in the same regime. Further analogy 
between the pressure and stabilizer dynamic effects comes from 
the static effect of the volume and compressibility decrease in both 
cases.285-290 While the protein’s internal viscosity (conformational 
flexibility that is coupled to ET) and its associated solvent slaving 
remain constant as the SAM becomes thicker (n = 4, 6, 11), the 
electronic coupling becomes weaker and the viscosity dependence 
weakens, according to Eq. (5), until the onset of a non-adiabatic 
regime in which Eq. (8) holds.  

Overall, these data imply a change in the intrinsic ET mecha-
nism with SAM thickness rather than an essential change in rate-
determining step (see Section II). Indeed, it would be difficult to 
justify the existence of a rate-determining (and viscosity con-
trolled, vide supra) large-scale rearrangement of the protein-SAM 
moiety (gating mechanism) for the case of freely diffusing cyto-
chrome c. In the next sections, we draw comparisons with the ki-
netic results obtained for cytochrome c irreversibly bound to 
SAMs, for which such an alternative mechanism is more plausible. 
While it is difficult to compare directly the heterogeneous standard 
rate constants, ko

het and ko
ET when the actual value of the pre-

equilibrium constant, KA, in Eq. 23 is unknown (vide supra), it is 
possible to make a sound comparative analysis of the effective pro-
tein-to-terminal group distances for freely diffusing and adsorbed 
cytochrome c by the direct comparison of apparent turnover dis-
tances, i.e., the formal ET distances at which the mechanistic 
changeover occurs; see Section VII. 
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VI. SPECIFICALLY IMMOBILIZED CYTOCHROME C 
AT AU/SAM JUNCTIONS 

1. The Overview 

This Section describes a strategy for immobilizing cytochrome c 
on a chemically modified Au electrode through a specific ligand-
receptor interaction that provides selectivity for the biomolecule’s 
orientation on the surface.73,75 This pioneering work demonstrates 
the ability to create mixed monolayer films that present nitrogen 
ligands to bind directly with the heme of cytochrome c (see Fig. 21 
left). By creating mixed films of pyridinal alkanethiols, or other 
nitrogen receptors (see Fig. 21 right), in a diluent of shorter chain 
alkanethiols, cytochrome c has been immobilized through associa-
tion of the functionalized longer chain thiols with the heme iron of 
the cytochrome. In particular, pyridine and imidazole were found 
to interact strongly, whereas nitrile-terminated chains interacted 
more weakly. This immobilization motif has been demonstrated by 
electrochemical voltammetry measurements (a large negative shift 
in the apparent redox potential), STM imaging, and surface-
enhanced resonance Raman spectroscopy.75,291 The voltammo-
grams are nearly ideal, indicating well-defined sites on the surface 
of the electrode and allowing the electron-transfer kinetics to be 
quantified. 

The quality of the voltammetry is revealed by the data in Fig-
ures 22 and 23. Figure 22 shows voltammograms of the imidazole 
and pyridine mixed films at some selected voltage scan rates. The 
voltammograms display well-defined peaks and a shift of the peak 
(oxidation)-to-peak (reduction) separation with the scan rate. Note 
that the traces are shown for different potentiostat time constants 
(see original work for details). Table 4 presents data for the differ-
ent immobilizations and compares it to some nonadsorbing films. 
Note the large negative shift in the apparent redox potential for the 
mixed films with nitrogen ligands and its dependence on the nature 
of the nitrogen ligand. Spectroscopic studies have shown that the 
pyridine, imidazole, and nitrile functionalities can bind to the heme 
iron of cytochrome c in free solution,292-297 and that the negative 
shift in redox potential indicates an interaction between the nitro-
gen ligand and the cytochrome’s heme. The redox potential shifts 
that are  observed on the  SAMs  correlate with  those found in ho-
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Table 4 
Electrochemical Parameters for Different  

Electrode/Cytochrome Systems. Rerpinted with permission 
from Ref. 75, Copyright (2002) American Chemical Society. 

System E0’  
(mV) 

ΔE  
(mV) 

Scan Rate 
(V/s) 

HOC(CH2)6S a 44 ± 2   58 0.2 
PyCO2(CH2)2S a 5   56 0.2 
HOOC(CH2)10S 12 ± 3   99 0.6 
PyCO2(CH2)12S/C11H21S –172 ± 10 108 1.0 
Im(CH2)11S/C8H15S –346 ± 20 117 1.0 
NC(CH2)11S/C8H15S –415 ± 20 132 8.0 
a In this system the cytochrome c is freely diffusing in solution at a concentration of 

50 μM.  
 
 

mogeneous solution studies of cytochrome c; however, they are 
typically somewhat smaller in magnitude.18,298-300 The redox poten-
tial shift that is observed upon addition of an exogenous ligand to 
solution can arise from a conformational change (even denatura-
tion) of the protein, as well as ligation to the heme iron. A study by 
Fan et al.298 examined the pyridine binding to cytochrome c in 
solution extensively and found that the heme bound pyridine had a 
redox potential of -161 mV (close to the value of –172 mV ob-
served on the SAM, see Table 4), but that higher concentrations of 
pyridine in solution shifted the redox potential to –294 mV be-
cause it denatured the protein and exposed the heme iron to the 
solvent (see also Ref. 81). Fan’s findings substantiate the view of 
cytochrome c immobilization that is indicated by the cartoon in 
Fig 21. At the slowest scan rates, the voltammetric peak widths of 
these assemblies are near the ideal limit of 91 mV and indicate a 
high degree of homogeneity. In contrast, an earlier study had used 
pure layers of pyridine-terminated alkanethiols and reported 
broadened voltammograms and a large asymmetry between the 
oxidation and reduction responses.73  

The dependence of the peak separation on scan rate can be an-
alyzed to obtain the electron transfer rate constant according to the 
procedure described in Section III.48,164,165, 301 Figure 23 shows 
plots of the peak shift (Ep-E0’) versus the voltage scan rate for the 
pyridine and imidazole ligands, along with a best fit by the classi-
cal Marcus theory for k0. The two theoretical curves correspond to 
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two different reorganization energies, 0.8 and 0.9 eV, and reveal 
the sensitivity of the analysis to the choice of the reorganization 
energy.56 The best fit standard rate constants (k0) were 780 s-1 for 
the pyridine-terminated layer (electron transfer through a C12 
chain) and 850 s-1 for the imidazole-terminated layer (electron 
transfer through a C11 chain), with a symmetry factor of 0.5 for 
the reaction.217 

2. Pyridine-Terminated SAMs: Impact of the Electron 
Transfer Distance 

Figure 24 shows a plot of the measured heterogeneous rate con-
stant as a function of the methylene number in the tethering chain 
for some different pyridine-terminated SAMs76 and –COOH ter-
minated SAMs from the work of Niki et al.58,59 and Bowden et 
al.54,55 (also see Section 7). For thick SAMs, the pyridine terminat-
ed alkanes and the COOH terminated SAMs display an exponen-
tial dependence on the charge-transfer distance, see Eqs. (1) and 
(3), with a decay constant of about one per methylene. This decay 
length is similar to that found in other tunneling studies with satu-
rated hydrocarbons and is a signature for nonadiabatic electron 
transfer. Note that the thickness value at which the rate constant 
starts to fall off exponentially is shifted to higher methylene num-
bers for the pyridine ligated data, as compared to the –COOH data. 
Both data sets show a weak distance dependence at short donor-
acceptor separations (the plateau region); the maximum rate con-
stants differ by about a factor of two and the rate constants in the 
pyridine-bound systems are consistently higher than those for the 
electrostatically bound system. 

Figure 24 and Table 5 also report rate data for cytochrome c 
adsorbed through three other tethers of a similar length to the 
C11py. In two of these systems the C11 tether is retained, but the 
receptor group has been modified from a pyridine to an imidazole 
and/or to a nitrile unit. Although these ligands cause a significant 
shift in the apparent redox potential, they have a minor effect on 
ko

ET. This result demonstrates that the methylene chain length con-
trols the rate constant. In contrast, the conjugated terthiophene 
tether with a pyridinal head group has an apparent redox  potential  

 



172   

 
Figure 24. This diagram plots the apparent standard electron 
transfer rate constants for the different systems. The data for 
systems bound through coordination with the heme are repre-
sented by circles for pyridine, × for imidazole, triangle for CN, 
and diamond for terthiophene. The squares are the data for elec-
trostatic adsorption on COOH. The dashed lines are fits to the 
nonadiabatic model at large layer thickness. Ref.74 Copyright 
(2002) Wiley-VCH Verlag GmbH & Co KgaA. Reproduced 
with permission. 
 

 
 

like that of the alkylpyridine but has a ko
ET

 that is a factor of three 
to four larger than the  C11  tether.  The electronic coupling via the 
conjugated linker is expected to be higher than that of the C11 
chain and cause an increase in the rate constant (see Section 2). 

 The data in Fig. 24 show that the onset of the exponential de-
cline (see Eq. 1) occurs at larger film thicknesses (ca. 12 methyl-
enes) for the pyridine-terminated SAMs than for the COOH-
terminated SAMs. Once in the exponential regime, however, both 
films display a tunneling behavior like that observed for hydrocar-
bon chains, 1.19 per CH2 for the pyridinal SAMs and 1.22 per CH2 
for the COOH SAMs.15,302 Wei et al. 77 showed that the shift in the 
onset distance for the exponential region arises from the fact that  
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Table 5 
Rate Constant Data for Cytochrome c Immobilized on Differ-

ent Mixed SAMs. Rerpinted with permission from Ref. 76, 
Copyright (2003) American Chemical Society. 

Systema ko
ET 

 (s-1) 
E0  

(mV) #Trials           System ko
ET  

(s-1) 
E0  

(mV) #Trials 

C6py/C5 1580 –175 6 C11CN/C8 1000 –415 2 

C11py/C10 1150 –168 14 C11Im/C8 860 –346 4 

C12py/C11   785 –172 4 Terthiophene 
py/C7

4200 –188 2 

C16py/C15     52 –158 12 C11py/C10 1150 –168 14 

C20py/C19       0.50 –156   3     
C22py/C20       0.032 –145   2     
a The numbers indicate the number of methylene units in the chain and py indicates 

the pyridinal receptor. For example, C6py/C5 denotes ω-pyridinalhexanethiol 
tethers in a pentanethiol diluents SAM. 

 
 
the two different immobilization motifs have two different domi-
nant  tunneling  pathways.  The COOH terminated groups electros-
tatically bind the cytochrome by its lysine groups60,303,304 and the 
pyridine-terminated alkanethiols bind through ligation with the 
heme iron.73,75,291  

Wei’s study was based on an earlier study by Niki et al.60, 
which examined a number of different mutants of cytochrome c 
that were electrostatically adsorbed to –COOH SAMs. Niki re-
placed the lysine units on the surface of the cytochrome c and 
studied how it changed the electron transfer rate for the electrostat-
ically bound protein. They showed that replacement of the lysine-
13 with an alanine (mutant RC9-K13A) changed the electron 
transfer rate by five orders of magnitude. Even when they swapped 
the lysine 13 with a glutamic acid (at position 90 and adjacent on 
the protein surface), they observed a similar decrease in rate con-
stant. The large sensitivity of the rate constant to the lysine 13 and 
its relative insensitivity to the movement or elimination of other 
surface lysines, led them to conclude that the dominant tunneling 
pathway in electrostatically adsorbed cytochrome c proceeds 
through lysine 13. Using the cytochrome c crystal structure, one 
can estimate a physical, through-space, distance of 5.8 Å from the 
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lysine 13 to the heme and a through-bond distance of about 20 Å. 
Wei et al.77 measured k0 for the RC9-K13A mutant and the native 
rat cytochrome c on COOH-terminated SAMs and on the mixed 
pyridine-terminated SAMs (see Table 6 and Figure 25). Wei’s rate 
data in the electrostatic assemblies show excellent agreement with 
that of Niki et al.60 revealing a nearly 5000-fold decrease in the 
rate constant for the mutant form, as compared to the native form 
of the protein. In contrast, the pyridine immobilized protein has a 
similar ko

ET for both the mutant and native cytochrome c.  
Figure 25 shows how the measured ko

ET changes with the dis-
tance from the electrode surface for the native rat cytochrome c, 
horse heart cytochrome c, and K13A rat mutant immobilized on 
the COOH terminated SAMs and the pyridine terminated SAMs. 
For the pyridine-terminated films (open symbols), the native rat 
cytochrome c and the K13A cytochrome c rate constants are nearly 
the same; they display a weak distance dependence for thin SAMs 
and an exponential distance dependence for thick SAMs. In 
contrast to the pyridine terminated SAMs, the carboxyl-terminated 
 
 
 

Table 6 
Electron Transfer Rate Constant of Rat Heart Cytochrome c 

and the Mutant K13A Adsorbed on Different Electrodes. Rer-
pinted with permission from Ref. 77, Copyright (2004) Ameri-

can Chemical Society. 

Systems Native Cyto-
chrome c 

Mutant K13A 

ko
ET

(s-1) 
# Trials  ko

ET
(s-1) 

# Trials 

C6Py/C5    789 ± 155 3 
C11Py/C10 903 ± 130 3  816 ± 122 4 
C12Py/C11 770 ± 42 3  737 ± 103 3 
C16Py/C15 55.3 ± 2.1 3  80 ± 16 5 
C20Py/C19 0.62 ± 0.03 3  0.73 ± 0.12 4 

C3COOH 920 ± 60 2  0.13 ± 0.04 2 
(C6H4)COOH 570 ± 45 5  0.20 ± 0.06 2 
C5COOH 680 ± 68 5  0.0035 ± 0.001 4 
C10COOH 19 ± 7.2 4    
Note: Errors indicated for the rate constant represent one standard deviation from 
the average value found for the different trials. 
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SAMs have different rate constants for the native and mutant 
forms of cytochrome c. At short film thickness the native form of 
cytochrome c approaches the limiting (plateau) value that is found 
for the pyridine tethered protein, but the mutant cytochrome c 
never reaches this value; in fact, it is orders of magnitude lower 
than the native cytochrome c.  

 

Figure 25. The measured electron transfer rate constant of surface immobi-
lized rat heart cytochrome c and its K13A mutant is plotted as a function of 
SAM thickness. The unfilled symbols represent pyridine immobilized cyto-
chrome c: the triangle for native horse heart cytochrome c, the circle for 
mutant K13A, and the diamond for native rat cytochrome c. The filled 
symbols represent electrostatic adsorption by carboxylic acid films: the 
black diamond is native rat cytochrome c, the black circle is the K13A mu-
tant, and the black triangle is horse heart cytochrome c. The grey symbols 
are for a S(C6H4)COOH monolayer and the bar shows the uncertainty in as-
signing it a length equivalent to some number of methylenes. The solid 
curve and the dashed curve represent the distance dependence of cyto-
chrome c with the pyridine and carboxylic acid system, respectively. Rer-
pinted with permission from Ref. 77, Copyright (2004) American Chemical 
Society. 
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 Because the electron transfer rate depends strongly on the re-
organization energy, Wei et al.77 measured the reorganization en-
ergy of both the mutant and native forms of the protein. To achieve 
reasonable accuracy on the reorganization energy determination, 
they performed voltammetry studies for cytochrome c immobilized 
on C20Py/C19 mixed films, for which the rate constant is very 
slow. This choice of system allowed them to scan to high overpo-
tentials and determine the reorganization energy to an accuracy of 
0.1 to 0.2 eV.28 The data for the rate constants and reorganization 
energies are reported in Table 7. 

These data make it clear that the binding mode of the cyto-
chrome c to the SAM film changes the dominant electron tunnel-
ing pathway and thus the point at which the transition between the 
short distance/plateau region and the long distance tunneling re-
gime is observed in SAM/protein assemblies. The cartoon in Fig-
ure 26 illustrates the two binding modes considered here. For the 
electrostatic binding (Case 1), the ko

ET of the native cytochrome c 
is 5000 times larger than that found for the K13A mutant because 
the electrons must tunnel through carboxylate:lysine contacts on 
the protein surface. By removing the lysine 13 contact on the SAM 
surface that tunneling pathway is removed. In contrast, the similar 
ko

ET’s observed for the pyridine-terminated SAMs result because 
 

  
 

Table 7 
Summary of Reorganization Energy Measurements of Rat 

Heart Cytochrome c and Mutant K13A Obtained from Immo-
bilization on C20Py/C19 Mixed Monolayer Films. Rerpinted 

with permission from Ref. 77, Copyright (2004) American 
Chemical Society. 

 Mutant K13A Cytochrome c Native Cytochrome c 
Trial ko

ET (s-1) λ (eV) E0’(mV)           ko
ET (s-1) λ (eV) E0’(mV) 

1 0.82 0.50 –150           0.60 0.62 –141 
2 0.85 0.45 –157           0.65 0.55 –153 
3 0.66 0.70 –132           0.62 0.58 –148 
4 0.60 0.65 –145    

Avg. 0.73±0.12 0.58±0.12 –146±11           0.62±0.03 0.58±0.04 –147±6 
Note: Errors indicated for the rate constant represents one standard deviation from 
the average value found for the different trials. 

D.H. Waldeck and D.E. Khoshtariya 
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the dominant electron tunneling pathway does not change, along 
the alkane tether of the pyridine ligand to the heme iron, when the 
lysine is replaced. This finding substantiates the conclusion that 
the adsorption of the protein to the pyridine terminated SAMs pro-
ceeds by axial coordination between the pyridine receptor and the 
protein’s heme, and the primary difference between the two cases 
is the nature of the link between the protein and the electrode.  

Given this view of the tunneling pathways, it is possible to es-
timate the physical distance between the electrode surface and the 
heme unit of the protein for the two cases. If one considers that the 
pyridine unit coordinates to the heme iron and that the pyridine 
unit has little effect on the charge-transfer distance because of its 
π-conjugation, then the charge transfer distance d in the pyridine-
terminated SAMs can be written as:150  

 
 d = 1.90 + 1.12 n (Å) (34) 
 

where n is the number of methylenes in the alkane chain and 1.90 
Å accounts for the S atom of the thiol. For the electrostatically 
adsorbed cytochrome c the charge transfer distance has contribu-
tions from the SAM and from the peptide between the SAM sur-
face and the heme unit. By assuming that the tunneling proceeds 
via the lysine 13 60 and using the cytochrome c crystal structure, 
vide supra, one can estimate a physical distance. Figure 39 shows 
plots of the k0 for both of these data sets versus distance, which is 
calculated from these models. The good agreement between the 
two data sets suggests that the difference in k0 values for the two 
immobilizations can be corrected by accounting for differences in 
the electron transfer distance.  

3. Pyridine-Terminated SAMs: Impact of the Solution  
Viscosity and Heavy Water 

For the thin SAMs, the rate constant changes with solution proper-
ties, such as viscosity and D2O versus H2O, but for thick films it 
does not.74,76 Figure 27 shows plots of ko

ET measured on three dif-
ferent pyridine-terminated SAMs versus solution viscosity (data is 
in Table 8), which was varied by addition of glucose. Fits of the 
data by Eq. (3) give δ values of 0.58 for C6Py tethers, 0.28 for 
C11Py tethers, and ≈ 0 for C16Py tethers. Thus, ko

ET displays a 

D.H. Waldeck and D.E. Khoshtariya 
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viscosity dependence for thin films, the plateau region of Fig. 24, 
but it is independent of the viscosity for thick films, the tunneling 
region. The lack of a viscosity dependence for the C16Py tether 
indicates that the tunneling probability controls the rate and 
demonstrates that the method used to change the viscosity does not 
cause some other change in the protein or its adsorbed state. Alt-
hough the ko

ET values for C11Py and C6Py are similar, their vis-
cosity dependence is different; the significantly larger δ for the 
shorter tether indicates a stronger frictional coupling and is con-
sistent with a stronger electronic coupling. The importance of vis-
cosity for the thin films demonstrates a change in the mechanism 
of the electron transfer reaction with distance.98 

Table 9 shows data that display a dependence of ko
ET on the 

water isotope used in the experiments for thin SAMs. For thick 
SAMs, the C16Py/C15 assemblies, no dependence of the rate con-
stant on the water isotope can be observed. This control experi-
ment demonstrates that changing the normal buffer solution to a 
D2O buffer solution does not impact the adsorbed state of the pro-
tein. These experiments show a modest change in ko

ET with water 
isotope if it is exposed for a long time (ca 30 minutes or more) and 
the assemblies are on thin SAMs, the plateau region of Figure 24. 
These results suggest that water present in the protein, or ex-
changeable protons, modulate ko

ET. Murgida and Hildebrandt have 
reported a much stronger isotope dependence, however their SAM 
films were thinner than those studied here.61 According to the de-
tailed studies by Davis and Waldeck,305 a significant portion of the  

 
 
 

Table 8 
Rate Constants of Immobilized Cytochrome c for Differ-

ent Solution Viscosities. Rerpinted with permission from Ref. 
76, Copyright (2003) American Chemical Society. 

 η=0.98 cP η=1.76 cP η=3.88 cP 
System #Runs ko

ET  
(s-1) 

#Runs  ko
ET  

 (s-1) 
#Runs ko

ET 
(s-1) 

C6py/C5 3 1512         4 1050 3 670 
C11py/C10 2 1155         5   990 4 780 
C16py/C15 2 60         2     60 2 61 



180   

 
Figure 27. The viscosity dependences of the observed electron transfer rate constant 
are shown for three different alkanethiol chain lengths: the triangles are C6, the 
circles are C11, and the squares are C16. The dashed line has zero slope. Rerpinted 
with permission from Ref. 76, Copyright (2003) American Chemical Society. 

 
 
 
 
 
 

Table 9 
D2O Dependence of the Rate Constant Data for Immobilized 

Cytochrome c.  Rerpinted with permission from Ref. 76, Cop-
yright (2003) American Chemical Society. 

C11Py/C10  C16Py/C15 
Cell Incubant ko

ET  
(s-1) 

 Cell Incubant ko
ET  

(s-1) 
H2O H2O 1140  H2O H2O 58 
D2O H2O 1100  D2O H2O  
H2O D2O   890  H2O D2O  
D2O D2O   879  D2O D2O 55 
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change in rate constant with the water isotope arises from a local 
viscosity effect (see Section 7.3).  

These results require a change in the electron transfer mecha-
nism as one proceeds from thick SAMs to thin SAMs. For thick 
films (> C12), ko

ET decreases exponentially with increasing alkane 
chain length and does not depend on the solution viscosity or the 
isotope of the buffer. This behavior is consistent with a rate con-
stant that is controlled by the tunneling probability. For thin films 
the reaction mechanism changes. It no longer decreases exponen-
tially with distance; it displays a viscosity dependence; and it de-
pends on the use of D2O versus H2O. Early workers59,306 who ex-
amined COOH-terminated SAMs, explained this mechanism 
change by hypothesizing that a conformational rearrangement to a 
precursor state acts to gate the electron transfer. For example, the 
cytochrome c might rotationally diffuse at the SAM/electrolyte 
interface until the heme position becomes close to the electrode, at 
which time the electron transfer occurs rapidly. Such a scenario is 
not consistent with the data for the pyridine terminated chains, 
which show a similar distance dependence but should not involve 
reorientation of the protein on the SAM surface. Nevertheless, a 
more subtle conformational change might become rate controlling; 
e.g. a change in the nitrogen-iron distance in the protein/SAM 
complex. To distinguish gating from polarization dynamics, Yue 
and coworkers78 measured the dependence of the electron transfer 
rate constant on the overpotential, and their findings are discussed 
in the next section. The gated mechanism should not depend on the 
overpotential, because the rate is limited by a nuclear rearrange-
ment rather than electron transfer, whereas the friction controlled 
mechanism should change with overpotential. 

4.  Evidence for Dynamic Control rather than Gating at 
Short Distances 

Yue et al.78 used cyclic voltammetry and time-resolved surface-
enhanced resonance Raman spectroelectrochemistry to measure 
the temperature, distance, and overpotential dependences of the 
electron transfer rates for pyridine-terminated SAMs. They con-
cluded that the electron transfer mechanism changes from a tunnel-
ing controlled reaction at long distances (thick films) to a friction-
controlled reaction at short distances (thin films). They measured 
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the ko
ET on pyridine-terminated Au electrodes by cyclic voltamme-

try, and for each SAM thickness (n = 6, 11, 12 and 16) the temper-
ature was varied from 2ºC to 40ºC.307-309 Figure 28 shows the tem-
perature and distance dependence of ko

ET for the four different 
SAM assemblies. The rate data are qualitatively similar to that in 
Figs. 24 and 25; namely, the rate increases strongly from n = 16 to 
n = 12, consistent with a nonadiabatic reaction, and it increases 
weakly for shorter chains, n < 12. The activation energies that 
were found for each of the SAM thicknesses show a monotonic 
increase with decreasing film thickness (see Table 9). Yue et al.78 
showed that the change in the activation energy could be explained 
by considering it to be a sum of two terms; one that arises from the 
solution viscosity and one that arises from the Marcus reorganiza-
tion energy. By empirically determining and accounting for the 
viscosity contribution, they were able to extract a reorganization 
energy for the electron transfer (0.4 to 0.6 eV) that changed only 
modestly with the SAM thickness; see the last column of Table 10. 

Surface-enhanced resonance Raman (SERR) spectroscopy 
was used to measure the rate constant for cytochrome c immobi-
lized by pyridine-terminated SAMs on Ag electrodes. Stationary 
potential-dependent SERR291 has been used to show that the im-
mobilized protein exists in equilibrium between two forms; both of 
which lacked axial ligation with the native ligand Met 80. The 
dominant form was observed to have a six coordinate, low spin 
heme (6cLS), in which the sixth ligand was the pyridine group, 
and the minor form was a five coordinate, high spin heme (5cHS); 
presumably it binds to the mixed monolayer through hydrophobic 
interactions. The equilibrium was shown to be potential dependent 
with the ferric form displaced towards the 6cLS state, reflecting 
the larger affinity of Fe3+ for pyridine as compared to Fe2+. By 
performing time-resolved SERR spectroscopy, Yue et al.78 meas-
ured the electron transfer rate at different overpotentials by per-
forming potential jump experiments.  

Figure 29 shows a plot of the measured electron transfer rate 
constants for the two different forms of the immobilized protein on 
PyC6/C5 coated Ag electrodes. The two forms of the protein can be 
treated as independent on the times scale of the experiment (i.e., 
they do not interconvert) and both respond to the applied overpo-
tential. The overpotential dependence for the pyridine-coordinated 
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Figure 28. The graph shows the distance and temperature dependence of ko

ET for 
cytochrome c on SAMs of different composition on Au. Green crosses: PyC16/C15. 
Purple triangles: PyC12/C11.Pink squares: PyC11/C10. Blue diamonds: PyC6/C5. Rer-
pinted with permission from Ref. 78, Copyright (2006) American Chemical Socie-
ty. 
 

 
 
 

Table 10 
Activation Energies, Reorganization Energies, and Viscosity 

Parameters for Cytochrome c on the Different SAM/Au  
Assemblies. Rerpinted with permission from Ref. 78, Copy-

right (2006) American Chemical Society. 

 Arrhenius Classical analysis Viscosity corrected 
SAM *

aGΔ   
(eV) 

λC  
(eV) 

λ 
(eV) 

PyC6/C5          0.225 0.84 0.48 
PyC11/C10          0.205 0.76 0.56 
PyC12/C11          0.15 0.56 0.44 
PyC16/C15          0.082 0.38 0.38 
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form (6cLS) gives equally good fits to either a nonadiabatic model 
with a = 0.3 eV or to a friction-controlled model with a = 0.58 
eV. It is important to note that the value of ko

ET for the PyC6/C5 
SAMs is substantially smaller on Ag as compared to Au (146 s-1 
vs. 2400 s-1). Thus, these experiments provide clear evidence for a 
dependence of the rate constant on the overpotential for thin SAMs 
on silver electrodes. 

Figure 29. Rate constant of reduction of cytochrome c on PyC6/C5 
SAM modified silver electrodes as a function of the final potential 
in the TR-SERR experiments (see text for details). Circles: 6cLS re-
dox couple. Squares: 5cHS redox couple. Rerpinted with permission 
from Ref. 78, Copyright (2006) American Chemical Society. 
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5. Comparison with Homogeneous Electron Transfer  
Involving Cytochrome C 

Figure 30 plots electron transfer rate constants as a function of the 
reaction free energy, ΔG, for many different systems involving 
cytochrome c; including the electrochemical value (ko

ET for thin 
SAMs), unimolecular systems, and bimolecular systems. The solid 
curve is generated by fitting the unimolecular rate data (G), a se-
ries of ruthenium-modified cytochrome c’s,310-314 to a Gaussian-
shaped curve, as predicted by the classical Marcus model. The 
dashed line shows the same curve shifted down by one order of 
magnitude. The electrochemical rate constant (filled circle) ap-
pears to follow the Marcus curve. This analysis assumes that the 
electron transfer rate is determined primarily by the Franck-
Condon factor (free energy and reorganization energy, rather than 
the electronic coupling) and that the reorganization energy does 
not change too significantly between the different systems. The 
observed free energy dependence and the viscosity-sensitive be-
havior for some of the data (see figure caption) suggest that the 
electron transfer belongs to the friction-controlled regime, rather 
than to a conformationally-gated mechanism.101  

The general correspondence of the data in Fig. 30 with the re-
action free energy supports the assignment of the rate limiting step 
to an electron transfer process. Although the data display a large 
amount of scatter, the diversity of the systems used to obtain these 
rates is large and scatter should be expected. The peak of the curve 
corresponds to the condition ΔGo = λ, so that λ is 0.7 to 0.8 eV. 
This reorganization energy value is somewhat higher than that 
found through the electrochemical studies of the immobilized cy-
tochrome c, which ranges from 0.4 to 0.6 eV. A number of exper-
imental and theoretical studies56,153,275,321-324 report λ values in the 
range of 0.8 eV to 0.4 eV for the protein in solution. Theoretical 
studies153,322-324 have tried to separate the reorganization energy 
into an intrinsic protein component, an outer sphere (solution) 
component, and a contribution from the redox partner (see also Eq. 
18, Section II above). Although the reorganization energy depends 
on both partners in a redox reaction, these data suggest that the 
protein dominates the contribution and is fairly consistent between 
systems. It is plausible that this difference arises from the change 
in the solvation environment of the protein in the two cases. For 
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the electrochemical studies, the kinetic data probe the reorganiza-
tion energy through the dependence of ko

ET on ΔGo; i.e., the overpo-
tential.  

A number of the observations are in conflict with conforma-
tional gating as the rate limiting step, but support frictional cou-
pling as the rate controlling step for thin SAMs.79 First, the elec-
trochemical data, ac impedance and cyclic voltammetry, indicate a 
simple charge-transfer step; i.e., there is no evidence for a pre-
equilibrium. The larger rate constant that is found for the conju- 

 

 
Figure 30. This Marcus plot shows the free energy dependence of cytochrome c’s 
electron transfer rate constant from a number of different studies, mostly homoge-
neous solution -the data are from Gray et al.310-313 (G) for Ru-modified cytochrome 
c; Zhou et al.315 (Z) for cytochrome c/uroporphyrin complexes; McLendon for 
interprotein system cytochrome c/cytochrome b5

316 (M); and Isied for Ru- modified 
cytochrome c314 (I). The open symbols (◊,317; ∇,318; □,319; ∆,320; ○,246) correspond to 
rate constants that exhibit a dependence on the external solution viscosity. The 
filled circle shows the electrochemical ko

ET at short distances (plateau region), 
which also displays a viscosity dependence. The solid curve shows the free energy 
dependence expected from the Marcus model, and the dashed curve is the same 
model shifted down by a factor of ten. Rerpinted with permission from Ref. 76, 
Copyright (2003) American Chemical Society. 
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gated terthiophene tether, as opposed to the methylene tether, can-
not be explained by a conformational gating mechanism but can be 
rationalized through the effect of the electronic coupling on the 
activation barrier for a direct electron transfer reaction. The tem-
perature dependence of the measured rate constant gives a con-
sistent activation energy for a direct electron transfer mechanism, 
as long as the temperature dependence of the viscosity is analyzed; 
note that the temperature dependence would require a barrier that 
changes with SAM thickness for a gating mechanism. The overpo-
tential dependence that is assessed through potential jump experi-
ments (Fig. 29) and the reaction free energy analysis (Fig. 30), 
indicates a direct electron transfer for thin SAMs. The change from 
tunneling control to friction control can be understood to arise 
from an increase in electronic coupling and the slowing of the po-
larization relaxation in SAM/protein assemblies, as opposed to free 
solution.  

Next we proceed to the case of electrostatically immobilized 
cytochrome c (Section VII) and consider the polarization relaxa-
tion mechanism for all of the cytochrome assemblies in Section 
VII.5. 

VII. ELECTROSTATICALLY AND COVALENTLY 
IMMOBILIZED CYTOCHROME C AT AU/SAM 

JUNCTIONS 

1. The Overview 

Electrostatic immobilization of cytochrome c onto negatively 
charged surfaces has been reported by numerous workers. While 
some workers have reported that cytochrome c may adsorb on uni-
component SAMs with hydroxyl terminal groups under exception-
al conditions,64,65 in the presence of electrolyte such 
SAM/cytochrome contacts operate in a freely diffusing re-
gime.56,57,82 In contrast, the immobilization of cytochrome c at neat 
carboxyl terminated SAMs under conventional electrochemical 
conditions (up to 60 mM electrolyte) normally is strong and irre-
versible.54,55,325-327 Moreover, mixed SAMs of COOH and OH ter-
minated methylene chains have proven useful for optimizing the 
ideality of the electrochemical response (voltammetry signal), be-
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cause they provide a way to chemically tune the strength of the 
protein/SAM surface interaction and minimize the inhomogeneity 
of the adsorption sites; i.e., they act to narrow the distribution of 
distinguishable redox species at the SAM interface.328-331 Figure 31 
(panels A and B) illustrates these two different model SAM as-
semblies. The mixed ω–COOH/ω–OH composite SAMs have been 
well-characterized by a variety of physicochemical methods, in-
cluding X-ray photoelectron spectroscopy327,330 and ellipsome-
try,332 and have been shown to be well-organized and well-
behaved regarding their structure (presenting a mostly randomly 
textured molecular surface) and electrochemical performance 
(nearly ideal current waves).326,327,329 Importantly, mixed SAMs 
with longer active chains (here –COOH terminated) and relatively 
shorter diluent (here –OH terminated) components provide an ex-
tended manifold of selectively variable protein/SAM interac-
tions82,330 and may serve as more advanced models for biomimetic 
studies.  

Recently, Yue et al.329 compared the electrochemical response 
for four different cytochrome c immobilizations and its effect on 
the electron transfer rate constant. These binding motifs are shown 
in Figure 31 and include electrostatic binding to both pure and 
mixed films, pyridine ligation, and covalent binding on mixed 
films. The preparation of covalently bound cytochrome c electron 
transfer complexes using carbodiimide cross-linking reagents is a 
well-established technique. The cross-linking occurs by formation 
of one or more amide bonds between lysine residues on the cyto-
chrome c surface and a complementary carboxyl group on the 
SAM (or other partner), as shown in Figure 31. The resultant com-
plexes are similar in structure to their electrostatic counterparts and 
appear to be functional and stable.325, 328-330  

Figure 32 shows how the standard electron exchange rate con-
stant ko

ET of cytochrome c changes with ionic strength for a SAM 
that is thick enough to ensure that electron transfer occurs in the 
nonadiabatic/tunneling limit. All of the experiments were per-
formed at pH 7, for which the protein is stable; denaturation does 
not occur until the pH has decreased to between 4 and 5.333,334 For 
the electrostatically immobilized protein, they found that the aver-
age standard electron exchange rate constant ko

ET decreased and 
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Figure 31 Schematic diagram depicting four different cytochrome c/SAM assem-
blies. A) Cytochrome c adsorbed electrostatically to a pure SAM composed of 
carboxylic acid-terminated alkanethiol molecules. B) Cytochrome c adsorbed elec-
trostatically to a mixed SAM composed of hydroxyl-terminated and carboxylic acid 
terminated thiols (C15COOH/C11OH). C) Cytochrome c is immobilized through 
the formation of one or more amide bonds between a protein lysine and the carbox-
ylic groups of the SAM. D) A pyridine moiety is used to ligate to the protein’s 
heme iron; a motif discussed in Section 6. Rerpinted with permission from Ref. 
329, Copyright (2006) American Chemical Society. 
 

 
the inhomogeneity of the voltammetry increased with the increase 
of the solution ionic strength. For ionic strength values higher than 
80 mM, the cytochrome c desorbs from the carboxylic-terminated 
SAM. For the pure C15COOH SAM (panel A) and the mixed 
C15COOH/C11OH SAM (panel B), the rate decreases systemati-
cally as the ionic strength increases from 10 mM to 80 mM, for  
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Figure 32. The dependence of the standard electron 
transfer rate constant ko

ET of cytochrome c on different 
SAMs. Black diamonds (♦) are data from phosphate 
buffer solutions at pH 7, and black squares (■) are data 
from tris-acetate buffer solutions at pH 7. The solid 
curves are a linear fitting of experimental data. A) cyto-
chrome c on pure C15COOH SAM; B) on 
C15COOH/C11OH SAM; C) covalently attached to 
C15COOH/C11OH SAM; D) tethered to PyC16/C15 
SAM.Rerpinted with permission from Ref. 329, Copy-
right (2006) American Chemical Society. 
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Figure 32. Continuation. 
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both of the buffer systems that were studied. For the covalent im-
mobilization (panel C) and the ligated protein (panel D), the rate 
constant did not change with ionic strength. Thus, the decrease in 
ko

ET with the increase of ionic strength can be understood to arise 
from an increase in the effective distance between the cytochrome 
c and the film.329 

The standard rate constants for the different immobilization 
strategies are quite different and summarized in Table 11. For the 
pure COOH terminated films, the standard rate constant is about 
ten times smaller than that observed in the mixed films (Fig 32B). 
In part, this difference can be explained by a distribution of ad-
sorbate orientations (inhomogeneity) that include unfavorable 
sites; a finding that is corroborated by analyzing the widths of the 
current waves in the voltammograms.329 In addition, it may be 
possible for the heme of cytochrome c to approach closer to the 
electrode in the case of mixed SAMs, because of the more flexible 
nature of the solvent-exposed fragments of SAM active 
chains.82,330 In contrast, the mixed assemblies (Fig. 32B) and the 
covalently attached SAM assemblies (Fig. 32C) have the same 
electron transfer rate; a fact that likely originates from the similari-
ty of the SAMs textured surface. Despite the similarity in their 
average rate constants, the covalently immobilized cytochrome c 
does not change with ionic strength. This finding indicates that the 
electron tunneling is not affected by ions that may be present in the 
solution or solvated near the SAM/electrolyte boundary. The high 
rate constant for the pyridine immobilized protein was explained in 
Section VI.2 as arising from a change in the dominant electron 
tunneling pathway. Comparison of the data in panels A and B of 
Fig 32 with those in panels C and D show that the solution proper-
ties (in this case, io- nic strength) can change the protein’s immo-
bilization geometry and thus modulate its electron transfer rate. 

  
 

Table 11 
Rate Constant ko

ET (s-1) of Cytochrome c at I = 40 mM. 

 Pure 
C15COOH 

Mixed 
C15COOH/C11OH 

Covalent 
attachment 

PyC16/C15 

Phosphate buffer 0.22 ± 0.01 3.6 ± 0.4 3.4 ± 0.8 43 ± 5 

Tris/Acetic 0.23 ± 0.01 3.7 ± 0.6 3.5 ± 0.8 42 ± 4 
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2. Results for Cytochrome c Immobilized on Mixed SAMs 
with Large Chain Length Difference 

The dominant electron tunneling pathway(s) between an electrode 
and the heme unit of the cytochrome c depends on the composition 
of the mixed SAM. Yue et al.330 studied mixed C15-carboxylic 
acid/hydroxyl-terminated SAMs as a function of the SAM stoichi-
ometry and the length of the hydroxyl-terminated alkanethiol. It 
was found that by increasing the concentration of shorter-chain 
hydroxyl diluent thiol in the SAM, the rate constant increased in a 
systematic way. When the diluent composition was high, the ko

ET
 

increased exponentially with decreasing chain length of the diluent 
molecules until the chain length of the diluent molecule reached a 
length of about eight methylene groups. Their findings showed 
that the diluent molecules can mediate the electronic interaction 
and change the effective tunneling distance, if they are short 
enough.  

From earlier studies it was not clear how the increased flexi-
bility, which is more or less evident for mixed SAMs might affect 
the bioelectrochemical electron transfer properties in the friction-
controlled regime. Specifically, the increased flexibility of the 
Au/SAM/cytochrome c electrostatic complex may affect the fric-
tional coupling; e.g., the value of δ. Khoshtariya et al.82 analyzed 
how the electron transfer rate depends on the composition of as-
semblies that are prepared from 50:50 mol percent solutions of 
C5COOH/C2OH, C10COOH/C6OH and C15COOH/C11OH. These 
three systems span a broad range of electron transfer distances for 
mixed SAMs and include the critical short-range electron transfer 
region. 

Figure 33 presents some typical cyclic voltammograms rec-
orded for selected Au/SAM/Cytochrome c assemblies, and Table 
12 gives rate parameters extracted from the analysis. Note that the 
difference in rate constants for the (CH2)15-COOH/(CH2)11-OH 
mixed SAMs, which are reported in Tables 11 and 12, likely result 
from a difference in the percentage of hydroxyl terminated chains 
in the SAM assemblies that were prepared in these two studies (see 
Fig. 5 of Ref. 330). 
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Table 12 
The Values of Standard Rate Constants, and the Value of the 
Reorganization Energy Obtained Using Phosphate and Tris-

HCl (Both in 4.4 mM, pH 7, in Each Case) Buffers through the 
Established Procedure. Ref. 82, Copyright (2007) Wiley-VCH 

Verlag GmbH & Co KgaA. Reproduced with permission. 

No The SAM Composition ko
ET  

(s-1) 
λ, eV 

Phosphate 
buffer  

(4.4 mM) 

Tris-HCl 
buffer  

(4.4 mM) 
1 HS-(CH2)5-COOH + HS-(CH2)2-OH 330 155 0.65±0.1 

2 HS-(CH2)10-COOH + HS-(CH2)6-OH 440 205 0.65±0.1 

3 HS-(CH2)15-COOH + HS-(CH2)11-OH 2.5 – 0.7  ±0.2 

 
 
 
Figure 34 shows an example of a trumpet plot, i.e., plot of the 

anodic and cathodic peak potentials versus the log of the potential 
scan rate, and a fit of these data by the Marcus theory. The value 
of the reorganization energy parameter (see Table 12) in this anal-
ysis was essentially the same for cases of long-range (n = 11, 16) 
and short-range (n = 6) electron transfer, despite a clear mecha-
nism changeover. Figure 34B shows plots of the logarithmic de-
pendence of the standard rate constant on the methylene number of 
the active (-COOH) components of the mixed SAMs and compares 
it to rate data for unicomponent COOH-terminated SAMs and pyr-
idine-terminated mixed SAMs. Comparison of the n = 11 and n = 
16 kinetic data reveal that the rate constants for mixed SAMs are 
higher than for their unicomponent analogues, however, they each 
display similar tunneling decay lengths of about one per methylene 
unit. In contrast, for the case of n = 6 the rate constant is higher for 
the unicomponent SAM, as compared to the mixed SAM assem-
blies (Figure 34B). Note that the rate data are averaged over a 
number of measurements (symbols on Figure 34B are larger than 
actual error bars), however the data of different workers agree rea- 
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sonably well. Lastly, parallel kinetic experiments that were per-
formed using Tris-HCl buffer gave relatively lower rate constants, 
but revealed a similar plateau region (Table 12 and Fig. 34B). 

 
 

Figure 34. (A) Fitting of the experimental peak separation as a function 
of scan rate – the procedure that allows simultaneous determination of 
both the rate constant and reorganization free energy; the case of thin 
SAM (HS-(CH2)5-COOH + HS-(CH2)2-OH), 4.4 mM phosphate buffer 
(see Table 11). (B) Logarithmic dependence of the rate constant on 
SAM carbon number of active  (longer) components of different SAMs. 
Closed red circles and blue crosses are results obtained in phosphate and 
tris buffers, respectively; open red squares: data of Bowden et al.326,327 
for comparable mixed SAMs; open violet circles: data of Niki et al.58,59 
and Bowden et al.54,55 for unicomponent carboxyl terminated SAMs; 
closed green squares: data of Waldeck et al.74 for pyridine terminated di-
luted SAMs. Ref. 82, Copyright (2007) Wiley-VCH Verlag GmbH & Co 
KgaA. Reproduced with permission. 
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Figure 34. Continuation 

3. Kinetic Isotope and Viscosity Effects for Systems with 
Coulomb and Covalent Binding 

Davis et al.305 evaluated the dependence of the electron transfer 
rate on the presence of D2O versus H2O for electrostatic and cova-
lent assemblies, in both the tunneling and plateau regions. In the 
thick film (tunneling regime), they found no change in the rate 
constant as the solvent was changed from H2O to D2O; i.e., the 
kinetic isotope effect was unity. For thin SAMs, they observed a 
dependence of the rate on whether H2O or D2O was used in the 
assembly preparation and electrolyte solution. While the depend-
ence was significant, a total kinetic isotope effect of about 1.4, it 
was moderate. They showed that at least half of the isotope effect 
can be explained in terms of the change in the solution viscosity. 

For thin SAMs, they identified two separate isotope effects: a 
cell isotope effect that is manifest at short timescales (< 30 s) and 
arises from the viscosity difference between H2O and D2O, and an 
incubant isotope effect that is manifest at long timescales (> 2 h) 
and results from H-D (or H2O/D2O) exchange. These two catego-



198   

ries have their origin in the manner by which the assemblies are 
prepared. Once a SAM is assembled on the electrode, it is im-
mersed into a solution containing the protein (the incubant solu-
tion) for a period of about 30 minutes to an hour. After incubation, 
the electrode assembly is rinsed with a buffer solution and then 
placed in an electrochemical cell that contains only a buffer solu-
tion (the cell solution), no protein. Davis and Waldeck305 per-
formed experiments that independently controlled whether D2O or 
H2O were used in these solutions, incubant (inc) or cell. They de-
fined the cell isotope effect, KIEcell, by the ratio ko

ET (H2O, H2O): 
ko

ET (H2O, D2O), in which the first term in parentheses defines the 
incubant solution’s isotope and the second term defines the elec-
trochemical cells isotope. They defined the incubant isotope effect, 
KIEinc, by the ratio ko

ET (H2O, H2O): ko
ET (D2O, H2O); this defini-

tion removes the contribution of the increased viscosity of D2O. 
The data in Table 13 report KIEinc for both the electrostatic and 
covalent systems, and show that its magnitude is comparable to 
that of KIEcell. Furthermore, they found that these two ratios are 
similar and that the total isotope effect, which is defined as KIEtotal 
= ko

ET (H2O, H2O): ko
ET (D2O, D2O) could be constructed from a 

product of KIEcell and KIEinc. The electron transfer rate is slower in 
D2O buffer than in H2O buffer, and this slowing of the rate occurs 
for both the electrostatic and covalent assemblies. The degree of 
slowing in the rate is similar to that reported by Murgida and Hil-
debrandt for electrostatic assemblies of cytochrome c on SAM 
coated Ag electrodes.19,61 

 
 
 

Table 13 
Evaluation of the Kinetic Isotope Effects Observed for Short 

Chain Cytochrome c/SAM Assemblies. Rerpinted with permis-
sion from Ref. 305, Copyright (2008) American Chemical Soci-

ety. 

 Electrostatic Covalent
KIEcell

 1.2 ± 0.2 1.2 ± 0.2
KIEinc

 1.3 ± 0.3 1.1 ± 0.2
KIEtotal,

 1.6 ± 0.3 1.4 ± 0.3
KIEtotal, pred

‡ 1.6 ± 0.4 1.4 ± 0.4
‡KIEtotal, pred. = KIEcell × KIEinc. Error obtained by propagating the standard error in 

KIEcell and KIEinc. 
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Davis305 examined the viscosity dependence of the electron 
transfer rate in these assemblies and contrasted it with the cell iso-
tope effect that they observed. While a solution viscosity depend-
ence had been reported on carboxylate terminated films previous-
ly, it had not been reported for covalent assemblies or mixed elec-
trostatic assemblies –S(CH2)mCOOH/–S(CH2)mOH systems. The 
viscosity of the aqueous electrolyte was changed over the range of 
1.0 to 2.5 cP by the addition of dextrose to the solution. Their ko

ET 
data are shown in Fig. 35 (filled points show the viscosity depend-
ence data of electrostatic (panel A, squares) and covalent (panel B, 
triangles) assemblies). The shaded area shows the acceptable best-
fit region, as determined by χ2 values using Eq. (3), and a best fit 
gave a value of δ = 1.1 for the electrostatic assemblies and δ  = 1.0 
for the covalent assemblies; i.e., the reaction appears to be fully in 
the friction controlled regime. 

Figure 35 also shows data from the isotope studies and reveals 
that the cell isotope effect arises from a viscosity change. The open 
diamonds correspond to ko

ET (H2O, D2O), and the open circles to 
ko

ET (D2O, D2O) respectively, for each assembly type. For the 
samples incubated in H2O and measured in a D2O buffer, ko

ET 
(H2O, D2O), the measured rate constants lie near the boundary of 
the best-fit viscosity region; in contrast, the ko

ET (D2O, D2O) rate 
constants lie clearly below the best fit viscosity region, indicating 
that H/D exchange affects the rate constant at longer exposure 
time. To further test this conclusion, Davis performed switching 
experiments between a normal water buffer solution and a buffer 
solution whose viscosity was adjusted to 1.09 cP (that of D2O). 
The results are shown in Table 14, and they support their conclu-
sion that the observed change in rate constant by the cell solution 
arises from viscosity rather than H/D exchange. 

From the ko
ET (D2O, D2O) data in Table 13 and Fig. 35, it is 

clear that, on long timescales some other factor decreases the rate 
constant, presumably H/D exchange of some protein residues or of 
one or more water molecule(s).335-337 This KIEinc contribution is 
similar in magnitude to that of KIEcell. However, KIEinc is some-
what larger in electrostatic assemblies (1.3) than in covalent as-
semblies (1.1). While this difference may indicate that specific 
bonded contacts between cytochrome c and the SAM are less im-
portant for the covalent assemblies than for the electrostatic com-
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Table 14 
Summary of Cell and Incubant Effects and Comparison to 
Viscosity Effect. Rerpinted with permission from Ref. 305, 

Copyright (2008) American Chemical Society. 

 Incubant solvent, 
cell solvent 

k0(incubant, cell):  
k0(H2O, H2O) 

Electrostatic H2O, D2Oa 1.2 ± 0.2
 H2O, viscous H2O 1.1 ± 0.3
Covalent H2O, D2Oa 1.2 ± 0.3
 H2O, viscous H2O 1.2 ± 0.2
 
 
plexes, it is difficult to say. Although they examined a number of 
possibilities for this latter effect, such as proton-coupled electron 
transfer, no firm conclusions could be drawn. One plausible expla-
nation that is consistent with the friction-controlled limit of the 
electron transfer would be that the H/D and/or H2O/D2O exchange 
cause a change in the internal viscosity of the protein, beyond that 
arising from the buffer solution, and this depresses the rate. From 
the plots in Fig. 35, it is evident that the magnitude of the shift, the 
effective viscosity, lies in a plausible range of values. 

4. Comparison of Different Systems Involving Coulomb,  
Covalent and Through-Heme Interactions 

The distance dependence of the electron transfer rate constant for 
the electrostatically adsorbed protein, the covalently linked pro-
tein, and the pyridinally ligated protein assemblies reveal a tunnel-
ing behavior for thick SAMs and a plateau region for thin SAMs. 
Sections VI.4 and VI.5 discuss the mechanism for the electron 
transfer rate in the plateau region for the pyridine assemblies and 
contrast it with that for electrostatic assemblies. The two major 
mechanisms that have been used are the friction-controlled elec-
tron transfer and conformational gating (i.e., a pre-equilibrium that 
becomes rate limiting). The assemblies for which cytochrome c is 
covalently bound to the –COOH termini of the SAMs offer anoth-
er way to test whether the conformational gating model can ex-
plain the distance dependence. Because the covalent assembly re-
stricts the rotational diffusion/rearrangement of cytochrome c at 
the  SAM/solution interface,  it can assess the importance of  large- 



202    

 

D.H. Waldeck and D.E. Khoshtariya 

Figure 36. Panel A: cytochrome c is adsorbed to the carboxylate moieties on a 
mixed 2:3 –S(CH2)5COOH/–S(CH2)4OH SAM via electrostatic interactions be-
tween lysine residues and carboxylate groups. Panel B: cytochrome c is tethered to 
the same monolayer as in A via two covalent bonds between lysine residues and 
terminal carboxylate groups. More than two bonds are possible. Rerpinted with 
permission from Ref. 328, Copyright (2008) American Chemical Society. 
 

 
 

amplitude rotational diffusion of the cytochrome c on the SAM 
surface in determining the rate for thin films. 

The cartoon in Figure 36 shows a view for the electrostatic 
and covalent assemblies on mixed films. The similarity of the sur-
face environment is reflected in the similar redox potentials for the 
cytochrome c, when it is adsorbed on these films. Petrović et al.338 
investigated how the formal potential of cytochrome c changes for 
the freely diffusing protein and the protein immobilized in differ-
ent manners onto a SAM (Fig. 37). From this graph it is evident 
that the formal potential for the pyridine immobilized protein is 
shifted strongly negative of that for the protein in solution, but that 
they have a similar dependence on the ionic strength. For the elec-
trostatic assemblies and the covalent linkage on mixed –COOH/-
OH films the formal potentials are very similar and intermediate 
between the two extremes of free in solution and pyridine ligated. 
It is also evident that the ionic strength dependence is similar for 
these assemblies but different than that observed for the pyridinal 
and freely diffusing cases. The different ionic strength dependences, 
and their fit to a model represented by the lines in Figure 37, were 
discussed at length by Petrović et al.338  
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Figure 37. Example Tris/Acetate data for Eo’ as a function of ionic 
strength, f(I), for cyt c adsorbed on pure carboxylic acid SAMs 
(solid diamonds), mixed carboxylic acid SAMs (solid squares), co-
valently attached to mixed monolayers (open circles), datively 
bound to the electrode (solid triangles), and freely diffusing in so-
lution (open triangles). Reproduced from Reference 338, with 
permission. Rerpinted with permission from Ref. 338, Copyright 
(2005) American Chemical Society. 

 
  
 
Figure 38 shows a plot of the standard electrochemical rate 

constant, which was measured by quantifying how the faradaic 
peak position shifts with scan rate, versus the thickness of the 
SAM in methylene units, for the three different assemblies. The 
data show that the covalently-bound protein assemblies have elec-
tron transfer rate constants that are very similar to those found for 
the electrostatically adsorbed cytochrome c at a given methylene 
number. Despite the similarity, a number of differences can be 
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identified and are discussed at length below. In general, these data 
robustly support the conclusion that rotational or large-amplitude 
rearrangement of the protein on the surface of the SAM is not re-
sponsible for the plateau region, and a different mechanism should 
be considered. 

(i) The Distance for a Transition from Nonadiabatic to Solvent 
Control 

 As shown in Fig. 38, the electron transfer rate in covalent cy-
tochrome c/SAM assemblies (red symbols) depends on SAM 
thickness in a manner similar to the electrostatic adsorption (blue 
circles) and pyridine-ligated (green stars) cases. Distinct tunneling 
and plateau regions are evident; however, the turnover between 

  
Figure 38. Distance dependence of the rate constant in covalently attached cyto-
chrome c/SAM assemblies (red symbols) and comparison to the electrostatic (blue 
circles) and pyridine-ligated (green stars) cases. ♦: (CH2)mCOOH/(CH2)m-1OH 
SAMs, +: pure (CH2)mCOOH film, Δ: (CH2)mCOOH/(CH2)m+1OH, ▲: (CH2)m 

COOH/(CH2)mOH, □: (CH2)10COOH/(CH2)8OH, ■: (CH2)14COOH/(CH2)11OH.  
m denotes the number of methylene groups in the carboxyl-terminated SAM com-
ponent. Electrostatic values for pure –COOH terminated films were reported by 
Niki et al.58 and Bowden et al.55; Py-ligated values are from Refs.74 and 76 The 
dashed lines correspond to the rate constant predicted for a tunneling mechanism. 
Rerpinted with permission from Ref. 328, Copyright (2008) American Chemical 
Society. 
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regions appears at n < 7 methylene groups rather than n < 6 for 
electrostatic assemblies and n < 12 for pyridine-ligated systems. 
This shift of the turnover point between the covalent data and the 
electrostatic data could be caused by stronger coupling of the iron 
center to the electrode through covalent bonds; for a given meth-
ylene chain length ko

ET is slightly higher for the covalent system 
than for the electrostatically adsorbed cytochrome c, provided 
there is no diluent hydroxyl-terminated thiol or that it is very close 
in length to the –COOH-terminated thiol. The large shift in the 
onset of the tunneling regime between the pyridine-ligated system 
and the electrostatic and covalent systems results from a change in 
the dominant tunneling pathway; see Section VI.2 and Ref. 77. 
The shift in this transition region with the nature of the immobili-
zation can be consistently explained in terms of the electronic cou-
pling strength and charge transfer distance differences between the 
immobilizations. 

(ii) Effect of SAM Composition on the ET Rate in the Tunneling 
Regime  

 A number of workers have examined how the concentration 
and chain length of the diluent thiol in a mixed SAM affects the 
electron transfer rate in the electrostatic assemblies,82,325,328,330 and 
the findings of these different groups are in basic agreement with 
each other; also see Section VII.2. Each of these studies concludes 
that when the hydroxyl-terminated diluent thiol is much shorter 
than the COOH terminated chain, the rate is enhanced. The data in 
Figure 38 show this trend; namely, when two components of the 
mixed (CH2)mCOOH/(CH2)nOH film have a comparable number of 
methylene groups (m – 1 ≤ n ≤ m + 1), the rate is similar to that of 
a pure (CH2)mCOOH film; however, as n becomes significantly 
smaller than m (n ≤ m – 2) the rate becomes significantly faster. 
When the diluent thiol is near the length of the COOH-terminated 
thiol (n = m ± 1), no significant difference in the rate is found, 
while shorter diluent thiols (n ≤ m – 2) result in at least a three-fold 
rate enhancement. As discussed by Yue et al.330, the electron tun-
neling can proceed through multiple pathways, rather than exclu-
sively through –COOH chains or covalent linkages, and the rele-
vant importance of the pathways depends on the disparity in chain 
lengths.  
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This conclusion adds an important constraint to any attempts 
to quantify the dependence of the electron transfer rate on the dis-
tance in the nonadiabatic limit. As reflected by Eq. (1), the expo-
nential decay of the rate constant with chain length can be quanti-
fied as exp(–βm), where 1/β is the characteristic tunneling decay 
length and m is the methylene number in the –COOH chain. Table 
15 reports values of β, determined from the rate data in Fig. 38, for 
SAMs with different disparities between the active chain length (-
COOH, m) and the diluents chain length (–OH, n). This compari-
son indicates that the tunneling decay parameter in mixed films is 
similar to that reported for pure electrostatic systems where β ≈ 1.1 
per methylene, and pyridine-ligated systems where β ≈ 1.2 per 
methylene, as long as the length difference between the diluents 
and active chains is not too significant. 

(iii) Electron Transfer Mechanism in the Plateau Region 

 The early explanation that was offered by Avila et al.59 for 
the weak distance dependence of thin films invoked rotational dif-
fusion of cytochrome c to a favorable electron transfer configura-
tion that becomes the rate-limiting step. Although this explanation 
was consistent with the known dependence of the rate on pH, ionic 
strength, and viscosity, it is not consistent with the more recent 
data found for covalent assemblies, in which the conformational 
rearrangement of the protein on the surface is expected to be high-
ly restricted. In contrast, the ionic strength, viscosity dependence, 
and the similarity in rates for the covalent and electrostatic assem-
blies can be explained by a rate-limiting friction-controlled mech-
anism at short distances.76,328 

 
Table 15 

Determining the Tunneling Decay Coefficient. Adapted with 
permission from Ref. 328, Copyright (2008) American Chemi-

cal Society. 

Methylenes in 
diluent thiol (n) 

Number 
of points 

β 

m – 1 < n < m + 1 4 1.19 ± 0.05 
n = 0; m – 1 < n < m + 1 6 1.13 ± 0.05 

D.H. Waldeck and D.E. Khoshtariya 
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5.  Electron Transfer in the Friction-Controlled Regime 

Figure 39 shows a plot of the electron transfer rate data for the 
pyridinal and electrostatic immobilizations on Au electrodes and 
for the unimolecular studies of Gray et al.310-312 versus the charge 
transfer distance. In order to compare these different data sets, 
Khoshtariya et al.76 converted the observed electron transfer rate 
constants to their maximum (optimal) values kmax by rearrange-
ment of Eq. (5), 
 

  
o

mifao
et

RT
g

H
RT

Gkk
λ

πρ 32

max 1
||

exp
+

=⎟
⎠
⎞⎜

⎝
⎛Δ≡

h
 (34) 

 
This transformation removes the activation barrier from the con-
siderations and allows the dynamical part (pre-exponential factor) 
of the rate constant to be studied. They used a reorganization ener-
gy of 0.8 eV (taken from Fig. 30) and generated the plot shown in 
Fig. 39. While quantitative aspects of the analysis are very sensi-
tive to the choice of reorganization energy and act to rescale the 
maximum rate, they do not change the qualitative behavior that is 
observed in the graph. By way of example, changing the reorgani-
zation energy to 0.6 eV reduces the value of kmax by a factor of 
seven. Given this assumption about the reorganization energy, Fig. 
39 shows a plot of kmax versus the charge transfer distance for the 
two electrochemical systems and the homogeneous studies as a 
function of the distance between the redox active heme of the cy-
tochrome and the electron donor, gold electrode and ruthenium 
moiety. The •’s correspond to the rate constants of the pyridine 
terminated SAMs and the G’s correspond to the unimolecular rate 
constant data of Gray et al.310-312 The charge transfer distance for 
the COOH terminated SAMs (×, *, +) was computed by modeling 
the charge transfer distance by the length of the methylene chain 
and the through space distance from lysine 13 to the heme iron. 
The solid black curve shows a fit to Eq. (34), which describes the 
transition between electron transfer regimes. The dashed line cor-
responds to an extrapolation of the thick film (nonadiabatic) rate 
constant back toward short distances.  
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Figure 39. The maximum electron transfer rate constants (Eq. 34) for cyto-
chrome c from Fig. 24 are plotted as a function of the electron transfer distance. 
A constant distance of 5 Å has been added to the electrochemical data on the 
carboxylic acid terminated films (x -Niki et al.58,59; + -Bowden et al.54,55; * -
Khoshtariya et al.76) so that they coincide with the data on pyridine terminated 
layers (● - Khoshtariya et al.76) and the data of Gray et al.310-312 (G). The solid 
black curves are fits to Eq. (34), and the dashed line shows the predicted nonadi-
abatic electron transfer rate constant at shorter distance. Rerpinted with permis-
sion from Ref. 76, Copyright (2003) American Chemical Society. 

 
 

Fitting of the rate constant data in the different regimes allows 
the adiabaticity parameter g to be evaluated. By fitting the electron 
transfer rate constants at large distance (thick films) to the nonadi-
abatic model (Eq. 8), one can define the parameters that describe 
the nonadiabatic rate. Using a reorganization energy of 0.8 eV and 
a density of states for the Au electrode15,47,339 of 0.28 eV-1, one 
finds an electronic coupling between the Au electrode and cyto-
chrome c of 0.17cm-1 at 17 Å. Using these parameters and fitting 
the whole data set by Eq. 34, one finds a characteristic relaxation 
time for the protein’s polarization response to be τeff ~ 188 ns. 
While this characteristic time seems too long for a pure liquid sol-
vent response, the highly structured SAM/protein assembly could 
plausibly have a slower polarization relaxation. This analysis re-
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quires that the electron transfer mechanism for cytochrome c lie in 
the strong to intermediate regimes at distances up to 17 Å. 

VIII. AZURIN AT Au/SAM JUNCTIONS IMMOBILIZED 
THROUGH THE HYDROPHOBIC PATCH 

1. The Overview 

The copper-containing redox protein azurin, which is associated 
with oxidative stress responses in bacteria (e.g., Pseudomonas 
aeruginosa),340 provides a useful model system for exploring elec-
tron tunneling through protein molecules.274,341-344 Azurin exists in 
the Cu(II) or Cu(I) redox states and exchanges electrons with other 
redox proteins, such as cytochrome c551 or nitrite reductase.345-346 

The type 1 Cu ion binding site (Fig. 40, panel A) is characterized 
by a bright blue color, a narrow hyperfine splitting in its electron 
paramagnetic resonance (EPR) spectra, and a high reduction po-
tential.347-349 In addition, both its oxidation states have the copper 
ion coordinated with a cysteine (Cys) thiolate group and two histi-
dine (His) nitrogen atoms in a trigonal planar conformation.347-351 
The coordination of the ion is completed by two axial ligands, typ-
ically one from a methionine (Met) thioether group and a second 
from the amide oxygen of a glycine (Gly).352 The similar structures 
of the oxidation states is reflected in a relatively low reorganiza-
tion free energy (λ) for the solution phase (homogeneous) redox 
process (0.6–0.8 eV,351,353,363 vide infra) and a high ET rate.1,273,274 
Such structural similarity is unusual for copper ions, which typi-
cally have large structural changes between the I and II redox 
states.355  

The origin of the small λ and the structural similarity of the 
azurin oxidation states remains a topic of debate. Early workers 
hypothesized that the protein forces the Cu(II) to be bound in a 
geometry closer to that preferred by Cu(I).356,357 However, quan-
tum chemistry calculations of Cu cluster model systems358-361 indi-
cate that the binding-site geometry is stable for both oxidation 
states and any strain imposed by the protein is weak and compara-
ble to other metalloenzymes, e.g., alcohol dehydrogenase.355,359 
Furthermore, these studies claim that contributions to λ arise most-
ly from the active-site and that the outer-sphere reorganization 



210   

energy (λOS), arising from contributions of the protein and the sol-
vent, are not so important.355,358 However, more recent estimates of 
azurin–azurin self ET,362 based on a dielectric-embedded cluster 
model, suggest that λOS should be comparable to λIS in contributing 
to the total λ. Second, theoretical evidence suggests that the active 
site might be rather flexible and allows fluctuations of the lig-
ands;355,359 recent work points out that thermal fluctuations can 
play an extremely important role in the ET process.369,370,389 More-
over, electron spin echo envelope modulation (ESEEM) measure-
ments,364 which probe the electron spin-density, indicate that the 
cluster calculations are too limited to accurately describe the redox 
site and larger models are needed. Electrochemistry measure-
ments365-367 find that the redox potential of unfolded azurin is 0.1–
0.2 eV higher than that of the folded protein, implying that the 
protein environment affects the electronic energy of the copper-
binding site. A direct coupling between the protein’s dipolar field 
and its redox behavior has been proposed by Warshel and cowork-
ers368 for plastocyanin and rusticyanin, and we have found a direct 
effect of the protein electrostatic potential on the optical spectrum 
of oxidized azurin (data not shown).  

Because of its high stability and excellent redox properties, 
azurin provides a nice model system for studying fundamental 
aspects of protein/electrode coupling.372-374 The location of a sur-
face disulfide Cys 3 Cys 26 group on one end of the protein and a 
hydrophobic patch around the copper center on the other end of the 
protein can be used to immobilize azurin under different, but con-
trolled, orientations on electrodes. On bare Au surfaces the disul-
fide group orients the protein molecule with its copper center away 
from the electrode surface, about 26 Å.375,376 An ET rate constant 
of ≈ 30 s–1 , which is consistent with intramolecular ET between 
the copper center and the Cys 3 Cys 26 site in homogeneous solu-
tion (44 s–1), has been reported.342 Alternatively, azurin can be 
immobilized by noncovalent interactions between its hydrophobic 
patch and methyl terminated alkanethiols.66,68 

2. Rate Constants and Reorganization Free Energies 

Recently, workers66-71 have immobilized azurin by the interaction 
of its hydrophobic patch with the hydrophobic CH3-terminal 
groups of a SAM composed of alkanethiols: [Au−S−(CH2)n−CH3] 

D.H. Waldeck and D.E. Khoshtariya 
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D.H. Waldeck and D.E. Khoshtariya 

Figure 41. Logarithmic plots of unimolecular standard rate constants 
for Az electron exchange at Au electrodes modified by CH3-
terminated alkanethiol SAMs with variable methylene number. Red 
diamonds – data of Guo et al.71; blue diamonds – Chi et al.69; asterisks 
– Yokoyama et al.70; cross – Jeuken et al.67; black squares – 
Khoshtariya et al.83, 2 oC (Az from Sigma), gray circles – the same, 
25 oC; gray triangles – Khoshtariya et al.83, 2 oC (Az from Fluka). The 
broken curves are for eye guidance only. Reproduced from Ref. 83, 
Copyright (2010) with permission from Proc. Natl. Acad. Sci. 

 
 
(n = 2 to 17). Figure 40, panel B, illustrates this binding motif. 
Similar to cytochrome c, a plot of ln(ko

ET) versus n (values from 2 
to 17) exhibits biphasic behavior; viz., an exponential dependence 
for thick films, the range of n = 11 to 17, and a plateau region, the 
range of n = 3 to 9; see Fig. 41. Khoshtariya et al.83 examined the 
three systems with n = 4, 10 and 15 in depth: one in the plateau 
region (n=4), one in an intermediate region (n = 10), and one in the 
limiting tunneling region (n=15). In all cases, fast scan cyclic volt-
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ammetry gave well-defined anodic and cathodic peaks (see Fig. 
42), so that measurements as a function of scan rate could be used 
to determine rate constants. The common method of Creager,164 
and Murray et al.,165 which is based on the Marcus relation, was 
generalized to account for the impact of temperature over the 
range of conventional bioelectrochemical studies (0 to 60 oC), and 
used a global fitting procedure (Section III) to improve the accura-
cy of the λo determination, see Fig. 43. This procedure allows for 
the simultaneous fitting of all the data corresponding to ca. 100-
fold variation of the potential scan rate and ca. 1000-fold variation 
of the rate constant throughout the experiments.83 

First we consider and discuss the values of the reorganization 
free energies, λo, from this analysis.83 Figure 43 depicts the tem-
perature- and pressure-related data sets for the global fitting proce-
dure. Both the traditional fitting method and the global fitting give 
a common value of λo = 0.3 eV, for all three types of SAMs. The 
value from the global fit has an accuracy of ± 0.03 eV, whereas the 
same analysis for the thinner SAM assemblies with n = 10 and 4 
(with data points falling mostly in the middle and bottom parts of 
the global curves, Figures 43a and 43b) has an accuracy of ± 0.1 
eV. The globally fitted value of λo = 0.3 ± 0.03 eV seems especial-
ly reliable and agrees satisfactorily with the average of values de-
termined for thicker SAMs in earlier work.66,67,71 The rather small 
value of λo ≈ 0.3 eV found for azurin in these bioelectrochemical 
systems66,67,71,83 is considerably smaller than that one finds from 
various homogeneous experiments351,353 or theoretical calcula-
tions.154 This difference may result from partial burial of the pro-
tein’s active site into the SAM’s outer layer, hence its essential 
isolation from nearby water (See Ref. 83 for more discussion). As 
discussed in Section 3, the parameter λo explicitly depends on the 
electron donor-acceptor separation distance, Re,1,150 however, this 
dependence weakens at moderately large distances, say Re ≥ 10 Å 
(Section IV, Figs. 11A and 15B). Estimates of Re range from 11 Å 
for n = 4 to 24 Å for n = 15, so that the dependence of λo on Re 
should be weak over this range. The lack of any trend for λo within 
the series of SAMs with variable thickness (Table 16), along with 
the simple and well-defined voltammetry, indicates that the ET 
occurs by a single barrier-crossing event throughout the series 
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Figure 43. Master plots that demonstrate global fitting of the experi-
mental data for the voltammetric peak shift versus potential scan 
rates, v, reduced to standard rate constants, ko

ET. Standard errors for 
experimental points directly match the symbol size. (a) Data collec-
tion and global fitting for rate constants at n = 4, 10, 15, and tempera-
tures of 2, 25 and 50 oC; theoretical curves generated for o = 0.3 eV 
at temperatures of 2, 25 and 60 oC (from bottom to top). (b) Data col-
lection and global fitting for the data obtained at n = 4, 10, 15, tem-
perature 2 to 3oC, and pressure 5, 50, 100 and 150 MPa; theoretical 
curves generated for o = 0.3 eV, 2oC (middle curve), o = 0.3 eV, 
25oC (upper curve), o = 0.6 eV, 2oC (lower curve). See text for fur-
ther details. Reproduced from Ref. 83, Copyright (2010) with permis-
sion from Proc. Natl. Acad. Sci. 
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Table 16 
Standard Rate Constants, Intrinsic Free Energy of Activation 
(Derived from the Fitted Value of Reorganization Energy, Se-

cond Column), and Separately Derived Effective Activation 
Parameters for ET of Az at Au Electrodes Modified by  

Alkanethiol SAMs [−S−(CH2)n−CH3] of Different Thickness  
(n = 4, 10, 15).83 Reproduced from Ref. 83, Copyright (2010) 

with permission from Proc. Natl. Acad. Sci. 

SAM  
(n) 

ko
ET, 

 s-1  

(25 oC) 

ΔGa
*(λo/4), 

kJ mol-1 
ΔHa(EXP),  
kJ mol-1 

ΔHa(η), 
kJ mol-1 

ΔVa(EXP),  
cm3 mol-1 

ΔVa(η), 
cm3 mol-1 

  4 1098  7.2 ± 0.7  15.4 ± 2 7.8 ± 3.0 +1.7 ± 0.3 +4.2 ± 0.6 
10   171  7.2 ± 0.7 11.7± 1.3 4.1 ± 1.5 −1.9 ± 0.3 +2.1 ± 0.6 
15       1.42  7.2 ± 0.7    7.6 ± 0.6 ≈ 0 −5.1 ± 0.6 ≈ 0 
The values depicted in bold (second and third columns) may be considered as equal 
on theoretical grounds (see text for details). 
 
 
covering long-range and short-range ET distances (vide supra). 
Thus, an explanation for the biphasic shape of the plot in Fig. 41 
should be sought within fundamental ET mechanisms, rather than 
in specific gating patterns or other mechanistic complexity (see 
Sections II and IV to VII, above). 

3. Activation Enthalpies from Arrhenius Analysis 

Let us now consider the results from an Arrhenius analysis of the 
temperature dependent rate constant, according to Eq. (19). Figure 
44 shows Arrhenius-like plots for azurin’s ko

ET as a function of T 
for the three different alkanethiol SAMs of different thickness (n = 
4, 10, 15). The respective values of ΔHa(EXP) are collected in Table 
16. Using the Marcus model and the definition of ko

ET, the activa-
tion free energy of the ET process may be related to the reorgani-
zation free energy through Eqs. (6) and (19) (see Section II). For 
the three cases encountered here, the values of Re and Hif are such 
that Hif << λo/4 (see e.g., Refs.1,47,51,53, and 76 for representa-
tive examples, vide supra). Thus, for the long-range (nonadiabatic) 
ET we find that ΔGa

* ≈ λo/4, implying that ΔGa
* is determined 

solely by the Franck-Condon factor and does not have an appre-

D.H. Waldeck and D.E. Khoshtariya 
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ciable contribution from the pre-exponential factor, see Eqs. (4) 
and (8).  

For thinner films, which occur in the friction controlled re-
gime (Eqs. 2, 3, 10,11), the thermal activation of eff must be in-
cluded in the analysis. In this case the value of Ga(EXP) (or 
Ha(EXP), as its constituent part) should contain an additional com-
ponent, viz., Ga() (or, respectively Ha()), related to the protein 
friction (see Section II). For short-range ET (n = 4), the value of 
Ha(EXP) is twice that of the long-range  (n = 15)  ET; see  

 

Figure 44. Arrhenius plots for unimolecular standard rate constants 
reduced to the standard value at 2oC for electron exchange of Azu-
rin hydrophobically immobilized on SAM coated Au electrodes; 
the CH3-terminated n-alkanethiol SAMs are n = 4 (red), 10 (green), 
15 (blue). Standard errors for experimental points directly match 
the symbol size.83 Reproduced from Ref. 83, Copyright (2010) with 
permission from Proc. Natl. Acad. Sci. 
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Table 16 and it is natural to propose that this increase comes from 
an additional component arising from the slow relaxation (viscosi-
ty-related, or frictional) term, such that ΔHa(EXP) = ΔHa

* + Ha(η). 
Assuming that ΔHa

* = 7.2 kJ mol-1 (because Hif << λo/4, vide su-
pra) one obtains Ha(η) = 15.4 – 7.2 = 8.2 (kJ mol-1), a value that 
can be attributed to the accompanying relaxation process(es) of the 
slowly fluctuating protein/water/SAM environment 83 (also Refs.76 
and 81). Interestingly, the value of ΔHa(EXP) for n = 10 (the transi-
tion point between two regimes, Fig. 41) is intermediate to the 
other two cases, see Table 16. 

4. Activation Volumes from High-Pressure Kinetic Studies 

High-pressure kinetic studies provide activation volumes, obtained 
according to Eq. (20) (Section II), for the ET. Figure 45 shows 
logarithmic plots for ko

ET as a function of pressure. Experimental 
values for ΔVa(EXP) obtained for the cases of n = 4, 10 and 15 are 
presented in Table 16. One can see a dramatic change in the value 
and even the sign of ΔVa(EXP) as the system changes from the long-
range ET (n = 15) to short range ET (n = 4). From Eq. (21) for the 
nonadiabatic limit, it follows that ΔVa(EXP) originates from the ef-
fect of pressure on the ET distance and/or the medium 
(SAM/protein/solvent) reorganization energy (Franck-Condon 
factor, Section II). The value of ΔVa(EXP) = −5.1 ± 0.6 cm3 mol-1 (n 
= 15, Table 16) is very similar to that reported earlier for the ET of 
cytochrome c freely diffusing to [Au−S−(CH2)6−OH] junctions, 
viz., −5.5 ± 0.5 cm3 mol-1 (Section V).80,81 Assuming that the con-
tribution to λo from the protein interior is small and hardly affected 
by pressure,153 the contribution of the first term of Eq. (21) can be 
ascribed to reorganization energy changes of the remote bulk water 
amounting to ca. −(2 to 3) cm3 mol-1,81,111 and the remainder, −(2 
to 3) cm3 mol-1, can be ascribed to the contribution from the sys-
tem’s compression in the transition state versus the initial state. 
81,111 

For the friction controlled limit, Eq. (22) applies (see Section 
II). Using ΔVa(EXP) = +1.7 ± 0.3 cm3 mol-1 (n = 4, Table 16) and 
assuming that the second term of Eq. 22 is similar to that for the 
nonadiabatic case, the contribution of the first viscosity-related 
term, ΔVa(η) (caused by protein friction) is found to be +(4 to 5) 
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cm3 mol-1 (Table 16).83 According to Refs. 285 and 286, the native 
structure of azurin is preserved for pressures up to 300 MPa, but its 
internal flexibility decreases.285 This finding substantiates the in-
crease in internal friction that is deduced from these results. This 
value is about half of the analogous estimate for free cytochrome 
c, viz., +(8 to 10) cm3 mol-1.81 Assuming that the friction con- 
 
  

 

Figure 45. Logarithmic plots for unimolecular standard rate constants reduced 
to standard pressure at 5 MPa versus hydrostatic pressure for the electron ex-
change of Azurin hydrophobically attached to Au electrodes modified by CH3-
terminated n-alkanethiol SAMs, n = 4 (red), n = 10 (green), n = 15 (blue). 
Standard errors for experimental points are two times larger than the symbol 
size.83 Reproduced from Ref. 83, Copyright (2010) with permission from Proc. 
Natl. Acad. Sci. 
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trolled mechanism operates for both proteins, this difference must 
reflect a different flexibility (mobility) of the cytochrome c and 
azurin interiors. The freely diffusing regime for cytochrome c ver-
sus the rigidified, immobilized azurin (because of its multipoint 
interaction with the SAM terminal groups) presumably allows for 
the stronger impact of pressure on its flexibility. 

The agreement of the temperature and pressure kinetic studies 
and the reorganization free energy (λo = 0.3 ± 0.03 eV) provide a 
self-consistent picture for the ET reaction. Namely, the long- and 
short-range ET reactions display distinctive signatures of non-
adiabatic and friction controlled ET mechanisms and the indication 
of a smooth changeover between them through the mixed ET re-
gime, notably for n = 10. This finding is in remarkable agreement 
with matching results for cytochrome c operating at Au/SAM junc-
tions through both irreversibly adsorbed74,76,82 and freely diffus-
ing80,81 modes (see Sections V to VII of this Chapter).  

IX. CONCLUDING REMARKS 

The studies discussed here demonstrate that electrochemical, par-
ticularly bioelectrochemical devices comprising metal/SAM/ reac-
tant assemblies with nanoscopically tunable physical properties, 
provide a uniquely powerful system for fundamental electron 
transfer studies and nanotechnological applications. These elec-
trode assemblies provide an avenue to investigate how the electron 
transfer mechanism changes with the electronic coupling and the 
nuclear relaxation characteristics of the assembly. In particular, 
studies with small redox molecules and with redox proteins were 
investigated and found to show two extreme regimes for their elec-
tron transfer: a nonadiabatic (or tunneling) regime for thick mono-
layer films (long range ET/ weak electronic coupling) and a fric-
tion controlled (dynamically controlled) regime for thin monolayer 
films (short range ET/ strong electronic coupling). Although this 
latter regime is now well established, it is less well appreciated and 
might be more pervasive and important a mechanism than current-
ly believed. Furthermore, these studies reveal that electron transfer 
between electrodes and proteins in SAM/protein assemblies are in 
accord with basic theoretical notions concerning the intrinsic ET 
mechanisms. This basic mechanistic understanding of elec-
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trode/SAM/protein assemblies will allow for further progress in 
understanding more complex processes such as, proton-coupled 
electron transfer, and electrocatalysis, among others. In addition to 
these fundamental mechanistic insights, the studies on the protein 
systems reveal how the binding motif of the protein to the elec-
trode can be changed to manipulate its behavior. For example, we 
showed that it was possible to create SAMs in which one (or a 
few) electron tunneling pathways dominate the ET and that it was 
possible to create SAMs that displayed multi-point tunneling 
pathways. These few highlights of the work illustrate the funda-
mental questions and issues that remain to be asked and make it 
clear that in depth fundamental studies are necessary for the fur-
ther development and design of new bio-nanotechnologies, includ-
ing biomimetic ones. 
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I. INTRODUCTION 

“…and because there are bred certain minute creatures 
which cannot be seen by the eyes, which float in the air 
and enter the body through the mouth and nose and there 
they cause serious diseases…”  
 Cato and Varro: On Agriculture 1, XII Loeb. 

This is probably the first written and relatively accurate de-
scription of microorganisms, made by the Roman scholar Marcus 
Terentius Varro (116-27 B.C.). It was then Anthony van Leeu-
wenhoek (ca. 1677) who, for the first time, observed little animals 
under his version of the microscope (a collection of powerful 
magnifying glasses),  and who in a letter to the Royal Society 
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(1683) gave for the first time a description of dental plaque as the 
first example of what we would now term a microbial biofilm. 

This chapter describes some of the basic concepts of biofilms 
and explains what biofilm electrodes are and where they can be 
useful. It then moves on to explain the microbial fuel cell technol-
ogy, which comprises biofilm electrodes and finishes with a de-
scription of the applications in which both biofilm electrodes (B-E) 
and microbial fuel cells (MFCs) can and have been used. 

Biofilms have been the centre of attention of many scientists 
over the last century, and have gained such reputation that allowed 
them – from quite early on – to be employed in real (field) applica-
tions, including vinegar production and wastewater treatment 
(trickling filters). At present, the interest in biofilms is continuous-
ly increasing, and as systems they have proved to be most useful in 
numerous applications. One of these is MFCs, which is the thrust 
of this chapter. 

II. BIOFILMS 

Two modes of existence are generally recognised with regard to 
microorganisms – biofilm mode or planktonic mode. The biofilm 
mode is where cells stick to surfaces and grow as adhesive layers 
or films. The surfaces that they stick to may include almost all 
types of (wetted) materials (e.g., metals, plastics, minerals, organic 
debris, carbon-veil electrodes) and this can also include other mi-
crobes (via co-agglutination, or co-aggregation) where they may 
form flocks or accrete to a biofilm that is already present. Although 
some biofilms are fairly compact (such as dental plaque that forms 
around tooth surfaces in animals), others may be loose, stringy or 
slimy in nature. It is thought that biofilms are the predominant 
mode of life for the vast majority of microbial species on the plan-
et, but it is clear that some species are also well adapted for exist-
ence in planktonic mode, where they are freely suspended in liquid 
medium (sea-water, lakes, rivers, shaken-broth cultures) and where 
all the cells are subject to the forces of hydrodynamic flow. For 
example, many species possess specialized features (flagella), al-
lowing them to be actively motile. Others appear to be well 
adapted to both modes; up-regulating flagella production in broth 
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culture and down-regulating (and dropping off of flagella) when 
growing in biofilms. 

Biofilms are composed of cells and exocellular polymeric 
substances (EPS) that may be produced by the microbes them-
selves (e.g., capsular polysaccharides) or can be present in the bio-
film by adsorption from the input fluid (for example, the adsorp-
tion of salivary glycoproteins found as a component of dental 
plaque).1 Although laboratory models may consist of a single pure 
mono-species, the vast majority of microbial biofilms are mixed 
communities and, depending on the physicochemical conditions of 
the specific examples, may be highly diverse, consisting of hun-
dreds of different species. The term biodiversity class has been 
used to describe the biodiversity of biofilms.2 Class-I: single spe-
cies (e.g., Streptococcus species growing on heart valve in endo-
carditis); class-II: two to seven species (e.g., Acetobacter biofilms 
in vinegar production; mixed Enterobacteriaceae growing on a 
urinary catheter); class-III: seven to 30 or so (e.g., Bioremediation 
consortia); class-IV: thirty to 500 species (e.g., dental plaque) and 
class-V: 500–1000 or more (e.g., anaerobic sludge or soil commu-
nities). The role of biofilms in health and disease and the complex 
interactions that occur within biofilms (competition, synergy, 
quorum sensing, genetic interactions) is a vast area of research and 
the reader is referred to other reviews on these subjects.3,4,5 
Biofilm experiments are usually accomplished by setting up an in 
vitro model. There are many such models described in the litera-
ture (for reviews see Refs. 2 and 6) and these are generally de-
signed to study different aspects regarding biofilms. For example, 
batch culture models can be used for studying initial adhesion or 
early events in biofilm formation, but (in common with all closed 
systems) it cannot be used for studying the main metabolic pro-
cesses that occur in established (mature) biofilms since it runs out 
of nutrients (or builds up toxic products) and rapidly goes into 
decay phase. In nature, the vast majority of biofilms are formed in 
conditions of continuous or periodic nutrient replacement and can 
be regarded as open systems, and a number of laboratory models 
are designed along the same lines. Mathematical models that re-
gard biofilms as homogeneous steady-state films containing a sin-
gle species have been proposed.7 This model has evolved to cover 
dynamic multi-substrate/multispecies biofilm computer mod-
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els.8,9,10 An approach using discrete cellular automata (to simulate 
the rules that govern the lives or properties of microbial cells) has 
also been employed to model biofilms.11,12 These allow the simu-
lated biofilm structure to evolve as a self-organization process 
emulating how real bacterial cells organize themselves into bio-
films. These models produce realistic, structurally heterogeneous 
biofilms. Mathematical models of diffusion/reaction in biofilms 
(incorporating Fick’s laws of diffusion) have also been de-
scribed13,14 as have models to predict the effects of antimicrobial 
activity within biofilms.15,16 MFC and biofilm electrodes (of the 
types described in this chapter) can be grouped under the general 
description of continuous flow matrix perfusion systems. In this 
model, following transfer of inoculum, cells attach themselves to 
the substratum (the matrix) and sterile perfusate supplies the cells 
with nutrients and buffering (set or controlled by the operator). 
The matrix population begins to grow until a matrix yield limit (a 
population saturation point) is reached. The biofilm continues to 
grow, but growth accumulation appears to be matched by the loss 
of cells from the system; cells that are shed into the perfusate out-
put. By judicious choice of perfusate composition and flow rate, 
the biofilm can be maintained in quasi-steady state for many 
weeks, months or years. It appears that the behaviour of a matrix 
perfusion biofilm has certain similarities to a chemostat planktonic 
model in that concentration of the growth-limiting substrate dic-
tates the yield of cells held in the biofilm whilst the perfusate flow 
rate (supply rate of limiting nutrient) dictates the growth rate of the 
biofilm. Microscopic observation of colonized and non-colonized 
matrices using environmental scanning electron microscope 
(ESEM, Fig. 1) suggests that none of the biofilm cells are more 
than 20 or 30 μm from a capillary perfusion channel and with suf-
ficient hydrodynamic flow of medium, the matrix can maintain 
biofilms where solute and product transfer are not significantly 
impinged-upon by diffusion. The system is analogous to a vascular 
bed, supplying all internal parts of the body equally well. The 
nearest description from a chemical engineering view is that the 
system behaves as a plug-flow reactor17 with biotransformations 
occurring by whole cell catalysis attached to a stationary matrix 
within the system. Catalytic activity is thus renewed by continuous 
endogenous production. The system is nonaccumulative and can 
maintain steady state conditions for as long as it is kept perfused. 
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Figure 1. Top left: Sorbarod cellulose matrix (sterile control); top right: Sorbarod 
colonised with Streptococcus species; Bottom left: carbon fibre veil electrode (ster-
ile control); bottom right: Geobacter sulfurreducens biofilm formed on electrode 
inside a microbial fuel cell. 
 

III. PERFUSION BIOFILMS 

Continuous culture of microbes in biofilm mode has been previ-
ously described by many workers and groups around the world.18,19 
The nearest equivalent to the biofilm model described herewith is 
a system described as a matrix perfusion model (e.g., the so called 
Sorbarod perfusion model first described by Hodgson et al.20 Mon-
itoring of the dynamic state was restricted to sampling of perfusate 
and destructive sampling of replicate biofilms at various times 
using viable counting methods (plate counts) to quantify cells. 
This has obvious disadvantages in that due to viable counts requir-



244   J. Greenman et al. 

ing incubation, data from experimental intervention are not availa-
ble until 24–48 hours following the sample. Nevertheless, reports 
have shown that biofilms of some species can reach quasi-steady-
state after 24–48 hours and can be maintained in quasi-steady state 
for a number of days.21,22 The idea of continuously monitoring 
perfused matrix biofilms during their operation has also been de-
scribed, using  

(a)  pH electrodes23  
(b)  sulphide sensitive electrodes,24 and  
(c)  detection of bioluminescence (from a genetically engineered 

lux-luminescent target species) measured using a photon 
camera.25,26  

Most work described to date has centred on pathogens (Pseudo-
monas aeruginosa, Staphylococcus aureus) or mixed cultures of 
dental plaque. Finally, the anodic side of a microbial fuel cell (of 
the types used by the authors) is another example of a perfusion 
biofilm system (see later). 

IV. MISCONCEPTIONS REGARDING BIOFILMS 

There are many workers who believe that biofilms form without 
shedding daughter cells; that new cells are produced by growth 
from within but that they remain attached until the biofilm be-
comes too extended for outer cells to remain in attachment against 
the liquid shear forces. Outer cells are then eroded in clumps and 
re-entrained into the perfusate flow. However, data produced from 
Sorbarod experiments suggest that this is not the case and that cells 
are continuously released throughout the inoculation and initial 
colonisation phases and that growth and release of daughter cells is 
a smooth rather than a stochastic process.21,24,25  

V. DYNAMIC STEADY STATE 

A true dynamic steady state with regard to any microbial cultures 
is of course only a theoretical construction whereby cells are imag-
ined to grow at constant rate in response to a constant supply of 
nutrients and all other physicochemical factors are constant. The 
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nearest equivalent in planktonic culture is the empirical steady 
state achieved by using a chemostat. Monod (1950) proposed the 
model as a useful research tool to produce balanced growth, whilst 
Novick and Szilard (1950) recognised evolution (by generation 
and selection of mutants) and used the model as a way of studying 
this latter phenomenon.27,28 

Different models have been proposed to describe the growth 
kinetics of cells growing in steady state when limited by a single 
growth-limiting nutrient. The Monod model is favoured since the 
parameters involved (μ, μmax, s and Ks) have real-world counter-
parts whose meaning and empirical measurement are experimen-
tally accessible. In the chemostat, μ = D, and μ = μmax s/Ks + s, 
where D = dilution rate (h-1), μ = specific growth rate (h-1), and 
μmax = the maximum specific growth rate at saturating substrate 
concentrations (s). Ks is the substrate affinity constant and ‘s’ is the 
concentration of substrate that allows cells to grow at 1/2μmax. An 
extended model29,30 considers the energy required by the cells in 
order to remain viable even when the growth rate is zero (also 
known as the maintenance energy) and expresses this portion of 
the total energy in terms of the growth limiting substrate concen-
tration; i.e., the minimal substrate concentration required for 
growth (smin): 

 
 μ = μmax s – smin/Ks + s – smin (1) 
 

This model provides a good fit for Escherichia coli grown in che-
mostats with glucose as the limiting nutrient at different tempera-
tures and different dilution rates.31 For a well perfused biofilm in 
steady state (i.e., non accumulative), the specific biofilm growth 
rate (μ) is given by:6  
 

  
population biofilm Total

)(h cellsdaughter  ofelution  of Rate -1
=μ

 (2) 
 
There is little reason to dispute that, at least as a first approxima-
tion, the relationships between growth rate, growth yield and con-
centration of growth limiting substrate (as previously proposed by 
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Monod) do not apply equally well to a perfused biofilm, providing 
it is not limited by diffusion. 

VI. BIOFILM-ELECTRODE STEADY STATE 

Empirical demonstration of the metabolic steady state from a Geo-
bacter perfusion biofilm-electrode has been previously reported.32 
Mixed culture (sludge-derived inoculum) MFCs are also capable 
of long-term steady states, following a slow maturity over a num-
ber of weeks. Thereafter they produce steady-state outputs for 
steady-state physicochemical environmental conditions (see Fig. 
2). In this example, small scale (1 mL) MFCs running in continu-
ous flow were inoculated with mixed sludge cultures of bacteria 
and their output was monitored for long periods (weeks). The sta-
bility of the output from these MFC units was comparable with 
single (pure) culture anodophilic species such as Geobacter. 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Measured metabolic steady state under defined conditions. 
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VII. BIOFILM STEADY STATES (QUASI STEADY 
STATE) 

The descriptive quasi is used because of the comparison of a bio-
film model with the planktonic equivalent (the chemostat). In a 
chemostat, a steady state occurs when all components (cells, sub-
strate molecules, product molecules) are produced or utilised at the 
same rate. An analysis of the cell residence times shows a Gaussi-
an distribution, with points clustered tightly around the mean resi-
dence time.17 This dynamic state is maintained for as long as the 
physicochemical environment is maintained (assuming no internal 
changes such as genetic shifts). For a biofilm, there are two dis-
tinct populations, the planktonic phase (detached cells) and at-
tached cells. An analysis of the cell residence time gives a much 
more complicated picture of distributions; a short interval for unat-
tached cells, but a very long interval for the inner layers of a well 
embedded biofilm. The system is still homogeneous over a large 
scale (e.g., a 1 cm3 cube of matrix) but heterogeneous at a smaller 
scale. It is a homogeneous mix of heterogeneous compartments; a 
mosaic of micro-environments. For these reasons the steady state 
is termed quasi steady state. For a Sorbarod or a carbon veil elec-
trode matrix, there is a fairly even distribution of cells, matrix sub-
stratum and fluidic channels or spaces. It is assumed that the sys-
tem is not particularly diffusion-limiting to nutrients or products 
and that with appropriate buffering large gradients of pH will not 
occur. 

VIII. CONTROL OF THE PHYSICOCHEMICAL 
ENVIRONMENT 

In a model flow system it is easy to accurately control the physico-
chemical environment. Stock solutions of perfusate can be made 
from pure chemicals and all macronutrients, mesonutrients and 
micronutrients can be defined. For example, buffers can be used to 
control pH, which in turn can be verified by (pH) electrode meas-
urements. Other parameters such as temperature can be controlled 
by a thermostat/heater and osmolarity may be adjusted by the addi-
tion of salt or (none metabolically active) sugars or glycols. During 
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an experiment, inhibitors, inducers and repressors can simply be 
weighed out and added as pure compounds and the electrode po-
tential (V) can also be controlled (online) by the external resistive 
load and measured, and finally, flow rate can be set and measured 
by appropriately calibrated perfusion pumps. In many cases a fully 
defined medium is not required as long as the same medium is 
employed for all experiments. Types of responses that may be ex-
pected to be seen are shown diagrammatically in Fig. 3. It is still 
unknown what responses are likely to be produced when two or 
more parameters are changed simultaneously. 

IX. ENERGY SPILLING MODE 

It has been demonstrated that excess substrate can cause uncou-
pling between anabolism and catabolism, which leads to energy 
spilling.33 When (some) microbial species are grown under carbon-
energy excess conditions (i.e., N-limited conditions), the metabolic 
rate may remain high even though the growth rate of cells might 
be relatively low. Under these conditions, cells cannot re-oxidise 
NADH (or NADPH) and some species resort to energy spilling 
mechanisms. It is likely that anodophiles or electricigens on elec-
trodes would simply get rid of excess reducing power by produc-
ing higher electrode output. 

X. BIOFILM ELECTRODES 

Electrodes used generally in electrochemical systems can be of 
many forms. These materials, depending on the application, may 
be solid 3-dimensional shapes, which offer high conductivity (low 
resistivity), but also low surface area to volume ratio. On the other 
hand, electrodes of high surface area to volume ratio usually are 
inherently resistive (low conductivity). For applications such as 
MFCs a golden mean is required whereby the electrode material 
should be of sufficiently high surface area to volume ratio to allow 
colonisation, high matrix yield and access to nutrients when per-
fused, but also high conductivity. One such material which appears 
to fulfil these criteria (and is thus widely used by the MFC com-
munity) is the carbon veil electrode. 
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XI. ALTERNATIVE ENERGY 

1. Energy from Natural Substrates 

Energy from the environment can come from natural substrates 
such as fruits or vegetables, food waste or even dead insect bio-
mass. These substrates can be utilised to produce useful energy in 
a number of ways. For example, herbivorous animals metabolise 
raw vegetables into biochemical energy that is used for their 
maintenance. The metabolic cycle of biological systems is highly 
complex and, moreover, extremely difficult to replicate. The ener-
gy used to drive animals is derived from electron-rich carbohy-
drates, which are ultimately oxidised by a chain of metabolic steps. 
The collective process, in aerobes or facultative anaerobes, is 
called respiration with oxygen (O2), being the end terminal elec-
tron acceptor. The end result of respiration is chemical energy in 
the form of NADH and ATP, carbon dioxide (CO2) and water.34 
There are, of course, several organisms that are capable of break-
ing down carbohydrates in the absence of oxygen and donating 
electrons to organic electron acceptors (fermentation) or inorganic 
electron acceptors (anaerobic respiration).34 The major inorganic 
alternative end terminal electron acceptors are sulphate, nitrate, 
CO2 and also metals. For mammalian cells, the types of substrates 
that can be utilised is limited to sugars, amino acids and organic 
acids (acetate and butyrate).34 However, whole animals can utilise 
a wider range of substrates by means of digestive transformation 
such as hydrolysis of some polymeric substrates into utilisable 
monomers. Furthermore, some animal species, although lacking 
the enzymes necessary for the break-down of many polymeric sub-
strates, are able to utilise these through symbiotic associations with 
microbial cells. Thus, ruminant animals are able to feed on cellu-
lose from hay due to the symbiosis that exists between the anaero-
bic bacteria in the rumen of the animal and the animal itself. In 
nature, the symbiosis between animals and microorganisms is an 
existing successful partnership and therefore a good example to 
exploit in practical engineering. There are a number of ways that 
the bacterial metabolism can be utilised to produce useful energy. 
For example, hydrogen can be produced by microorganisms that 
can reduce free protons into molecular hydrogen (H2). Methane 
can also be produced by methanogenic microorganisms of the Ar-
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chaea kingdom, for example Methanobacterium thermautotrophi-
cum.35,36,37 This is mainly the result of the fermentation of simple 
organic carbon compounds (acetate) or the oxidation of hydrogen. 
Both hydrogen and methane can then be used as fuels in chemical 
fuel cells, with conversion efficiencies of the order of 80 and 65%, 
respectively.  

It is also possible to convert the microbial biochemical energy 
directly into electricity. The available technology for performing 
this is based on the microbial fuel cell (MFC). In this system, as 
described in the following sections, electrons are extracted directly 
from the microbial metabolic cycle and diverted towards an elec-
trical load via electrodes, thus establishing current flow. Direct 
electricity generation from microbes is an interesting option, wor-
thy of study, with some significant advantages over the bio-
hydrogen or bio-methane production.  

XII. CONVENTIONAL CHEMICAL FUEL CELLS 

Although fuel cells appear to be a somewhat recent technological 
development, their history dates back to the mid 1800’s. In 1838, 
the Swiss Professor Christian Friedrich Schoenbien (1799-1868) 
discovered the fuel cell effect and in 1839 his close friend Sir Wil-
liam Grove, a Welsh lawyer who later became a scientist, physi-
cally demonstrated the apparatus.38 Grove developed two im-
portant systems (known as the Grove-cells). The first, which was 
used to power the early telegraph due to its high current output, 
employed a platinum electrode immersed in a nitric acid solution 
and a zinc electrode immersed in zinc sulphate. The output from 
this system was 12 A at 1.8 V. In 1800, two British scientists, Wil-
liam Nicholson and Anthony Carlisle, demonstrated how electrici-
ty can decompose water to its two elements. Grove’s second fuel 
cell applied the reverse to this principle of electrolysis: i.e., sepa-
rate oxygen and hydrogen were combined to produce electricity 
and water. This is the basic description of a simple hydrogen fuel 
cell. 

A fuel cell, in general, is a high efficiency electrochemical de-
vice used as an alternative to conventional methods of generating 
electricity.39 It converts chemical energy to electrical energy from 
a fuel, without direct combustion. Electricity is generated by a 
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chemical catalytic reaction, which decomposes the fuel molecule, 
extracting the electrons, and diverts these to an external electrical 
circuit to produce current (work). Unlike batteries, which are lim-
ited by the internal capacity of their constituent materials, fuel 
cells have the advantage of generating electricity from an external 
fuel that can be continuously supplied.  

Fuel cells are an alternative to conventional energy plants or 
sources. Depending on the electrolytes, electrodes, catalysts and 
fuels used they can offer a clean and environmentally friendly way 
of producing energy, for almost any kind of application.40 Hydro-
gen (H2) is the most commonly used fuel extracted from various 
hydrocarbons (gasoline, methane, diesel) and water for the Regen-
erative Fuel Cell, but any fuel cells utilising hydrogen or methane 
that originate from fossil fuels, will still contribute to global warm-
ing. An extensive overview of fuel cell fundamentals and applica-
tion is given by Carrette et al.40 

There are numerous examples from over the world where 
workers have been using chemical fuel cells as a replacement for 
batteries. Hydrogen, for example, has been reported to be extracted 
from biomass derived carbohydrates such as glucose.41 The pro-
cess is reported to be greenhouse gas neutral; however, it still re-
quires high temperatures, of the order of 227°C (500 K) for the 
reaction to occur. 

One of the common characteristics of normal fuel cells is that 
the operating temperature and pressure have to be at high levels for 
the reactions to take place. Temperature, for example, can range 
between 80–1000°C, depending on the type of electrolyte used, 
and although the lower end can be considered as low/moderate 
within the fuel cell community, it is still relatively high for mobile 
applications such as robotics. Similarly, higher than normal levels 
of pressure are commonly required for the chemical reactions to 
occur, which in some cases result in lower fuel cell performance 
and fuel crossover via the membrane.42 

1. Fuel Cell Principle of Operation 

The anode half-cell is the compartment of the fuel cell in which 
the electrons are generated and defines the direction in which they 
flow. In contrast with conventional electrolytic and battery cells 
and accumulators, the anode is the source of electrons and conse-
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quently the negative terminal of the system. The conductive mate-
rial in the anode compartment for the transfer of electrons from a 
fuel to the external load is termed the anode electrode. This can 
either be of similar or dissimilar material to the cathode electrode. 

The cathode half-cell defines the final destination of the elec-
trons and the direction in which they flow. This is the compart-
ment of the fuel cell that acts as the electron sink and keeps the 
system balanced. It is the positive terminal of the system. A con-
ductive material for the transfer of electrons from the external load 
to the catholyte is also found in this half-cell and is known as the 
cathode electrode.  

A polymer electrolyte, which in its most commonly used form 
is a membrane material, exists between these two half-cells, 
providing a physical barrier, but more important – allowing elec-
trically charged particles such as protons to pass from one elec-
trode (anode) to the other (cathode). 

The fuel cell principle of operation is based on the extraction 
of electrons as a result of the chemical reaction of separating a 
fuel, using a catalyst, in the anode half-cell. The electron flow is 
the result of the electrophillic attraction from the cathode electrode 
and the charged motion of cations (e.g., H+) towards the anionic 
groups of the polymer electrolyte (proton exchange membrane). 
Faraday assumed that electron flow was due to the movement of 
charged ions; anions are those moving towards the anode and cati-
ons are those moving towards the cathode. Hence, the electrons, 
which are diverted out of the anode, flow through the external cir-
cuit in order to reach and reduce the cathode to complete the cir-
cuit, by recombining with the incoming cations. The quantity of 
electrons flowing through the external circuit is the electricity be-
ing produced, or current. When there is no load connected to the 
fuel cell, electrons cannot flow out of the system, and therefore the 
open-circuit voltage can be measured. This is a direct indication of 
the potential difference between the two half-cells and it is greatly 
affected by the type of electrolytes, electrodes and catalysts being 
used.        

Catholyte and anolyte are the liquid electrolytes (for some fuel 
cells) in the two cathode and anode half-cells, respectively. Elec-
trolysis defines the passage of electric current through a molten 
chemical or an aqueous solution. Hence, the anolyte is the medium 
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that allows the transfer of electrons from the catalyst to the elec-
trode, and the catholyte allows the taking up by the cathode elec-
trode of incoming electrons and cations. In some fuel cells, where 
there is enough oxygen supply to the cathode, electrons recombine 
with cations (protons) and oxygen to form water. 

2.  Types of Fuel Cells 

There are various types of fuel cells, distinguished by the types of 
electrolyte or catalyst employed, the kind of fuel consumed, or the 
nature of their operation, and these can be categorised as follows: 

(a) Alkali Fuel Cell, Molten Carbonate Fuel Cell (MCFC), 
Phosphoric Acid Fuel Cell (PAFC), Solid Oxide Fuel Cell 
(SOFC) and Proton Exchange Membrane Fuel Cell (PEM);  

(b)  Direct Methanol Liquid Feed Fuel Cell (DMLFFC), Me-
thane Fuel Cell, Carbon Fuel Cell, Microbial Fuel Cell 
(MFC) and Regenerative Fuel Cell (RFC). 

Fuel cells, depending on their type, can consume various types 
of energy source – fuel – in various forms. Hydrogen (H2) is the 
most commonly used fuel extracted from various hydrocarbons 
(gasoline, methane, propane, diesel, ethanol, methanol) and water 
via electrolysis for the Regenerative Fuel Cell. 

The Regenerative Fuel Cell is in a way different to other fuel 
cells in the sense that it can be used as an energy storage unit, i.e., 
a battery. As a fuel cell it operates in a similar way to any other 
fuel cell. Hydrogen is used as the fuel at the anode and oxygen is 
used as the oxidant at the cathode, with platinum catalysts and the 
main by-products are heat and water. The unique property of this 
system is that it can be combined with a conventional electrical 
power source (mainly hydroelectric, solar or nuclear) as a hybrid, 
which is used to dissociate (electrolyse) the produced water to hy-
drogen and oxygen. These can be fed back to the fuel cell stage of 
the system for the generation of power.     

A hydrocarbon is a compound consisting of hydrogen and 
carbon molecules only. In order for hydrogen to be extracted from 
such compounds, it is necessary to go through a reforming process, 
prior to usage since hydrogen is impure and difficult to store. The 
reforming process is the major drawback in the hydrogen technol-
ogy. It is a hazardous and time consuming process involving com-
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plicated multi-stage systems, high energy consumption and high 
financial costs that have a negative effect on the high conversion 
efficiency (80%) of the hydrogen fuel cell. The steam reforming 
process is the one most commonly used and it involves the extrac-
tion of hydrogen from natural gas (methane, CH4). The initial 
phase involves the disintegration of methane into H2, carbon diox-
ide (CO2) and carbon monoxide (CO), after exposing CH4 to high 
temperature and pressure steam. Reforming processes, in general, 
always operate under extremely high temperatures (600–800°C) 
and pressure.43,44  

XIII. METHANE AND CARBON FUEL CELLS 

Direct methane consumption is also actively investigated, as an 
alternative to hydrogen. This kind of fuel cell is more promising 
and desirable since no reforming process is necessary; however, it 
is less efficient than the hydrogen fuel cell. Methane fuel cells are 
known to be prone to CO2 accumulation45 from the reaction of 
CH4 and O2, occurring at temperatures of the order of 700-800°C, 
even though lower temperatures (500°C) have also been report-
ed.46 

There are several environmental issues involved with chemi-
cal fuel cells, especially in the case of methane. Methane is a 
greenhouse gas that can be produced by both natural and anthro-
pogenic processes and forms part of the Earth’s equilibrium sys-
tem. Despite the fact that its concentration has more than doubled 
over the last 200 years, methane (along with CO2) is vital to keep 
the Earth's temperature from reaching freezing levels. Researchers 
from around the world (ICP-GISS, NASA, EIA-DOE, EPA) argue 
that the concentration increase in greenhouse gases such as CO2, 
CH4 and nitrous oxide (N2O) is the result of anthropogenic pro-
cesses. Carbon dioxide, for example, has increased by 30% over 
the last 100 years.47 Utilisation of methane as a fuel will probably 
contribute to the already increasing CO2 emissions. Hence, any 
CO2 production from fossil fuels is undesirable and should be un-
acceptable. 
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XIV. MICROBIAL FUEL CELLS 

A microbial fuel cell is a bio-electrochemical transducer that con-
verts bio-chemical energy to electrical energy. The basic principle 
of operation, i.e., the extraction of electrons from an aqueous fuel 
source and their transfer onto electrode surfaces, has certain simi-
larities to a conventional fuel cell. Microbial cells are used for the 
catalytic reactions in the anode chamber, hence the term bio-
catalyst. Of the microbes commonly employed in MFCs, the ma-
jority are mesophiles, hence the operating temperatures are close 
to ambient room conditions. A study by Lee et al. indicated the 
presence of a truly wide range of genera and species within acti-
vated sludge as inoculum.48 As shown in Fig. 4, a wide range of 
organic substrates or nutrients of the types found in agriculture or 
food wastes can be utilised as fuel, depending on the type(s) of 
microorganism used.49 

Substrates can be soluble small molecules (e.g., acetate) or 
soluble or insoluble macromolecules, depending on the types of 
species present in the anodic biofilm. Since microbes cannot di-
rectly transport substrates with a large molecular weight across 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Comparison of mean current and power output when different polymeric 
natural and unrefined energy sources were utilised by otherwise identical MFCs. 
Error bars show ± SD. 
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their cytoplasmic membrane, it is assumed that many of the spe-
cies present can produce hydrolytic enzymes such as proteases (to 
digest proteins), amylases (to break down starch), cellulases (to 
break down cellulose), pectinases, chitinases and many other de-
polymerisation enzymes, which enable them to utilise these types 
of substrate. It is highly unlikely that any single species would 
produce the full range of hydrolytic enzymes, but if a community 
is sufficiently diverse – there will be species that can benefit from 
the different types of carbon-energy sources available (with just 
the right set of enzymes) to be enriched within the community and 
hydrolyse the feedstock for the benefit of the other species (e.g., 
electricigens), which may not have a wide spectrum of enzymes. 

MFCs fall under the proton exchange membrane (PEM) fuel 
cell category, since that is the solid electrolyte used in the system. 
The PEM is used to provide a pathway to cations such as hydrogen 
ions to reach the cathode and also to physically separate the anode 
and cathode. An MFC in its analytical form is shown below in Fig. 5.

 

1. MFC Principle of Operation 

The principle of operation is based on bacterial activity and me-
tabolism, the extraction of a portion of the bio-chemical energy 
generated by microbes and its conversion to electricity. MFCs of-
ten consist of two compartments, the anode and the cathode sepa-
rated by a PEM. In the anode chamber, bacteria anaerobically oxi-
dise organic substrate (fuel), generating electrons and releasing 
protons. As in the case of conventional fuel cells, electrons travel 
to the cathodic compartment via the external circuit and protons 
migrate through the PEM. Protons and electrons combine at the 
cathode, reducing oxygen (electron acceptor) to water. Oxygen is 
potentially the most effective electron acceptor for a MFC due to 
its high redox potential, availability, low cost and zero chemical 
waste products (the only by-product being water). Provided that 
the  microbes  are continuously  fed and there  is constant  oxygen 
supply at the cathode, a MFC will continuously produce power. 
However, there are a number of limiting factors that influence the 
energy generation and performance of a MFC.50 These include the 
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Figure 5. (A) Microbial fuel cell (analytical form); (B) stacks of rapidly 
prototyped small-scale MFCs. 
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rates of fuel oxidation and electron transfer to the anodic electrode 
by the microbes, the migration of protons to the cathode through 
the membrane, and the oxygen supply and reduction reaction at the 
cathode. In general, these processes taking place inside the anode 
and cathode half-cells are known as redox reactions and are shown 
in Fig. 6.  

2. The Cathode System 

Two main systems are known to be used in the cathode half-cell of 
MFCs; the first, commonly used, works with ferricyanide 
(K3Fe[CN]6), and the other with oxygen (O2). Ferricyanide is a 
good laboratory standard used in analytical studies that is highly 
efficient, to start with, but degrades with operation time. This is 
mainly due to the continuous reduction of the oxidising agent (in 
the cathode) by the incoming electrons and also the taking up of 
the hydrogen ions (protons or H+), which result in the need for 
replenishment. Oxygen, for the gas (O2)-diffusion cathode, on the 
other hand, is available from free air and offers a stable and, in 
some cases, improved performance over operation time. It does not 
suffer from H+ ion accumulation and concomitant decrease in pH, 
which usually has an adverse effect on the overall MFC perfor-
mance. Electrons combine with H+ ions and O2 molecules to form 
water. The only condition is that the electrode must be kept moist 
in order for the H+ ions to flow. This initially may be done manual-
ly, in the case of a completely open-to-air system, but hencefor-
ward water generation keeps the half-cell self-sustaining. 

Although the origins of MFCs go back to Galvani and his 
demonstration of animal electricity,51 the earliest report regarding 
MFCs52 was the first description of the ability of microorganisms 
to transform organic substrates (chemical energy) into electricity. 
In the early stages of MFC development, artificial mediators were 
widely used in the anodic chamber.53,54,55,56 These are becoming 
obsolete since the discovery that some species of microbes can 
produce electro-active metabolites (e.g., sulphide), which act as 
natural mediators.57 In conjunction with this, complex mixed  spe-
cies consortia were reported to outperform any monoculture-based 
MFCs in terms of power output50,57,58,59,60,61 and at the same time 
widen the range of utilizable organic substrates.61  Moreover, the  
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Figure 6. MFC reactions. The oxidation reaction rate is dictated by bacterial species 
and population, concentration/type of substrates and their supply rate. The reduc-
tion reactions are governed by the electrode material, its O2-diffusion and electri-
cal/ionic properties. Both reactions may be limited by external resistance (load). 
 
 
discovery of anodophiles (or electrophiles) such as Geobacter or 
Rhodoferrax species62,63 that conduct electrons directly to the an-
ode through outer cell membrane cytochromes and nanowires, has 
further marginalized the use of artificial mediators. The discovery 
of nanowires is of enormous interest to the MFC community and a 
number of workgroups are focusing in this exciting area.64,65 The 
majority of MFC experiments reported in the literature are batch 
culture systems with the disadvantage of discontinuity; the rela-
tively recent development of continuous flow MFCs50,66,67 has en-
abled longer-term performances to be realized. Developments have 
also been reported for the cathodic systems, moving from those 
based on chemical electrolytes (e.g., ferricyanide) as the terminal 
electron acceptor56,68 to ones based on oxygen electrodes, which 
offer the advantage of self-sustainability, provided they are kept 
hydrated in oxygenated environments.61,69 MFCs possess high sub-
strate to electricity conversion efficiencies (up to 96%)62 but one 
disadvantage is the low energy transformation rates, which limits 
this technology to only low-power applications. The typical sus-
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tainable voltage output from a 25-mL-sized MFC with an oxygen-
diffusion cathode and plain carbon veil electrodes is of the order of 
0.5 V (open circuit). Higher open-circuit values of 1 V have also 
been reported from individual small-scale MFCs under special 
conditions,70,71 which are closest to the theoretical maximum of 
1.14 V (derived from the main lowest anodic intracellular redox 
couple NADH↔NAD+ and the highest cathodic oxidizing redox 
couple O2 + 4e- + 4H+ ↔2H2O [+0.82 - {-0.32} = 1.14V]). Thus, 
in order to produce sufficient voltage (1.5 V) and/or power – to 
reside within the operating range of silicon-based circuitry – it is 
necessary to either scale-up one single unit (but this cannot in-
crease voltage) or connect multiple small units together. For con-
ventional (chemical) fuel cells and batteries it is well known that a 
large number of units connected together will produce more power 
than a single unit.72 The same applies to MFCs, as shown by 
EcoBots-I and -II, which employed stacks of 8 MFCs connected 
together49 and also more recently demonstrated in a continuous 
flow stack of 6 units.73 

Up until recently it was still unknown whether increasing the 
volume of a single MFC unit, for example 20-fold, has any ad-
vantage over joining 20 single small units together (with equiva-
lent total anodic volume). It has now been reported that stacks of 
small-scale MFCs are more efficient and give higher (normalised) 
power outputs than individual units of the same size.74,75 Further-
more, issues are encountered when connecting multiple units to-
gether under continuous flow, as this can  

(a)  be done in a number of different ways such as series, paral-
lel and series/parallel combined,  

(b)  result in losses via the conducting fluidic connections of in-
terconnected units, and  

(c)  affect the performance depending on whether the units are 
serially fed in cascade or individually fed from the source. 

MFCs are still in their infancy, but with a great potential to 
bring about innovation and become true alternatives to fossil fuel 
energy generation. It is an up and coming technological area and 
the interest from the scientific community is rapidly increasing. 
This is clearly because fossil fuel combustion is costly and cutting 
back on carbon emissions is even more expensive; renewables, on 
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the other hand, are freely available. The MFC technology has addi-
tional merits for energy generation. The electrons in the anode 
half-cell are generated by the break-down of the given fuel. In cas-
es where the fuel is waste or wastewater, then its molecules are 
broken down, i.e., degraded or, using water industry terms – treat-
ed by the microbes. It is therefore only natural that this technology 
can be used for the utilisation of waste. In their present state of 
development, MFCs may not be of equal calibre to high volt-
age/power renewable energy sources (e.g., solar panels, wind tur-
bines); however, they do offer the advantages of simultaneous 
waste clean-up and electricity production. 

Fuel cells that generate energy from the breakdown of renew-
able substrates operate within the current carbon cycle. The CO2 
produced as waste is equivalent to that fixed in the first place, 
which would have been released to the biosphere with or without 
the intervention of these devices. MFCs are one example of such 
ecologically friendly systems. 

3. MFC Stacks and Scalability 

MFCs are substantially less powerful when compared to more ma-
ture technologies (batteries or photovoltaics). Current research in 
the field is showing that individual units are thermodynamically 
limited, producing relatively low energy output levels, emphasis-
ing the need for scale-up. It has previously been demonstrated74,75 
that more efficient energy harvesting takes place in small-scale 
MFC units and, thus, there is a natural drive for miniaturisation 
and multiple-unit stack development. The latter carries its own 
challenges, some of which are associated with internal resistance, 
cell polarity reversal and electron leakage across both structural 
materials and fluidic links. It therefore becomes vital how such 
stacks may be configured electrically and fluidically. One exam-
ple, which has been described74 as a better way of connecting a 
stack for high performance and stability, is shown below in Fig. 7. 

In essence, MFC units need to be in isolation from each other, 
to prevent any electron leakage through the various futile paths. 
The schematic in Fig. 7 is illustrating multiple MFC units connect-
ed in a series/parallel mode and fed from individual feedstock bot-
tles. The latter is simply a representation of the isolation element 
that is required and symbolically shows how MFC units can be 
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efficiently maintained. One common feedstock bottle may also be 
used, provided that the manifold output is of sufficient length to 
introduce a fluid resistance that is higher than the circuit resistance 
and thus stop electrons from leaking through the feedstock tubes.  

4. Internal Resistance 

In any electrochemical, power or flow system, internal resistance 
is a centrally important parameter that governs the performance. It 
is defined as the inherent ability of that system to resist the flow of 
electrons (in the cases of electrochemical and power systems) or 
fluid (in the case of a flow system). Generally speaking, the lower 
the internal resistance, the higher the electrical output, which is 
also true of MFCs. This parameter can be measured by a variety of 
methods e.g., electrochemical impedance spectroscopy (EIS), cur-
rent interrupt method and polarisation technique. The latter is ap-
plying Kirchoff’s law for impedance matching in conjunction with 
Jacobi’s law for maximum power transfer (MPT). Data from two 
of these methods are shown in Fig. 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Optimised configuration for MFC stacks, which comprises a combi-
nation of series (to step up voltage) and parallel (to step up amperage) electri-
cal connections as well as fluidically isolated units (adapted from Ieropoulos 
et al. 2008).74 
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It is interesting to note that the two methods can produce very 
different values of internal resistance for the same system. The Z-
plot (B) shows that the internal resistance from EIS is approx. 12 
Ω, which is in contrast to the value calculated (1.3 kΩ) after com-
pleting a polarisation sweep (C & D). The arrows on D, show the 
point of peak power (maximum power transfer), which is produced 
at half the open circuit voltage (½VO/C) that is in turn produced 
when the external resistive load is equal to the internal resistance 
(impedance matching). For conventional batteries, electrochemical 
cells and chemical fuel cells, this is almost always the case. As can  
be seen from D above, peak power can occur at a voltage slightly 
lower than ½VO/C and this may be related to a dynamic open cir-
cuit voltage.76 This is part of on-going investigations. EIS is a 
well-established method for calculating the ohmic part of the in-
ternal resistance, which is only one of three parts of the total inter-
nal losses – the other two being activation (at low current densi-
ties) and mass transfer/kinetic (at high current densities). Polarisa-
tion sweeps on the other hand allow the holistic quantification of 
the total internal losses, without selectively identifying which part 
is contributing how much to the total internal losses. 

5. Cell Reversal in Stacks: An Explanation Why  
it is Happening 

In physics, polarity reversal is a phenomenon often observed in 
networks (stacks) of multiple electrical devices – such as batteries 
– connected together. The reversal takes place when the units are 
connected in series, because this is when the voltage differential 
pressure is at its highest and, thus, is more sensitive to any changes 
in the internal state of each of the interconnected units. Electrical 
flow obeys the same laws, and is therefore analogous to, fluid flow 
dynamics. A good way of understanding cell polarity reversal is by 
analogy with the fluid dynamics perspective. 
 Let us consider a system whereby 3 identical water tanks are 
connected together (Fig. 9), so that water pressure due to gravity 
drives water out of the first tank into the second, and out of the 
second into the third. The capacity of each water tank is (hypothet-
ically) 100 L, and due to pipe sizes and surface tension, water can 
only flow out from each tank at a rate of 90 L/h. This means that 
the overall network volume is 300 L, but the flow rate throughout 
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the system is constant at 90 L/h. If water tank #2 develops a block-
age at the outlet pipe, then water is no longer flowing out of this 
tank. The outflow from water tank #1 continues at 90 L/h, which 
means that in 6 minutes and 42 seconds water tank #2 will have 
reached its maximum capacity. If the outflow of tank #2 continues 
to be blocked, and assuming that the thickness of the outer casing 
of each water tank is sufficient to withstand a pressure equivalent 
to 100,000 L (9,678.4 atm), then the only way for the water to go 
is back out from the inlet, i.e., the flow becomes reversed.   The 
volume of each of the tanks remains at 100 L, and it will take an-
other 6 minutes and 42 seconds before the flow of water tank #1 
reverses, and 1 hour before water tank #3 empties. It should also 
be noted that the pressure at the outlet of tank #2 increases. 

This analogy is what happens in a network of batteries or 
MFCs. Whether due to  

(a)  bacterial cell starvation as a result of a blocked feed flow in-
to a particular unit,  

(b)  heavy loading as a result of shorting,  
(c)  membrane fouling,  
(d)  biofilm overgrowth, or  
(e)  faulty cathode  

the internal resistance will change disproportionately to the other 
units, and the voltage pressure in a series connected network, will 
force a reversal in polarity. 

6. Applications 

(i) Wastewater Treatment 

 The ability of MFCs to utilise waste organic material may 
potentially be used to treat this type of waste. Anaerobic sludge, as 
well as containing a rich diverse flora suitable for inoculating 
MFC, can also be used (as a fine suspension) to feed MFCs as a 
utilisable carbon-energy source (i.e., fuel) in its own right.76 MFCs 
have also been shown to utilise algal-waste (what remains of algal 
cells after biofuel has been extracted from them). The ability of 
MFCs to treat waste from environments that are grossly polluted 
with toxic organic and metal ions (e.g., as occurring in landfill 
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leachate) has also been demonstrated,77,78 although not yet imple-
mented on a large enough scale  to show the economic advantages 
of this approach compared to conventional waste treatment meth-
ods.  

(ii) Denitrification 

 Nitrate is at present very difficult and expensive to remove 
from wastewater. It has been reported that certain microbes e.g., 
Thiobacillus denitrificans, Micrococcus denitrificans, Paraococ-
cus denitrificans and Pseudomonas can reduce nitrates or nitrites 
to nitrogen-containing gases. Several workers have reported that 
biotic MFC cathodes inoculated with a mixed culture (possibly 
containing some if not all of the above bacteria) can remove nitrate 
from wastewater streams.79,80,81  

(iii) Hydrogen 

 It has also been reported that under certain conditions, pure 
hydrogen can be produced at the MFC cathode.82 This is for an 
abiotic cathode poised (voltage held) at +250 mV by an external 
power supply and depleted completely of oxygen. The poising of 
the system in the absence of oxygen allows for the incoming H+ 
and e– to react with water (found as an electrolyte) to produce hy-
drogen gas. This is again another useful advantage that the MFC 
technology has to offer and extensive investigations are underway 
to turn this into a viable commercial application. 

(iv) Power Packs 

 It is difficult to compare MFCs with conventional chemical 
batteries (of the sort used typically in everyday low-power applica-
tions) since one uses endogenous fuel (the battery) whilst the other 
(like a conventional chemical fuel cell) can be constantly fed from 
exogenous fuel and will continue to generate electricity long after 
the battery runs out. The data in Table 1 are from a single MFC 
running continuously for one year compared with a single alkaline 
battery cell. 
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7. Sensing Using B-E 

Microbial cells are replete with receptors for many types of nutri-
ent compounds within their environment. When cells grow in con-
tinuous culture, it is assumed that they receive all the essential 
classes of nutrients (all the required macro-, meso- and micronutri-
ents: carbon-energy, nitrogen, phosphate, K+, Mg2+, essential vit-
amins and amino acids). The growth rate of cells in continuous 
culture is limited by whichever class of essential compound is in 
greatest need by the cells. All that is required to detect and meas-
ure a particular growth-limiting nutrient is to feed the culture on 
defined (or semi-defined) medium which contains all nutrients 
required for growth with the exception of the growth-limiting nu-
trient [the target analyte]. As well as being essential, the target 
analyte must be within the range at which it is growth rate limiting. 
Using this principle83,84 determined that both the growth rate and 
final yield were related to the concentration of limiting substrate. 
Microbes in planktonic batch culture mode have been used to as-
say particular vitamins and amino acids for many years (> 50 
years) including Lactobacillus viridescens (to assay for thiamine), 
Lactobacillus casei (riboflavin), Saccharomyces uvarum (vitamin 
B6) and Lactobacillus leichmannii (for Vit B12).85,86,87,88 In con-
ventional vitamin or essential amino acid microbiological assays, 
sterile samples containing the target analyte (along with a series of 
standards and control samples) are added to the appropriate micro-
bial cultures and the amount of growth (both growth rate and final 
yield as measured by optical density) is proportional to the concen-
tration of analyte in the sample.  

It has been shown that MFCs can be used to measure biologi-
cal oxygen demand (BOD)89,90,91 as well as the presence of toxic 
pollutants.92 There are now commercial products based on this 
technology (Korbi Inc. [S. Korea] which supplies two products – 
one for measuring BOD and one for detecting water pollution in 
the form of heavy metals or toxic organic compounds). The sensi-
tivity of the cathode (liquid flow type) to the concentrations of 
dissolved oxygen has also been shown.71 
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8. Processing Using B-E 

In a stack of MFC it is conceivable that single units can be ar-
ranged in a connectionist network whereby some units modulate 
the behaviour of the other units around it.  Ideas for using biofilm 
electrodes as conventional logic gates have been proposed.32 MFC 
units can be configured to do conventional binary logic gate such 
as AND, OR, NOT, Buffer, NAND, NOR, XOR, XNOR and the 
logic can be implemented via chemical or electrical inputs. The 
units have neuronal-like properties (being modulated by chemi-
cals), and transistor-like properties (being modulated by voltage). 
The physicochemical parameters of the biofilm electrode include 
temperature, pH, nutrients, minerals, flow rate, redox, overpoten-
tial and inhibitory compounds. The outputs include electrode volt-
age and amperage and may be used to operate conventional silicon 
binary controllers and switch or control actuators.

A theoretical arrangement of Biofilm-Electrodes has been 
proposed in order for a robot to achieve a Pavlovian-type reflex22,32 
but these have not been built in practice. It thus remains to be seen 
if such intelligent systems can be built in reality to perform real 
logic functions, e.g., logic gates (AND, OR, NOT, XOR), decoders 
(Turn ON 1 of 8 units using only 3 inputs), counters, memory, 
toggle switches, clocks, and learning circuits (connectionist ma-
trix), and utilised in practical information processing (known as 
Unconventional Computing). 

9. EcoBots, Symbots, AI and AL 

Employment of MFC technology on a robot would result in a kind 
of artificial symbiosis and represent a novel area for research and 
development. 

10. Artificial Symbiosis 

Association between two species of living systems may take many 
forms including symbiosis, which describes an obligate association 
between two species that benefit from, but also depend upon, each 
other. There are many other forms of interaction between two spe-
cies and the whole spectrum of association may be divided into 
two groups: one, in which neither of the two parties is harmed, and 
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one in which either or both species are harmed. The latter category 
describes different forms of antagonism and associations could be 
of the competition form in which both species are harmed, amen-
salism in which one of the species is harmed with no effect on the 
other, and parasitism in which one party benefits from damaging 
the other. Predation also belongs to this latter category, in which 
eventually one of the parties is killed by the other. In the former 
category of associations, apart from symbiosis and protocoopera-
tion, there is also commensalism, which describes a beneficial 
interaction for the one party with no effect on the other. Neutral-
ism also belongs to this category, in which the close spatial associ-
ation between two species has no effect on each other. 

The envisaged system in this work is one that potentially 
mimics symbiosis and since one part of this association is artifi-
cial, the term artificial symbiosis is more appropriate. This would 
be the result of the integration between the robot and the microbes 
in the MFCs. The microorganisms, as part of their normal activi-
ties, would be supplying energy to the robot which, in turn, would 
be performing various tasks, one of which would be to collect 
more material from which the microbes may extract energy. This 
seemed to be the most interesting approach in the pursuit for build-
ing an autonomous robot. 

11. Robotic Autonomy 

The notion of autonomy has emerged in the general context of 
artificial systems and is now widely used in the areas of artificial 
intelligence, artificial life, biologically inspired robotics, and prac-
tical engineering. In these areas, autonomy has a different mean-
ing. Generally, it is used to describe robots which are able to carry 
out tasks assigned by the human operator, but with minimum (or 
non-continuous) human intervention or supervision. Although ro-
bots may be designed, built and programmed by the human opera-
tor, the fact that they can carry out tasks with minimum or at least 
non-continuous human intervention or guidance, has allowed the 
attribution of such a fundamentally anthropocentric concept to 
such an emphatically artificial process. 

Robots that can execute pre-assigned tasks or even improve 
their performance through feedback from the environment (learn) 
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during that process, independent of the energy supply, have also 
been termed autonomous, although it has previously been stated 
that if such systems are based on classical symbol processing op-
erations, then they are merely automatic.93 These robots have what 
is known as computational autonomy, or automaticity.93 Computa-
tional autonomy, in biological systems, defines the ability of an 
agent to carry out actions, which may or may not be related to the 
collection of energy, such as looking out for and avoiding preda-
tors or mating. Even when animals hunt for food, which is energy 
related, they somehow estimate their body’s energy reserves and 
weigh them out against the energy requirements of their predatory 
actions. This indicates a form of homeostatic computation.  

Computational autonomy in robots therefore implies that 
agents are able to perform computations, e.g., process information 
and carry out tasks, which may or may not be related to energy 
management. However, as with animals, these agents need energy 
to continue operating. This may suggest that overall robotic auton-
omy could be limited depending on the availability of energy. So-
lar-powered robots operating in an environment with access to 
daylight can have the computational ability to perform tasks and in 
addition collect their energy. These robots are, however, dependent 
on solar radiation and their autonomy and overall operation may 
be compromised in the dark. Hence, there is a strong link between 
computational ability and energy collection.94,95,96,97  

In animals, autonomous behaviour is the result of the combi-
nation of computational autonomy and energetic autono-
my.94,95,96,97 Energetic autonomy refers to the ability of an agent to 
maintain itself in a viable state for prolonged periods.94,95,98,99,100 
For whole animals, energetic autonomy (or self-sustainability) as 
is the case with all kinds of behaviour, requires computation, 
which is mainly a feature of a nervous system and a result of ho-
meostasis, different to that exhibited by single cells, tissues and 
organs. It is, however, the only behaviour that powers the compu-
tation module. The two co-govern the agent’s overall behaviour, as 
shown in Fig. 10. This could be considered as a possible flow chart 
representation of the behavioural model of, e.g., carnivorous 
mammals. The thin brighter lines represent the energy feed into 
each behavioural module while the thicker darker lines represent 
the information and control bus for each of the modules.    



Microbial Fuel Cells – Scalability and their Use in Robotics  275 

 
 

Until recently, in the field of autonomous robots, more em-
phasis has been given to computational autonomy alone, rather 
than energetic autonomy. From the oversimplified design shown 
above, it is suggested that although different behaviours are the 
result of homeostatic computation, they are all dependent on the 
energy currency of the system, including the computation module. 
This indicates the potential importance of energy management in 
robotics. Some of the computations that may be incorporated by 
agents towards self-sustainability may involve parameter calcula-
tions such as distance to the next energy source and economisation 
of the on-board energy supply to avoid reaching lethal limits.95,98,99 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10. Flow chart of the different possible behavioural modules. 
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For the reasons mentioned above, it was decided to address 
the problem of robotic autonomy from the perspective of energy 
management as this encompasses computational ability as well. 
Autonomy for robots could simply be considered as a higher de-
gree of freedom than the ability to compute towards a resulting 
behaviour. 

A very basic illustration of how such systems may work is 
given in Fig. 11. The flow chart on the left (Fig. 11a) shows that 
the robot’s sole objective may be to keep the energy level above a 
certain threshold based on explicit or implicit computational in-
formation. Alternatively, the robot may be required to execute a 
task, which is independent of the collection of energy and in addi-
tion to sustaining itself (Fig.11b). Both models result in behaviours 
that are informed by computation. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. Two behaviour models resulting from computational information that 
are (a) self-sustained, and (b) self-sustained with a token task. 
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Robots may be designed to operate in a range of habitats 
where they could exploit various forms of energy sources. This 
design may be based on a pre-defined environment criterion. Fur-
thermore, robots may be categorised by their energy supply mech-
anisms. For example, one category of robots could be battery-
powered (RoB), a second could be solar-powered (RoS) and a third 
and final could be robots that can directly extract energy from nat-
ural sources in their environment (real food substrates) (RoF). Ro-
bots may also be categorised by the level (or type) of autonomous 
behaviour that they exhibit. They can either be exclusively compu-
tationally autonomous (AuC) or energetically autonomous (AuE) 
which also implies some degree of computational ability. Natural 
environments offer access to real food and may be crudely classi-
fied into three categories. The indoors habitat (HaI), for example a 
room offering access to the national grid through the mains, access 
to solar radiation through window(s) and access to real food from 
the fruits or vegetables left on a table. The outdoors habitat (HaO), 
which may be characterised as the environment offering access to 
solar radiation during daylight hours, possible access to the nation-
al grid through outdoors mains sockets and access to real food 
substrates such as fruits, vegetables or insects. The third and final 
type of habitat may be represented by a remote area (HaR), for ex-
ample the ocean floor or tropical forest, which can be characterised 
as the environments offering access to raw substrates. In the case 
of the ocean floor these may be plankton or marine vegetation 
(seaweed) and in the case of tropical forests these may be vegeta-
tion, sludge and insects. The three identified scenarios hereinabove 
are merely representations of some possible habitats and therefore 
cannot cover the entire range of natural environments.  

Robots in the real world may be considered fully autonomous 
if they are able to operate consistently in a changing environment. 
As with biological systems in nature, this implies the ability to 
gain information about the environment, execute set tasks and nav-
igate if mobile, extract energy from the environment and avoid 
harmful (to people, property or itself) situations, and even repair 
themselves without human intervention.  

For the three different habitat scenarios, autonomy depends on 
the availability of food, light or electricity from the mains. Assum-
ing that these are equally available, then all three robots could be 
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potentially energetically autonomous. Naturally occurring sub-
strates are less dependent on humans and therefore robots RoF may 
be at an advantage especially in the cases of HaO and HaR (the 
method for utilising raw substrates will be explained later). 

The distinction between robots made here was based on the 
state-of-the-art technology in robots. Truly autonomous robots, 
however, would be those agents that have diversity in the method 
of collecting their energy and will almost certainly outperform 
robots that are reliant on a single source of power. Robots RoF may 
have a greater potential towards autonomy if they are designed to 
utilise a wide variety of naturally occurring substrates without 
crossing the limits of the human society. 

Robots in environments such as those described above will be 
faced with similar problems to those faced by living organisms 
and, like their animal counterparts, will need to select appropriate 
actions from a behavioural repertoire. In other words, they must 
solve their own version of the action selection problem. Distance, 
for example, and type of terrain to a food-source will be converted 
to energy expenditure. The onboard energy reserve together with 
the energy that can be produced from the onboard food supply will 
be compared to this energy consumption. Gain from the goal food-
source may also form a calculated parameter. If, for example, the 
gain from a goal that is further away is higher than that from an-
other closer to the robot, but there is not enough energy to reach, 
then the robot will go for the latter. This will be in order to collect 
enough energy to reach the higher gain goal. In a sense, this will 
be mimicking opportunistic behaviour found in animals like rac-
coons and rats. The habitat chosen should be one with abundance 
of the energy source that the robot system requires so that internal 
parameters can remain at equilibrium, which is somewhat akin to 
the homeostatic mechanisms found in living organisms. For exam-
ple, the agent may be designed with built-in modules for attracting 
its food (e.g., fly trap for flies). 

This may serve as a paradigm shift to the methods currently 
employed by roboticists in designing and developing mobile au-
tonomous robots. It will possibly give rise to novel complications 
and challenges not considered before, since energy collection and 
management may become vital in the development of such robots. 
The onboard energy supply, for instance, may not be enough for 
continuous operation but instead only suffice for periodic actua-
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tion. This potentially opens a waiting window, of variable time 
length, which could be exploited in various ways. It could be used 
to incorporate other behavioural aspects that may not be very en-
ergy expensive. This waiting window will probably result in a 
pulsed mode behaviour, which could be offering the option of do-
ing nothing in order to remain operational. Human beings and an-
imals in nature seem to have a similar behavioural pattern, and in 
addition exploit onboard biochemical energy reserves when food is 
not available. Hence, a reserve energy supply may be considered 
onboard such a robot, so as to avoid falling below the lethal limits 
in the case of lack of energy sources in the environment. This does 
not necessarily mean that the reserve is going to be of electrical 
nature. It may be possible to have bio-chemical energy reserves 
that can be readily converted to electricity with minimal losses 
during storage. 

The example of robots, habitats and autonomy, more than 
anything, raises the issue of energy extraction from the environ-
ment, which may potentially prove to be a key factor in the design 
and development of autonomous robots. For instance, there may be 
a need for a cleaning system to be designed for an area of the 
ocean where there has unfortunately been an oil spill. A robot 
could be designed with a system capable of collecting and cleaning 
the polluted waters by extracting and possibly utilising the hydro-
carbons present in the polluted samples. Such a mechanism may be 
based on electromechanical parts, or it may even be based on hy-
drocarbon-utilising microorganisms (Vibrio, Pseudomonas, Mi-
crococcus, Nocardia and Acinetobacter, Methanococcus).101,102  

12. Symbot 

Symbot is short for Symbiotic Robot and it refers to the beneficial 
integration between a live part and an artificial mechatronic part, 
on a robotic platform. Thus, a Symbot can potentially mimic sym-
biosis, which is obligatory and mutually beneficial. Since one part 
of this association would be an artifact, it was decided to attribute 
the term artificial symbiosis to the system. This would come as the 
result of the integration between the robot and the microbes in the 
MFCs. The microorganisms, as part of their normal activities, sup-
ply energy to the robot which, in turn, performs various tasks, one 
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of which would be to collect more material from which the mi-
crobes may extract energy. This seemed to be the most interesting 
approach in the pursuit for building an autonomous robot called 
EcoBot (short for Ecological Robot) referring to a class of ener-
getically autonomous robots that can remain self-sustainable by 
collecting their energy from (mostly) waste in the environment. 
The MFCs aboard the robot degrade the waste and produce elec-
tricity at the same time. The by-products from this process are CO2 
and water. The amounts of these compounds add up to what would 
have been produced from the natural biodegradation of the waste 
in the first place had it not been intercepted by the robot. Thus, the 
technology is part of the immediate carbon cycle of our planet and 
is not reliant on fossil fuels.  

The mechatronic part of EcoBot (pumps, motors, chassis plus 
silicon circuitry) has to provide the robot with its means to func-
tion. This includes the main systems for getting fuel (feeding) and 
for maintaining the microbes within their MFC units. Some form 
of intelligent processing is required to control the extraction, stor-
age and distribution of the electrical energy. Typically, the robot 
works in pulsed behaviour mode so that it can utilise stored energy 
(sufficient for its function) in pulses of high energy and then must 
use the interval time between actuator firings to re-charge its ca-
pacitor bank (store). In the future it may be possible to utilize the 
microorganisms on board for many different purposes in addition 
to making electrical energy. These include their incorporation into 
specialized units (biofilm-electrodes) that can sense the physico-
chemical environment. When used in sensing mode it is also pos-
sible for one group of units to sense the state or condition of the 
others. Units have transistor-like properties (being controlled by 
electrode overpotential) or neuron-like properties (being controlled 
by chemicals in the input stream). Within a connectionist system, 
these properties may be exploited to the full so that in the long 
term the EcoBots may operate intelligently using biological com-
puting rather than with conventional discrete binary silicon-based 
systems with attendant algorithms. 

The EcoBot series of robots were built to show the potential 
application of MFC systems to give robots energy autonomy and 
to demonstrate the feasibility of building Symbots; a type of robot 
that is made from around the symbiotic relationship between mi-
crobes and mechatronic units. Table 2 lists the development of 
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EcoBots through the current series. In all cases, microbes in the 
MFCs produced all the electricity for the mechatronics and were 
the sole energy sources aboard the robot. Since all robots were 
capable of moving themselves by wheels, it implies an ability to 
lift and shift the full weight of the MFC and fluids on board along 
with the weight of the chassis and other components.  

XV. DISCUSSION 

Although at first sight it might seem that MFCs can be described 
(or explained) using classical ideas from electrode chemistry 
alone, it soon becomes clear that for many species of anodophiles 
(those that directly conduct electrons onto the obliging anode) it is 
the reaction of the microorganism with its physicochemical envi-
ronment rather than the reactions at the electrode surface that dic-
tates the biotransformation properties of the whole system. In sens-
ing  terms,  it is the microbes in  the  biofilm  electrode that act as 
both, specific receptor and first transducer (turning the environ-
mental/condition change into a change in growth rate) and the 
electrode is simply a second transducer, converting the main out-
put (growth rate) into an electrical signal that can be measured as 
MFC output. Electrode chemistry cannot explain how the system 
can (for example) operate on acetate feedstock in the first instance 
and subsequently run on an alternative substrate, nor can it explain 
how the system as a whole can operate at different pH values or 
temperatures and be inhibited by different biocides.  

Biofilm electrodes with highly diverse flora can be used to 
break down and mineralise a wide range of organic compounds 
(including dilute organic materials generally regarded as waste) 
and turn these into electricity. The system works within the imme-
diate carbon-cycle, not producing additional carbon dioxide than 
(a) that fixed by photosynthesis in the first place, and (b) what 
would have changed into carbon dioxide anyway by alternative 
oxidation (e.g., by natural microbial degradation or burning by 
humans).  
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Table 2 
EcoBots-I, -II and III 

EcoBot 1 
• 8 MFCs containing E. coli 
• 1 behavioural task i.e., photo-taxis  
• World’s second robot to employ MFCs 
• World’s second robot to utilise a refined organic substrate 
• World’s first robot NOT to include conventional power supply 

EcoBot-II 
• 8 MFCs containing sewage sludge microbes 
•  World’s 1st to exhibit 4 kinds of behaviour: 
• Sensing 
• Processing 
• Actuation (photo-taxis) 
• Communication 
• World’s first robot to utilise raw unrefined substrate e.g., flies or 

rotten fruit 
•  World’s first robot to employ the O2 cathode 

EcoBot-III (BREADbot) (Fig. 12) 
• World’s first to demonstrate true cycles of full energy autono-

my: Part of the robot’s behaviour is to ensure that the microbes 
are fed and maintained. Can feed on flies but also liquid feed-
stock which it collects from its arena along with H2O to hydrate 
its cathodes. 

• 48 MFCs onboard 
• Power output on average 1.5 mW 
• Energy per firing 2 J 
• Ran through a period of nine days (320 actuations) before re-

quiring any maintenance 
• Internal sensing (fluid level, voltage of MFCs, position in arena, 

type of actuation) 
• Powered 4 pumps, 3 motors, UV light module, wireless TX, and 

a complete microprocessor based controller governing energy 
harvesting 

• Pulse mode behavior for main actuators but continuous for elec-
tronic controllers 
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 Figure 12. Early prototype of EcoBot-III (BREADBot). The whole chassis is made 

from Acrylonitrile Butadiene Styrene (ABS) rapid prototype material. The stack of 
Microbial Fuel Cells powering this robot can be seen (small funnels) from the mid-
point down.  
  
 

MFCs become more energy dense as they become smaller and 
a stack of small cells is better than a single large chamber. The 
reason for this is the nature of the electrode which has to interact 
with a high microbial population requiring a large surface area. A 
large surface area cannot be created with a smooth block of solid 
electrode, thus the electrode has to be convoluted (e.g., carbon felt 
or carbon veil). However, in this form it possesses high electrical 
resistivity which increases as the MFC and its electrodes get big-
ger. Furthermore, it is a matter of internal resistance balance; an 
individual MFC is subject to its internal resistance, which is the 
result of the combination of all elements inside a MFC. Internal 
resistance (or losses) is made up of three main components: activa-
tion losses (low current densities), ohmic losses (medium current 
densities – linear part of curve) and mass transfer/kinetic losses 
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(high current densities). A polarisation sweep method of measur-
ing internal resistance accounts for all three major types of internal 
losses, whilst this is not true of other methods including EIS and 
current interrupt. The internal resistance is a combination of the 
nature and composition of electrodes, electrolytes, (bio)-catalysts 
and membranes. When connected as part of a network (or stack) 
these internal resistances balance-out depending primarily on the 
electrical configuration but also on the fluidic linkage. The internal 
resistance balance is, of course, independent of size; however, the 
internal resistance of individual MFCs is heavily governed by the 
MFC volume, electrode surface area and the ratio of the two. It 
therefore appears that small may be best. A plurality of MFCs is 
required to step up voltage by a series configuration of connec-
tions. If the MFCs are connected in series, the fluidic junctions can 
also conduct electrons that oppose any useful increases in voltages, 
so special arrangements are required to fluidically isolate the units.  
For producing practical amounts of electrical power (e.g., to run 
small-scale devices such as digital clocks, calculators, robots and 
electronic gadgets), a large number of small MFC are required in 
stacks. Stacks of MFCs give rise to their own types of difficulty 
such as the phenomena of polarity reversal.  

MFCs have many potential applications including sensing, uti-
lisation or biotransformation of waste products into more useful 
(e.g., electricity) or less damaging products (e.g., de-nitrification) 
and their use may include a new way of energising robots. A new 
type of robot (Symbot; symbiotic association between microbial 
life-forms and mechatronic systems, as exemplified by the EcoBot 
series of robots) can be made to achieve full energy autonomy. In 
the future, the symbiotic association between microbes and ma-
chines may be extended by having specialised microbes for use in 
sensing units (to sense the robots’ environment), or can be used in 
a stack of MFC biofilm electrodes (configured by a connectionist 
system) that can help process information on board the robot (non-
silicon-based circuitry). 
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I. INTRODUCTION 

Electrochemistry deals with charge transfer across interfaces. It is 
one of the oldest fields of chemistry dated back to Faraday, yet, its 
importance to basic research as well as industrial applications can-
not be overestimated. One of the first applications of electrochem-
istry was for coating conducting surfaces with either metals, e.g., 
electroplating, or by inorganic or organic substances, such as ox-
ides and polymers. The fact that electron transfer is limited to a 
few nanometers from the interface has long ago been recognized 
as a means of coating conducting surfaces possessing complex 
geometry. Coatings ranging from a monoatomic layers, e.g., via 
under potential deposition, to microns thick have been carried out, 
which affected the physical and chemical properties of the coated 
surface. Hence, electrochemically deposited films have been used 
to inhibit corrosion, accommodate enzymes and biosensors, con- 
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trol optical properties and in numerous others applications. Among  
the advantages of electrocoating are the fine control of the thick-
ness, the ability to co-deposit simultaneously more than one sub-
stance and the fact that deposition occurs exclusively on conduct-
ing surfaces, thus enabling to coat patterned structures, such as 
printed and integrated circuits.  

During the years different electrochemical coating techniques 
have been developed including conventional electrodeposition 
(ED), electrophoretic deposition (EPD), microarc deposition 
(MAD), electropolymerization (EP) and electrografting (EG). The-
se will be described briefly later. The range of substances and ma-
terials that have been electrochemically deposited spans from met-
als, oxides, and ceramics to inorganic and organic polymers. The 
latter were either conducting polymers or insulators including also 
biopolymers, such as chitosan.  

Electrochemically deposited films have also been used in 
medicine, such as for coating needles with hard materials; howev-
er, the approaches were similar to those applied in other fields. We 
are aware of only a short review dealing with electrochemical dep-
osition of medical devices, which is a chapter in Paunovic and 
Schlesinger well known book on ED.1 This chapter reviews the 
various studies of electroplating of medical devices, such as im-
plants. There are obviously numerous patents in this field, which 
we do not intend to cover in this review.  

Reviewing the different studies that are related to medical de-
vices can follow different categorization paths (Fig. 1). The studies 
can be divided according to the electrochemical approach used, 
e.g., electroplating, electrophoretic deposition, etc. A different 
division can follow the nature of the substrate to be coated, name-
ly, titanium, stainless steel, and other alloys or the nature of the 
medical device, such as stent. Finally, the description of previous 
works can be divided based on the nature of the deposit itself that 
varies between metals to organic polymers and ceramics. 

To avoid overlapping and confusion, we will first review 
briefly the different methods of electrochemical deposition and 
then briefly mention the various substrates electrochemically coat-
ed. The major part of this review will focus on the coating itself, 
that is on the nature and mechanism of the electrochemical deposit.  
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Figure 1. Categorization of the various studies involving electrochemical coating of 
medical devices and implants. 

 
 

II. THE DEPOSITION METHOD 

1. Electrodeposition (ED) 

ED is also termed electroplating and is probably the oldest method, 
which was also used by Faraday and many of the pioneers in elec-
trochemistry. The method involves the formation of a coating on a 
conducting substrate as a result of passing current and driving an 
oxidation-reduction process. The process can be carried out in 
electrolyte solutions as well as in molten salts and ionic liquids. 
Electroless deposition, whereby instead of passing current from an 
external device the process is driven by another oxidation-
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reduction process in the solution, is also well-known and widely 
used2-5 for example in the microelectronic industry.  

The simplest approach for ED comprises the reduction and 
deposition of metal ions (Eq. 1) that can be carried in aqueous so-
lution for the more noble metals, e.g., gold, silver and copper, or in 
non-aqueous electrolytes and molten salts for more reactive met-
als, such as zinc, aluminum and magnesium. ED of metals has 
been extensively studied and proceeds through a complicated 
mechanism of reduction, nucleation and nuclei growth.6-12 The 
nature of the resulting deposit, e.g., smoothness and adhesion, de-
pends on many parameters such as the kinetics of the process, the 
interaction between the metallic film and the substrate, and there-
fore hundreds of procedures have been developed for each metal 
and differ in the electrolyte, temperature, additives added to the 
electrolytic bath and the applied electrochemical perturbation that 
causes deposition, 

 
 )s(

n
)aq( MneM →+ −+  (1) 

 
ED can also proceed through the application of anodic cur-

rents that usually require positive potentials. Such an approach 
relies on altering the solubility of soluble species upon oxidation. 
Metal hydroxides of higher oxidation states are regularly less solu-
ble, which causes their precipitation according to the following 
scheme (Eqs. 2 and 3): 

 
 −++ +→ eMM 1n

)aq(
n

)aq(  (2) 
 
 )s(1n)aq(

1n
)aq( )OH(MOH)1n(M +

−+ →++  (3) 
 

For example, Fe(OH)3 readily precipitates upon electrochemically 
oxidizing soluble Fe2+ under appropriate conditions13-14.  

ED of metal hydroxides can be accomplished via a similar ap-
proach where instead of oxidizing the metal ions at positive poten-
tials, cathodic currents cause the reduction of water and the local 
elevation of the pH in aqueous solutions (Eq. 4). This method has 
widely been used15-19 for the deposition a variety of metal oxides 
and hydroxides, e.g., Ni(OH)2, TiO2, because it has many ad-
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vantages such as its applicability with also reactive electrodes, 
such as stainless steel and Al without driving their oxidation and 
dissolution: 

 
)g(2)aq()l(2 H

2
1OHeOH +→+ −−

 (4)
 

2. Electrophoretic Deposition (EPD) 

EPD is a widely used industrial process that includes also some-
times the following terms electrocoating, e-coating, cathodic elec-
trodeposition and electrophoretic coating or painting. The essence 
of this process, EPD, is the migration and deposition of charged 
species, either dissolved or suspended under an electrical field20-25. 
Therefore, EPD is considered to be a two-step process, whereby in 
the first step the charged species are forced to move towards the 
electrode (electrophoresis), while in the second step, the substance 
is deposited and forms a coherent layer. EPD yields in most cases 
a powder compact layer that is required to follow a densification 
step such as sintering or curing in order to obtain a fully dense 
material. 

The velocity of the species is determined by the net charge en-
closed in the liquid sphere which travels along with the species, 
rather than by the net charge on the surface. The potential at the 
surface of shear is termed the zeta-potential or electrokinetic po-
tential. 

The kinetics of EPD has been thoroughly studied and formu-
lated by Hamaker (Eq. 5): 

  

 
cSEf

dt
dY

⋅⋅⋅μ⋅=
 (5) 

 
where Y is the yield of deposition (Kg), t, is time (s), μ is the elec-
trophoretic mobility (m2 V-1 s-1), S the surface area (m2), c is the 
species concentration (Kg.m-3) and f (≤1) is the factor of the spe-
cies that travel to the electrode and eventually deposited. This 
equation is nowadays accepted as describing the basis for the ki-
netics of electrophoretic deposition. 
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EPD has been applied for coating a wide variety of conducting 
surfaces with charged polymers (polyelectrolytes), dyes and pig-
ments, ceramics and nanoparticles.22-23,26-32 EPD is particularly 
attractive for coating electroinactive materials, which cannot be 
electrochemically deposited upon oxidation or reduction. EPD is 
by far the most common commercially used electrochemical depo-
sition method in particularly in aqueous solutions although non-
aqueous EPD processes have also been developed and reported24. 
Typically high voltage is applied (>100 V) for EPD, which causes 
the evolution of hydrogen (in the cathode) and oxygen (in the an-
ode). The advantage of non-aqueous processes is the elimination 
of gas evolution. Other advantages of EPD are the high uniformity 
of the coating and the excellent control of its thickness, the ability 
to coat complex geometries, its simplicity, speed and generic na-
ture that allows coating a wide range of substances with different 
materials and low cost. In addition, the process carried out in 
aqueous solution is environmental friendly and safe. 

EPD has been applied in particular for making ceramic coat-
ings. It is claimed that EPD can be applied to any solid that is 
available as a fine powder (e.g., <30 μm particle size) or colloidal 
suspension, including metals, polymers, ceramics and glasses. It 
has been widely used to coat automobile bodies and parts and 
many other industrial products. EPD has been used to produce 
customized micro and nanostructures such as functional gradients 
and laminates, through suspension control during processing. Dur-
ing the last two decades EPD has been increasingly employed to 
produce advanced ceramic coatings on solid substrates in order to 
tailor the substrate properties. EPD has been utilized to deposit 
materials with improved wear and oxidation resistance, to deposit 
bioactive coatings for biomedical implants and to produce func-
tional coatings for electronic, magnetic and related applications. 
Finally, EPD has been employed in combination with electroplat-
ing for producing metal/ceramic composites.  

3. Microarc Deposition (MAD) 

MAD, also termed microarc (or micro-arc) oxidation (MAO) or 
plasma electrolytic oxidation, was primarily developed is a Rus-
sian in the late 1980’s33-35 although previous reports in which an-
odic spark deposition were reported in the 1970’s.36-37 MAD is 
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used for producing hard and corrosion resistant coatings on Al, 
Mg, Ti and other light metals. The method is based on the for-
mation of a microarc plasma discharge on the surface of an oxidiz-
able metal, which is used as the anode, in an aqueous alkaline solu-
tion (2–3%). High voltage (150–200 V) is usually applied to form 
the microarc plasma, which causes the oxidation of the surface and 
the formation of different micro-structure and phase composition 
coating. 

The localized high temperature, high pressure and high current 
density that are formed in the course of the microarc oxidation 
results in the formation of anodic films with special properties. 
Moreover, the films can incorporate different substances, which 
were added to the solution. The method has been used for treating 
the light and passivating class metals, such as Al, Ti and Zr and 
their alloys. Furthermore, microarc coating of these metals with 
different oxides, e.g., barium titanate.38 Since the beginning of this 
millennium MAD has been widely applied for coating of Ti and its 
alloys by hydroxyapatite.39-53  

MAD is particularly appealing for producing ceramic coatings 
with higher performance, namely, superior microhardness, abra-
sion resistance and corrosion resistance. The advantages of the 
MAD process are the ability to grow very thick coatings (up to a 
few hundreds of microns), the applicability of this method to high 
Si and Cu Al alloys, environmentally friendly coating bath, the 
formation of colorful coatings, e.g., Ti, and the fact that pre and 
post-treatments are usually not required. 

4. Electropolymerization (EP) 

EP is an electrochemical method of polymerizing electroactive 
organic monomers followed by theirs deposition on conducting 
surfaces. Once the insoluble oligomer is formed in the vicinity of 
the electrode surface it irreversibly deposits on it. Electropolymer-
ization can lead to electronically conducting as well as non-
conducting polymers. While the thickness of conducting polymers 
can be electrochemically grown to form relatively thick (tens of 
microns) layers, non-conducing polymers often block electron 
transfer and cease growing after a few nanometers. The field of 
conducting polymers was stimulated by the discovery of the high 
conductivity of doped polyacetylene some 30 years ago. Scientists 
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were challenged by the synthesis and studied new conjugated pol-
ymers.54-58 Polypyrrole, polyaniline, and polythiophene are typical 
representatives of this class of materials. 

The polymerization commences by electrochemical oxidation 
of the monomers on the electrode surface. Electrooxidation leads 
to the formation of radical cations, which usually dimerize and 
form oligomers followed by deposition of a film on the electrode 
surface. Polymerization can proceed in aqueous or organic solu-
tions. The films typically have good adhesion and electrical con-
tact to the electrode surface. When supported by an electrode sur-
face, the films can be electrochemically cycled between the oxi-
dized, conducting state, which normally increases the conductivity 
of the polymer films by a few orders of magnitude and bring the 
conductivity of the layer in the range of semiconductors or even 
metals (103–105 S.cm-1), and the reduced form into an insulating 
state. Thicker films can be produced in the oxidized, conducting 
state and can be peeled off from the electrode surface to yield free-
standing, electronically conducting films. 

The polymerization and in particular the conductivity mecha-
nism of organically conducting polymers has been extensively 
studied.54,59-60 All conducting polymers have in common a conju-
gated π-system, which is responsible for the electronic conductivi-
ty once it is chemically or electrochemically oxidized. The other 
physical and chemical properties are derived from the organic 
skeleton and can be modified and tailored, which coined also con-
ducting polymers as synthetic metals. Electropolymerization has 
been used for designing a variety of electroactive devices, such as 
biosensors, batteries, ion exchange membranes and corrosion inhi-
bition surfaces. The application of conducting polymers for coat-
ing medical implants will be described in detail below. 

5.  Electrografting (EG) 

The EG method involves the electrochemical formation of cova-
lent bonding between polymers and conducting surfaces. In contra-
ry to EP, electrografting generates electroactive species that reacts 
with the electrode surface and forms a covalent bond. Sometimes 
this reaction can initiate a polymerization reaction, however, in 
contrary to electropolymerization, polymerization self-propagates. 
In most cases, EG proceeds through a cathodic (reduction) process 



Electrochemical Coating of Medical Implants 299 

that allows grafting of a wide variety of conducting surfaces and 
prevents oxidation of the electrode. The resulting organic films are 
generally insulating, highly adherent, and optically transparent. 

Lecayon et al. showed in the early 1980’s that strongly adhe-
sive films (from monolayer to 50 nm thick) can be formed on any 
conductive surface as a result of applying a negative potential in 
anhydrous solutions of vinylic monomers such as acrylonitrile and 
methyl methacrylate.61  

EG was reviewed by Palacin et al.62 and later by Gabriel.63 
Several electrografting reactions have been developed and studied 
and include: 

• Electro-initiated polymerization by reductive electrolysis of 
electron-deficient alkenes, e.g., methacrylates, in an anhy-
drous medium (Fig. 2). This reaction is initiated via one-
electron reduction of the vinyl monomer, which is followed 
by bonding of the radical-anion species to the metal. Propa-
gation proceeds through the repeated addition of the mono-
mer to chemisorbed anionic species. 

• Radical cleavage of primary amines, aryl acetates, and alco-
hols (in anodic processes). The mechanism of this reaction 
(Fig. 3) is complex and usually involves as the preliminary 
step the formation of a radical cation, e.g., R-NH2

+..64 The 
latter loses a proton to form a radical, which attacks and 
binds to the electrode surface. The formation of by products 
such as polymerization often occurs. 

• The recent most popular approach involves the reduction of 
diazonium salts (in a cathodic process, Fig. 4). This reaction 
was primarily studied by Savéant et al.65 and more recently 
attracted the attention of many laboratories66-70 due to the 
fact that almost any metal or carbonaceous material can be 
grafted using aryl diazonium, i.e., phenyl-N2

+. 

Moreover, the process is driven by applying negative poten-
tials and can be carried out in aqueous and non-aqueous solvents. 
The reduction of the aryl-diazonium is instantaneously followed 
by cleavage of the nitrogen-carbon bond to form molecular nitro-
gen and highly-reactive phenyl radicals. Common metals, such as 
Fe, Ni, and Cu, were successfully coated by cathodic EG, after 
previously pretreated for removing the native oxide on the surface.  
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On the other hand, EG onto Zn and Al is quite difficult because the 
parent superficial oxides resist electrochemical reduction.  

Electrografted coatings are applicable in different fields, such 
as protective coatings on corrosive metals, primers for further sur-
face chemical modification, ion-exchange membranes or lubri-
cants. 

III. THE SUBSTRATE 

Medical implants are man-made devices that are meant to replace 
or support missing or damaged biological structures. They are 
made of different materials71-74 according to their functionality and 
can be shaped as pins, rods, screws, hips or as a complete device 
such as an artificial pacemaker. Medical implant can be made of a 
variety of materials ranging from organic polymers to metals. A 
wide range of considerations, such as biocompatibility, biodegra-
dability, mechanical strength and flexibility, stability and durabil-
ity and obviously ease and price of manufacturing, are taken into 
account when determining the material which the medical implant 
is manufactured from. Typically, medical implant and devices will 
be made of metals, e.g., screws and pins, if superior mechanical 
strength is required. Furthermore, in case that the medical implant 
has complex geometry, such as a cardiovascular stent, metals are 
also preferred.  

ED and coating is limited to conducting surfaces and there-
fore, we will briefly review the materials used for manufacturing 
only conducting medical implants and devices. It should be noted 
that it is possible to coat non-conducting surfaces by electroless 
deposition,4 yet, the latter is almost only limited to the deposition 
of metals. Although conducting medical implants and devices do 
not have to be made of metals but also of carbonaceous materials, 
e.g., carbon nanotubes, we are not aware of non-metallic conduct-
ing implants. The metals of which medical implants and devices 
are made of can be divided into four categories: stainless steel, 
titanium and its alloys, magnesium alloys and cobalt alloys.  
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1. Stainless Steel 

Stainless steel is the traditional name coined for iron alloys with a 
minimum of 10.5% chromium. Additional elements are added to 
enhance the structure of stainless steel and its properties such as 
formability, strength and cryogenic toughness. The metals, which 
are added, are Ni, Mo, Ti and Cu while the non-metals are C and 
N.  

The main characteristic of stainless steel is its corrosion re-
sistance for a particular application or environment. Hence, the 
selection of a specific type and grade of stainless steel is a function 
of its corrosion resistance properties. The latter is a result of the 
formation of chromium oxide passive layer on the surface  

Stainless steel is widely used in biomedical applications. This 
is due to favorable combination of mechanical properties, corro-
sion resistance and cost effectiveness when compared with other 
metallic implant materials. The biocompatibility of implants of 
high quality stainless steel has been proven by successful human 
implantation for decades. Stainless steel applications as a implant-
able device is mostly distributed in orthopedic75 and cardiology.76 
316L Stainless steel, an austenitic material, is the only stainless 
steel that is used in biomedical applications. It contains a consider-
able amount of Ni (10–14%), which might cause Ni allergy;77 
therefore, the research and development of Ni-free stainless steels 
is in progress. One example is Bio Dur 108 stainless steel that con-
tains up to 0.05% of nickel and higher content of nitrogen. The 
latter also contributes to its high levels of strength, ductility and 
corrosion resistance. 

2. Titanium and its Alloys 

Titanium was discovered close to 500 years ago and has high 
strength, toughness, durability, low density, corrosion resistance 
and biological compatibility, making it useful in a variety of appli-
cations. It weighs forty percent less than carbon steels and can be 
strengthened by alloying it with elements such as aluminum and 
vanadium. Moreover, it is nonmagnetic, nontoxic and has good 
heat transfer characteristics. Ti becomes corrosion resistance to-
wards acids upon passivation by anodization. These properties 
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make titanium and its alloys indispensable in a wide range of ap-
plications such as petrochemistry and marine and biomedicine.  

Because of its corrosion resistance, titanium and its alloys are 
used extensively in many medical implants and devices, such as 
prosthetic devices, artificial heart pumps, pacemakers, heart-valves 
and bone or hip-joint replacements or bone splints. The most wide-
ly used titanium alloy, Ti-6Al-4V, has approximately 6% of alu-
minum and 4% of vanadium and is biocompatible, corrosion re-
sistance and most importantly possesses the capacity for joining 
with bone and other tissue that is termed osseointegration. This 
causes Ti alloy implants to last longer than those made of other 
materials. Furthermore, the mechanical and physical properties of 
titanium alloys combine to provide implants which are highly 
damage tolerant. Reconstructive titanium plates and mesh that 
support broken bones are also commonly used today. In dentistry, 
titanium ‘root’ is introduced into the jaw bone with time subse-
quently allowed for osseointegration. Titanium has a wide range of 
applications in cardiology, like defibrillators, as the carrier struc-
ture for replacement heart valves, and for intra-vascular stents. 

3. Nitinol 

NiTi, is a nickel and titanium alloy where both metals are present-
ed in roughly equal amounts. Nitinol alloys combine two closely 
related and unique properties: shape memory and superelastici-
ty. Shape memory refers to the ability of Nitinol to undergo de-
formation at one temperature and then recover its original, unde-
formed shape upon heating above its transformation tempera-
ture. Superelasticity occurs at a narrow temperature range just 
above its transformation temperature; in this case, no heating is 
necessary to cause the undeformed shape to recover. It can be ten 
times more elastic than the best stainless steel alloy. Because of its 
extraordinary ability to accommodate large strains, coupled with 
physiological and chemical compatibility NiTi alloys became the 
materials of choice for medical device engineering and design. 

4. Magnesium 

Magnesium as an alkali earth-metal possesses significant ad-
vantages, such as high electrical and thermal conductivity, rela-
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tively high natural abundance and is easily recycled.78 Probably, 
the most important characteristic of Mg is its high strength to 
weight ratio, which makes it a valuable asset in transportation and 
aviation industry.79-80 In spite of the dramatic increase of Mg con-
sumption since the beginning of the 21st century, its utilization has 
not reached full capacity because of its high chemical reactivity 
and tendency to corrode.81-84 The very negative standard potential 
of Mg (E0’ = –2.37 V vs. NHE) makes it unstable with respect to 
water (eq. 6) which results in the formation of a protecting oxide 
layer in ambient. Yet, the native oxide layer does not prevent its 
pitting corrosion,83-85 facilitated mostly by halides, which results in 
destructive effects: 
 

 )g(2)s(2)l(2)s( H)OH(MgOH2Mg +→+  (6) 
 
Mg alloys such as AZ91 and AZ31 now being studied for im-

plantable devices.86-91 The medical application of these alloys is 
different from conventional metallic devices, due to its ability to 
corrode rapidly and biodegrade. This, of course, goes against the 
trend to use ever more corrosion-resistant materials for long-term 
implantable devices. A magnesium-based medical device can ad-
just a degree of corrosion within a wide range of period such that 
the device can maintain a sufficient strength only during a desired 
period and disappear within a desired period. Biodegradable mag-
nesium-alloy stent is a new generation of medical implant metal 
materials with good biosafety and is expected to replace the tradi-
tional medical titanium alloys and stainless steel which are non-
degradable metals in the field of orthopedics and cardiovascular 
stents.86, 89, 92 

5. Cobalt Alloys 

Cobalt is a hard, lustrous, gray metal, which occurs in various me-
tallic-lustered ores, for example cobaltite (CoAsS), but is mainly 
produced as a by-product of copper and nickel mining. Cobalt is 
used in the preparation of magnetic, wear-resistant, and high-
strength alloys. Cobalt-based alloys are also corrosion and wear-
resistant.93 Special cobalt-chromium-molybdenum alloys are used 
for prosthetic parts such as hip and knee replacements,94 for dental 
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prosthetics, where they are useful to avoid allergies to nick-
el.95 Some special steels also use cobalt to increase heat and wear-
resistance. 

Co alloys are advantageous for the fabrication of the parts of 
medical devices subjected to wear, such as the heads of artificial 
hip joints. These alloys when annealed have 

low strength and hardness, and considerable toughness and 
good corrosion resistance.96 Co alloys for biomedical applications 
are grouped into two categories—cast alloys and wrought alloys— 
that contain, in general, a considerable amount of Ni to improve 
the castability and workability of the material.  

Cobalt-chromium alloys are important biomaterials because of 
their corrosion resistance (an order of magnitude greater than 
stainless steel) and high mechanical properties. Cobalt-based al-
loys F75 (Co–Cr–Mo),97 F90 (Co–Cr–W–Ni),98 and F562 (Co–Ni-
Cr–Mo) which conform to ASTM standards have been widely 
used for orthopedic, cardiovascular (ultra-thin stent struts),99,76 and 
dentistry applications.100 These alloys have excellent mechanical 
properties, high corrosion resistance, wear resistance, and fatigue 
strength.100 

Now, it is time to survey the literature according to the type of 
deposit (Fig. 1).  

IV. NATURE OF DEPOSIT 

The nature of the deposit is a function of primarily the required 
properties and functionalities of the medical implant or device. 
Evidently, a stent that is placed in an artery and needs to release 
drug will be coated by a biocompatible matrix that can accommo-
date the drug. On the other hand, a coated implanted screw is re-
quired to maintain its strength, which dictates that its coating will 
be made of much stronger materials, e.g., ceramics or metals. A 
general requirement is biocompatibility although this term is not 
well defined and depends on the biological environment. The im-
mune system is sophisticated that it is often not adequate to de-
scribe the biocompatibility of a single material in relation to a sin-
gle cell type or tissue. Hence, there was an attempt to introduce 
sub-section for the definition of biocompatibility such as biocom-
patibility of long-term implanted devices, biocompatibility of 
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short-term implantable devices and biocompatibility of tissue-
engineering products.73 These sub-definitions are related to devices 
rather than to materials. 

As described above, electrochemistry can be used to deposit a 
wide variety of materials ranging from organic polymers to ceram-
ics and metals. The only requirement is that the substrate, namely, 
the bare implant or medical device is electrically conductive. Sur-
veying the literature reveals that electrochemistry has been mostly 
used for coating implants with organic polymers (conducting and 
non-conducting), biomaterials and in particularly hydroxyapatite 
and other phosphates, sol-gel materials (organic-inorganic poly-
mers) and ceramics (inorganic materials). There are relatively few 
studies dealing with implants electrochemically coated with met-
als. Therefore, the coatings are divided into the categories de-
scribed next starting with organics through inorganics and ending 
with metals. 

1. Polymers (Organic Conducting and Non-Conducting) 

(i) Conducting Polymer Deposits 

Electropolymerization (EP) of conducting polymers on metal-
lic surfaces is a well known method. Among different applications, 
such as batteries, electronic devices and biosensors, implant coat-
ing is a new field of research. There were some critical factors 
concerning bare metal implantation, which has driven the devel-
opment of coatings for implants. The major disadvantages of bare 
metallic implant are dissolution of the metal and mechanical stress, 
which can cause serious damage to the hosting tissues. Thus, sur-
face modification is an attractive method to tailor the surface prop-
erties of the implant. Among the plethora of conducting polymers 
being exploited and employed currently for biomedical applica-
tions, polypyrrole holds a key position since it offers several ad-
vantages including good specific conductivity, chemical stability, 
polymerizability and compatibility with mammalian cells.101-102 
The advantage of EP of conducting polymers is the ability to coat 
tiny and complex geometrics with thin, continuous and adherable 
films. Polypyrrole derivatives can be used as a protective as well 
as active coating for metallic devices, depending on the polymer 
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backbone substituent functionalities. There are a number of publi-
cations dealing with polypyrrole coatings. Applications are found 
in three major categories: orthopedic joints, electrode implants and 
cardiovascular implants, while the substrates are usually stainless 
steel or titanium alloys. 

De Giglio at al. electrodeposited polypyrrole on platinum and 
titanium alloys and proposed its surface grafting with cysteine as a 
precursor for bioactive interfaces.103 Moreover they suggested 
modification of polypyrrole with biologically active agents to 
stimulate the positive interaction with the bone tissue.104 A 
polypyrrole derivative, such as pyrrole-3-acetic acid was success-
fully electropolymerized on titanium and grafted with amino acid 
residues through the carboxylic functionality on the polypyrrole 
surface.105  

In cardiology, drug eluting stents (DES) are already dominat-
ing the market.106-108 DES are based on coating a stent (usually 
made of metal alloy) with a few micrometer thick coating, which 
accommodates the drug and at the same time increases the bio-
compatibility of the stent. There are numerous methods and mate-
rials used for coating cardiovascular stents.76,109 Weiss el al. sug-
gested that polypyrrole and its N-derivatives could be potential 
coating materials for stainless steel stents.110 Specifically, aliphatic 
esters of N-(2-carboxyethyl)pyrrole (PPA) with different chain 
length were synthesized, characterized and electropolymerized on 
stainless steel surface. The electrochemical parameters of these 
derivatives were strongly depended on the N-substituent size. Un-
surprisingly, the kinetics of long chain substituents was sluggish. 
The resulted polymers exhibited facile kinetics undergoing the 
electrochemical transformation between the oxidized (conducting) 
to and from the reduced (non-conducting) state in pure electrolyte 
medium. The anodic peak currents, ip.a, showed linearity versus 
scan rate, suggesting a diffusion controlled doping/ undoping pro-
cess. The ED of these derivatives was studied in detail and ex-
plained in terms of nucleation and growth mechanism111. The re-
sults were fit to the well-established metal electrocrystallization 
theory.10,112-114 In general, the hydrophilic monomer such as car-
boxylic acid (PPA) undergoes progressive nucleation (rate of nu-
cleation is much faster than the rate of nuclei growth), suggesting 
good interaction of moderately hydrophilic stainless steel surface 
with the hydrophilic deposit. Conversely, the EP of hydrophobic 
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ester derivative proceeds through instantaneous nucleation, where-
by nuclei growth dominates over nucleation. The nature of the 
deposits could be varied by combination of different N-pyrrole 
derivatives. Taking into account the chemical and physical behav-
ior of the ED precursors, allows controlling and tuning the struc-
ture of the electrodeposited coating and adjusting it for different 
purposes and specifically for medical implants. Electrochemical 
co-deposition of polypyrrole derivatives on a stent surface was 
shown by Okner et al.115 (Fig. 5). 

The stent was coated with N-pyrrole derivatives, as a protec-
tive and paclitaxel releasing coating. The adhesion, hydrophobi-
city, drug (specifically, paclitaxel) loading and release and bio-
compatibility of the stent coating were studied. The optimal com-
bination of hydrophilic and hydrophobic N-pyrrole derivatives 
were found to result in adherable (hydrophilic interaction with the 
stent surface) and stable stent coating with maximal paclitaxel load 
of 1 µg/mm2. In addition, histopathological evaluation did not re-
veal any evidence of an active inflammation, morphological or 
histopathological changes. Khan et al. reported on BSA derivat-
ized polypyrrole deposition on stainless steel surfaces. The coating 
was formed by two-step modification: EP of N-succinimidyl ester 
pyrrole and further surface modification with BSA.116 This coating 
exhibited improved biocompatibility in terms of thrombus for-
mation, platelet adhesion and hemolysis as compared with bare 
and polypyrrole coated stainless steel.  

Since the commercial DES suffer from the lack of adhesion to 
the stent (metal) surface, the certain derivatives combination was 
suggested as a primer layer to facilitate better interaction between 
drug releasing matrix and stent surface.117  

There are a number of publications dealing with polypyrrole 
electrocoating on metal electrode implants neurons stimulation in 
nervous systems. The purpose of introducing polypyrrole was to 
increase the electrical conductivity (~102 S.cm-2) and morphology 
of the neuron-electrode interface. Building the neuroactive con-
ducting scaffolds by polypyrrole coating as a functional conduc-
tive and stable platform opens a wide range of application in this 
field.118,119 Cui at al. carried out in vivo studies with electrode im-
plant coated with co-deposited polypyrrole-peptide composite.120 It 
was shown that the coatings established strong connections with 
the neuronal structure up to three weeks.  
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Figure 5. Scanning electron microscopy images of 316L 
stainless steel stent surface before and after electrodeposition 
of pyrrole derivative using cyclic voltammetry. Reprinted 
from Ref. 115, Copyright (2009), with permission from John 
Wiley and Sons. 
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Over-oxidized polypyrrole-coated electrodes were tested for 
in vivo dopamine sensing.121 Coated electrodes implanted in a rat 
brain generated an increased electronic signal for several hours in 
comparison with uncoated electrodes. These promising results for 
polypyrrole coated electrodes still requires better understanding 
and more research to control and optimize film characteristics for 
long-term performance.122 Biocompatibility issues of the implant-
ed electrodes made of different metallic and metal coated polymer-
ic electrodes triggered the development of drug release electrode 
coatings. The drug was incorporated in polypyrrole via EP of pyr-
role and was released in PBS using cyclic voltammetry. The 
polypyrrole provided not only the drug delivery platform but also a 
biocompatible barrier between the implant and surroundings tis-
sue.123-124  

Hence, we can conclude that conducting polymers have still 
not been widely employed for coating medical devices and in par-
ticular implants. It is very likely that the wide range of commer-
cially available monomers ranging from pyrrole to thiophene de-
rivatives that can be electropolymerized at moderate potentials 
without harming the underlying implant will attract more attention 
in the future.  

(ii) Non-Conducting Polymer Deposits 

Electrografting (EG) is a method where a conductive surface 
is modified by charging it in the presence of an organic (non con-
ductive) substance. For acrylic derivatives it is an electronically 
generated radical anion that propagates the polymerization.  

Acrylates, methacrylates, thiols, amines64,125 and triple bond126 
have been successfully electrografted on various conducting sur-
faces. In this method, the expected thickness of the organic film 
ranges between a monolayer to hundred of nanometers if the or-
ganic molecule can be polymerized under cathodic conditions62 
and the film does not block electron transfer. The formation of 
strong bonding between carbonaceous electrode materials and de-
posits opened intensive research work towards covalent coupling 
between organic molecules and carbon as well as metallic surfaces 
in general.65,67-70,127-128 The aim has been to form M-C (where M 
stands for metal) bonding instead of binding through metal oxide 
layer to form M-O-C. The appropriate pretreatment of metal sur-
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face by cathodic current, reduces the oxide layer and reveals the 
pure metal surface for direct bonding through M-C. Recently, this 
method was suggested for permanent modification of metal im-
plants. Poly(methyl methacrylate) (PMMA) and polyacrylic acid 
(PAA) electrografted on titanium-based orthopedic implants acted 
as both an effective bioactive surface and an anti-corrosion barri-
er.129-130 PAA-based coatings can be functionalized with bioactive 
molecules and promote positive reactions with the biological sys-
tem interfacing the implant while considerably reducing ion re-
lease into surrounding tissues. 

The need of covering metallic implant surfaces with biode-
gradable polymers was accomplished by priming the surface with 
electrografted organic monomers, oligomers, or macromonomers 
through the covalent attachment of various precursors employing 
different polymerization mechanisms. Ring opening polymeriza-
tion (ROP) of D,L-lactide and caprolactone showed promising 
results by coupling to acrylic ester primer attached to stainless 
steel and tantalum surfaces.131-132 These biocompatible and biode-
gradable polyesters were suggested as potential coatings for drug 
eluting stents. Electrografted biocompatible thin coatings can pro-
vide a primer between the metal implant surface and the biode-
gradable drug eluting matrix for better surface compatibility and 
adhesion. Recently Langios et al. electrografted poly(lactic acid), 
with a molar mass of 600 gr.mol-1 having an acryrlic functionality 
on the metallic stent.133  

Ignatova et al. investigated the decrease in the fibrinogen ad-
sorption by modifying the stainless steel surface with first EG 
acrylic derivatives followed by polymerization via atom transfer 
radical polymerization (ATRP) different polymer families.134 The 
same method was proposed for creating a hyperbranched polymer, 
which contained quaternized bromides or amines that are known 
for antibacterial properties.135-136 

Non polymerizable electrografted molecules also showed po-
tential biomedical applications. Diazonium salts derivatives are 
electroactive molecules that can be cleaved to aryl radicals as a 
result of electron transfer at the cathode. The highly reactive radi-
cals that are formed bind to the electrode surface. Typically, these 
molecules create a monolayer, but their coupling occurs spontane-
ously as a consequence of a transfer reaction of the radical species 
formed to the grafted layer originally deposited.136 A novel ap-
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proach for significantly increasing the adhesion of drug eluting 
polymer coatings onto stents involved priming the surface with 
electrochemically deposited diazonium salts with the characteristic 
structure of R-N2

+X–, where R is an organic residue and X– is an 
anion. Specifically C12H25-phenyldiazonium was investigated and 
found to increase polymeric coating stability and durability in 
physiological medium. The diazonium primer was tested and 
showed inert properties.137 

Protein antifouling surfaces138-139 usually contain derivatives 
of polyethylene glycol, known as excellent anticoagulant agents. 
The ability to directly modify the implant surface (specifically 
those in contact with blood) with PEG derivatives is of outmost 
importance and challenging. Figure 6 shows schematically the EG 
of acrylate end-capped PEG that was carried out on glassy carbon 
and stainless steel.140 The one-step EG of PEG macromonomers 
created comb-like architecture where the PEG chains oriented in 
parallel to the surface, because the acrylate backbone propagated 
perpendicularly. The resulting structure was superior for antifoul-
ing.  

Tanaka et al. suggested covalent bonding of amino terminated 
PEG to titanium oxide surface through N-HO-Ti bond. This was 
formed by electrochemically induced migration of amino-
terminated PEG to the cathode. The architecture of the coating 
could be varied by PEG mono or bi-amine functionalization to 
cause binding of the polymer from both ends to the surface or form 
brush monolayers.141-142 
 Very recently, a novel approach, whereby pH responsive or-
ganic nanoparticles coagulate on a conducting surface as a result 
of applying positive potential, has been demonstrated by us (Fig. 
7).143 Specifically, latex nanoparticles stabilized by sodium oleate 
in aqueous solutions were deposited by applying a positive poten-
tial that oxidized the water and caused the decrease of pH on vari-
ous conducting surfaces. It was found that the applied potential, its 
duration and the concentration of the dispersed nanoparticles gov-
erned the deposition characteristics of the coating. This generic 
approach allowed coating objects, e.g., coronary stents, with com-
plex geometries with thickness ranging from nanometers to mi-
crons and therefore can be utilized for coating medical and other 
devices as well as for controlling drug release (Fig. 8).  
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Figure 7. Electrochemical induced deposition of latex nanoparticles 
by anodic deposition. Reprinted from Ref. 143, Copyright (2010) 
with permission from the Elsevier.  

 
 

 
 

 
 
 
 
 
 
 
 
 
 

Figure 8. HR-SEM images of a latex film electrochemically deposited on a stainless 
steel stent under a constant potential of 1.3 V for 10 min: (A) The stent after deposi-
tion (B) higher magnification of the deposited film. Reprinted from Ref. 143  with 
permission from the Elsevier. 

A 

50 μm 

B

200 nm
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 2. Sol-Gel (Inorganic-Organic) 

Sol-gel deposition is a chemical solution process, typically com-
prising metal alkoxides.144-147 This wet process starts from a pro-
tic solution consisting of organo-metallic precursors to form an 
integrated network (gel) of either discrete particles or polymers. 
Typical precursors are metal alkoxides or metal hilides, which 
undergo various forms of hydrolysis followed by polycondensa-
tion reactions. Thus, the sol evolves towards the formation of a 
gel-like biphasic system containing both a liquid and a solid phase 
whose morphologies range from discrete particles to continuous 
polymer networks. 

An interesting and commercially important class of polymers 
can be synthesized by sol-gel method are alkoxysilane derivatives. 
These silicon-analogs of alcohols are also unstable, and in most 
cases quickly polymerize to produce a sol-gel film.148 This process 
is associated with two-step sol-gel technology.144,148-149. The reac-
tions take place in a two-step procedure (hydrolysis and condensa-
tion) and are quite complex, but can be represented as follows: 

 
 (l)OHR'3(l)RSi(OH)(l)O2H3(l))RSi(OR' +→+  (unbalanced) 
   (7) 
 
    (l)O2nHqHpOnSinR3(l)RSi(OH) +→  (unbalanced) (8) 
 

In general, the hydrolysis of metal alkoxides is catalyzed bet-
ter at low pH followed by polycondensation of hydrolyzed species 
at higher pH (Fig. 9). 

Sol-gel based composites have found applications in numer-
ous fields such as chemo- and biosensors,150,151  batteries,152 solid 
state catalysts,153 chromatography,154 optics155 and recently in med-
icine.156,157 The sol-gel materials can be prepared from tetrahydro-
lyzed silane precursors Si(OR)4 or functional trialkoxysilanes 
RnSi(OH)m (n = 1–3, m = 3–1). The substituent has a significant 
effect on the chemical, physical and 3D structure of the sol-gel 
material. The sol-gel can also be modified with a number of do-
pants to produce unique properties, such as porous matrix, thermal 
stability and flexibility. 
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Figure 9. pH dependence of hydrolysis and condensation rates of sol-gel precursors. 
 
 
One of the important applications of the sol-gel technology is 

thin film formation.149 However, the conventional methods for 
depositing sol–gel films on metals, i.e., dip-coating and spin-
coating are applicable to flat surfaces only, producing relatively 
thick coating (dip-coating) and cannot cope with the complex 
structure of different metallic devices, such as stents. 

Recently, a novel approach for the preparation of sol-gel films 
has been developed by us158 based on ED. The electrochemical 
generation of the condensation catalyst (OH–) induced by applying 
a constant negative potential on the electrode surface, resulting in 
local pH increase around the electrode surface. This allowed the 
deposition of the sol–gel film on the conducting parts only and 
controlling the thickness of the deposited film by potential and 
time variation. Figure 10 represents schematically the electro-
chemically assisted deposition of hydrolyzed silanes.  

Originally, the electrodeposition of alkoxy metals, such as sil-
icon, titanium159 and zirconium160 was demonstrated by Shaham 
and coworkers.  The films were electrodeposited on different met- 
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Figure 10. Schematics of the electrochemically induced deposition of sol-gel ap-
proach. 

 
 

als and metal oxide substrates. Methyltrimethoxysilane was elec-
trochemically deposited on indium-tin oxide (ITO) and gold elec-
trodes, by applying positive and negative potentials. Lately, the 
electrochemical deposition of sol-gel materials was successfully 
applied on aluminum.161-162 Collinson and co-workers suggested 
electroencapsulation of redox molecules and organic dyes. The 
entrapped species were homogeneously distributed inside the silica 
matrix.163 The thickness of the resulted films was strongly depend-
ed on the applied potential. In addition, the relationship between 
thickness of the sol-gel film and electrode nature, time of electro-
deposition was studied.158 The electrodeposition is restricted to the 
conducting surfaces only; therefore this method is applicable to 
complex structures, different patterns, consisting of conducting 
and non-conducting surfaces.  

The deposited film was insoluble, uniform and strongly ad-
hered to the substrate. In addition to the physical interaction (phy-
sisorption) of the metal oxide surface with the deposit, evidence 
was provided by FTIR spectroscopy to the existence of Si-O-Fe 
bonding.164,165 Taking into account that sol–gel films can bear dif-
ferent organic functionalities (using monomers with non-
hydrolysable moieties) makes it a very appealing approach for 
designing films, free of mobile dopants. Such films, made of hy-
drophobic organosilanes, can provide protection against corrosion 
of metals by creating a physical and chemical barrier between the 
metal and its environment.166 Electrodeposition of silica with bio-
logically active materials was reported by Luo et al. Specifically, 



320    R. Guslitzer-Okner and D. Mandler 

they introduced a new method to design amperometric glucose 
oxidase based biosensor.167 Walcarius and co-workers suggested 
physical entrapment of hemoglobin or glucose oxidase in the sol-
gel material in the course of the electrodeposition process.168 
Moreover, different analytical applications of electrically generat-
ed sol-gel films were introduced.169  

Deposition of organosol-gel thin films on metal medical de-
vices is a fast developing method. There are number of reports 
employing mainly dip-coating of stents with sol-gel films.170-171 
Yet, the application of ED for coating medical devices and in par-
ticularly implants is still quite rare. Recently ED of PEG through 
silane modified chain-ends was demonstrated by us.172 Stainless 
steel was the deposited platform and the system is schematically 
depicted in Fig. 11. This method was limited to short modified 
polymer chains (less then Mw 1000) due to the 3D structure of this 
type of polymers in the deposition solution. Electrodeposition in 
combination with thermal treatment was compared to the conven-
tional dipping method and showed to be superior for the formation 
of excellent anti-corrosion coatings. Stability of the films in corro-
sive medium was also improved by this combination. The electro-
deposited films were strongly attached to the metal through M-O-
Si bond, while the thermal treatment completed the condensation. 
Once coated on stainless steel, PEG-silane polymer was subjected 
to fresh blood samples in order to examine its platelets repelling 
ability. The results obtained by a method mimicking the physio-
logical blood flow conditions showed a significant reduction of 
platelets adhesion and thus activation of PEGylated surface. 

This study was followed by the electrochemically assisted co-
deposition of sol-gel thin film on stainless steel173. Specifically, 
electrodeposition of films based on 3-aminopropyltrimethoxy-
silane (APTS), and its co-deposition with propyltrimethoxysilane 
(PrTMOS) and phenyltrimethoxysilane (PhTMOS) has been ac-
complished by applying negative potentials. The films were char-
acterized by various surface techniques, such as AFM and SEM, 
which disclosed the structural changes induced by altering the 
deposition solution composition and the applied potential. Code-
posited APTS:PhTMOS did not show any structural differences 
from their electrodeposited homopolymers, while Nano Scratch 
Test clearly revealed the changes in the elastic and adhesion prop-
erties, suggesting the formation of an  APTS:PhTMOS  composite. 
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Electrochemical impedance spectroscopy of the films showed 
good resistance towards penetration of hydrophilic species, such as 
hexacyanoferrate. Clearly, the combination of different precursors, 
which makes it possible tailoring the chemical and physical prop-
erties of the film, has the potential of coating medical devices, in 
particular, coronary stents. 

3. Oxides and Ceramics (Inorganic) 

Ceramics are inorganic, non-metallic solids that are made by heat-
ing and subsequent cooling. Usually the term ceramics refers to 
crystalline materials as opposed to non-crystalline, i.e., amor-
phous, glasses. Ceramics are categorized into oxides, such as tita-
nia and silica, non-oxides including carbides, borides, nitrides and 
silicides and composites, which are made of combinations of ox-
ides and non-oxides. Ceramic materials are usually brittle, hard 
and strong in compression, whereas weak in shearing and tension. 
They are quite resistive towards acids and bases and withstand 
very high temperatures (>1000 °C). Hence, ceramics are applied 
when good mechanical and/or thermal properties are sought.  

ED of ceramic materials has been widely reported.18,23-

24,30,38,174-176 There are a few excellent reviews by Zhitomirsky,24,26, 

177-178 Kamath18 and others. ED can be performed by cathodic or 
anodic methods. The ED of ceramics can proceed through the gen-
eration of base, typically OH–, as was discussed above (Section II). 
This is achieved by passing cathodic currents and reducing either a 
protic solvent or the electrolyte, e.g., NO3

–, ClO4
–. Accordingly, 

the electrochemical synthesis of precursors to polycrystalline pow-
ders of ZrO2, TiO2 and ZrTiO4 and has been reported by different 
groups.179-186 Similarly, the deposition of calcium phosphate and 
hydroxyapatite (HA) has been accomplished (see the next section). 
Anodic deposition of ceramics is also feasible, though limited, and 
reported to form PbO2, MnO2 and other oxides of high oxidation 
states. EP deposition of ceramic materials has also been demon-
strated in particular for preparing relatively thick films. 

In spite of all these studies, utilization of ED methods for 
coating medical implants by ceramic materials and oxides has been 
quite limited. The only mass of studies deals with the electrodepo-
sition of HA and will be discussed below.  
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The application of ceramic materials for dental implants has 
been reported by Lacefield.187 The most popular was HA. Others, 
including alumina were also mentioned. The application of EP (as 
well as other methods) as an alternative approach to plasma-
spraying was discussed. Boccaccinni and Zhitomirsky23 briefly 
reviewed the electrophoretic and electrolytic deposition techniques 
in ceramic processing for biomedical applications. They faced a 
problem of cracking in zirconia deposits that occurred upon dry-
ing. The addition of organic polymers, such as poly(diallyl-
dimethylammonium chloride) provided better adhesion of zirconia 
and prevented cracking.177 These studies paved the way for the ED 
of thick hybrid bioactive organic-inorganic films.177-178  

The application of advanced materials made of metals and ce-
ramics used for the bearing surfaces of total hip replacements 
(THRs), their standards, methods of manufacture and corrosion 
testing was reviewed by Dearnley.188 Yet, ED of ceramic materi-
als, i.e., ZrO2 on hip prosthesis was reported only later by Yen et 
al.189. They deposited electrochemically ZrO2 on a Co-Cr-Mo alloy 
at pH 2.2 by applying a cathodic current that caused the generation 
of hydroxyl ions by oxidizing water and oxygen. A monoclinic 
structure with preferred orientation parallel to the electrode plane 
was obtained at 623 K < T < 673 K and a tetragonal structure at 
higher temperatures.  

More recently Liu et al. reviewed the work focusing on sur-
face modification of titanium and its alloys for biomedical applica-
tions.190 Among the different methods for surface modification 
electrochemical treatment was mentioned and in particular anodic 
oxidation. The latter is a well-established method to produce dif-
ferent types of protective oxide films on metals. The main techno-
logical advantage of anodizing titanium is improved adhesion and 
bonding. Micro arc deposition, MAD (see Methods of Deposition) 
is also described as a means of deposition ceramic coatings on 
metal surfaces, such as Al, Ti, Mg, Ta, W, Zn, and Zr and their 
alloys. Nevertheless, very few studies aimed at improving the bio-
compatibility or apply this technique to coat implantable devices. 
Nie et al.39,191 described a hybrid treatment comprising MAD and 
EPD to improve the biocompatibility and durability of Ti–6Al–4V. 
A phosphate solution was used to produce a relatively thick and 
hard TiO2 coating using MAD and EPD. Kern et al.192 electro-
chemically deposited TiO2 films with uniform thickness on AISI 
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316L stainless steel and Ti6Al4V substrates for potential use as 
color coded biocompatible coatings on biomedical implants. Dep-
osition was carried out using TiCl4 as a precursor and hydrogen 
peroxide. The reaction between the two led to the formation of a Ti 
peroxo species that was deposited under galvanostatic conditions 
by generating hydroxyl ions. They concluded that electrochemical-
ly deposited TiO2 films were attractive as biocompatible colored 
coatings on non-anodizable biomedical alloys such as AISI 316L 
and CoCrMo as well as for Ti-alloys that are anodized for protec-
tive as well as coding reasons prior to implantation. The same 
group prepared composite bilayer coatings on Ti6Al4V substrates 
by EPD.193 Biocompatible yttrium-stabilized zirconia (YSZ) in the 
form of nanoparticles and bioactive Bioglass (45S5) in the form of 
microparticles were used as coating materials. The bilayers were 
sintered at 900°C and yielded coatings with mechanical properties 
which were still insufficient for orthopedic applications.  

As mentioned above, ceramic materials have been electropho-
retically deposited on medical implants. The implications of EPD 
to nanotechnology including medical applications were reviewed 
by Boccaccini et al.30 Such a medical application was described by 
Moritz et al. and involved coating of dental crowns and bridges 
with ceramics194-195 made of Y2O3, SiO2 and Al2O3. The dental 
crowns were coated with silver and were directly used as deposi-
tion electrodes.  

It seems that the state-of-the-art in ED of ceramic materials 
for implants and medical application is the co-deposition of nano-
objects, such as carbon nanotubes and nanoparticles in an inorgan-
ic matrix. Although we are not aware of any specific application 
yet, this will undoubtedly become a major field of research in the 
following years. Boccaccini reviewed recently32 the up-to-date 
current research progress in the development of carbon nanotube 
(CNT)-ceramic nanocomposites by electrophoretic deposition. 
Ceramic particles of different size have been combined with single 
and multiwalled carbon nanotubes (CNTs) and electrophoretically 
deposited for a variety of functional, structural and biomedical 
applications. CNT-ceramic layers, e.g., SiO2, TiO2, MnO2 and 
Fe3O4 and HA, with thickness varying between 1-50 μm were 
formed.27,31,196 Systems reviewed include SiO2/CNT, TiO2/CNT, 
MnO2/CNT, Fe3O4/CNT, HA/CNT and bioactive glass/CNT. Lay-
ered nanocomposites were formed by electrophoretic co-
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deposition from biphasic suspensions. Functionalization of the 
CNT was essential for their dispersion and electrophoretic deposi-
tion.  

4. Hydroxyapatite and Calcium Phosphate 

Hydroxyapatite (HA) sometimes called also hydroxylapatite is the 
hydroxylated form of the mineral apatite (calcium phosphate) 
Ca5(PO4)3OH. Its hexagonal white crystal is made of two sub-units 
and therefore it is typically written as Ca10(PO4)6(OH)2.197 The 
carbonated form of HA constitutes up to 50% of the bone. HA is 
also the primer mineral of tooth enamel. Substantial research has 
been devoted to the solubility of HA198 and a large number of sol-
ubility constants have been reported. The solubility product of HA 
is ca. 10-37, which makes it practically insoluble under physiologi-
cal conditions. Hence, dissolution of HA is possible only in acidic 
conditions. On the other hand, dispersion of HA in particular in 
organic solvents gave micro and nanoparticles, which were found 
to be positively charged.26 

The EPD of HA was first reported by Ducheyne199 who car-
ried out the experiments in isopropanol and aqueous solutions. 
Yet, Ducheyne et al.200 claimed that adsorbed water in non-
calcined powders prevented EPD. The EPD of HA on stainless 
steel and titanium was thoroughly studied by Zhitomirsky,26,178,201-

202 Eliaz203-204 and many others.49,205-218 The number of papers deal-
ing with the electrochemical and electrophoretic deposition of HA 
exceeds 300 and is by far the most common electrochemical de-
posited material on medical devices and implants. The motivation 
for its deposition is clear as it can coat a metallic implant and used 
for replacement of lost or damaged bone tissue.219 Moreover, HA 
is known to be an osteoinductive material, which accelerates the 
formation of new bone.187  

Different procedures have been examined and developed for 
the electrochemical deposition (mostly electrophoretic deposition) 
of HA.211-214,220-221 For example, Ban and Maruno reported222 the 
hydrothermal-electrochemical deposition by dissolving NaCl, 
K2HPO4, CaCl2, trishydroxyaminomethane, and HCl and applying 
a constant current at temperature 80-200°C. Yamashita et al.223 
used electrophoretic deposition followed by sintering to form 
composite multilayers of alumina and zirconia ceramics coated 
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with a porous intermediate layer of HA and an adhesive calcium 
phosphate layer. Zhitomirsky201 deposited via electrophoretic 
or/and electrochemical deposition different oxides as well as HA 
on individual carbon fibers, bundles and felts, which served as 
cathodic substrates. After burning out of carbon fibers the corre-
sponding ceramic replicas in the shape of hollow fibers could be 
obtained. Huang et al.224 studied the mechanism and kinetics of the 
electrochemical deposition of HA and post-hydrothermal synthe-
sis. The electrochemical deposition was performed at various volt-
ages ranging from 1.0–10 V. The depositing time varied from 1–3 
hours and the temperature from 25–65°C. The results showed that 
the electrochemical deposition coatings were composed of Ca-
HPO42H2O crystals which were converted into needle-like HA 
crystals after post-hydrothermal treatment. The HA content of the 
coatings increased with the treatment temperature and time. The 
synthesis rate also increased with pH. Interestingly, Manso et al. 
reported208 the electrodeposition of HA coatings under basic condi-
tions and positive potentials (2–4 V). They proposed that the elec-
trostatic attraction of hydroxyl ions in this case triggered the pre-
cipitation of HA nuclei at the interface. Nie and his coworkers39,191 
combined MAD) and EPD to obtain a double layer HA-TiO2 coat-
ing on titanium alloys with HA as the top layer and a dense TiO2 
film as the inner layer. It was shown that a relatively thick and 
hard TiO2 coating was produced by anodic MAD of titanium, and 
an HA coating incorporated on top of the TiO2 layer can simulta-
neously be formed using a combination of plasma electrolysis and 
electrophoresis, with the suspension held at high pH. This dual 
layer gave high stability in corrosive environment of the human 
body and at the same time high biocompatibility. Stoch et al. 
showed209 an improvement of HA coating when electrophoretical-
ly deposited on a joint intermediate layer of silica or calcium-
silica. This was explained by the formation of silica and titania 
compounds in the interface region.  

Not only Ti and its alloys were electrochemically coated with 
HA. Stainless steel, cobalt-chromium alloys225 and even magnesi-
um226 have also been treated. Sridhar and coworkers227 reviewed 
the EPD of HA on various metallic materials and the performance 
of these coatings in terms of corrosion resistance and biocompati-
bility. Corrosion inhibition has been the goal of many of studies 
where HA was electrophoretically deposited.191,203,225-226,228-238 For 
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example, Fathi and Azam claimed232 to decrease the corrosion rate 
as a result of making a double-layer of HA on top of a tantalum 
coating.  

The electrochemical co-deposition of HA and other monomers 
polymers has also been reported. Hu and coworkers239 successfully 
electrochemically co-deposited HA and chitosan. The latter is a 
natural polysaccharide bearing amino groups that can easily be 
deposited under negative potentials. Deposition is a result of in-
creasing the pH on the electrode surface, which causes deprotona-
tion of chitosan. The composite material was found to be of differ-
ent morphology than HA and possessed higher bonding strength. 
Wang240 also found that the incorporation of chitosan by ED influ-
enced calcium phosphate formation and crystallization. Hybrid 
coating exhibited an increased dissolution rate in both acidic and 
neutral simulated physiologic solution, whereas no significant dif-
ference on adhesive strength was found between the hybrid and 
original coatings. Most importantly, the calcium phosphate / chi-
tosan coating proved to be a more favorable surface for goat bone 
marrow stromal cell attachment than an unincorporated coating. 

Hu241 also added vinyl acetate in the course of deposition of 
HA as a means of increasing the adhesion to the Ti substrate. 
Cheng et al.242 electrochemically co-deposited calcium phosphate 
and the protein bovine serum albumin (BSA) on a HA coated Ti-
6Al-4 V alloy. The co-precipitation of BSA/brushite (Ca-
HPO4

.2H2O) coatings onto HA resulted in a 70-fold increase in 
BSA inclusion compared to simple adsorption, and was subse-
quently released by a slower mechanism (15% loss over 70 h).  

Additional materials similar to HA were also electrochemical-
ly deposited. For example, Duan et al.243 demonstrated the electro-
chemically deposition of calcium etidronate, which is a biphos-
phonate drug, on a Ti cathode under a constant potential (2.45 V). 
The concept was the same, increasing the pH by applying a nega-
tive potential caused deposition of the calcium salt. Fan et al.244 
successfully developed a uniform collagen fibril/octacalcium 
phosphate composite coating on silicon substrate by electrochemi-
cal deposition. Deposition was accomplished through applying a 
constant potential to the cathode in a three-electrode cell consisting 
of a mild acidic aqueous solution (pH 4.8–5.3) of collagen, Ca2+ 
and phosphate ions. The coating process involved self-assembly of 
collagen fibrils and the deposition of calcium phosphate minerals 
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as a result of local pH increase. The porous composite layer con-
sisted of a collagen fibril network on which clusters of calcium 
phosphate crystals nucleated and grew. 

A related family of biomaterials, which has also been electro-
phoretically deposited, is bioglass, which is also termed bioactive 
glass.245-247 These materials are commercially available glasses 
composed of relatively low concentration of SiO2 (usually less 
than 60%), Na2O, CaO and P2O5. The EPD of bioglasses has been 
reported196,211,235,248 and reviewed by Garcia et al.231 and Zhao et 
al.249 In most, if not all, these studies the bioglass was introduced 
as a particulate powder of micrometer dimensions and was elec-
trophoretically deposited on the anode due to the negative charge 
of the ceramic matrix. Oxygen generated in the anode was usually 
entrapped and lead to residual porosity and irregularities on the 
surface of the coating. Typical voltage was 5 V and coatings of 
micrometer thick were achieved within a few minutes. In several 
studies HA was co-deposited with bioglass.211,235 Different sub-
stances were added to the deposition solution to tailor the coating 
properties. For example, the incorporation of carbon nanotubes196 
induced a nanostructured internal surface of the pores which was 
thought to be beneficial for osteoblast cell attachment and prolifer-
ation. 

To summarize this part, it is evident that ED methods are 
highly attractive for coating medical devices and implants by HA 
and other bioceramics. Clearly, we will witness more sophisticated 
approaches in particular where EPD of HA will be combined with 
organic polymers, other ceramic materials and in particular nano-
objects as a means of tailoring the coatings.  

5. Metals 

There are very few cases, which we are aware of where implants 
were electrochemically coated with a metallic surface. Most of the 
implants and the replacement components are made of metals, 
specifically of titanium, stainless steel and cobalt alloys188 and 
therefore coating by another metal is quite rare. 

Yet, there are many studies and patents where the metal was 
electrochemically treated, primarily by anodic oxidation to form a 
protecting oxide layer.250-258 Titanium, in particular, is well known 
for its well controlled oxide grown coatings, which not only pro-
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tect the underneath metal but can also enhance human osteoblast 
cell growth.255 In general, rough surface morphology, high surface 
energy and low values of contact angles are important factors for 
better cell-materials interaction. Other studies reported259-260 that 
neointimal hyperplasia and thrombogenicity were significantly 
decreased in electrochemically polished stainless steel stents, 
which were implanted in different animal models. 

We found a few cases where biocompatibility was reported to 
increase due to electrochemical coating of metallic implants, e.g. 
coronary stents, by metals. Hehrlein et al.261 coated 24 stainless 
steel stents by either electrochemical deposition of metals, such as 
Pt, Au and Cu, on the stent surface or with a metallic film of the 
same metals, which was implanted into the stent surface by argon 
ion bombardment. Coated and uncoated control stents were im-
planted in rabbit iliac arteries. Thrombus and neointima formation 
in arterial cross-sections of the coated stents were compared with 
the uncoated stents. The researchers found higher stent surface 
porosity and more surface cracks after stent expansion after elec-
trochemical deposition than after ion implantation. Neointimal 
hyperplasia was increased in stents electrochemically coated com-
pared with stents coated by ion implantation. In both study groups, 
the most electropositive coating (platinum or gold) induced mark-
edly less neointima formation than the least electropositive (cop-
per). The conclusions of this study were that stent surface texture 
was the most important factor determining biocompatibility of the 
coated stainless steel stents. 

Very recently, another approach was reported by Weng et 
al.262 They showed that the biocompatibility of Ti could be in-
creased by electrochemically depositing Au nanoparticles on 
which arginine-glycine-asparagine-cysteine (RGDC) peptides 
were grafted by thiolate covalent coupling. The biological re-
sponses of the RGDC-grafted Ti substrates were evaluated using 
MG3 human osteoblast-like cells. Cell morphology showed that, 
on RGDC-immobilized titanium with Au particles, MG63 cells 
attached and spread more rapidly than on Ti substrates either with-
out peptide or with direct loading of the peptide. Immuno-staining 
for focal adhesion kinase (FAK) demonstrated that RGDC en-
hanced cell attachment. 

The electrochemical deposition of metals, in particular silver, 
has been used as a means of increasing antibacterial activity.63,263-
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268 For example, Ti surface was modified to simultaneously im-
prove bone cell materials and antimicrobial activities.269 Titanium 
surface was first anodized in sodium fluoride and sulfuric acid 
electrolytic solution to form titania nanotube on the surface to im-
prove the biocompatibility of the surface. Then, silver oxide was 
electrodeposited on the titania nanotube surface at 5 V. Silver add-
ed titania nanotube surface was tested for compatibility with bone-
cell materials interactions using human osteoblast bone cells. The 
antibacterial effect was studied and the results showed that silver-
treated titania nanotube surface may provide antibacterial proper-
ties to prevent implants against postoperative infections without 
interference to the attachment and proliferation of bone tissue on 
titanium. 

V. CONCLUSIONS 

The combination of electrochemical deposition methods and medi-
cal implants is still far from being exhausted. These two worlds 
usually lie very far from each other and seem initially not to over-
lap. Yet and as has been shown in this review electrochemical 
methods offer many significant advantages as a coating technology 
specifically in the biosciences and medicine. The mild conditions, 
the ability to coat complex geometries, its low cost and flexibility 
make electrochemical deposition methods not only a transient epi-
sode for coating implants but can have a major impact and be im-
plemented in commercial technologies. Understanding the basis of 
electrochemistry and at the same time learning the molecular level 
of the implant/tissue interface could lead to significant advance-
ment in coating implants by electrochemical methods as well as to 
innovative applications.  
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I. INTRODUCTION 

Metals have a long history in medicine and dentistry. However, 
metals are artificial materials with no biofunctionality, which 
makes them less attractive as biomaterials for certain applications. 
On the other hand, biofunctionalities of ceramics and polymers are 
expected to show excellent properties as biomaterials; in fact, 
many devices consisting of metals have been substituted by those 
consisting of ceramics and polymers. In spite of this event, about 
80% of implant devices in the medical field still consist of metals, 
and this share is currently maintained, because of their high 
strength, toughness, and durability. To-date, metallic biomaterials 
cannot be replaced with ceramics or polymers. The requirements 
for metallic medical devices are summarized in Table 1. 

In order to add biofunctionality to metals, surface modifica-
tion is necessary. Surface modification is a process that changes a 
material’s surface composition, structure and morphology, leaving 
the bulk  mechanical  properties intact.  In this chapter, some of 
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Table 1  
Properties Required from Metals for Medical Devices and 

their Effects 

Required property Target medical devices Effect 
Elastic modulus • bone fixation 

• spinal fixation 
Prevention of bone ab-

sorption by stress 
shielding. 

Superelasticity 
Shape memory effect 

• multi-purpose Improvement of me-
chanical compatibility. 

Wear resistance • artificial joint Prevention of generation 
of wear debris.  

Improvement of durabil-
ity. 

Biodegradability • stent 
• artificial bone 
• bone fixation 

Elimination of materials 
after healing. 

Unnecessary of retrieval 

Bone formation 
Bone bonding 

• Stem of artificial hip 
joint dental implant 

Fixation of devices in 
bone 

Prevention of bone  
formation 

• bone screw 
• bone nail 

Prevention of assimila-
tion 

Adhesion of soft tissue • dental implant 
• trans-skin device 
• external fixation 
• pacemaker housing 

Fixation in soft tissue; 
prevention of inflec-
tional disease 

Inhibition of platelet 
adhesion 

• devices contacting 
blood 

Prevention of thrombus 

Inhibition of biofilm 
formation 

• all implant devices 
• treatment tools and 

apparatus 

Prevention of infectious 
disease 

Low magnetic  
susceptibility 

• all implant devices 
• treatment tools and 

apparatus 

No artifact in MRI 
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Figure 1. Types of electrochemical treatments. 
 
the surface modification techniques to add biofunctionality to met-
als, especially electrochemical techniques, are reviewed. 

II. OVERVIEW OF CURRENT ELECTROCHEMICAL 
TREATMENTS 

Current electrochemical treatments are summarized in Fig. 1. In 
order to precipitate hydroxylapatite or calcium phosphate layer on 
titanium, electrochemical treatment is used commonly to form an 
hydroxyapatite (HA) layer on Ti.1-4 Through an electrochemical 
process, carbonate-containing HA with a desirable shape such as 
plate, needle or particle could be precipitated on a Ti substrate, 
which is sometimes heated to obtain a better coating layer. Anodic 
polarization accelerates the formation of apatite layer on Ti. 
Beta-tricalcium phosphate (-TCP) is cathodically coated on Ti for 
immobilization of collagen.5 Cathodic polarization is also effective 
to precipitate HA and calcium phosphate, because cathode polari-
zation generate alkaline condition on Ti surface. Therefore, alter-
native current that positive and negative charges are frequently 
repeated, is also effective. Low-voltage alternating current is ap-
plied for the precipitation of calcium phosphate on Ti.6 This tech-
nique is useful for the treatment of thin wire and fiber without the 
dissolution of Ti. HA can also be electrodeposited by pulse cur-
rent.7 
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The composition and pH of electrolyte for electrochemical 
treatment influence morphology of precipitated HA. Nano-grained 
calcium phosphate is electrochemically deposited on Ti using 
acidic electrolytes.8 The coating layer contains dicalcium phos-
phate dihydrate (55–85 nm in grain size) with a small amount of 
HA (20–25 nm); the content of HA increases with the increase of 
the current density.9 An electrochemical method of producing 
nano-crystalline HA coatings on Ti surface has been reported.10,11 
Also, HA has been coated by dynamic voltage during electropho-
retic deposition.12 Nano-size HA generally shows good osteocon-
ductivity.  

TiO2 nanotube-type oxide film on Ti substrate has been fabri-
cated using an electrochemical method. Anodizing to obtain a 
unique oxide layer on Ti in electrolytes of calcium glycerophos-
phate and calcium acetate has been attempted to obtain TiO2 
nanotube.13 Self-organized porous nanotubular TiO2 is anodically 
formed on Ti in Na2SO4 electrolyte containing NaF. The oxidation 
was carried out at 20 V, with the baths stirred using magnetic pellet 
and ultrasonic vibration. In this case, (101) and (200) poles were 
randomly oriented.14 The formation and growth of a self-organized 
nanotube layer can be achieved directly by anodizing in 
NH4-containing electrolytes. The diameter, length, and wall thick-
ness of the nanotube are significantly influenced by anodizing 
conditions such as voltage, current density and anodizing time.15 
The TiO2 nanotube on Ti material is expected to increase oste-
oconductivity, while the effect and role are not clear at present. 

On the other hand, micro-arc oxidation (MAO, also named as 
plasma electrolytic oxidation or anodic spark oxidation) is a rela-
tively convenient technique for forming oxide layers on metals. 
MAO is effective in formation of a porous or irregular-shaped 
TiO2 layer on Ti substrate. The advantage of MAO is that coating 
layer is not only porous, but also uniformly coated on metal sur-
faces with complex geometry. Anodizing and micro-arc oxidation 
are not clearly distinguished. In the case of the formation of an 
oxide layer with connecting pore to the substrate metal by high 
voltage, this technique is usually categorized as micro-arc oxida-
tion. In this sense, some of the electrochemical techniques ex-
plained above belong to MAO. MAO is currently used to obtain  
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Figure 2. Scanning electron microphotograph of micro-arc oxidized zirconium. 
 
 
thick and porous oxide or HA layer.16-19 The most famous MAO 
product is well known as TiUnite. Ultraviolet irradiation of mi-
cro-arc oxidation titania coating in distilled water has been found 
to enhance the bioactivity.20 However, the effect of UV is not clear 
at present. This MAO technique is also applied to zirconium (Zr), 
forming ZrO2 layer (Fig. 2).21,22 ZrO2-MAO technique could be 
useful in dental implants. 

III. ELECTRODEPOSITION OF PEG 

1. Electrodeposision Process and its Effects 

Metals with biofunctionality have been required recently. For ex-
ample, stents are placed at stenotic blood vessels for dilatation, and 
blood compatibility or prevention of adhesion of platelets is nec-
essary. In guide wires and guiding catheters, lubrication in the 
blood vessels is important for proper sliding and insertion. In addi- 
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Figure 3. Initial surface reactions on a metal surface in vivo. 
 
 
tion, if metals are used as sensing devices, the control of cell adhe-
sion is necessary. In all implant materials, antibacterial property is 
required to avoid infection during the service. This property is also 
important in dental implants. 

When a metal is implanted in the human body, the initial reac-
tion between the metal surface and the biological environment is 
protein adsorption onto the surface. The protein adsorption at this 
initial stage governs the adhesion of cells and bacteria, as shown in 
Fig. 3, and even the tissue compatibility of the metal. A platelet 
aggregation on an implanted material is activated by adsorbed 
proteins, and a thrombus is formed.23 The initial bacterial adhesion, 
followed by a biofilm formation, is also considered to be related 
with protein adsorption.24 Thus, protein adsorption on the surface 
must be inhibited at the initial stage according to the purpose of the 
materials. For these purposes, the fundamental property is the in-
hibition of protein adsorption, because it is necessary for the adhe-
sion of cells, platelets and bacteria. 

Polyethylene glycol (PEG) is a biofunctional molecule on 
which the adsorption of proteins is inhibited. Therefore, the immo-
bilization of PEG to a metal surface is an important step towards 
the biofunctionalization of the metal surface. Both terminals of 
PEG (MW = 1000) have been terminated with –NH2 (NH2–PEG– 
NH2), but only one terminal was terminated with –NH2(NH2– 
PEG).25 The cathodic potential was applied to Ti, starting from the 
open-circuit potential (OCP) and ending at –0.5 V vs. a saturated 
calomel electrode (SCE), and was maintained at this potential for 
300 s. During charging, the terminated PEGs electrically migrated 
to and deposited on the Ti cathode, as shown in Fig. 4. Not only  
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Figure 4. Principle of electrodeposition of PEG terminated with NH2 at one or both 
terminals. 

 
 

electrodeposition, but also immersion, led to the immobilization of 
PEG onto the Ti surface. However, more terminated amines com-
bined with Ti oxide as an NH–O bond by electrodeposition, while 
more amines randomly existed as NH3

+ in the PEG molecule by 
immersion (Fig. 5).26,27 The amounts of the PEG layer immobilized 

Figure 5. Schematic model of immobilized manners of PEG to titanium surface 
with immersion and electrodeposition. 
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Figure 6. Adhesion of platelet and formation of fibrin network on different speci-
mens. 
 
 
onto the metals were governed by the concentrations of the active 
hydroxyl groups on each surface oxide in the case of electrode-
position, which was governed by the relative permittivity of the 
surface oxide in the case of immersion.28 The PEG-immobilized 
surface inhibited the adsorption of proteins and cells, as well as the 
adhesion of platelets and bacteria (Fig. 6),27 indicating that this 
electrodeposition technique is useful for the biofunctionalization of 
metal surfaces; it is also useful for all electroconductive and mor-
phological materials. 

2. Evaluation of the Thickness of the Immobilized Layer with 
Ellipsometry 

The thickness of the PEG layer deposited on titanium has been 
determined by an ellipsometer in air.  Ellipsometry measures the  
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Figure 7.  Principle of ellipsometry. 

change of polarization upon reflection or transmission. Typically, 
ellipsometry is done only in the reflection setup. The exact nature 
of the polarization change is determined by the sample's properties 
(thickness, complex refractive index or dielectric function tensor). 
Although optical techniques are inherently diffraction limited, el-
lipsometry exploits phase information and the polarization state of 
light, and can achieve angstrom resolution. In its simplest form, 
the technique is applicable to thin films with thickness less than a 
nanometer to several micrometers. The sample must be composed 
of a small number of discrete, well-defined layers that are optically 
homogeneous and isotropic. Violation of these assumptions will 
invalidate the standard ellipsometric modeling procedure, and 
more advanced variants of the technique must be applied (Fig. 7). 
According to this principle, it is possible to identify 0.1-nm thick-
ness. 

The use of an ellipsometer has resulted in the underestimation 
of the thickness compared to that in solution. The light source was 
a He-Ne laser with a wavelength of 632.8 nm, and the incident 
angle to the titanium surface was 70. The immobilized PEG layer 
is not uniform and condensed; therefore, the thickness is an ap-
parent one that is influenced by chain length of PEG and immobi-
lized density per unit area. In addition, the thicknesses are meas-
ured in air; therefore, the real thickness in solutions is larger than 
these values. The thickness of immobilized PEG layer on Ti with 
electrodeposition and immersion is shown in Fig.8. 
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Figure 8. Thickness of immobilized PEG layer on Ti with electrodeposition and 
immersion. 

IV. ELECTRODEPOSITION OF PEG TWITTER IONS TO 
ACCELERATE CELL ADHESION 

1. The Isoelectric Points of PRG Twitter Ions According  
to pH 

Cell growth and differentiation on a material are necessary events 
for hard and soft tissue compatibility of the material29 they are 
generally controlled by the adsorption of proteins on the material. 
Peptides consisting of arginine (R)-glycine (G)-asparaginic acid 
(D) sequence, RGD peptide, accelerate cell attachment and exten-
sion of bone cells on Ti.30 RGD is a peptide known to involve cell 
adhesion, which is involved in many extracellular matrix pro-
teins.31 Bone formation is accelerated by immobilizing RGD on a 
Ti surface.32 Peptides with terminal cysteine residues were immo-
bilized on maleimide-activated oxides.33-35 
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Figure 9. Titration curve of PEG and dissociation condition of PEG according to 
pH.“pl” represents the isoelectric point. 

 
 
The isoelectric points (IEPs) of two zwitterions, glycine and 

both-terminal-terminated polyethylene glycol (NH2-PEG-COOH), 
were determined from the titration curves, and the thickness of 
zwitterion layers immobilized on Ti with immersion and electro-
deposition at various pH based on IEPs were evaluated with ellip-
sometry to investigate the effect of pH and the immobilization 
technique on the interactions between the zwitterions and Ti sur-
face.36 From the titration curves, pK1, pK2, and the IEP of glycine 
were determined as 2.8, 8.9, and 5.9, respectively, and pK1, pK2, 
and the IEP of NH2-PEG-COOH were determined as 2.1, 11.7, and 
6.9, respectively. At a certain specific pH, +H3N-CH2-COO– or 
+H3N-PEG-COO  were formed by hydrolysis of glycine or 
NH2-PEG-COOH (Fig. 9). In addition, the Ti surface was nega-
tively charged at this pH. As a result, for immersion, the electro-
static reactivity between terminal groups of zwitterion and hy-
droxyl groups on Ti surface was the highest and the thickness of 
the immobilized layer was significantly the largest at pH 12. For 
electrodeposition, glycine, with its smaller molecular weight, was 
more easily attracted to Ti surface than NH2-PEG-COOH, which  
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Figure 10. Thickness of PEG-immobilized layer electrodeposited at various pH and 
those after shaking in water to evaluate durability of the immobilized layer. 

 
 

has a larger molecular weight, while the thickness of the immobi-
lized layer was the largest at pH 12 in both zwitterions. The thick-
ness of the residual layer after shaking in distilled water is shown 
in Fig. 10. In addition, the negatively charged hydroxyl groups 
(OH-), rather than the positively charged ones (OH2

+ or Ti+), at-
tracted +H3N-H2-COO– and +H3N-PEG-COO–. The negatively, 
rather than the positively, charged hydroxyl groups attracted more 
zwitterions. In the case of electrodeposition, glycine, with its 
smaller molecular weight, was more easily attracted to the surface 
than NH2-PEG-COOH, which has a large molecular weight, while 
the thickness of the immobilized layer was the largest at pH 12 in 
both zwitterions. In addition, the degree of interactions of glycine 
and NH2-PEG-COOH with Ti surface influenced the durability of 
the immobilized layer. A Ti surface electrodeposited with 
NH2-PEG-COOH at pH 10 or 12 is useful for the inhibition of 
protein adsorption; on the other hand, it is also useful for the im-
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mobilization of other biofunctional molecules to accelerate bone 
formation. 

2. The Effect of RGD Peptide Immobilized through PEG on 
Calcification by MC3T3-E1 

The effect of a cell-adhesive peptide containing RGD immobilized 
through PEG twitter ion on Ti on calcification by MC3T3-E1 cells 
was investigated in an attempt to develop a new surface modifica-
tion technique using biofunctional molecules. RGD was immobi-
lized on Ti through PEG, both terminals of which were terminated 
with -NH2 and -COOH to combine with the Ti surface and RGD, 
as shown in Fig. 11.37 PEG was immobilized on Ti by electrodepo- 
 

Figure 11. Immobilization of RGD peptide to Ti surface through electrodeposited 
PEG twitter ion. 
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sition, and RGD – by immersion. For comparison, glycine was 
employed because it is the simplest molecule containing both -NH2 
and -COOH at its terminals. The specimens prepared are shown in 
Fig. 12. MC3T3-E1 cells were cultured and differentiation-induced 
on each specimen, and the cell calcification properties were inves-
tigated. As a result, there was no significant difference in the mor-
phology and extension of MC3T3-E1 cells cultured on each 
specimen, while the number of cells cultured on RGD/PEG/Ti was 
the largest. After differentiation-induction, there was no significant 
difference in the ALP activity among all specimens. On the other 
hand, the level of cell calcification on RGD/PEG/Ti was the high-
est. Therefore, the hard tissue compatibility of Ti is improved by 
immobilizing RGD through functional molecules which have a 
long molecular chain. 

The calcification level on RGD/PEG/Ti was the largest among 
all specimens. The RGD peptide on RGD/PEG/Ti was the most 
separated from Ti because PEG is the long straight-chain molecule. 
Therefore, the RGD peptide on RGD/PEG/Ti is not affected by Ti, 
i.e., the surface oxide film and the Ti substrate. The relative per-
mittivity of the surface oxide film governs the change in the con-
formation of proteins adsorbed on it; on the other hand, the con-
formation of proteins always changes when they are adsorbed on a 
solid surface, and the conformation plays an important role in the 
function of the proteins. In other words, the change in the confor-
mation of proteins adsorbed on RGD/PEG/Ti is little. Consequently, 
adsorbed cells on the proteins may be activated. 

Figure 12. Specimens for evaluation of calcification by MC3T3-E1 cells on their 
surfaces. 
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Figure 13. Mechanism of good calcification by MC3T3-E1 cell on RGD/PEG/Ti. 

 
The culture environment of osteoblastic cells in RGD/PEG/Ti 

could be better for cell attachment and proliferation than the envi-
ronment in RGD/Gly/Ti, RGD/Ti, and Ti. The molecular length of 
PEG was much longer than that of Gly, and the mobility of RGD 
immobilized at the terminal of the PEG increased compared with 
that of RGD/Gly/Ti. Consequently, osteoblastic cells on 
RGD/PEG/Ti easily recognized the RGD peptide, and the envi-
ronment of the differentiation might have been improved. Fur-
thermore, the high mobility of PEG caused the local control of the 
RGD density. The possible mechanism is illustrated in Fig. 13. 

V. NICKEL-FREE SURFACE OXIDE FILM ON TI-NI 
ALLOY 

The Ni-Ti alloy is a promising metallic material used in many 
fields due to its special properties of shape memory effect and su-
perelasticity. Because of its high corrosion resistance38 and good 
biocompatibility,39 this alloy has been increasingly applied to 
medical and dental devices, e.g., orthodontic wires,40 root canal 
instruments,41 coronary stents,42 and catheters.43 However, it was 
reported that more amount of released Ti ion was detected from 
Ni-Ti alloy than from unalloyed titanium or Ti-6Al-4V alloy, 
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which suggested that the corrosion resistance of Ni-Ti alloy was 
not so good as the other two metals.44 Ni contained in Ni-Ti alloy 
may possibly cause adverse reactions like metallic allergy,45,46 tox-
icity,47,48 and carcinogenecity.48 Therefore, it is necessary to reduce 
the Ni ion release from the alloy to improve its corrosion re-
sistance and biocompatibility.  

Improvement of the corrosion resistance of Ni-Ti alloy by 
electrolytic treatment, by using different acidic electrolyte compo-
sitions, has been made. Specimens electrolyzed with lactic acid, 
water and glycerol were found to show higher corrosion potential 
and to release lower amount of titanium and nickel ions than me-
chanically-polished specimens.49 With the electrolytic treatment, 
nickel concentration in the surface oxide layer of Ni-Ti alloy de-
creased, and the thickness of the surface oxide layer increased. It 
was shown that electrolytic treatment with the suitable electrolyte 
could improve the corrosion resistance of Ni-Ti, which is effective 
to produce medical and dental devices that utilize shape memory 
effect or superelasticity with better biocompatibility. Electrolytic 
treatment was effective in improving the corrosion resistance of 
Ni-Ti. Titanium in the surface oxide layer of Ni-Ti was oxidized to 
Ti4+ by electrolytic treatment, and thus became more stable. The 
thickness of the surface oxide layer on Ni-Ti increased after being 
subjected to electrolytic treatment. The nickel concentration in the 
surface oxide layer of Ni-Ti decreased after being subjected to 
electrolytic treatment. Characteristics of the surface oxide layer of 
electrolyzed Ni-Ti varied according to the electrolyte composition. 
During electrolysis, Ni is preferentially released from the surface 
oxide film and Ti is preferentially oxidized to form new oxide 
film: The Ni-free surface oxide film is finally formed as shown in 
Fig. 14. This resultant surface may show low toxicity. 

VI. CATHODIC POLARIZATION FOR 
CHARACTERIZATION OF METAL SURFACES 

1. Changes of Surface Composition 

When a material is implanted into a human body, an immediate 
reaction occurs between its surface and the living tissues. In other 
words, the immediate reaction at this initial stage  determines and  

T. Hanawa 
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Figure 14. Mechanism of the formation of nickel-free surface oxide film on Ni-Ti 
alloy by electrolysis. 
 
 
 
 
 
defines a material’s tissue compatibility right away. Since conven-
tional metallic biomaterials are usually covered with metal oxides, 
the surface oxide films on metals play an important role not only 
against corrosion but also regarding tissue compatibility. The 
composition of the surface oxide film varies according to envi-
ronmental changes, although the film is macroscopically stable. 
Passive surfaces co-exist in close contact with electrolytes, under-
going a continuous process of partial dissolution and reprecipita-
tion from the microscopic viewpoint.50 In this sense, the surface 
composition constantly changes according to the environment. 
Table 2 represents compositional changes of surface oxide films on 
metallic biomaterials. 
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(i) Titanium 

The film on Ti consists of amorphous or low-crystalline and 
non-stoichiometric TiO2.50 The surface oxide film on Ti just after 
polishing in water contains not only Ti4+ but also Ti3+ and Ti2+.50,51 
When Ti that has been surgically implanted into the human jaw is 
characterized by Auger electron spectroscopy (AES), its surface 
oxide film reveals three constituents, namely, calcium, phosphorus 
and sulfur.52,53 Calcium phosphates are formed on Ti and Ti alloys 
by immersion in Hanks’ solution and other simulated body fluids 
and by culturing cells on it.52,54-62 The above phenomena are char-
acteristic of Ti and Ti alloys.54,57 Sulfite or sulfide is also formed 
on titanium during cell culturing on it.60 The ability of Ti to form 
calcium phosphate on itself is one of the reasons for its better 
hard-tissue compatibility than those of other metals. 

(ii) Stainless Steel 

In pins and wires made of 316L austenitic stainless steel, cal-
cium and phosphorus are present in the surface oxide.63 The corro-
sion product of 316L steel implanted in the femur as part of an 
artificial hip joint consists of Cr combined with S, and/or Fe com-
bined with P (where the latter contains Ca and Cl).64 

For 316L steel polished in deionized water, the surface oxide 
film consisted of iron and chromium oxides that contained small 
amount of nickel, molybdenum and manganese oxides.65 The sur-
face oxide also contained a large amount of OH–. For specimens 
immersed in Hanks’ solution and in cell culture medium, as well as 
incubated with culture cells, calcium phosphate was formed. Sul-
fate was adsorbed onto the surface oxide film and reduced to sul-
fite in cell culture medium and with the cultured cells. The results 
in this study suggest that Ni and Mn are depleted in the oxide film. 
The surface oxide changes into iron and chromium oxides, where a 
small amount of molybdenum oxide will be present in the human 
body. 
 

 

 



(iii) Cobalt-Chromium-Molybdenum Alloy 

In the case of Co-Cr-Mo alloy, Co was dissolved during im-
mersion in Hanks’ solution and in cell culture medium, as well as 
during incubation in a cell culture.66 After dissolution, the surface 
oxide consisted of chromium oxide (Cr3+) which contained mo-
lybdenum oxide (Mo4+, Mo5+ and Mo6+). Results from an-
gle-resolved X-ray photoelectron spectroscopy (XPS) revealed that 
Cr and Mo were more widely distributed in the inner layer than in 
the outer layer of the oxide film. 

In body fluids, Co is completely dissolved. The surface oxide 
changes into chromium oxide containing a small amount of mo-
lybdenum oxide. Calcium phosphate is also formed on the top sur-
face. 

(iv) Zirconium 

Zr does not form calcium phosphate in Hanks’ solution, but it 
forms zirconium phosphate.67,68 When Zr is added to titanium as an 
alloying element, the ability of calcium phosphate formation on 
titanium is reduced, and only phosphate without calcium is formed 
on Ti-Zr alloys that contain more than 50 wt.% Zr.67 This property 
of Zr could be applied to internal fixations used in bone marrow, 
such as bone screws and bone nails, to avoid assimilation with 
bone,69 because bone sometimes refractures when devices consist-
ing of titanium alloy are retrieved.70,71 

2. Difference between Calcium Phosphate Formation on  
Titanium and Zirconium 

The most important question is the mechanism responsible for the 
difference in calcium phosphate formation on Ti and Zr. In the case 
of alkali-heat-treated Ti, calcium and phosphate are orderly depos-
ited, and calcium deposition is the pre-requisite for phosphate 
deposition.72 In this regard, chemical precipitation of calcium salts 
can occur on 316L stainless steel, as reported for steel in sea water 
with a cathodic protection system. The precipitation of mineral 
scales rapidly occurs when the steels are cathodically polarized 
because the cathodic reaction products of OH– increase the pH at a 
suitable level for the precipitation of calcareous deposits.73,74 
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Therefore, the cathodic reaction is one of the key factors for the 
elucidation of this mechanism. 

Ti and Zr were immersed in Hanks’ solution, with or without 
calcium and phosphate ions, and the surfaces were characterized 
with XPS. The compositions of solutions used for immersion and 
immersion stages are listed in Table 3:  

(1)  not immersed in any electrolyte,  
(2)  immersed in Hanks’ for 1 d,  
(3)  immersed in Ca-free for 1 d,  
(4)  first immersed in Ca-free and then immersed in P-free for 1 

d,  
(5)  immersed in P-free for 1 d, and  
(6)  first immersed in P-free and then immersed in Ca-free for 1 

d.  

They became thick after one day immersion for the detection of 
their whole region by XPS. After the above processes, the speci-
mens were rinsed with deionized water to remove chemical species 
that were physically adsorbed but not chemically incorporated in 
the surface oxide film. After rinsing, the specimens were immedi-
ately stored in an auto-dried desiccator, before XPS analysis. 

 
 
 

Table 3  
Compositions and pH Values of Electrolytes Used in this Study. 

Ion 
Concentration (mol L–1) 

0.9% NaCl Hanks’ Ca-free 
Hanks’ 

P-free  
Hanks’ 

Na+ 1.54×101 1.42×101 1.42×101 1.41×101 
K+ --- 5.81×103 5.81×103 5.37×103 
Mg2+ --- 8.11×104 8.11×104 8.11×104 
Ca2+ --- 1.26×103 --- 1.26×103 
Cl–  1.54×101 1.45×101 1.42×101 1.45×101 

−3
4PO  --- 7.78×104 7.78×104 --- 

−2
4SO   --- 8.11×104 8.11×104 8.11×104 

−2
3CO  --- 4.17×103 4.17×103 4.17×103 

pH 5.4 7.4 7.2 8.1 
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Figure 15. XPS spectra of the Ti 2p and Zr 3d electron energy regions. 
 
 
Only titanium and oxygen for Ti and only zirconium and oxygen 

for Zr were detected with XPS before immersion. The corre-
sponding spectra of the Ti 2p and Zr 3d electron energy regions are 
shown in Fig. 15. The spectrum of the Ti 2p region gave four dou-
blets according to the valence, Ti0, Ti2+, Ti3+, and Ti4+, while that of 
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Figure 16. XPS spectra of the O 1s electron energy regions. 
 
 

shows that Ti2+ oxide exists inside the surface oxide layer; however, 
Ti2+ formation is always thermodynamically less favorable than 
Ti3+ formation at the surface. The corresponding spectra of the O 
1s electron energy regions from Ti and Zr are shown in Fig. 16. 
The XPS spectrum of the O 1s region contained three peaks origi-
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nating from oxide, O2–, hydroxide or hydroxyl groups, OH–, and 
hydrate and/or adsorbed water, H2O.75 The compositions and 
thicknesses of surface oxide films on Ti and Zr are listed in Table 4. 
The table also contains the proportions of oxygen in each chemical 
state. The surface oxide film on Zr contains only Zr4+, and that on 
Ti contains Ti2+ and Ti3+ as well as Ti4+. In other words, the surface 
oxide film on Zr is stoichiometrically oxidized and stable, while 
that on Ti is not stoichiometric and still has room for oxidation. 
Therefore, the surface oxide film on Zr is more stable than that on 
Ti. Moreover, less OH– is contained in surface oxide film on Zr 
than on Ti, indicating that the film on Zr is less hydrated. The de-
hydration proceeds inside the surface film, while the dehydration 
process takes place only partly for Ti4+ oxide. Since a considerable 
portion of oxidized Ti stays as Ti2+ and Ti3+ in the surface film, the 
oxidation process may proceed to the end just at the uppermost 
part of the surface film.76 

 The phenomena involved in the formation of the calcium 
and/or phosphate layer are schematically summarized in Fig. 17. In 
the case of Ti, calcium phosphate was formed when Ti was im-
mersed in Hanks’ solution. Calcium was incorporated onto Ti by 
immersion in P-free solution; calcium did not form CaTiO3, but 
formed CaO or Ca(OH)2 because the binding energy of Ca 2p3/2 
from this specimen was 347.6 eV, which is similar to that of CaO 
or Ca(OH)2, while that of CaTiO3 is 346.6 eV. Then, calcium 
phosphate was formed on it by immersion in Ca-free solution. On 
the other hand, phosphate was formed on Ti by immersion in 
Ca-free solution, but was completely substituted with calcium after 
immersion in P-free solution. This indicates that calcium or phos- 
 

 

Table 4 
Composition, Proportion of Chemical States of Oxygen, and 

Thickness of the Surface Oxide Film on Ti and Zr, as  
Estimated by XPS 

Specimen Concentrations (at.%) Proportion of chemical 
states of oxygen 

d (nm) 

Ti Zr O −2O  −OH  H2O 

Ti 20.4 --- 79.4 0.59 0.31 0.10 5.2 
Zr --- 25.8 79.2 0.66 0.26 0.08 4.3 

T. Hanawa 
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Figure 17. Illustrations of changes in surface layers on Ti and Zr immersed in each 
electrolyte, as determined by XPS. 

 
 

phate could not exist stably alone on Ti, and eventually formed 
calcium phosphate on it in solutions containing both calcium and 
phosphate ions. In the case of Zr, zirconium phosphate was formed 
in Hanks’ solution, and calcium was not incorporated. Calcium 
was also never incorporated by immersion in P-free solution, and 
the original surface oxide film remained. On the other hand, phos-
phate was formed on Zr by immersion in Ca-free solution, and this 
phosphate film remained even after immersion in P-free solution. 
Therefore, Zr does not react with calcium because phosphate is 
more stable with Zr, so that zirconium phosphate is formed. 

(i) Cathodic Polarization 

Ti and Zr were cathodically polarized in Hanks’ solution, with 
or without calcium and phosphate ions. Figure 18 shows the ca-
thodic polarization curves of Ti, Zr and Au in 0.9% NaCl. Au 
showed a common shape of polarization curve in the poten-
tial-current density diagram. The plateau region that indicates ca-
thodic current density was independent of potential change and
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Figure 18. Cathodic polarization curves of Ti, Zr and Au in 0.9% NaCl. 
 
 

was observed around –0.4 to –1.0 VSCE. The primary electrochem-
ical reaction that occurred at this potential was reduction of dis-
solved oxygen. The rate-limiting step of this region was diffusion 
of the oxygen from the bulk solution to the electrode surface. The 
constant current density is often observed in a neutral solution and 
is so-called limiting current density, iL; it is commonly about 20 
μA cm. The iL value could be translated as indicator of barrier 
effect on the surface layer that prevents mass transport. From the 
results for Au, there was no barrier layer on Au obstructing the 
diffusion of oxygen, i.e., there was no oxide or hydroxide layer on 
it. 

The polarization curve of Ti showed a similar tendency to that 
of Au – the curve had flat region, and iL corresponded to the value 
of Au. On the other hand, the cathodic current density for Zr was 
much smaller than that for Ti and did not show the obvious iL of 
dissolved oxygen. In other words, the density (or compactness) of 
the passive film on Zr was much higher than that for Ti. From the 
viewpoint of the mixed-potential theory, the suppression of a ca-
thodic reaction with similar values of rest potentials means that the 
anodic reaction of Zr could also be suppressed. That is, the surface 
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oxide film on Zr is electrochemically stronger and more protective 
against metal dissolution than that on Ti. This difference between 
the surface oxide films on Ti and Zr may be caused by their com-
positions, as determined with XPS (see Fig. 15 and Table 4). 

Figure 19 shows polarization curves of Ti and Zr in Hanks’ 
and P-free Hanks’ solutions. The cathodic reactions in the case of 
Ti and Zr were accelerated in P-free solution compared to the 
common Hanks’ solution. Therefore, the calcium compounds that 
formed on Ti and Zr were unstable in P-free solution. This indi-
cated that the presence of the phosphate ion was important for the 
protectiveness and reactivity of both metals. In fact, calcium 
phosphate on Ti and zirconium phosphate on Zr were formed after 
immersion in Ca-free solution to stabilize chemically their surfaces. 

The above results revealed that the calcium phosphate layer 
formed on Ti in Hanks’ solution is relatively protective against 
mass transport throughout the layer. However, the zirconium 
phosphate layer formed on Zr is much more protective and stable 
than that on Ti. Therefore, calcium ions were not incorporated. The 
difference in calcium phosphate formation on Ti and Zr is thus 
attributed to the reactivity of the surface oxide films. 

Figure 19. Cathodic polarization curves of Ti and Zr in Hanks and P-free Hanks 
solutions. 
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(ii) Characteristics of the Surface Oxide Film 

Surface oxide films as passive films on Ti and Zr are amor-
phous and non-stoichiometric oxides containing a small amount of 
thin crystals,50 because the formation of passive films is rapid 
while time-consuming crystallization does not occur. This amor-
phous structure is effective for electrochemical protection because 
of the absence of grain boundaries. In addition, the surface oxide 
film is very thin (approximately 2–5 nm) and its properties are 
influenced by the metal substrate under it.50,57,60 Therefore, the 
surface oxide films are different from crystallized titanium oxide 
and zirconium oxide bulk ceramics with regard to those chemical 
properties. As a result, the surface oxide film on a substrate metal 
exhibits unique properties, according to the composition, structure, 
etc. 

The surface oxide film on Ti is not completely oxidized and is 
relatively reactive, while that on Zr is stably oxidized; that on Zr is 
more passive and protective than that on Ti. Neither calcium nor 
phosphate stably exists alone on Ti, and calcium phosphate is 
formed in biological environments; calcium phosphate formed on 
Ti is stable and protective. On the other hand, calcium is never 
incorporated onto Zr, while phosphate zirconium formed on Zr is 
highly stable and forms a protective layer; therefore, no calcium 
reacts with the layer. 

VII. ELECTROCHEMICAL MEASUREMENTS 

Various electrochemical measurements were performed on titani-
um with and without culturing murine fibroblasts L929 in order to 
characterize the effects of cells on the interfacial electrochemical 
properties between titanium and cells. To this aim, an originally 
developed electrochemical cell 77 was used, as shown in Fig. 20. 
The open-circuit potential of titanium was decreased in the pres-
ence of L929 cells, which was caused by the shift of equilibrium 
potential between cathodic and anodic reactions indicated by the 
decrease in the cathodic current density in the presence of L929 
cells. In the cathodic potential step test, the decrease in current 
density following the peak current density was delayed due to 
L929 cells,  indicating that the  diffusivity of molecules and ions  
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Figure 20. Electrochemical cell for measurement under cell culture. 
 
 
decreased in the presence of cells. In addition, alternating current 
impedance measurement and data approximation to the electrical 
equivalent circuit model revealed that the circuit element for diffu-
sion resistance of biomolecule adsorption layer increased in the 
presence of L929 cells. Consequently, the effect of cells on the 
interface property is the retardation of diffusion through the bio-
molecule adsorption layer due to the increase in biomolecule den-
sity with extracellular matrix consisting with proteins and gly-
cosaminoglycans generated by the cells. 

In addition, potentiodynamic polarization and impedance tests 
were carried out on 316L stainless steel with culturing murine fi-
broblast L929 cells, to elucidate the corrosion behaviour of 316L 
steel in the presence of L929 cells and to understand the electro-



chemical interface between 316L steel and cells, respectively.78 
Potential step test was carried out on 316L steel with type I colla-
gen coating and culturing L929 cells to compare the effects of col-
lagen and L929 cells. The open-circuit potential of 316L steel 
slightly shifted in the negative direction and the passive current 
density increased due to cells, indicating a decrease in the protec-
tive ability of passive oxide film. The pitting potential decreased in 
the presence of cells, indicating a decrease in the pitting corrosion 
resistance. In addition, a decrease in diffusivity at the interface was 
indicated from the decrease in the cathodic current density and the 
increase in the diffusion resistance parameter in the impedance test. 
The anodic peak current in the potential step test decreased in the 
presence of cells and collagen. Consequently, the corrosion re-
sistance of 316L steel decreased in the presence of L929 cells. In 
addition, collagen coating would provide an environment for an 
anodic reaction similar to that with culturing cells. 

VIII．QUARTZ CRYSTAL MICROBALANCE (QCM) 

Quartz crystal microbalance (QCM) is an excellent tool to monitor 
the adsorption of molecules onto metal surfaces. In addition, the 
combination of QCM with electrochemical analysis (EQCM) is a 
powerful tool to elucidate the interaction between biomolecules 
and metals. 

The adsorption of the simplest amino acid, glycine, on gold 
and titanium surfaces in Hanks' solution was monitored using a 
QCM.79 The changes in mass and open-circuit potential at rest 
potential and in mass and current at constant potentials were 
measured before and after the injection of glycine. Results showed 
a momentary adsorption of glycine, followed by the desorption of 
part of the adsorbed glycine. The adsorbed amount of glycine in-
creased with the increase of glycine concentration. The time before 
stabilizing the adsorption-desorption phenomena also increased 
with the concentration. More glycine was adsorbed on titanium 
than on gold because of the difference in the surface electric 
charges, the concentration of electric charges on titanium is much 
larger than that on gold. 
 On the other hand, the adsorption of Bovine Serum Albumin 
(BSA) on gold and titanium surfaces in Hanks' solution was moni-

T. Hanawa 372   



Electrochemical Techniques to Obtain Biofunctional Materials  373 
 
tored using an electrochemical quartz crystal microbalance 
(EQCM).80 The changes in mass and open-circuit potential at rest 
potential and in mass and current at constant potentials were 
measured before and after the introduction of BSA. The mass of 
BSA adsorbed onto titanium reached a steady value within one 
hour, while that of the albumin adsorbed on gold continued to in-
crease. The amount of BSA adsorbed on titanium increased with 
concentration and stabilized at 0.8 mg/mL while that on gold did 
not stabilize. This indicates a monolayer of the protein on titanium 
and multi-layer on gold. The time before stabilizing the adsorp-
tion-desorption phenomena also increased with the BSA concen-
tration. 
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1. INTRODUCTION 

In general, synthetic materials implanted into bone defects are en-
capsulated by a fibrous tissue that isolates them from the sur-
rounding bone, and hence do not fix to the surrounding bone well. 
Several types of ceramics based on calcium phosphate, such as 
Bioglass in the Na2O–CaO–SiO2–P2O5 system, glass-ceramic A-W 
in the MgO–CaO–SiO2–P2O5 system, sintered hydroxyapatite, 
sintered β-tricalcium phosphate, and a combination of these two 
phases, have been found to bond to bone directly without forming 
any fibrous tissue around them.1 They are called bioactive ceramics, 
and are already used clinically as important bone substitutes. 
However, they are brittle and have poor fracture toughness, and 
hence cannot be used under load-bearing conditions. 

Metallic materials, such as stainless steel, Co–Cr alloys, and 
titanium (Ti) metal and its alloys, are used under load-bearing 
conditions. Among these, Ti metal and its alloys exhibit better 
compatibility with living tissues than other metals do. Ti metal and  
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its alloys can be in direct contact with living bone when implanted 
with a rough surface produced by grit blasting or acid etching2, 
although they can be encapsulated by a fibrous tissue when im-
planted with a polished or abraded surface.3 Therefore, in many 
cases, orthopaedic and dental implants are subjected to grit blasting 
and/or acid etching.4 However, this direct contact does not imply the 
formation of a bond between the bone and the metal. 

To provide the metal with a bone-bonding ability, hydroxyap-
atite is sometimes coated on the metal using a suitable method5 such 
as plasma spraying, sputtering, sol-gel, or alternative soaking.6 
However, the resulting hydroxyapatite coating is not stable in a 
body environment for long periods, because of the weak bonding of 
the coated hydroxyapatite to the metallic substrate, the presence of 
strain at the interface between the hydroxyapatite coating and the 
metallic substrate, and the instability of the hydroxyapatite coating 
in an aqueous body environment.5 

The development of bioactive metals that are able to bond to 
living bone is desired in orthopaedic and dental fields. The prepa-
ration of bioactive metals by surface modification and their prop-
erties are reviewed in this chapter. 

II. REQUIREMENTS FOR BIOACTIVE MATERIALS 

All the bioactive ceramics described above, except for β-tricalcium 
phosphate, form a bone-like apatite layer on their surfaces in the 
living body, and bond to living bone through this apatite layer. This 
indicates that any material that forms a bone-like apatite on its 
surface in the living body bonds to living bone through this apatite 
layer.7 

It has been shown that the apatite formed on bioactive ceramics 
in the living body can be reproduced on their surfaces in an acellular 
simulated body fluid (SBF) with ion concentrations nearly equal to 
those of human blood plasma.7 This means that any material that is 
able to form a bone-like apatite layer on its surface in an SBF can 
bond to living bone through this apatite layer formed on its surface 
in the living body.7 

It has been found that even pure gels of SiO2,8 TiO2,9 ZrO2,10 
Nb2O5,11 and Ta2O5,12 prepared using a sol-gel process, form 
bone-like apatite on their surfaces in an  SBF,  as  shown in  Fig. 1.  
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This means that some functional groups, such as Si–OH, Ti–OH, 
Zr–OH, Nb–OH, and Ta–OH, which are abundant on the surface of 
these gels, induce apatite nucleation in an SBF. Once the apatite 
nuclei form, they can grow spontaneously, because an SBF is su-
persaturated with respect to the apatite.13 Both, –COOH14 and  
–SO4H15  groups,  have  also been shown to be effective for apatite 
nucleation. This indicates that any type of ceramic, metal, or or-
ganic  polymer can  bond to living  bone through the  apatite layer 
formed on their surface, if some functional groups effective for 
apatite nucleation form on their surface. 

III. BIOACTIVE TI METAL AND ITS ALLOYS 

1. Surface Modification with Sodium Titanate 

It is assumed that apatite formation on a titania gel in an SBF9 is 
induced by the Ti–OH groups on its surface. Ti metal is generally 
covered with a thin passive titanium oxide layer. It is expected that 
if sodium ions are incorporated into the surface, the sodium titanate 
can form on its surface, and this can form Ti–OH groups on the 
surface in a body environment by exchanging Na+ ions with H3O+ 
ions in the body fluid to induce apatite formation. Sodium titanate 
has been shown to form by simple chemical and heat treatments.16, 

17 

If Ti metal is soaked in a 5 M NaOH solution at 60°C for a 
period of 24 h, then sodium and oxygen ions are incorporated into 
the surface of the Ti metal to a depth of 1 μm, as shown in Fig. 2.18 A 
layer  with a  feather-like structure composed of sodium  hydrogen  

 
 
 
 

Figure 1. SEM photographs of surfaces of (a) SiO2, (b) TiO2, (c) ZrO2, (d) Nb2O5 and 
(e) Ta2O5 gel after soaking in SBF for 14 days. Figs.(a) and (b) are reprinted from Ref. 
9, Copyright (1994) with permission from John Wiley and Sons; Fig. (c) is reprinted 
from Ref.10, Copyright (2001) with permission from Wiley-Blackwell; Fig. (d) is 
reprinted from Ref.11, Copyright (2001) with permission from The Ceramic Society 
of Japan; and Fig. (e) is reprinted from Ref.12, Copyright (2001) with permission 
from Springer.  
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Figure 2. Auger electron spectroscopy depth profiles of surfaces of untreated Ti 
metals untreated and those subjected to NaOH and heat treatments.Reprinted from 
Ref. 18, Copyright (1999) with permission from John Wiley and Sons. 
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Figure 4. SEM photographs of (a) cross-section and (b) sur-
face of Ti metals subjected to NaOH and heat treat-
ments.Reprinted from Ref. 20, Copyright (2009) with per-
mission from The Ceramic Society of Japan. 

 
 
an SBF.18, 19 However, it has a low apatite-forming ability and 
scratch resistance.19 
 If the NaOH-treated Ti metal is heat-treated at 600C for a 
period of 1 h in air, then only oxygen ions penetrate deep into the Ti 
metal, as shown in Fig. 2,18 and the sodium hydrogen titanate is 
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transformed into sodium titanate (Na2TiyO2y+1, y = 5, 6…) and 
rutile19 to give a dense feather-like structure, as shown in Fig. 4.20 
Structural changes of the surface of Ti metal due to the NaOH and 
heat treatments are schematically shown in Fig. 5. It should be noted 
that the surface layer consisting of the sodium titanate and rutile 
gradually changes, passing into the Ti metal substrate without ex-
hibiting a distinct boundary between the materials. The heat-treated 
surface layer shows a scratch resistance as high as 50 mN.19, 22, 23 

When the NaOH- and heat-treated Ti metal is soaked in an SBF, 
apatite begins to precipitate in the deep regions of the interspaces of 
the feather-like titanate phase, grows by filling these interspaces to 
integrate with the titanate layer to form a dense composite com-
posed of apatite and titanate, and spreads over the entire surface, as 
shown in Fig. 6.18 According to transmission electron microscopic 
(TEM) observations, the apatite precipitated on the NaOH- and 
heat-treated Ti metal in an SBF assumes a fine needle-like form 
with a composition having a Ca/P atomic ratio of Ca/P = 1.65, ac-
companied by a small amounts of Na and Mg, as shown in Fig. 7, 
similar to bone mineral.24 

These NaOH and heat treatments are also effective for inducing 
an apatite-forming ability in an SBF for conventional Ti-based 
alloys, such as Ti–6Al–4V, Ti–6Al–2Nb–Ta, and Ti–15Mo–5Zr–
3Al.17 A graded surface structure, in which sodium titanate and 
rutile gradually change into titanium metal, is also formed on these 
alloys by an NaOH treatment and a heat treatment.25,26 During the 
NaOH treatment, the alloying elements, such as Al, V, Mo, and Zr, 
are selectively released from the surface. 

According to TEM observations,24 X-ray photoelectron spec-
troscopy (XPS) data,27 and zeta-potential measurements,28 the 
mechanism of the formation of apatite on NaOH- and heat-treated 
Ti metal in an SBF can be interpreted in terms of the electrostatic 
interaction of the Ti metal with the ions in the SBF, as shown in Fig. 
8. The sodium titanate on the surface of the Ti metal releases Na+ 
ions via an exchange with the H3O+ ions in the SBF to form Ti–OH 
groups on the surface, as expected. However, these Ti–OH groups 
do not induce apatite nucleation directly, as the Ti–OH groups are 
negatively charged, because the pH of the surrounding fluid is in-
creased by the release of Na+ ions29, 30, and hence, these initially 
only combine with the positively charged Ca2+ ions29, 30 in the SBF 
to form calcium titanate. As the Ca2+ ions begin to accumulate, the 
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Figure 6. SEM photographs of cross-section and surface of 
NaOH- and heat-treated Ti metal after soaking in SBF for 1 day. 
Reprinted from Ref. 20, Copyright (2009) with permission from 
The Ceramic Society of Japan. 

 
 

surface of the titanate becomes positively charged and then it 
combines with the negatively charged phosphate ions to form an 
amorphous calcium phosphate phase. The calcium phosphate 
formed is metastable, and it eventually transforms into a stable 
crystalline bone-like apatite layer. Conforto et al.31 investigated the 
mechanism of apatite formation on Ti metal that was subjected only 
to an NaOH treatment using TEM observations, and confirmed this 
apatite-formation process. Takadama et al.32,33 also reported a sim- 
 



Bioactive Metals Prepared by Surrface Modification 387 

 

Figure 7. TEM photograph and EDX spectrum of the surface of the NaOH- and 
heat-treated Ti metal after soaking in SBF for 5 days (dotted circle: area of electron 
diffraction and EDX analysis). Reprinted from Ref. 24, Copyright (2001) with 
permission from John Wiley and Sons. 
 
 
ilar mechanism of apatite formation on Ti–6Al–4V alloy subjected 
to NaOH and heat treatments. 

According to Strnad et al.34,35, Ti metal subjected to only an 
NaOH treatment shows uniform apatite formation in an SBF if it is 
subjected to a preliminary acid treatment. Jonášová et al.36 showed 
that the apatite-forming ability of Ti metal subjected to an NaOH 
treatment is not decreased in an SBF, even if the sodium content of 
the surface layer is considerably decreased. However, the apa-
tite-forming ability and scratch resistance of the NaOH-treated Ti 
metal were low before the heat treatment. Kawai et al.19 showed that 
these properties are improved markedly by a subsequent heat 
treatment, that the apatite-forming ability was increased by a heat 
treatment, and that the samples were stable even in a humid envi-
ronment if the Na+ ions in the surface layer of the Ti metal were 
partially removed using a water treatment before the heat treatment. 
This is an important property for practical applications of such 
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treated Ti metal, as implants are sometimes stored in a humid en-
vironment for long periods before implantation. Such NaOH- and 
heat-treated Ti metal is liable to exhibit a decrease in its apa-
tite-forming ability in a humid environment, because the Na+ ions of 
the sodium titanate would be slowly released via exchange with 
H3O+ ions in a humid environment. However, if the Na+ ions in the 
upper layer of the surface of the Ti metal are removed by a water 
treatment before the heat treatment, the Ti metal would precipitate 
anatase on its top surface layer after a heat treatment, and such a 
decrease in apatite-forming ability in a humid environment would 
be prevented. Krupa et al. showed that the corrosion resistance of 
NaOH-treated Ti metal is also increased by a heat treatment.37 
Lakstein et al. reported that Ti-6Al-4V electrochemically deposited 
with hydroxyapatite on its surface after the NaOH treatment 
showed better bone formation than the same alloy coated 
with the hydroxyapatite by plasma spray method.38 

Using the NaOH and heat treatments, the formation of an apa-
tite layer can be induced easily and uniformly both on the flat sur-
face of Ti metal and on the irregular inner surfaces of porous Ti 
metal.39 During the fabrication of a porous body and the subsequent 
NaOH and heat treatments, oxygen ions are incorporated into the 
surface of the Ti metal. However, this oxygen contamination does 
have an adverse effect on the apatite-forming ability of the resulting 
porous body.40 

Cell cultures on NaOH- and heat-treated Ti metal show that 
such treated Ti metal promotes the differentiation of osteoblasts,41 
as well as the formation of bone nodules42 on its surface. These 
properties indicate that NaOH- and heat-treated Ti metal forms 
bone-like apatite on its surface in the living body, and bonds to the 
surrounding living bone through this apatite layer when it is im-
planted into a bone defect. When a rectangular sample of such 
treated Ti metal was implanted into a bone defect of a rabbit tibia, it 
was confirmed to form an apatite layer on its surface and to bond to 
living bone, as shown in Fig. 9.3,43,44 When a tensile stress was 
applied to the interface, a considerably larger load was required to 
produce a fracture at the interface than at the interface of untreated 
Ti metal with the bone, and the difference between these samples 
increased  with  increasing  period  of  time  after  implantation,  as  
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Figure 9. Contact microradiograph and SEM-EDX photographs at the interface 
between Ti metal which was subjected to NaOH and heat treatments and rabbit tibial 
bone, 8 weeks after implantation. Reprinted from Ref. 3, Copyright (1997) with 
permission from John Wiley and Sons) 
 

Figure 10. Detaching failure loads of the untreated and the NaOH- and heat-treated 
Ti metals as a function of implantation period in rabbit tibia. Reprinted from Ref. 3 
Copyright (1997) with permission from John Wiley and Sons. 
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shown in Fig. 10.3 Ti-based alloys, such as Ti–6Al–4V, Ti–6Al– 
2 Nb–Ta, and Ti–15Mo–5Zr–3Al, which were subjected to the same 
NaOH and heat treatments also displayed high failure loads under 
tensile stress when they were implanted into the tibia of a rabbit.45 
When implanted into a canine femur, such Ti metal and its alloys 
subjected to the same treatment showed a high bonding strength, 
even under a shear stress applied by a push-out test.46 When a rod 
sample of such treated Ti metal was implanted into the medullar 
canal of a rabbit femur, it formed a bone-like apatite layer on its 
surface within a period of three weeks, and was fully surrounded by 
newly grown bone within a period of 12 weeks, as shown in Fig. 
11.47 At twelve weeks after implantation, the treated Ti metal rod 
could not be pulled out from the surrounding bone without being 
accompanied by a bone fragment, as shown in Fig. 12.46,48 

Porous Ti metal subjected to NaOH and heat treatments was 
fully penetrated and had bonded with bone that had newly grown 
from the surrounding bone.49 Based on these animal experiments, 
the NaOH and heat treatments were applied to the porous Ti metal 
layer on the outer cap and on part of the stem of a Ti–6Al–2Nb–Ta 
alloy of a total artificial hip joint. Following successful clinical 
trials, the resulting bioactive artificial joint has been used clinically 
in Japan since 2007, as shown in Fig. 13.50,51 

2. Surface Modification with Calcium Titanate 

NaOH treatments and heat treatments are simple methods for in-
ducing an apatite-forming ability for Ti metal, and are effective for 
pure Ti metal and also for conventional Ti-based alloys, such as Ti–
6Al–4V, Ti–6Al–2Nb–Ta, and Ti–15Mo–5Zr–3Al. However, they 
are not effective for inducing an apatite-forming ability for new 
types of Ti–Zr–Nb–Ta alloys that are free of cytotoxic elements. 

The apatite-forming ability of Ti metal induced by the NaOH 
and heat treatments is liable to decrease when the treated Ti metal is 
stored in a humid environment for long periods, as described above. 
Although this instability in the apatite-forming ability is improved 
by the partial release of the sodium ions from the surface layer by a 
water treatment, a simpler method for obtaining stable bioactive Ti 
metal and its alloys is desired to be developed. 
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Figure 12. Surfaces of the untreated and the NaOH- and heat-treated Ti metal rods 
after the pull-out tests at 12 weeks after implantation. Reprinted from Ref. 48, 
Copyright (2004) with permission from Springer. 
 
 
 It is expected that a calcium titanate surface layer could give 
such Ti metals a higher and more stable apatite-forming ability than 
the sodium titanate surface layer does, because the calcium ions 
released from the surface layer in a body environment would in-
crease the ionic activity product of the apatite in the surrounding 
body environment more effectively than sodium ions can, and the 
calcium ions in the surface layer would be more difficult to release 
in a humid environment than sodium ions are. However, a calcium 
titanate layer cannot form on Ti-based metals using a simple 
Ca(OH)2 solution and a heat treatment, as the solubility of Ca(OH)2 
in aqueous solutions is low. 

Calcium ions were first attempted to be incorporated into the 
surface of Ti metal using an ion implantation technique. Hanawa et 
al.,52 Armitage et al.,53 and Nayab et al.54 showed that calcium ions 
can be incorporated into the surface of Ti metal to a depth of 100 nm 
at a dose of 1  1017 ions cm–2 under an acceleration voltage of 40 
keV, and that Ti metal implanted with calcium ions provides a larger 
bone–Ti metal contact area. However, this technique requires a 
special apparatus for ion implantation, which is expensive. 

Calcium ions can also be incorporated into the surface of Ti 
metal using micro-arc oxidation in a calcium-containing electrolyte. 
Sul et al.55 showed that about 11 at.% Ca ions are incorporated into a 
1,300-nm-thick TiO2 layer on the surface of Ti metal using this  
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Figure 13. Clinical application of NaOH- and heat-treated Ti metal in hip joint. 
Reprinted from Ref. 51, Copyright (2005) with permission from Elsevier. 

  
 

method, and that a dental implant of such treated Ti metal showed a 
higher removal torque than untreated Ti metal did. However, this 
higher  torque  cannot  be  simply  attributed  to  the  bone-bonding 
ability of the treated Ti metal because the micro-arc oxidation forms 
a porous structure with a number of craters on the surface of the Ti 
metal. Fröjd et al.56 observed good contact with bone by Ti metal 
incorporated with calcium ions in its surface oxide layer after a 
micro-arc oxidation treatment. Wu et al.57 showed that a Ti–24Nb– 
4Zr–7.9Sn alloy forms a Ca- and P-containing titanium oxide layer 
on its surface after micro-arc oxidation in a Ca- and P-containing 
aqueous solution, and that this showed a high removal torque when 
it was implanted into a rabbit’s tibia. According to Song et al.,58 Ti 
metal incorporated with calcium ions in its surface oxide layer after 
micro-arc oxidation does not form apatite on its surface in an SBF, 
but the same Ti metal that formed an amorphous Ca(OH)2 layer 
after a subsequent hydrothermal treatment with water at 250C for a 
period of 2 h formed an apatite layer. However, these micro-arc 
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oxidation methods also require a special apparatus for applying the 
electric field on medical devices. 

Calcium ions can also be incorporated into the surface of Ti 
metal by a hydrothermal treatment in calcium-containing aqueous 
solutions. Nakagawa et al.59 first showed that a small amount of 
calcium ions are incorporated into a shallow region of the surface of 
Ti metal by a hydrothermal treatment using aqueous CaCl2 at 200°C 
for a period of 24 h, and that such treated Ti metal forms apatite on 
its surface in an SBF. Park et al.60 later showed that larger amounts 
of calcium ions are incorporated into the surface of Ti–6Al–4V 
alloy by forming CaTiO3 from a hydrothermal treatment using a 
mixed NaOH and CaO solution at 180°C for a period of 24 h. This 
alloy subjected to the treatment above also forms apatite on its 
surface in Hank’s solution, and shows increased bone–implant 
contact. Ueda et al.61 showed that apatite formed in an SBF on Ti 
metal that was first treated using an H2O2/HNO3 solution at 80°C 
for a period of 50 min, and then hydrothermally treated with a 
Ca(OH)2 solution at 180°C for a period of 12 h. Chen et al.62 showed 
that calcium ions are incorporated into the surface of porous Ti 
metal by a hydrothermal treatment using a 0.2 M Ca(OH)2 solution 
at 250°C for a period of 8 h. It was also reported by Park et al.63 that 
the removal torque of a Ti metal dental implant increased by the 
formation of P-incorporated titanium oxide on the Ti metal after a 
hydrothermal treatment in an H3PO4 solution at 180°C for a period 
of 2 h. However, these hydrothermal treatments also require a spe-
cial high-pressure apparatus in an aqueous environment at high 
temperatures for application to medical devices. 

The sodium hydrogen titanate formed on Ti metal by the NaOH 
treatment described in the previous section has the layered struc-
ture64 shown in Fig. 14,65 and therefore, its sodium ions can be 
easily replaced with calcium ions in aqueous calcium-containing 
solutions. Rakngarm et al.66 soaked Ti metal and Ti–6Al–4V alloy 
in a Ca(OH)2 solution after an NaOH treatment, and reported that 
such treated metals also form apatite on their surfaces in an SBF. 
However, they did not mention the state of the calcium ions in the 
treated metals. 

Kizuki et al.67 soaked Ti metal in a 100 mM CaCl2 solution at 
40°C for a period of 24 h after an NaOH treatment, and showed that 
the sodium hydrogen titanate formed on  Ti  metal after the  NaOH  
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Figure 14. Structure of sodium hydrogen titanate. Reprinted from Ref. 65, Copyright 
(2010) with Molecular Diversity Preservation International. 
 
 
treatment transformed into isomorphous calcium hydrogen titanate 
after a CaCl2 treatment. The calcium hydrogen titanate layer formed 
showed an apatite-forming ability in an SBF. However, it had a poor 
scratch resistance. Then, the NaOH- and CaCl2-treated Ti metal was 
heat-treated at 600C for a period of 1 h, and the calcium hydrogen 
titanate was transformed into calcium titanate and rutile by this heat 
treatment, as shown in Fig. 15.68 The scratch resistance of the sur-
face layer increased to 190 mN after the heat treatment. However, 
the apatite-forming ability of the surface layer in an SBF was lost 
using this heat treatment. This may be attributed to a lower mobility 
of the calcium ions in the calcium titanate. The apatite-forming 
ability of the surface layer was recovered using a subsequent water 
treatment at 80C for a period of 24 h, as shown in Fig. 16.67 The 
calcium ions in the calcium titanate were partially replaced with 
H3O+ ions during the water treatment, as shown in Fig. 17.67 As a 
result, the mobility of the calcium ions in the calcium titanate in-
creased, and therefore, the apatite-forming ability of the calcium  
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Figure 17. Auger electron spectroscopy depth profiles of the surface of Ti metal 
subjected to NaOH, CaCl2, heat and water treatments. Reprinted from Ref. 67, 
Copyright (2010) with permission from Elsevier. 
 
 
titanate increased. The final water treatment can be replaced by an 
autoclave treatment for sterilization before implantation. 

The mechanism of the formation of apatite on such treated Ti 
metal in an SBF can also be interpreted in terms of an electrostatic 
interaction of the Ti metal with the ions in the SBF, similar to that of 
Ti metal subjected to the NaOH and heat treatments. The calcium 
ions in the calcium titanate are released as Ca2+ ions via an exchange 
with the H3O+ ions in the SBF to form Ti–OH groups on the surface. 
This increases the ionic activity product of the apatite in the sur-
rounding SBF. The Ti–OH groups formed are negatively charged 
because of the increase in pH from the released calcium ions. These 
negatively charged Ti–OH groups induce apatite formation from an 
electrostatic interaction with the ions in the SBF similar to the Ti– 
OH groups formed on sodium titanate. 

The apatite-forming ability of such treated Ti metal is not no-
ticeably decreased, even when the treated Ti metal is stored in a 
humid environment for long periods. This is attributed to the lower 
mobility of Ca2+ ions in calcium titanate than that of Na+ ions in 
sodium titanate. These NaOH, CaCl2, heat, and water treatments are 
also effective for inducing an apatite-forming ability in the new 
types of Ti–Zr–Nb–Ta alloys, such as Ti–15Zr–4Nb–4Ta68, Ti– 
37Nb–2Ta–3Zr–0.3O69, and Ti–29Nb–13Ta–4.6Zr.70 This may be 
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attributed to the higher ionic activity product of the apatite in the 
surrounding SBF, caused by the release of Ca2+ ions. The Ti metal 
and Ti–15Zr–4Nb–4Ta alloy formed with the calcium titanate on 
their surfaces using these NaOH, CaCl2, heat, and water treatments 
were confirmed to be tightly bonded to living bone in animal ex-
periments using rabbits. Alloys in the system Ti-Zr-Nb-Ta can ex-
hibit unique mechanical properties such as low elastic modulus71 
and gum property.72 They could find new applications as orthopedic 
and dental implants, if they are given bioactivity by chemical and 
heat treatments. 

3. Surface Modification with Titanium Oxide 

The sodium titanate and calcium titanate described above release 
either Na+ or Ca2+ ions, respectively, into the living body, and hence, 
are liable to have an unfavourable effect on living cells from the 
increase in pH of the surrounding environment, especially in the 
narrow spaces of porous implants. Titanium oxide releases no sol-
uble ions. It is known that even pure titanium oxide can induce 
apatite formation on its surface in a body environment, as shown by 
the titania gel in Fig. 1. Ti metal is usually covered with a passive 
thin titanium oxide layer, as described earlier. This oxide layer 
grows to form a thick rutile layer after heat treatment in air. How-
ever, this oxide layer does not form apatite on the surfaces in a body 
environment.73 Various attempts at forming a titanium oxide layer 
that can induce apatite formation on Ti metal and its alloys have 
been made. 

Sul et al.74 showed that a thick layer of titanium oxide con-
sisting of anatase and rutile phases forms on Ti metal after anodic 
oxidation in a 0.1 M CH3COOH solution, and that such treated Ti 
metal dental implants show a high removal torque when implanted 
into a rabbit’s tibia. Wang et al.75 reported that Ti metal forms an 
anatase layer on its surface after treatment using an H2O2/HCl so-
lution and subsequent heat treatment around 400–500°C, and that 
such treated Ti metal shows apatite formation on its surface in an 
SBF. Wang et al.76 also reported that Ti metal forms a rutile layer on 
its surface after treatment in an HF/HNO3 solution and subsequent 
heat treatment at 400–500°C, and that such treated Ti metal shows 
apatite formation in an SBF, but only in a narrow gap. Wu et al.77 
reported that Ti metal forms a titanium oxide layer with a mixture of 
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anatase and rutile after treatment using an H2O2/TaCl2 solution at 
80°C after an HF/HNO3 mixed acid treatment, and that such treated 
Ti metal also forms apatite on its surface in an SBF. 

Yang et al.78 and Cui et al.79 showed that an anatase–rutile 
mixed layer is formed on Ti metal after anodic oxidation using a 
spark discharge in H2SO4 and Na2SO4 solutions, and that such 
treated Ti metal forms apatite on its surface in an SBF. Lu et al.80 
reported that Ti metal forms apatite on its surface in an SBF after it 
had been treated with a strong nitric acid solution at 60°C for a 
period of 600 min, although an oxide layer was not detected on its 
surface. 

Zhou et al.81 reported that a layer of nanosized anatase formed 
on Ti metal after magnetron spattering in a mixed Ar/O2 plasma 
formed apatite on its surface in an SBF. Dong et al.82 showed that Ti 
metal forms a layer of self-assembled nanowires of hydrogen ti-
tanate on its surface after a hydrothermal treatment in NaOH solu-
tion at 100–250°C for a period of 2–10 h and subsequent rinsing 
with water, and that such treated Ti metal was fully covered by bone 
tissue in mice. Lu et al.83 reported that Ti metal forms a rutile layer 
on its surface after treatment with an H2SO4/HCl solution and 
subsequent heat treatment at 500°C, and that such treated Ti metal 
forms apatite on its surface in an SBF. Oh et al.,84 Popat et al.,85 and 
Bjursten et al.86 reported that Ti metal forms a layer of well-aligned 
nanotubes of anatase on its surface by anodic oxidation in a 0.5% 
HF solution and subsequent heat treatment around 500°C, and that 
such treated Ti metal accelerates the growth of osteoblasts, bone 
formation on its surface, and bonding to bone. 

Sugino et al.87 found that a rutile layer formed on Ti–15Zr–
4Ta–4Nb alloy after heat treatment at 500°C forms apatite on its 
surface in an SBF, but only in the internal surfaces of microgrooves. 
Karthega et al.88 showed that Ti–6Al–4V alloy forms an anatase 
layer on its surface after treatment with 15 and 25 wt% H2O2 and 
subsequent heat treatment at 400°C, and that such treated alloy 
forms apatite on its surface in an SBF. 

These results show that apatite formation on titanium oxide in a 
body environment does not depend upon the type of crystalline 
phase present. Depending on their preparation conditions, both 
anatase and rutile can form apatite on their surfaces. From a litera-
ture survey, it seems that the acid and heat treatments of Ti metal 
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described above give favourable conditions for apatite formation on 
titanium oxide. However, it is difficult to derive a general principle 
governing the apatite-forming ability of titanium oxide from the 
processes described above. 

The sodium hydrogen titanate formed on the surface of the Ti 
metal by treatment with 5 M NaOH solution at 60°C for a period of 
24 h has a layered structure, as described above, and hence, its 
sodium ions can be completely replaced with H3O+ ions to be 
transformed into hydrogen titanate if this NaOH-treated Ti metal is 
soaked in water or acidic solutions, such as HCl, HNO3, or H2SO4, 
as shown in Fig. 18. The apatite-forming ability of sodium hydro-
gen titanate in an SBF is lost after its transformation into hydrogen 
titanate, but is increased by its transformation into anatase and rutile 
by a subsequent heat treatment.89,90 The apatite-forming ability 
increases with decreasing pH of the acid solution, irrespective of the 
type of acid solution, as shown in Fig. 19.91 This is assumed to be 
attributable to the increased positive surface charge of the titanium 
oxide with decreasing pH of the acid solution. 

When Ti metal is heat-treated at various temperatures after 
treatment with an H2SO4/HCl mixed solution without treatment 
with NaOH, apatite is only formed in an SBF on the surface of Ti 
metal heat-treated at 500–650°C, as shown in Fig. 20.73 Titanium 
hydride is formed on Ti metal after the acid treatment, and this 
transforms into rutile at 500°C, and its content increases with in-
creasing heat-treatment temperature. The apatite-forming ability of 
Ti metal does not depend on the amount of rutile. A surface 
roughness on the micrometre scale was produced by the acid 
treatment, and this gradually decreases above 700°C. The apa-
tite-forming ability of Ti metal also does not depend on the surface 
roughness. The zeta potential was almost zero for Ti metal that was 
heat-treated below 500°C and above 700°C, but was only positive 
for Ti metal samples that were heat-treated at 500–650°C, as shown 
in Fig. 21.73 This indicates that the formation of apatite on Ti metal 
subjected to acid treatments and heat treatments is attributable to the 
positive surface charge of the Ti metal. 

When the surface of Ti metal is positively charged, it first 
combines with negatively charged phosphate ions, as shown in Fig. 
22.73 As the phosphate ions accumulate, the surface becomes 
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Figure 21. Zeta potentials of surfaces of Ti metals heat-treated at various tempera-
tures after the mixed acid treatment.(Reprinted from ref. 73 with permission from 
The Royal Society) 
 
 
negatively charged, and combines with positively charged calcium 
ions to form an amorphous calcium phosphate phase. This calcium 
phosphate is metastable, and is eventually transformed into crys-
talline bone-like apatite. This apatite-formation process was con-
firmed from XPS spectra of Ti metal heat-treated at 600C after an 
acid treatment as a function of soaking time in an SBF. This is in 
contrast to the apatite-formation process on a negatively charged 
surface of Ti metal formed with sodium titanate, which is shown in 
Fig. 8. 

The reason the acid- and heat-treated Ti metal shows a positive 
charge on its surface in a body environment is interpreted in terms 
of the adsorbed acid groups, such as Cl–, NO3

–, and SO4
2–. These 

acid groups are adsorbed onto, and incorporated into, a layer of 
titanium hydride on the Ti metal’s surface during the acid treatment, 
and remain, even after the transformation of the titanium hydride 
into titanium oxide by the heat treatment, as long as the temperature 
of the heat treatment is not too high, as shown in Fig. 23.73 These 
dissociate in a body environment to give the same surface as Ti 
metal in an acid environment. In general, titanium oxide is posi-
tively charged in an acid environment, as shown in Fig. 24.29,30 As a 
result, Ti metal heat-treated at 500–650C after an acid treatment 
shows a positively charged surface in a body environment. Ti metal 
heat-treated below 400C after an acid treatment does not have a 
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Figure 23. Depth profiles of radio-frequency glow discharge optical emission 
spectroscopy spectra of Ti metals (a) acid-treated, and (b) subsequently 
heat-treated at 600ºC. Reprinted from Ref. 73, Copyright (2010) with permission 
from The Royal Society. 

 

Figure 24. Diagram indicating the concentration of the different charged 
and uncharged hydroxyrelated species at a titanium oxide surface as a 
function of pH of the aqueous solution. –OHa and –OHb denote acidic and 
basic hydroxyl group. Open circles: relative surface concentrations of 
positive species; filled circles: negative species; squares: neutral species. 
Reprinted from Ref. 30, Copyright (2001) with permission from Springer. 
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Figure 25. Bone formation in porous Ti metals subjected to no treatment and NaOH, 
HCl and heat treatments, 26 weeks after implantation into rabbit femur. Reprinted 
from Ref. 65, Copyright (2010) with permission from Molecular Diversity Preser-
vation International. 
 
 
charged surface, because the titanium hydride on the surfaces is 
electrically conductive. Ti metal heat-treated above 700C after an 
acid treatment also does not show a charged surface, because the 
acid groups on the surface are decomposed at high temperatures. 

Ti samples subjected to acid and heat treatments after an NaOH 
treatment, as well as those subjected to acid and heat treatments 
without an NaOH treatment, showed a stable apatite-forming ability, 
even in a humid environment. Both of these Ti samples were con-
firmed to be tightly bonded to living bone in animal experiments 
using a rabbit’s tibia.92-94 However, there is a difference in their 
surface roughness. The former has a surface roughness on the 
nanometre scale, whereas the latter has a surface roughness on the 
micrometre scale. Bioactive porous titanium metal prepared by the 
former treatment exhibited bone formation at bone defect sites, as 
shown in Fig. 25,65,95-97 and also ectopically in the muscle tissue of a 
dog, as shown in Fig 26.98,99 It would be interesting to know whether 
porous Ti metal prepared by the latter treatment also exhibits a 
similar osteoinduction, because osteoinduction is reported to be 
highly influenced by the surface roughness.100 Because of its high 
bone-forming ability, the porous Ti metal described above is being  
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Figure 26. Bone formation in porous Ti metals subjected to no treatment and NaOH, 
HCl and heat treatments, 3 and 12 months after implantation into muscle of beagle 
dog. Reprinted from Ref. 99, Copyright (2006) with permission from Elsevier. 
 
 
subjected to clinical trials after animal experiments101 for applica-
tion in spinal fusion devices, as shown in Fig. 27. 

These results show that when Ti metal is heat-treated after an 
acid treatment, titanium oxide with adsorbed acid groups is formed 
on its surface, and these induce apatite formation in a body envi-
ronment from their positive charges. In view of this finding, most of 
the formation of apatite on titanium oxide described in the literature 
cited in the first part of this section can also be interpreted in terms 
of the positive surface charge on the titanium oxide. Zhao et al.102,103 
reported that a plasma-sprayed TiO2 coated layer with a rutile phase 
showed a high apatite-forming ability in an SBF when treated with 
an acid solution, such as H2SO4 and HNO3. Kokubo et al.104 re-
ported that a titania gel layer coated on polyethylene terephthalate 
using a sol-gel method formed apatite on its surface in an SBF, and 
bonded tightly to living bone105 when it was treated with an HCl 
solution at 80C for a period of 8 d. These results can also be in-
terpreted in terms of a positive surface charge on the titanium oxide 
produced by the acid treatment. 
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Figure 27. Fusion of spine of dog by a bioactive porous Ti metal. Reprinted from Ref. 
101, Copyright (2007) with permission from American Association of Neurosur-
geons. 
 

4. Principles for Preparing Bioactive Ti Metal and its Alloys 
by Surface Modification 

It is known that Ti metal and its alloys generally exhibit good 
compatibility with living tissue, but do not bond to living bone. This 
is interpreted in terms of the surface charge of the metal, as follows. 
These metals are usually covered with a passive thin layer of tita-
nium oxide, which shows almost zero surface charge in a body 
environment with a pH = 7, because the number of negatively 
charged sites is balanced with the number of positively charged sites, 
as shown in Fig. 24. The negatively charged sites adsorb the posi-
tively charged calcium ions, whereas the positively charged sites 
adsorb the negatively charged phosphate ions simultaneously73 in a 
body environment to form a calcium phosphate layer on the surface 
of the titanium oxide. As a result, these sites are soon electrically 
neutral, and the adsorption of calcium phosphate stops. Because of 
the presence of the thin layer of calcium phosphate on the surface of 
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the titanium oxide, Ti metal and its alloys usually exhibit good 
compatibility with living tissue, but because of the lack of hy-
droxyapatite on their surface, they do not bond to living bone. 

However, if the titanium oxide is exposed to a strong alkali or 
acid environment, then it becomes strongly charged, either nega-
tively or positively, on its surface, as shown in Fig. 24, and can 
adsorb a large amount of calcium or phosphate ions selectively at 
first, and then later on, the corresponding counter ions. As a result, a 
thick apatite layer is formed on the surface of the titanium oxide, as 
shown in Figs. 8 and 22. In these cases, Ti metal and its alloys 
formed with titanium oxide on their surfaces bond to living bone 
through an apatite layer. A strong alkaline environment is produced 
on the surface of the titanium oxide if the Ti metal and its alloys are 
formed with an alkali or alkaline earth titanate, such as sodium 
titanate or calcium titanate on their surface from treatment with an 
alkali and/or alkaline earth solution and heat treatment, because the 
alkali or alkaline earth ions of the titanates are released in a body 
environment. On the other hand, a strong acid environment is pro-
duced on the surface of the titanium oxide if the Ti metal and its 
alloys are formed with titanium oxide on their surface by treatment 
with an acid solution and heat treatment, because the acid groups 
adsorbed on the surface of the titanium oxide are dissociated in a 
body environment. 

The reason why calcium or phosphate ions are preferentially 
adsorbed on the charged metal in a body environment, where var-
ious types of charged ions and organic substances coexist, is at-
tributed to the high degree of supersaturation in a body environment 
with respect to apatite. It can be said from these considerations that 
bioactive Ti metal and its alloys can be prepared using alkaline or 
acidic solutions and a subsequent heat treatment. 

IV. BIOACTIVE Zr METAL 

Some zirconium oxide gels prepared using a sol-gel method have 
also been found to form apatite on their surface in an SBF.10,106 This 
indicates that zirconium metal and its alloys can exhibit bioactivity 
after a surface treatment. However, the simple NaOH and heat 
treatments only confer a slight apatite-forming ability in an SBF to 
Zr metal.107 According to Chen et al., Zr metal forms apatite on its 
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surface in an SBF when soaked in a 10 M NaOH solution at 60°C 
for a period of 24 h and then heat-treated at 600°C for a period of 1 h 
in a vacuum.108 Hang et al. reported that Zr metal forms apatite on 
its surface in an SBF when subjected to micro-arc oxidation in an 
aqueous electrolyte containing calcium acetate monohydrate and 
β-glycerophosphate disodium salt pentahydrate under a potential of 
500 V for a period of 5 min, to form zirconia-containing CaO and a 
phosphate layer on its surface.109 

V. BIOACTIVE Nb METAL 

Niobium oxide gels prepared using a sol-gel method also form 
apatite on their surface in an SBF.11 This indicates that niobium and 
its alloys can exhibit bioactivity after a surface treatment. However, 
Nb metal does not form apatite on its surface in an SBF, even when 
sodium niobate forms on its surface after soaking in a 1 M NaOH 
solution at 60°C for a period of 24 h.11 According to Wang et al., Nb 
metal forms apatite on its surface in an SBF when it is soaked in a 
0.5 M NaOH solution at 80°C for a period of 24 h and then 
heat-treated at 600°C for a period of 1 h in a vacuum.110 

VI. BIOACTIVE Ta METAL 

Tantalum oxide gels prepared using a sol-gel method also form 
apatite on their surface in an SBF,12 and their apatite-forming ability 
increases with increasing sodium content of the gel.12 Tantalum 
metal forms apatite on its surface in an SBF without any chemical 
treatment. However, it takes a long period for the apatite to form.111 
If Ta is soaked in a 0.2–0.5 mM NaOH solution at 50°C for a period 
of 24 h to form a sodium tantalate hydrogel on its surface, then the 
induction period for apatite formation is decreased considerably,111 
and if the sample is then further heat-treated at 300°C for a period of 
1 h, the bonding strength of the surface layer to the substrate in-
creases without any decrease in its apatite-forming ability.112,113 The 
mechanism of apatite formation on NaOH- and heat-treated Ta 
metal can be interpreted in terms of the Ta–OH groups formed on its 
surface from the exchange of Na+ ions with the H3O+ ions in the 
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SBF. When Ta metal is soaked in a 100 mM CaCl2 solution at 80°C 
for a period of 24 h after an NaOH treatment and then heat-treated at 
500°C for a period of 1 h, its apatite-forming ability is increased 
markedly.114 Ta metal subjected to NaOH and heat treatments has 
been confirmed to bond tightly to the living tibial bone of a rabbit 
within 16 weeks of implantation.115 

VII. SUMMARY 

In this chapter, it has been shown that various types of 
bone-bonding bioactive metals with different characteristics are 
obtained using surface modifications employing various methods, 
such as ion implantation, micro-arc treatment, hydrothermal treat-
ment, sputtering, and chemical and heat treatment. Among these 
techniques, chemical and heat treatments are simple and versatile 
methods for the surface modification of metals. Various ions can be 
incorporated into the surface layer of a metal to give different 
functions after the chemical treatments. Various bioactive metals 
with different functions can be developed using these methods in 
the future. 

The bone-bonding ability of metals with modified surfaces is 
attributable to the formation of apatite on their surface in a body 
environment. The formation of apatite can be interpreted in terms of 
the electrostatic interaction of the metal surface with the calcium or 
phosphate ions in a body fluid. Metal surfaces that are either nega-
tively or positively charged in a body environment can induce apa-
tite formation. These findings provide us with a useful guiding 
principle for developing new bioactive materials. 

Some bioactive metals with modified surfaces after chemical 
and heat treatments are already used clinically as implants, and 
these can find various applications as orthopaedic and dental im-
plants in the future. 
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