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Preface

The emergence of nanoscience and nanotechnology has led to new
developments in and applications of electrochemistry. These two
volumes of Modern Aspects of Electrochemistry, entitled: “Appli-
cations of Electrochemistry and Nanotechnology in Biology and
Medicine, I and II”” address both fundamental and practical aspects
of several emerging key technologies. All Chapters were written by
internationally renowned experts who are leaders in their area.

The chapter by A. Heiskanen and J. Emnéus provides a
lucid and authoritative overview of electrochemical detection
techniques for real-time monitoring of the dynamics of different
cellular processes. First, biological phenomena such as the cellular
redox environment, release of neurotransmitters and other signaling
substances based on exocytosis, and cellular adhesion, are discussed
thoroughly. Next, the capabilities of electrochemical amperometric
and impedance spectroscopic techniques in monitoring cellular
dynamics are highlighted, in comparison to optical and other tech-
niques. The applications of such techniques already include bio-
sensors and microchip-based biological systems for cell biological
research, medical research and drug development. Finally, the
state-of-the-art and future developments, e.g. miniaturization of
planar interdigitated electrodes in order to achieve a gap/width size
regime on the nanometer scale and thus considerable signal ampli-
fication, are summarized.

Electron transfer by thermally activated hopping through
localized centers is an essential element for a broad variety of vital
biological and technological processes. The use of electrode/self-
assembled monolayer (SAM) assemblies to explore fundamental
aspects of long- and short-range electron exchange between elec-
trodes and redox active molecules, such as proteins, is reviewed
comprehensively in a chapter by D.H. Waldeck and D.E. Khosh-
tariya. The authors, who are pioneers in this area, nicely demon-
strate that such bioelectrochemical devices with nanoscopically
tunable physical properties provide a uniquely powerful system for
fundamental electron transfer studies and nanotechnological appli-
cations. Studies on protein systems also reveal how the binding motif
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of the protein to the electrode can be changed to manipulate its
behavior, thus offering many promising opportunities for creating
arrays of redox active biomolecules.

A microbial fuel cell (MFC) is a bio-electrochemical trans-
ducer that converts microbial biochemical energy directly to elec-
trical energy. In their authoritative chapter, J. Greenman, L.A. Ie-
ropoulos and C. Melhuish overview lucidly the principles of bio-
films, biofilm electrodes, conventional fuel cells, and MFCs. Po-
tential applications of both biofilm electrodes and MFCs are sug-
gested, including sensing, wastewater treatment, denitrification,
power packs, and robots with full energy autonomy. The symbiotic
association between microbial life-forms and mechatronic systems
is discussed in detail by the authors, who are internationally re-
nowned experts in this field.

The last three chapters in Volume I deal with surface modi-
fication of implants, namely surface biofunctionalization or coating.
First, R. Guslitzer-Okner and D. Mandler provide concise survey of
different electrochemical processes (electrodeposition, electrophoretic
deposition, microarc deposition, electropolymerization, and
electrografting) to form different coatings (conducting polymers,
non-conducting polymers, sol-gel inorganic-organic polymer
materials, oxides, ceramics, bioglass, hydroxyapatite and other
calcium phosphates) on different substrates (titanium and its alloys,
stainless steels, cobalt-chrome alloys, nitinol, and magnesium
alloys). The authors who are highly experienced in this field
demonstrate the applicability of these coatings for medical devices
such as drug eluting stents and orthopedic implants.

Different electrochemical processes to render metal implants
more biofunctional and various electrochemical techniques to char-
acterize the corrosion resistance of implants or the adsorption of
biomolecules on the surface are reviewed by T. Hanawa in his
authoritative chapter. Electrodeposition of calcium phosphates or
polyethylene glycol (PEG), as well as anodizing and micro-arc
oxidation processes to obtain TiO2 nanotube-type oxide film on Ti
substrate, or electrochemical treatment to obtain nickel-free oxide
layer on nitinol alloys, are described. The effects of different sur-
faces on phenomena such as cell adhesion, bacterial attachment and
calcification are presented.

The last chapter in Volume I, by T. Kokubo and S.
Yamaguchi, lucidly summarizes the pioneering work and inventions
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of these authors in the field of bone-bonding bioactive metals for
orthopedic and dental implants. The metals include titanium, zir-
conium, niobium, tantalum and their alloys. The main surface
modification technique presented in this chapter is chemical, fol-
lowed by heat treatment, although other techniques such as ion
implantation, micro-arc treatment, hydrothermal treatment and
sputtering are also described. The bone-bonding ability of metals
with modified surfaces is attributable to the formation of apatite on
their surface in the body environment, which can be interpreted in
terms of the electrostatic interaction of the metal surface with the
calcium or phosphate ions in a body fluid. These findings open
numerous opportunities for future work.

Volume II begins with a chapter by P.S. Singh, E.D. Goluch, H.A.
Heering and S.G. Lemay which provides a lucid overview of the
fundamentals and applications of nanoelectrochemistry in biology
and medicine. First, some key concepts related to the double layer,
mass transport and electrode kinetics and their dependence on the
dimension and geometry of the electrode are discussed. Next,
various fabrication schemes utilized in making nano-sized
electrodes are reviewed, along with the inherent challenges in
characterizing them accurately. Then, the “mesoscopic” regime is
discussed, with emphasis on what happens when the Debye length
becomes comparable to the size of the electrode and the diffusion
region. Quantum-dot electrodes and charging and finite-size effects
seen in such systems are also described. Then, recent advances in
the electrochemistry of freely-diffusing single molecules as well as
electrochemical scanning probe techniques used in the in-
vestigations of immobilized biomolecules are presented by the
authors, who have pioneered several of the developments in this
area. Finally, a brief survey of the applications of nanoelectrodes in
biosensors and biological systems is provided.

During the last decade, nanowire-based electronic devices
emerged as a powerful and universal platform for ultra-sensitive,
rapid, direct electrical detection and quantification of biological and
chemical species in solution. In their authoritative chapter, M.
Kwiat and F. Patolsky describe examples where these novel elec-
trical devices can be used for sensing of proteins, DNA, viruses and
cells, down to the ultimate level of a single molecule. Additionally,
nanowire-based field-effect sensor devices are discussed as
promising building blocks for nanoscale bioelectronic interfaces
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with living cells and tissues, since they have the potential to form
strongly coupled interfaces with cell membranes. The examples
described in this chapter demonstrate nicely the potential of these
novel devices to significantly impact disease diagnosis, drug dis-
covery and neurosciences, as well as to serve as powerful new tools
for research in many areas of biology and medicine.

The Human Genome Project has altered the mindset and
approach in biomedical research and medicine. Currently, a wide
selection of DNA microarrays offers researchers a high throughput
method for simultaneously evaluating large numbers of genes.
It is anticipated that electrochemical detection-based DNA arrays will
provide many advantages over radioisotope- or fluorophore-based
detection systems. Due to the high spatial resolution of the scanning
electrochemical microscope (SECM), this technology has been
suggested as a readout method for locally immobilized, mi-
crometer-sized biological recognition elements, including a variety
of DNA arrays with different formats and detection modes. In his
concise review, K. Nakano explains the underlying electrochemistry
facets of SECM and examines how it can facilitate DNA array
analysis. Some recent achievements of Nakano and his colleagues
in SECM imaging of DNA microdots that respond toward the target
DNA through hybridization are presented.

Biological membranes are the most important electrified
interfaces in living systems. They consist of a lipid bilayer
incorporating integral proteins. In view of the complexity and
diversity of the functions performed by the different integral
proteins, it has been found convenient to incorporate single integral
proteins or smaller lipophilic biomolecules into experimental
models of biological membranes (i.e. biomimetic membranes), so as
to isolate and investigate their functions. Biomimetic membranes
are common in pharmaceuticals, as well as for the investigation of
phase stability, protein-membrane interactions, and
membrane-membrane processes. They are also relevant to the
design of membrane-based biosensors and devices, and to analytical
platforms for assaying membrane-based processes. The last two
chapters in Volume II are dedicated to these systems. In their
thorough chapter, R. Guidelli and L. Becucci review the principles
and types of biomimetic membranes, the advantages and dis-
advantages of these systems, their applications, their fabrication



Preface ix

methodologies, and their investigation by electrochemical techniques
— mainly electrochemical impedance spectroscopy (EIS). This
definitie chapter was written by two authors who are among the leaders
leaders in the field of bioelectrochemistry worldwide.

Ion channels represent a class of membrane spanning
protein pores that mediate the flux of ions in a variety of cell types.
They reside virtually in all the cell membranes in mammals, insects
and fungi, and are essential for life, serving as key components in
inter- and intracellular communication. The last chapter in Volume II,
by E.K. Schmitt and C. Steinem, provides a lucid overview of the
potential of pore-suspending membranes for electrical monitoring of
ion channel and transporter activities. The authors, who are
internationally acclaimed experts in this area, have developed two
different methods to prepare pore-suspending membranes, which both
exhibit a high long-term stability, while they are accessible from both
aqueous sides. The first system, nowadays known as nano black lipid
membrane (nano-BLM), allows for ion channel recordings on the
single channel level. The second system — pore-suspending
membranes obtained from fusing unilamellar vesicles on a
functionalized porous alumina substrate — makes it possible to generate
membranes with high protein content. The electrochemical analysis of
these systems is described thoroughly in this chapter, and is largely
based on EIS.

I believe that the two volumes will be of interest to
electrochemists, chemists, materials, biomedical and electrochemical
engineers, surface scientists, biologists and medical doctors. I hope
that they become reference source for scientists, engineers, graduate
students, college and university professors, and research professionals
working both in academia and industry.

I wish to thank Professor Eliezer Gileadi who was the driving force
making me edit these two volumes. I dedicate this project to my wife
Billie and our two daughters, Ofri and Shahaf, for their infinite love
and support.

N. Eliaz
Tel-Aviv University
Tel-Aviv, Israel
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1. Introduction

The elucidation of the human and Saccharomyces cerevisiae ge-
nomes has opened new possibilities in biology, medicine and drug
discovery. This knowledge has increased the number of targets and
ways to treat diseases; clinical studies of disease manifestation can
effectively be translated to the level of certain genes and their
products, proteins. The traditional way of finding active com-
pounds to treat different diseases has relied on biochemical assays
to modulate the function of a certain target, such as an enzyme, a
cell surface receptor or an ion channel. The targets have been iso-
lated from the natural environment to be used in high-throughput
screening (HTS) assays to test huge libraries of possible active
compounds. At the same time has come the realization that cells
and organisms are more than just the sum of their functional units.
More needs to be known in order to fully understand the living
organisms in terms of their functional and constructional units, the
cells and proteins. This has further led to the development of ana-
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lytical systems, screening platforms, which rely on cell-based as-
says instead of dissecting cells to the component level. Techniques
that have been applied for assaying biological parameters in intact
cells range from intracellular monitoring of temperature', pH” and
oxygen consumption® as well as extracellular monitoring of oxy-
gen consumption’ and acidification®® to cellular adhesion® and
wound healing,” G-protein coupled receptor (GPCR) activation,* ’
monitoring of enzyme activity,'®" cofactor availability,"*"” cellu-
larly released secondary metabolites,'®>' gene expression detected
as appearance of mMRNA? and ion channel activity.”

A new development in treating diseases has also emerged; in-
stead of solely relying on medication, cells that die due to the
pathological manifestation of a disease could potentially be re-
placed by new cells that can restore the functions impaired by the
disease. Such development is on the way to treat Type 1 diabetes
mellitus (T1DM)** and Parkinson’s disease (PD).” In both cases, a
possible treatment could rely on embryonic stem cells (ESCs),
which can differentiate into the desired type of cells to replace the
destroyed pancreatic insulin secreting B-cells of TIDM patients or
dopaminergic neurons in striatum of PD patients. Despite the great
possibilities, these treatments are still far from being realized in
clinical trials. The major obstacles are insufficient knowledge on
how to control the differentiation process of ESCs and their inte-
gration into the host tissue to restore the impaired functions. Min-
iaturization of analytical platforms has emerged as a possibility to
address these challenges encountered in biology and medicine.
Developments in microfluidic technology can be adopted to allevi-
ate problems in liquid handling at the same time increasing capa-
bilities of parallelization.’**” However, no matter how much im-
provement microfluidics can provide to handling and cultivation of
cells, the development has to be conducted hand-in-hand with de-
velopment of analytical techniques to more effectively discover
the dynamics of cellular processes. This emphasizes the signifi-
cance of research on finding and understanding ways of detecting
biologically relevant cellular parameters and then integrating the
protocols into analytical systems to achieve a new generation of
tools for biology, medicine and drug discovery.

At present, the primary detection technique in systems that are
used to study the behavior of living cells is optical or fluorescence
detection that can be automated in X-Y direction to monitor cellu-
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lar responses and behavior at multiple positions.” Due to, for in-
stance, photodamage on the studied cells, these techniques do not
always provide well-developed capabilities to conduct real-time
measurements that could provide more information than just an
endpoint. Capability for real-time measurements that facilitate
monitoring of cellular dynamics under conditions, where an ob-
served cell or cell population can function as its own control, is
crucial for effective realization of systems applied for cellular
studies in biology, medicine and drug discovery. Electrochemical
detection can provide the necessary capability for real-time moni-
toring and has been applied in different formats to study the dy-
namic processes of living cells based on, for instance, amperomet-
ric, 21617202931 pgtentiometric'® and impedance spectroscopic®®
measurements. However, despite ongoing research, the full poten-
tials of electrochemical techniques have not yet been utilized. Mi-
cro- and nanofabrication of electrode systems® with the inherent
capability for scaling of electrode dimensions can provide possibil-
ities for parallel detection of different cellular parameters to suit
equally well single-cell and cell population monitoring. Addition-
ally, systems built for the application of electrochemical tech-
niques can also be integrated with capabilities for simultaneous
microscopic observations, facilitating more effective multiparame-
ter monitoring of cellular dynamics.

This chapter illustrates the potentials of amperometric and im-
pedance spectroscopic monitoring of cellular dynamics. In order to
provide a complete understanding of what biological and medical
aspects can be studied using these electrochemical techniques, the
following sections contain a thorough description of biological
phenomena, such as cellular redox environment (CRE), release of
neurotransmitters and other signaling substances based on Ca" ion
triggered mechanism (exocytosis), as well as cellular adhesion
with emphasis on cell-cell and cell-growth substrate interactions.
The discussion of the biological phenomena is then lifted to the
context of electrochemical measurements to highlight the capabili-
ties of amperometry in monitoring of the dynamic changes in CRE
and exocytotic behavior of cells as well as impedance spectrosco-
py in monitoring of factors influencing cellular adhesion. Addi-
tionally, the capabilities of other, especially optical, techniques are
discussed to provide a perspective to what benefits and possible
limitations electrochemical techniques possess.
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II. MONITORING OF CELLULAR REDOX
ENVIRONMENT

1. Biological Significance of Cellular Redox Environment

(i) Cellular Redox Processes

Cellular functions, such as locomotion, contraction and biosynthe-
sis of cellular building blocks require energy, which organisms acquire
by digesting the main constituents of food, carbohydrates, proteins and
fats, to form the biopolymeric structures from monomers. Digestion of
carbohydrates, proteins and fats results in formation of hexoses (glu-
cose, fructose, galactose, etc.), amino acids, glycerol and fatty acids
that are taken up by the cell, in which they undergo further degradation
in enzymatic processes referred to as catabolism. Ultimately, the cata-
bolic processes provide precursors for the synthesis of new biomole-
cules (anabolic processes) needed for the maintenance of cellular
structures and growth as well as energy. Based on purely thermody-
namic considerations, the energy contents stored in biomolecules is
too large to be released in a single process without being detrimental
to the cells. Instead, all types of cells, from prokaryotes to eukary-
otes, store the released energy in the form of catabolic intermedi-
ates that facilitate energy release in a stepwise manner. Examples
of such catabolic intermediates are the reduced cofactors nicotin-
amide adenine dinucleotide (NADH), nicotinamide adenine dinu-
cleotide phosphate (NADPH), flavin adenine dinucleotide
(FADH,) as well as acetyl coenzyme A (Acetyl-CoA). NADH,
NADPH and FADH, as well as their corresponding oxidized
forms, NAD', NADP" and FAD, respectively, are known as cellu-
lar redox couples. An examples of other redox couples, aside from
those that are involved in metabolic processes, is glutathione
(GSSQ) and its oxidized form (GSSG), involved in cellular detoxi-
fication processes to alleviate, for instance, oxidative stress 3 The
different cellular redox couples participate in enzymatic processes
that catalyze oxidation or reduction of biomolecules. In these pro-
cesses, the reduced form of a redox couple functions as an electron
donor and, in an analogous manner, the oxidized form functions as
an electron acceptor.
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Figure 1. Glucose catabolism proceeds through the cytosolic
pentose phosphate pathway (PPP) and glycolytic pathway (GP)
generating NADPH and NADH, respectively. GP also produces
ATP in product level phosphorylation. The GP endproduct, py-
ruvate, enters the mitochondria and upon conversion into acetyl
coenzymeA (Acetyl-CoA) contributes to formation of NADH
and FADH, in the tricarboxylic (TCA) cycle and further ATP
through oxidative phosphorylation. Electrons from cytosolic
NADH are shuttled into the mitochondria. Degradation of ami-
no acids and fatty acids primarily leads to formation of pyruvate
or Acetyl-CoA, and further processing in the mitochondria.

Figure 1 shows a schematic overview of the main catabolic
pathways. In respiratory eukaryotic cells, the metabolism of differ-
ent biomolecules leads to a common intermediate, the mitochon-
drially formed Acetyl-CoA, which is catabolized further in the
tricarboxylic acid (TCA) cycle, resulting in the formation of, for
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Scheme 1. The reduction of NAD™ to NADH as part of enzyme-catalyzed reactions
proceeds as a transfer of two electrons and one proton, i.e., a hydride.

instance, three molecules of NADH and one molecule of FADH,
per each cycle. Amino acids form, however, a heterogeneous
group, some of which are catabolized to other TCA cycle interme-
diates than Acetyl-CoA.* The enzymatic reactions resulting in the
formation of these compounds are oxidation-reduction (redox)
reactions, in which NAD" gains two electrons and one proton (the
combination is also referred to as a hydride) (Scheme 1) and FAD
gains two electrons and two protons. These compounds can then
deliver their electrons in subsequent redox processes as part of the
mitochondrial electron transport chain (ETC) (also referred to as
the respiratory chain). NADH is oxidized by NADH-quinone oxi-
doreductase (Complex I) and FADH, by Succinate-coenzyme Q
reductase (Complex II), resulting in reduction of ubiquinone (UQ)
to ubiquinole (UQH,) in the UQ-pool of the mitochondrial mem-
brane. Further activity of the ETC, i.e.,

(a) oxidation of UQH, by Coenzyme Q: cytochrome c-
oxidoreductase (Complex III)

(b) upon reduction of cytochrome ¢ (Cyt ¢), and

(c) the subsequent oxidation of Cyt ¢ by Cytochrome ¢ oxidase
(Complex IV), finally results in reduction of molecular ox-
ygen (O,) to water.

The gradually lost potential energy of the electrons of NADH and
FADH, is stored in the form of a proton gradient (AH") that is built
up and maintained by Complexes I, III and IV, which are able to
expel protons from the mitochondrial matrix into the mitochondri-



Monitoring of Cellular Dynamics 7

al intermembrane space (IMS).”> ATP synthase utilizes the formed
AH" to synthesize ATP that serves as the universal cellular energy,
predominantly formed in the mitochondria but transported into the
cytosol,®® where it is utilized for biosynthetic processes and other
energy-requiring functions.

The cytosolic catabolism of glucose may follow two different
pathways depending on cellular needs. The glycolytic pathway
(GP) provides two molecules of NADH, ATP and pyruvate for
each catabolized glucose molecule. The formed NADH can, to
some extent, be utilized either in cytosolic redox processes, such
as lactic (in muscle cells) and alcoholic fermentation (in Saccha-
romyces cerevisiae), or the electrons of NADH may be shuttled
into the mitochondria to be processed in the ETC.*> The formed
pyruvate is also transported into the mitochondria, where pyruvate
dehydrogenase converts it into Acetyl-CoA followed by pro-
cessing in the TCA cycle. The enzymatic reactions of the oxidative
part of the pentose phosphate pathway (PPP) form two molecules
of NADPH per glucose molecule. These serve as redox equiva-
lents in biosynthetic processes, such as synthesis of fatty acids.
The non-oxidative part of the PPP continues the catabolism of glu-
cose, resulting in the formation of ribulose-5-phosphate, which is
further converted into ribose-5-phosphate, the precursor of nucleo-
tide synthesis.*

(i) Definition of Cellular Redox Environment

The oxidized and reduced cofactors, such as NAD'-NADH
and NADP-NADPH (collectively denoted as NAD(P)'-
NAD(P)H), form redox couples, the reduction potential (E) of
which is defined by the Nernst equation (Eq. 1) for the half reac-
tion shown in Scheme 1, where E’ is the standard reduction poten-
tial under standard conditions, where T =298 K, activity aNA(p)D+ =
anapen = an’ = 1 (INAD(P)'] = [NAD(P)H] = 1 molal and pH =
0), R is the gas constant (8.314 J K" mol"), F is the Faraday’s
constant (96485 C mol™) and n is the number of transferred elec-
trons,n =2,

E " = E° + Em ONADP) OH*
NAD(P)* NAD(®)H = EappyNaD@m ™t 1 F prv—

()
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The standard conditions are not, however, applicable to bio-
logical systems. If concentrations are used instead of activities,
these can be replaced by y;[i], where y; is the activity coefficient
and [i] the molar concentration of the species i. In literature, tabu-
lated values of reduction potential for biological systems are usual-
ly valid at pH = 7 and defined at an equimolar composition with
respect to the redox couple. Under such conditions the standard
reduction potential, E’, is replaced by the formal potential, E”,
which implicitly comprises the contribution of pH and the activity
coefficients. Equation (2) shows this relation for the NAD(P)"/

NAD(P)H redox couple,
+
RT 1 |NAD(P) @

ENAD®) NAD®H= Exapey map@mt o ™ [NADP)H]

where only the concentrations of the components of the redox
couple affect the formal potential.

In redox reactions catalyzed by enzymes, generally referred to
as redox enzymes, electrons are shuttled from a donor compound
that is oxidized to an acceptor compound that is reduced. Accord-
ing to some estimations, about one fourth of all known proteins
belong to the category of redox enzymes.*® These can be classified
based on the employed natural electron donating and accepting
compounds into the following classes: dehydrogenases, oxidases,
peroxidases and oxygenases. Dehydrogenases catalyze oxidation
of a substrate (donor) through hydride transfer to a cofactor (ac-
ceptor), which can be a prosthetic group permanently bound to the
enzyme, such as flavin mononucleotide (FMN) and FAD, or a sol-
uble co-substrate transiently associated with the enzyme, such as
NAD(P)".*” In a dehydrogenase catalyzed reduction, however, the
cofactor functions as the donor, while the substrate to be reduced
is the acceptor. In a redox reaction, the substrate forms the other
half reaction needed for the complete process. Equations (3a) and
(3b) show the two half reactions for a dehydrogenase (DHG) cata-
lyzed oxidation of an arbitrary substrate using NADP" as the co-
factor,

DHG
NADP*+H*+2e” — NADPH (3a)
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DHG
SHred = SoxtH'+2¢” (3b)

where S..4 and S, are the reduced and oxidized forms of the sub-
strate, respectively. In an analogous way as was shown above for
the NAD(P)'-NAD(P)H redox couple, the substrate forms another
redox couple, the reduction potential of which is also determined
by the Nernst equation. Equation (4) shows the corresponding
form of the Nernst equation for the substrate with the earlier de-
scribed convention, using the formal potential, E~. Although Eq.
(3b) indicates the involvement of a proton, its contribution to the
reduction potential is included in the formal potential. Equation (5)
shows the overall oxidation of the substrate,

Tl [ OX] (4)

= °” +—
ESQXSH[ed ESoxSHred nF ! [SHred]

DHG
SH;cd+NADP' — Sox + NADPH 5)

The overall electromotive force (AE) of the enzymatic reduc-
tion is obtained as the difference between the reduction potentials
of the half reactions as shown by Eq. (6):

+
JRT |NAD(P)

AE :[ENAD(PWAD(P)H nF [NAD(P)H]]

—(E°' R lnMJ

SoxSHred nF [SHred]

(6)

The validity of Eq. (2) implies that inside living cells the actu-
al reduction potential is primarily dependent on the value of the
ratio [NAD(P)'J/[INAD(P)H]. At pH 7 and equimolar concentra-
tion of both components, the reduction potential of the
NAD'/NADH and NADP/NADPH redox couple is —320 mV vs.
the normal hydrogen electrode (NHE).”® However, if the pH of
interest for a redox reaction differs from pH 7, which is the refer-
ence value for tabulated biological reduction potentials, the actual
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reduction potential (E,u-) may be calculated based on Eq. (7) be-
low,33

ENAD(P)" NAD(P)H (pH=X) = E AD(PY' INAD(P)H

J{(pH-m)x[ AA;H mV "

which indicates that for NAD(P) /NAD(P)H, involving a transfer
of two electrons (n = 2), the actual reduction potential is decreased
by 30.8 mV per unit increase in pH at 37°C. Although the reduc-
tion potential of NAD"/NADH and NADP/NADPH is the same,
their participation in different metabolic processes is rigorously
controlled by the existence of enzymes with strict dependence on
either one of the cofactors as well as compartmentalisation of the
metabolic processes.***°

Living cells exert a rigid control of the catabolic and anabolic
processes, which maintain the NADP'/NADPH and NAD'/NADH
ratios as well as pH in different sub-cellular compartments at a
constant level.*' Additionally, the involvement of the GP and the
PPP in the catabolism of glucose varies between different type of
cells, depending on whether they have a greater need for NADH
and Acetyl-CoA to be used for production of ATP in the mito-
chondria or NADPH and intermediates of the PPP for biosynthe-
sis.* The NADP'/NADPH and NAD/NADH ratios in different
type of mammalian cells have been shown to be of the order of
magnitude of 0.01* and 10-1000,"" respectively. These values
implicate that the reduction potential of the NADP'-NADPH redox
couple is kept on average about 60 mV more negative than the
formal potential, whereas that of the NAD"-NADH redox couple is
kept 30-90 mV more positive than the formal potential (the esti-
mated values are valid at 37°C). The general consequence is that
the NADP"-NADPH redox couple maintains the intracellular envi-
ronment reductive as is necessary in reductive biosynthesis,
whereas the NAD"-NADH redox couple effectively serves as a
sink of electrons as needed in oxidative catabolism.

Based on the description above, the formal potential of the
cellular redox couples, such as NADP'-NADPH and NAD'-
NADH, is determined by the concentration ratio of the individual
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components, indicating the direction of cellular processes, reduc-
tive or oxidative. Furthermore, the actual concentrations of the
reduced components are also significant, since these determine the
cellular reducing capacity. The overall cellular redox environment
(CRE) is hence a combined contribution of the reduction potential
of different cellular redox couples and their reducing capacity.
Equation (8) shows the mathematical formulation of CRE, defined
by Schafer and Buettner as the sum of products of reduction poten-
tial and reducing capacity of each cellular redox couple:*

n (redox couple)
CRE = ) E;x[Red], (8)
i=1

(iii) Perturbations in CRE

CRE and its cellular adjustment have significance in control-
ling different cellular functions, e.g., signaling,***> DNA and RNA
synthesis,*® protein synthesis,”” enzyme activity,** cell cycle,”
ligand binding”® as well as DNA binding and nuclear transloca-
tion,” all of which are ultimately involved in controlling cellular
proliferation and differentiation. Too drastic or uncontrolled per-
turbations in CRE may lead to either programmed cell death
(apoptosis) or necrosis. Schafer and Buetner have proposed a
model, viewing changes in formal potential, controlled or non-
controlled, as nano-switches that trigger different cellular func-
tions or ultimately death.”” The model is devised based on altera-
tions in the formal potential of the redox couple glutathione-
oxidized glutathione during growth, differentiation, apoptosis and
necrosis. Figure 2 shows a schematic representation of the model.

Perturbations in CRE result from cellular functions and patho-
logical disorders as well as environmental factors. However, in
many cases, the causative factors of the perturbations and their
consequences are interrelated, which makes it difficult to catego-
rize the causative relations. Some pathological disorders, e.g., can-
cer, are caused by perturbations in CRE, and upon reaching the full
pathogenic state of the disorder, in this may cause a perturbation in
CRE. A perturbation in CRE resulting from one pathological dis-
order may also trigger another pathological disorder, which is the
case in mitochondrial disorders and neurodegenerative diseases.™
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Figure 2. A schematic view of a nano-switch proposed by Schafer and Buettner to
describe what biological events are triggered upon change of glutathione reduction
potential, and hence the redox environment. The most reductive (negative) envi-
ronment is required for growth. Differentiation is triggered by a moderate increase
in the redox potential, whereas greater positive shifts lead to the onset of apoptosis
or if sufficiently drastic to uncontrolled cell death, necrosis. (The figure is used
with permission from Ref. 33, © Elsevier Science, Inc.)

In microbial strain engineering, perturbations in CRE are desired
results of genetic modifications and able to improve the strain
properties. In the following sections, the diversity of perturbations
in CRE and significance of studying them are illustrated with ex-
amples.

(a) Oxidative stress caused by mitochondrial functions

In the mitochondrial ETC, oxygen is reduced to water by
Complex IV through four consecutive one-electron transfer steps.
Estimations have shown, however, that 1-2 % of the oxygen that is
taken up by cells yields H,O, instead of water.”! The formed H,0,
originates from the superoxide radical (O,”) generated by Com-
plex I”* and 1117 O, ~ formation in Complex I is mediated by
the fully reduced flavine mononucleotide (FMNH,) facing the mi-
tochondrial matrix.”® In Complex III, on the other hand, O, ~ for-
mation is mediated by the ubisemiquinone™ in the ubiquinole oxi-
dation site facing the intermembrane space.”’ Formation of O, ~ is
a nonenzymatic process,58 whereas H,0, is a result of enzymatic
activity acting on the formed O, ~.*° Through interaction with tran-
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sition metal ions, such as Fe**, H,O, can be further converted into
the highly reactive hydroxyl radical (-OH).”

Due to the generation of O, ~, mitochondria considerably con-
tribute to cellular oxidative stress, which has been implicated as a
causal factor for neurodegenerative diseases, such as Parkinson’s
disease,”’ Alzheimer’s disease®’ and amyotrophic lateral sclero-
sis,* as well as cancer® and aging.’*** Oxidative stress contributes
to the development of different pathological disorders by lipid
peroxidation, protein modification and DNA fragmentation.”” To
counteract the detrimental effects of oxidative stress, cells utilize
different defense mechanisms, e.g., conversion of O, ~ into H,0,
by superoxide dismutase and further into water and O, by catalase
or into water by glutathione peroxidase and peroxiredoxin.** The
reactions with glutathione peroxidase and peroxiredoxin involve
GSH and thioredoxin (Trx(SH),), respectively. Upon reduction of
H,0,, these are oxidized to GSSG and TrxS,. GSSG-GSH and
TrxS,-Trx(SH), are cellular redox couples, which significantly
contribute to the overall CRE. In order to maintain the reducing
capacity of these redox couples, and hence an effective protection
against oxidative stress, cells utilize enzymatic reactions for reduc-
ing GSSG and TrxS,. These reactions, catalyzed by glutathione
reductase and thioredoxin reductase, respectively, are dependent
on NADPH as cofactor.”® This shows, inspite of varying functions,
that the pools of different cellular redox couples are interconnect-
ed. The rigorous cellular defense against oxidative stress is capable
of normalizing the perturbations of CRE caused by normal activity
of the ETC. However, the effect of mitochondrially caused oxida-
tive stress may be potentiated in pathological disorders causing,
e.g., abnormal function of the ETC and superoxide dismutase™ as
well as glucose-6-phosphate dehydrogenase deficiency.®

(b) Oxidative stress caused by environmental factors

Organisms are exposed to a multitude of toxic chemicals that
induce oxidative stress (pro-oxidants), e.g., quinines,®® reactive
aldehydes®” and dithiocarbamates,*”® by increasing the intracellular
concentration of reactive oxygen species (ROS) including O, .
Cells have enzymes, e.g., cytochrome P450 (cyt P450) and
NAD(P)H quinone oxidoreductasel (NQOI; also referred to as
DT-diaphorase), that function as a defense against oxidative stress
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caused by external factors. The redox reactions catalyzed by
NQOL1 utilize either NADH or NADPH as cofactor, whereas those
catalyzed by cyt P450 are strictly NADPH dependent. GSH forms
an additional defense mechanism against toxic chemicals by scav-
enging the formed ROS or directly conjugating with the chemicals,
resulting in their expulsion from the cells.” In light of these exam-
ples, it is clear that there is a direct connection between the toxicity
of many chemicals and CRE, which involves the pools of cellular
redox couples and cellular catabolism.

The defense mechanisms provided by Cyt P450 and NQOI
have a fundamental difference; Cyt P450 catalyzes one-electron
reduction, while NQO1 catalyzes two-electron reduction. In the
former case, for instance quinones are reduced to semiquinone free
radicals, which are short lived and tend to oxidize biomolecules,
such as proteins, DNA, RNA or oxygen resulting in the formation
of O,~."" In the latter case, reduction of quinones yields the fully
reduced form, hydroquinone.”' The activity of NQOI has been
shown to function as a strong defense against the effect of harmful
chemicals without directly contributing to oxidative stress.’”

In certain types of cancer, e.g., liver, lung, colon, breast”” and
pancreatic’* cancer, NQO1 gene expression is up-regulated. This
forms the basis for selectively utilizing certain quinones in chemo-
therapy, while the harmful effects on normal cells are mini-
mized.”. By fine tuning the chemical structure of the quinones,
these can be made more prone to autoxidation after having been
reduced by NQO1.”® Upon autoxidation of these compounds, the
resulting oxidative stress selectively causes apoptosis in cancer
cells. Determination of NQOI activity in general,”’ the screening
of NQOI1 substrates suitable as chemotherapeutic drugs,”* or the
screening of compounds inducing expression of NQOI1, have be-
come significant in pharmacology. Aside from up-regulated NQO1
gene expression, cancer cells have also shown an up-regulated
function of the GP™ as a consequence of depressed vasculariza-
tion, and hence lack of oxygen. This results in increased ATP pro-
duction through the GP instead of ATP synthesis in the mitochon-
dria. Furthermore, the increased GP activity results in an increased
NADH availability, which is significant for NQOT1 activity.
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(c) Oxidative stress caused by strain engineering

Microbial strain engineering, with applications ranging from
fundamental research of cellular functions to industrial applica-
tions using microbes, is characterized by modification of metabolic
pathways by gene deletion or over-expression as well as cloning of
a gene from another organism.

The gene PGII, encoding for phosphoglucose isomerase
(PGI), the branch point between the GP and the PPP, has been
deleted as part of the research for the elucidation of mechanisms
that control the function of catabolic pathways in Saccharomyces
cerevisiae (baker’s yeast). S. cerevisiae strains, having undergone
such a genetic modification, are unable to grow only on glucose.”
Results showed that the consequence of PGII deletion was diver-
tion of glucose catabolism into the PPP, causing a rapid depletion
of the NADP" pool,** and hence inability to grow on glucose. In
other words, the growth inhibition in the presence of glucose was
caused by an initial increase in the concentration of NADPH, i.e.,
the reducing capacity of the NADP'-NADPH redox couple, to the
maximal value at the expense of the NADP" concentration. Also
the reduction potential of the redox couple (Enapp /nappu) Was
affected. According to Eq. (2), it was shifted towards more nega-
tive values. Since the increase in the NADPH concentration and
increase in the absolute value of Exapp /nappy CAUSES an increase in
the CRE, it can be expected that the genetic modification could
render the cells more effective in redox reactions relying on
NADPH as the cofactor. This example demonstrates that NADPH-
dependent cellular functions require a CRE that promotes reduc-
tion, but that extreme shifts without a functional mechanism for
recycling between the reduced and oxidized component of the re-
dox couple, growth is not possible.

S. cerevisiae is used for fuel ethanol production by fermenting
lignocellulosic hydrolysates, which contain pentose sugars, such as
xylose, which however cannot naturally be metabolized, by S.
cerevisiae. Through genetic modifications of the metabolic path-
ways in S. cerevisiae, the organism can be made able to ferment
xylose resulting in a high yield of ethanol. Ethanol production
from lignocellulosic hydrolysates imposes, however, a problem:
the acidic pretreatment of the raw material yields toxic compounds
that inhibit fermentation and growth,*' e.g., 5-hydroxymethyl fur-
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fural (HMF). Gene expression analysis of S. cerevisiae has re-
vealed that increased tolerance to HMF is caused by up-regulation
of the ADH6 gene encoding for the NADPH-dependent alcohol
dehydrogenase6 (ADH6), rendering S. cerevisiae with aldehyde
reducing activity.*” Based on this finding, an originally non-
tolerant S. cerevisiae strain can be made able to overcome the fer-
mentation/growth inhibition by over-expressing the ADH6 gene.
This results in a concomitant increase in the consumption of
NADPH. In spite of the subsequent modulation of CRE in terms of
the NADP'-NADPH redox couple, the cells can grow in the pres-
ence of HMF.

(iv) A Functional Definition of CRE

A multitude of diverse cellular functions that are involved in
the responses to and defense mechanisms against oxidative stress
as well as strain engineering necessitate a modification of the defi-
nition of CRE presented by Schafer and Buettner.” By only con-
sidering the reduction potential, i.e., ratio of the oxidized and re-
duced component of cellular redox couples, and the concentration
of the reduced component, i.e., the reducing capacity, an instanta-
neous view of CRE can be obtained. Time-dependent dynamics of
the reduction potential and reducing capacity of a certain redox
couple is dependent on the enzymes/metabolic pathways involved
in its metabolism. Hence, the cellular activity of different redox
enzymes, e.g., cyt P450, NQOI and the complexes of the ETC,
should be determined in order to obtain a more functional defini-
tion of CRE.

2. Techniques to Monitor Cellular Redox Environment

()) Techniques Utilizing Cell Lysates

The increased knowledge regarding the different metabolic
pathways and their relation to the cellular redox couples has raised
the interest to determine the real amounts of the individual compo-
nents or the ratios between the oxidized and reduced components.
The obtained information has then been correlated with the effect
of different nutritional and pathological conditions on the cellular
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redox environment. Accurate determination of the concentrations
of the individual components of redox couples requires utilization
of techniques which are not applicable in the context of live cells.
Methods that still are being used were predominantly developed
already during the 1960’s. The determination of NAD/NADH,
NADP'/NADPH and GSSG/GSH ratios comprises two main tasks,
extraction and detection, which have been separately developed by
different workers. Despite the development of methods to accu-
rately determine the parameters of CRE, the methods based on
disintegration of cells lack a fundamental aspect. They cannot
yield any information of the cellular dynamics with respect to fac-
tors affecting CRE. Each measurement only gives an endpoint
result, i.e., if a concentration-dependent response is needed an in-
dividual determination in a different aliquot of the cell lysate has
to be made. Furthermore, when using cell lysates, each obtained
result is an isolated piece of information lifted away from its origi-
nal context, i.e., each determined factor of CRE is independent of
the cellular machinery that controls the metabolic fluxes and cellu-
lar signaling. These disadvantages in performing assays using cell
lysates have led to development towards methods capable of real-
time monitoring of cellular dynamics.

(ii)y Techniques for Live Cells

(a) Fluorescence techniques

The reduced forms, NADH and NADPH, possess characteris-
tic fluorescence spectra, which can be used for their detection in
living cells. However, due to the fact that their spectra are equal,
they can only be detected collectively without distinguishing be-
tween the phosphorylated and non-phosphorylated forms.* The
employed wavelengths are usually 360 nm (excitation) and 400—
500 nm (emission). In the case of proteins, containing a flavin
prosthetic group, such as FAD in Complex II, the oxidized form
possesses a characteristic fluorescence spectrum with peak excita-
tion at 450 nm and peak emission at 540 nm.** Different metabolic
processes result in changes in the ratio between the oxidized and
reduced forms, NAD(P) /NAD(P)H and FAD/FADH,, causing an
increase or decrease in cellular autofluorescence, when using the
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characteristic excitation and emission wavelengths. These observa-
tions can be interpreted as temporal changes in CRE.

Since cellular autofluorescence, based on for instance NADH,
is weak and background fluorescence in a suspension would be
high enough to mask the minute changes, relevant applications are
primarily based on fluorescence microscopy instead of fluorimetry
in suspensions,® although recently high-throughput single-cell
detection has also been demonstrated using a flow cytometer with
fluorescence detection.® Microscopic detection of cellular auto-
fluorescence ranges from general mapping of glucose metabo-
lism,**” which is reflected in increased NADPH fluorescence by
the activity of the PPP and increased NADH fluorescence by the
activity of the GP as well as the mitochondrial production of
NADH, to applications involved in pharmacology,® toxicology™*°
and neuroscience.””? Different modes of microscopic detection
are, however, affected by a common problem, photodamage, to the
studied biological material,”® caused by the necessarily high light
intensity when exciting the weak fluorophores, NAD(P)H and
FADH,. A solution to the problem has been found in two-photon
excitation microscopy’** which applies the energy of two photons
to reach the energy needed for excitation of a certain fluorophore.
The energy of each of the two photons is exactly half of the needed
energy and hence twice the wavelength of a single photon used in
other modes of microscopic detection. An additional feature that
eliminates photodamage is that only photons in the focus plane
have the sufficient energy to generate two-photon excitation.”

Microscopic detection of cellular autofluorescence is general-
ly considered as a non-invasive method due to elimination of ex-
ogenously added fluorophores, facilitated by the utilization of cel-
lular fluorophores, which are directly associated with the target of
study, CRE. However, complete non-invasiveness cannot be ob-
tained, unless two-photon excitation microscopy is used. Aside
from the problems associated with photodamage, autofluorescence
detection does not facilitate high throughput and easy automation,
which are the prerequisites for applications in areas, such as high-
throughput screening in drug discovery. The lack in high-
throughput can be overcome by using flow cytometry, a technique
that is also amenable to microfabricated systems capable of
providing fast and parallelized detection at single-cell level. Flow
cytometry brings, however, another fundamental problem; each
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observation represents an individual response instead of providing
a real-time response of a single cell functioning as its own control.
This emphasizes the significance of further development of tech-
niques capable of determining both the cellular availability of rele-
vant redox couples, such as NAD(P)"-NAD(P)H, and the activity
of certain key enzymes directly in living cells.

(b) Electrochemical techniques

Bioelectrocatalysis — from Enzymes to Cells. Enzyme cata-
lyzed reactions have been coupled to electrochemical reactions in
order to construct enzyme-based electrochemical biosensors. In the
approach, generally referred to as bioelectrocatalysis,”® the flow of
electrons from a donor via the enzyme to an acceptor must reach
the electrode for the corresponding current to be detected. When
an enzyme is immobilized on an electrode, the prevailing question
is whether the electrons flow directly from the active site of the
enzyme to the electrode or whether some artificial arrangement is
needed to enable the flow. When the flow of electrons takes place
directly from the active site of an enzyme to an electrode, e.g.,
heme-containing enzymes, which have been employed in biosen-
sor applications,””” the phenomenon is referred to as direct elec-
tron transfer (DET). A schematic view of DET is shown in Fig. 3
(upper left panel). DET is not possible, if the distance from the
active site of the enzyme to the electrode is too long or if there are
moieties that cover the active site so that the electrons cannot be
directly transferred to the electrode. In such a case, a small molec-
ular redox active species, such as hydrophobic ferrocene, meldola
blue, menadione or hydrophilic ferricyanide, is needed as an elec-
tron transfer mediator. The electrons from the active site of the
enzyme are delivered to the mediator molecule, which in turn can
diffuse to the electrode where it undergoes oxidation. This mediat-
ed electron transfer (MET) has been widely applied in biosensor
applications '*> '°' and is depicted in Fig. 3 (upper right panel).
The coupling of an enzymatic redox reaction to an electrode pro-
cess at a constant potential using mediator molecules is referred to
as mediated bioelectrocatalysis or mediated amperometry.

In cell-based systems, e.g., anodes of microbial fuel cells,
DET has been demonstrated using both prokaryotic'®* and eukary-
otic'® cells. In order for DET to function, the utilized cells need to
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possess membrane-bound enzymes having the active site toward
the extracellular environment and be sterically oriented toward the
electrode at a distance that facilitates tunneling of electrons. These
applications are, however, still quite few. On the other hand, cou-
pling of the small-molecular electron acceptor, ferricyanide, to the
microbe-catalyzed oxidation of glucose was reported already in the
1960°s."" Since then, numerous applications of cell-based MET
have been published, demonstrating biosensors for, e.g., lactate,'”
glucose,'**'"” ethanol'® and phenol.'” The utilized mediators
range from the hydrophilic ferricyanide and hydrophobic p-
benzoquinone, 2,6-dichlorophenolindophenol and 2-methyl-5,6-
dimethoxy benzoquinone to redox hydrogels with redoxactive os-
mium center ''°. The common feature of all these biosensors is that
only one analyte-sensing enzyme, located in the plasma mem-
brane, communicates with the mediator participating in the bioe-
lectrocatalytic process (Fig. 3).

sProsiletic group

Substrate Substrate

Product Product
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Figure 3. (Upper left panel) Direct electron transfer (DET) from a prosthetic group
of a redox enzyme. An electron from the active site is transferred to the prosthetic
group. (Upper right panel) Enzymes without a prosthetic group or with too long a
distance to the electrode can be connected to the electrode using a small-molecular
mediator that reaches the active site to receive an electron, which it then delivers to
the electrode. The process is referred to as mediated electron transfer (MET).
(Lower panel) Cells with membrane-bound enzymes can communicated with an
electrode via a small-molecular mediator that delivers the electrons to the electrode.
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lower panel). The ability of plasma membrane-bound enzymes of
bacteria to communicate with ferricyanide has also been utilized in
whole-cell biosensors for environmental monitoring. In these cas-
es, instead of sensing a certain analyte, the mediator communicates
with, e.g., the cyanobacterial plasma membrane-bound NADPH
dehydrogenase''' or E. coli plasma membrane-bound respiratory
chain."”” In the cyanobacterial biosensor, NADPH is generated
intracellularly by the photosynthetic electron transport chain,
which is inhibited in a concentration dependent manner by herbi-
cides. The E. coli-based biosensor was developed to replace the
conventional biochemical oxygen demand (BOD) test. The pres-
ence of organic material in the incubation medium increases the
respiratory activity that increases the reduction of ferricyanide, and
hence the bioelectrocatalytic current.

Monitoring of the intracellular redox activity in eukaryotic
cells strictly requires the utilization of a hydrophobic mediator that
can readily cross the plasma membrane into the intracellular envi-
ronment. This approach has been applied in an environmental
whole-cell biosensor based on fish cells and the hydrophobic me-
diator 2,6-dimethylbenzoquinone (DMBQ).'"” The cofactors that
are needed for intracellular reduction of DMBQ are generated in
metabolic processes. The presence of toxic chemicals in the incu-
bation medium perturbs the metabolism, being reflected in the
cellular reducing capacity and consequently in the recorded bioe-
lectrocatalytic current. Scanning Electrochemical Microscopy
(SECM) has been applied to study intracellular redox activity of
human breast epithelial cells (MCF-10A), genetically engineered
breast epithelial cells with over-expression of protein kinase Ca
(11a) and metastatic breast cancer cells (MDA-MB-231).""* Men-
adione in the incubation medium was first reduced to menadiol at
an ultramicroelectrode (UME) of the SECM instrument, which
subsequently diffused into the intracellular environment, where it
underwent reoxidation. The intracellularly generated menadione
was detected at the UME positioned adjacent to the plasma mem-
brane. The technique was capable of mapping differences in the
CRE of the different cell lines, even being able to distinguish indi-
vidual cancer cells in a field of normal epithelial cells.'"

Real-Time Monitoring of Cellular Bioelectrocatalysis. The
double mediator system menadione-ferricyanide has been utilized
for real-time monitoring of dynamic changes in CRE. A light-
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addressable potentiometric system was used to study responses of
different mammalian cell lines.'* The responses were obtained as
ferricyanide reduction rate expressed in uV/s. The study covered
the effects of different inhibitors, such as dicoumarol, epiandros-
terone, iodoacetate, oxamate, rotenone, antimycin A and azide.
The results showed that dicoumarol caused a decrease in the re-
duction rate due to cytosolic inhibition of DT-diaphorase. In this
study, the utilized concentrations did not give any indication of
mitochondrial effects. Inhibition of the PPP with epiandrosterone
strongly decreased the reduction rate in comparison with the effect
of iodoacetate on the GP. This led to the conclusion that NADPH
is the preferred cofactor for menadione reduction. Administered
oxamate increased the reduction rate by blocking the flow of elec-
trons from NADH to pyruvate and further to lactate, resulting in
increased availability of NADH for menadione reduction. The
ETC inhibitors, antimycin A and azide, increased the reduction
rate by blocking reoxidation of menadiol by cytochrome b of
Complex III and transfer of electrons to O, by Complex IV, re-
spectively. Inhibition of Complex IV hence increased the availabil-
ity of electrons for menadione reduction. Inhibition of Complex I,
on the other hand, decreased the menadione reduction rate, since
this inhibition also blocks the transfer of electrons from NADH to
menadione. Work with S. cerevisiae cells immobilized in a Ca*'-
alginate gel on microelectrodes and amperometric detection has
given further insight into the function of mediated bioelectrocatal-
ysis in probing the dynamics of CRE in real-time. The results re-
vealed the significance of a fully hydrophobic mediator when
probing eukaryotic cells with target enzymes in the cytosol or mi-
tochondria.''® Monitoring of the responses of a deletion mutant
strain of S. cerevisiaze, EBY44, lacking the enzyme PGI'' that
functions as a branch point between the PPP and the GP, showed
in accordance with mammalian cells'* that NADPH is the pre-
ferred cofactor for menadione reduction in the cytosol.'® The study
further revealed that the mediator system causes a shift in the met-
abolic fluxes from ethanol fermentation to increased formation of
acetate with concomitant generation of NADPH. EBY44 was also
used together with its parental strain to demonstrate the possibility
of employing multiple microelectrode arrays in conjunction with
multichannel amperometric detection to monitor simultaneously
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Figure 4. The functional principle of the ferricyanide-menadione double mediator
system. Menadione (M) can freely diffuse through the plasma membrane into the
intracellular environment where it undergoes reduction by NAD(P)H-dependent
menadione reducing enzymes (MREs). The reduced form, menadiol (MH.,), is also
lilpophilic and able to diffuse from the cell to the extracellular environment, where
it delivers its electrons to ferricyanide (Fe(CN)s). Oxidation of the formed ferro-
cyanide (Fe(CN),") at the electrode poised at 400 mV vs. Ag/AgCl reference elec-
trode gives a current response that is directly proportional to the intracellular mena-
dione reduction. The technique facilitates the probing of metabolic pathways
through the involvement of NAD(P)H in, e.g., the pentose phosphate pathway
(PPP) and glycolytic pathway (GP), which utilize glucose and other carbon sources
to generate NAD(P)H. The driving force for electron flow from the highly reduced
substrates to the mediators and finally to the utilized electrodes is the increasing
reduction potential of the components involved in the processes along the shown
potential gradient.

the responses of cells representing two genotypes and two pheno-
types, i.e., respiratory and fermentative."” Furthermore, a genet-
ically engineered strain with overexpressed ADH6 gene®' was used
together with its parental strain to demonstrate that increased
ADHS6 activity resulted in an increased reduction of HMF and con-
sequently in a decreased availability of NADPH."

The Function of the Double-Mediator System. Figure 4 depicts
the functional principle of the double mediator system menadione
(M)-ferricyanide ([Fe(CN)s]*") in probing CRE. The hydrophobic
menadione can diffuse through the plasma membrane into the in-
tracellular environment, where it undergoes reduction to menadiol
(MH,;) (Scheme 2) by NAD(P)H-dependent menadione reducing
enzymes (MREs). In virtue of its hydrophobicity, menadione is
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Scheme 2. Intracellularly, menadione undergoes reduction by NAD(P)H dependent
menadione reducing enzymes (MREs) that in many cases catalyze a two-electron
transfer in combination with the transfer of two protons.

distributed between different subcellular compartments, e.g., cyto-
sol and mitochondria. The Supplementary Material of’ gives a
short review of MREs in S. cerevisiae as well as the different met-
abolic pathways, e.g., the cytosolic PPP and GP as well as the mi-
tochondrial TCA, that provide the reduced cofactors, NAD(P)H,
for menadione reduction. MH,, being equally hydrophobic as
menadione, can traverse through the plasma membrane into the
extracellular environment, where it delivers its electrons to
[Fe(CN)¢]*, resulting in reduction of [Fe(CN)s]*™ to ferrocyanide
([Fe(CN)s]*) and concomitant reoxidation of MH,. The formed M
is capable of diffusing back into the intracellular environment and
continuing redox cycling. The formed [Fe(CN)s]*" diffuses to the
electrode, where it is oxidized at the poised potential of 400 mV
vs. a Ag/AgCl electrode, completing the bioelectrocatalytic pro-
cess that couples the intracellular metabolic pathways to the final
electrode process. For each intracellularly reduced M, two elec-
trons are delivered to the electrode.

The utilized hydrophobic mediator, menadione, induces a con-
trolled metabolic perturbation to which the cells respond based on
their metabolic status determined by the available energy source
(e.g., glucose or fructose), as well as the genetic and phenotypic
characteristics of the studied cells. Menadione and other quinones
are known to induce oxidative stress, which the cells tend to coun-
teract by shifting their metabolism toward, for instance, cytosolic
formation of acetate with the concomitant generation of NADPH'®
that has significance in the utilization of GSH as a means to over-



Monitoring of Cellular Dynamics 25

come oxidative stress. The utilized concentration of menadione,
100 puM, can be regarded, however, as non-invasive 18 Wwhen
short-lived measurements using S. cerevisiae cells are conducted.
An example of the function exerted by GSH is the conjugation of
menadione. Although this means that a certain fraction of the in-
troduced menadione is consumed in the conjugation process, the
technique functions as an analytical tool since the same effect is
exerted on all the studied cellular samples facilitating comparison
between different strains, one of which may be a control strain
without any genetic modification. The hydrophilic nature of
[Fe(CN)¢]*™ strictly retains it in the extracellular environment,
where it facilitates a fast regeneration of menadione and enhances
the amplitude of the amperometric signal as well as the kinetics of
the response.'® Due to continued reoxidation of [Fe(CN)]* at the
electrode, only 2 mM concentration is needed to obtain a suffi-
ciently enhanced response during continued measurements to mon-
itor the dynamic changes in CRE.

Menadione competes for the available NAD(P)H in the entire
intracellular environment, and hence, depending on the monitored
cellular processes that influence the CRE, these either produce or
consume NAD(P)H, subsequently increasing or decreasing, re-
spectively, the amperometric response generated by a certain cell
type with respect to the utilized control. Figure 5 shows an exam-
ple of the current response generated by S. cerevisiae cells to in-
troduced menadione based on the CRE represented by the basal
availability of NAD(P)H as well as the increased level of
NAD(P)H as the consequence of introduced glucose that is metab-
olized through the PPP and the GP. Depending on how an experi-
ment is designed, double mediator-assisted amperometry can pro-
vide information of different factors influencing the CRE as repre-
sented by changes in the availability of NADH and NADPH. Gen-
erally, the application of this technique can be divided into two
categories, i.e., study of the effect of

1617 and overex-

e genetic modifications, e.g., gene deletion
pression,'> and
e changes in the cellular phenotype, e.g., between respiratory

and fermentative metabolism.'’
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Figure 5. A current-time trace obtained as the response of S. cerevisiae cells to the
introduction of Fe(CN)s>", menadione and glucose. Due to its hydrophilicity,
Fe(CN)s" cannot enter the cells, and hence no appreciable response is obtained.
Introduced menadione is reduced by MREs based on the basal level of NADH and
NADPH. Upon introduction of glucose, the NAD(P)H availability strongly increas-
es. This is observed as a proportional increase in the recorded current.

Both genetic modifications and changes in the cellular phenotype
can be induced by either mutations, exemplified by different path-
ogenic disorders, or strain engineering in industrial applications of
microbes. Furthermore, in both of the aforementioned categories,
the technique can yield information on the influence of cellular
effectors, such as inhibitors,'” and the activity of cellular redox
enzymes'” as well as simultaneous interaction between different
subcellular compartments, e.g., cytosol and mitochondria."”
Through utilization of microfabricated multiple electrode arrays
(Fig. 6) and multichannel electrochemical detectors, the technique
can be parallelized facilitating, for instance, simultaneous monitor-
ing of dynamic changes in the CRE of different geno- and pheno-
types.'’

Study of genetic modifications. The effect of gene deletion has
been studied using a S. cerevisiae deletion mutant strain lacking
the gene PGI1'® (EBY44)'"” and as the control a laboratory strain,
CEN.PK, having a non-modified expression of PG/I/. When cells
take up glucose and fructose, these are converted to glucose-6-
phosphate (G-6-P) and fructose-6-phosphate (F-6-P), respectively.
In cells having a normal function of PGI, the interconversion be-
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Figure 6. Examples of microfabricated electrode arrays that facilitate parallel meas-
urements when monitoring the dynamic changes in CRE. Both arrays have working
electrodes (WE) with the dimension 25 pm x 1000 pm. The array in the right panel
has integrated counter electrodes (CE) and reference electrodes (RE).

tween G-6-P and F-6-P facilitates channeling of both glucose and
fructose into the two major cytosolic catabolic pathways, the PPP
and the GP (Fig. 7A, right panel). In cells lacking functional PGI,
glucose is predominantly catabolized through the PPP and fructose
through the GP (Fig. 7B, right panel). Hence, introduction of glu-
cose primarily results in an increased availability of NADPH,
whereas introduction of fructose increases the availability of
NADH. The application of double mediator-assisted amperometry
in monitoring the effect of the gene deletion on the cofactor avail-
ability and, hence, the change in the cellular CRE is directly ob-
servable: In the presence of PGI, both glucose and fructose yield
the same response (Fig. 7A, left panel), i.e., both carbon sources
result in the same availability of NADPH and NADH. In the case
of PGII deletion, the obtained response generated by the introduc-
tion of glucose is considerably higher than the one obtained upon
the introduction of fructose (Fig. 7B, left panel), attributed to the
predominant formation of NADPH and NADH, respectively. In
both cases, the responses are presented as relative responses with
respect to the baseline current obtained upon introduction of men-
adione. Although the technique yields data that is analyzed with
respect to the utilized control strain, the results facilitate the con-
clusion that NADPH is the preferable cofactor for cytosolic MREs.
This illustrates the versatility of the technique in fast screening of
the effect of genetic modifications. The validity of the conclusion
made based on double mediator-assisted amperometry was con-
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Figure 7. Relative response of A) CEN.PK and B) EBY44 strain of S.cerevisiae to
introduced glucose and fructose. (Reprinted with permission from '*, © 2007 Amer-
ican Chemical Society.) CEN.PK has normal activity of phosphoglucose isomerase
(PGI), which leads to channeling of both glucose and fructose into the PPP and GP
(right panel in A). In EBY44, the gene encoding for PGI has been deleted (right
panel in B).

firmed by performing complementary studies through metabolic
flux analysis.'®

The effect of gene overexpression was illustrated using a S.
cerevisiae strain overexpressing the ADH6 gene (ADH6 strain),'
capable of reducing HMF, the toxic byproduct formed during
chemical pretreatment of lignocellulose. The obtained responses
were correlated to those generated by the utilized control strain
having an empty plasmid. HMF reduction by ADH6 results in an
increased consumption of NADPH consequently causing a compe-
tition between ADH6 and MREs with respect to the available
NADPH pool (either the basal level or an increased level upon
introduction of glucose) (Fig. 8C). Figure 8A shows the response
of ADHS6 strain and the control strain in the absence of HMF, indi-
cating that both strains had a similar NADPH availability with or
without added glucose. Figure 8B shows the corresponding re-
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Figure 8. A) Current-time traces recorded as the response of a S. cerevisiae strain
overepressing the gene encoding for alcoholdehydrogenase6 (ADH6 strain) (grey
lines) and its parental strain (control strain) (black lines) to the introduction of 2
mM Fe(CN)s> and 100 uM menadione after 15-min incubation with 10 mM glu-
cose (solid lines) and without glucose (dashed lines). B) The same as A) with the
exception that the cells were first incubated for 15 min in the presence of 20 mM
5-hydroxymethyl furfural (HMF). Reprinted with permission from Ref. 13, Copy-
right (2009) American Chemical Society. C) The reduction of HMF to 5-
hydrowymethyl furfuryl alcohol (HMFA) by ADH6 is NADPH dependent causing
a competition between ADH6 and MREs.

sponses in the presence of HMF, revealing that the ADH6 strain
had a several fold increase in the effect of HMF reduction indicat-
ed by the considerably lowered NADPH availability.

The ADHG6 strain and its control strain were also utilized to
illustrate the capability of double mediator-assisted amperometry
in yielding concentration response curves, which facilitate the de-
termination of enzyme kinetic parameters.'> Using this technique,
enzyme kinetic data are obtained by titrating with a substrate or a
cellular effector, e.g., an inhibitor or a competing substrate. Figure
9A shows a titration curve (current-time trace) for the ADH6 strain
and its control strain recorded upon consecutive addition of the
substrate HMF. The curves represent the response of MREs, which
is decreasing due to the decreasing availability of NADPH as a
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consequence of the competition with respect to the common
NADPH pool. The concentration response curves (Fig. 9B) are
obtained by plotting the absolute value of the difference between
two consecutive steady-states, generated upon addition of HMF (in
units of current) (indicated in Fig. 9A) as a function of the total
concentration of added HMF. Enzyme kinetic parameters are ob-
tained upon fitting a concentration response curve to the four-
parameter logistic equation (Eq. 9),

. Top - Bottom
|Ai] = Bottom + (HiTsiope) )
IOg(XCso)
10
1+
log[s]
10

where the bottom and top are the response for the minimal and
maximal curve asymptote, respectively, XCs, is either the ICs, or
ECsy and the Hill slope is the midpoint slope. The concentration
response curve depicted in Fig. 9B does not show, however, the
characteristic sigmoidal shape expected based on a four-parameter
logistic equation. In the case when the Hill slope is equal to 1 and
the initial response in the absence of an added substrate is zero,
i.e., the bottom is zero, the obtained curve is a hyperbolic function,
analogous to the one known as the Michaelis-Menten equation.
Generally, concentration response curves describe the cellular be-
havior in a setting, where either several enzymes or other factors,
such as transport of a substrate or inhibitor into cells, are simulta-
neously active. Hence, even if the mathematical form of the curve
is the same as the Michaelis-Menten equation, the four-parameter
logistic equation is the preferred mathematical representation.
Since the concentration response curves are expressed in the form
of current vs. concentration, the maximal curve asymptote can be

denoted by Iyax and the XCsy by Kla\gpceu , which comprises the

contribution of different factors simultaneously active in the cellu-
lar context. The hyperbolic equation obtained based on am-
perometric measurements can be represented by Eq. (10),
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x[8]
|Ai|=h;g+[] (10)

KM, cell

In order to convert Iyax into a more informative form ex-
pressed as the maximal rate of enzyme activity (Vyax) in, for in-
stance, umol substrate/min, Faraday’s law of electrolysis (Eq. 11)
can be applied to calculate the number of moles of substrate (ngs)
that corresponds to a certain value of current,

VMAX=§=M (11)
T nF

The number of coulombs corresponding to the number of
moles per unit time can be obtained by integrating the current over
the chosen time base (1) of Vyax, such as one minute. In this case,
the necessary integration is simple because each value of the cur-
rent is related to a steady-state, and hence constant. F and n are as
previously defined. Since oxidation of NADPH, which in this case
is the redox equivalent, involves transfer of two electrons, n is
equal to 2, other enzyme kinetic parameters, such as k., and
kea/Km, can be derived based on the determined values of Vyax

and Kal\gpcen by using the number of cells involved in an assay.'’?

Although the determined kinetic parameters should purely reflect
the intracellular electron transfer, they cannot be separated from
other competing contributions. Hence, generally, the obtained ki-
netic parameters also reflect the influence of mass transport of a
substrate or a cellular effector across the plasma membrane into
the cells and out of the cells, the rate of menadiol oxidation by
ferricyanide, mass transfer of ferrocyanide to the electrode and
oxidation of ferrocyanide at the electrode surface.

Study of changes in cellular phenotype. The ability of double
mediator-assisted amperometry in distinguishing between cells
having a different phenotype has been illustrated using S. cere-
visiae cells that are fermentative (without fully functional mito-
chondria) and respiratory (with fully functional mitochondria).'” In
respiratory cells, the CRE is characterized by the function of cyto-
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solic metabolic pathways, the PPP and the GP, which adjust the
level of NADPH and NADH, respectively. In respiratory cells, the
functional mitochondria contribute to the CRE with an additional
pool of NADH originating from the TCA as well as through oxida-
tion of NADH in the ETC. Aside from influencing the availability
of NAD(P)H, the two phenotypes also determine what MREs are
active:" In fermentative cells, only cytosolic dehydrogenases con-
tribute to menadione reduction, whereas in respiratory cells, also
the mitochondrial complexes of the ETC function as MREs. The
study was conducted using fermentative and respiratory cells of
the S. cerevisiae strain EBY44 with the properties described in the
previous section and a control strain (ENY.WA) having an empty
plasmid. Since EBY44 represents a strain with a genetic modifica-
tion, the entire study comprised simultaneous monitoring of dy-
namic changes in CRE due to change in cellular phenotype and
genetic modification. Additionally, the study illustrated the possi-
bility to monitor changes in CRE as a consequence of an inhibitor
as well as simultaneous interaction between the cytosol and mito-
chondria. The utilized inhibitor, dicoumarol (at the concentration
of 30 uM), has a dual effect, i.e., it is capable of inhibiting cyto-
solic dehydrogenases, also comprising MREs, as well as function-
ing as an uncoupler of oxidative phosphorylation.

The obtained results when using glucose as the energy source
indicate that the current response generated by fermentative
EBY44 and ENY.WA (control strain) cells in the absence of di-
coumarol (Fig. 10A) is significantly higher than that obtained in
the presence of dicoumarol (Fig. 10B). This is the consequence of
cytosolic inhibition of dehydrogenases. In the case of respiratory
cells, the current response of EBY44 cells is also lower in the
presence of dicoumarol, whereas the corresponding response of
ENY.WA cells is significantly higher in the presence of dicouma-
rol. In the case of EBY44 cells, glucose is predominantly catabo-
lized in the PPP resulting in the formation of NADPH, which does
not influence the mitochondrial functions, hence primarily reveal-
ing the effect of cytosolic inhibition of dehydrogenases. ENY.WA
cells, on the other hand, catabolize glucose in both the PPP and
GP, the latter of which results in formation of cytosolic NADH.
Electrons from cytosolic NADH as well as metabolic intermedi-
ates from the downstream GP are shuttled into the mitochondria,
being utilized in the TCA and hence able to influence the function
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of the ETC. The increased current response in the presence of di-
coumarol is caused by the uncoupling of the oxidative phosphory-
lation, which functionally enhances the complexes of the ETC to
counteract the disruption of the proton gradient between the mito-
chondrial matrix and the intermembrane space. Although an in-
crease in the current response is observed, it also comprises the
simultaneous effect of cytosolic inhibition that tends to decrease
the current response. However, the effect of the mitochondrial
functions prevails over the cytosolic effect. In this study, corre-
sponding results were obtained when using fructose as the energy
source. In this case, even respiratory EBY44 cells showed a signif-
icantly increased current response due to NADH generation in the
GP, having influence on the mitochondrial functions.

Aside from evaluating the capability of double mediator-
assisted amperometry in revealing different biological functions,
this study also illustrated the possibility of utilizing microelectrode
arrays (Fig. 6) facilitating parallel measurements with a multi-
channel potentiostat. Each cell type can be immobilized on multi-
ple electrodes of a dedicated electrode array. This facilitates simul-
taneous recording of multiple current responses, yielding current-
time curves for each cell type representing different phenotypes
and genotypes during one measurement. In this work, the present-
ed results represent the average of two individual current responses
for each phenotype- genotype combination.

III. MONITORING OF EXOCYTOSIS

1. Biological Function of Exocytosis

Neuronal signal propagation comprises both an electrical and a
chemical mode, the former of which propagates as action poten-
tials generated by opening and closing of Na" and K" ion channels
along an axon increasing the conductance to Na" and K" ions. Up-
on reaching the gap between two neurons, the electrical mode of
signal propagation represented by ionic current is converted into
the chemical mode, which is functional in the finite gap, the synap-
tic cleft, of about 100 nm'" between the two neurons. When a
propagating action potential reaches the synapse, it triggers open-
ing of Ca” ion channels, increasing the Ca*" ion concentration in
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the microenvironment near the Ca®" ion channels of the presynap-
tic neuron to concentrations that may be 1000 times higher than
the normal level of about 100 nM. The entering Ca®" ions, facili-
tated by a cascade of biochemical processes, trigger a fast and reg-
ulated excretion, exocytosis, of a signaling molecule, neurotrans-
mitter that propagates the neuronal signal across the synaptic cleft.
In some literature sources, only acetylcholine, glutamate, glycine
and y-aminobutyric acid (GABA) are categorized as neurotrans-
mitters, whereas others are included in the category of pep-
tides/neuromodulators '*°. In this text, based on the general con-
vention, all the substances that chemically propagate a signal be-
tween two neurons or a neuron and another target cell are classi-
fied as neurotransmitters.'*!

The Ca*" dependent mode of triggering the secretion of differ-
ent regulatory substances, including neurotransmitters, is not,
however, only limited to neurons. Instead, it is conserved from
lower organisms, such as yeasts, to humans,'”” including other
types of cells, such as insulin-secreting pancreatic 3-cells and cate-
cholamine-secreting chromaffin cells of the adrenal gland (a mix-
ture of dopamine (DA), epinephrine (E) and norepinephrine (NE))
and pheochromocytoma cells of adrenal gland cancer (PC12) (DA)
12 In order for a compound to be classified as a neurotransmitter,
it has to be secreted in the Ca®" ion dependent manner from the
presynaptic cells, and the postsynaptic cell must have specialized
receptors, to which this compound functions as a ligand. In neu-
rons, neurotransmitters are stored in small synaptic vesicles (SVs)
of 20-50 nm in diameter, whereas in non-synaptic cells (e.g.,
chromaffin and PC12 cells) the signaling substances are stored in
larger dense-core vesicles (DCVs) of 0.25-1 um in diameter.'®
Two classes of postsynaptic receptors are found in neurons:

(a) ion channels that facilitate fast responses, such as excitatory
and inhibitory postsynaptic potentials, and
(b) GPCRs that facilitate slower signals with longer duration.

Neurotransmitters, such as acetylcholine, glutamate, glycin and
GABA may bind to and activate both types of receptors,'*> where-
as DA, NE and E, exclusively bind and activate GPCRs,I21 which
then via a cascade of intracellular reactions modulate the function
of a certain type of ion channel.
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Studies on chromaffin and PC12 cells have provided to a great
extent the information describing the overall process of neuro-
transmitter exocytosis from the storage vesicles. Despite the fact
that these cells are not neurons and hence, the catecholamines they
release do not function as neurotransmitters, the release mecha-
nism is the same as the one involved in exocytotic release of neu-
rotransmitters by presynaptic neurons. The overall process, sche-
matically illustrated in Fig. 11, can be divided into four stages:'*’

(a) docking,

(b) priming,

(¢) triggering, and
(d) fusion/exocytosis.

The first stage, docking, involves the movement of the vesicles,
loaded with neurotransmitters or other signaling molecules, to the
plasma membrane and their subsequent tethering at the active zone
where exocytosis takes place. Over 30% of the vesicles in chro-
maffin cells are located within 50 nm of the plasma membrane and
are considered to be in the docking state. During priming, the bind-
ing of the vesicles to the plasma membrane mediated by complex
formation between certain plasma membrane proteins and vesicle
membrane proteins is matured making them exocytotically compe-
tent. The influx of Ca®" ions as the result of the opening of ion
channels, mediated by plasma membrane polarization, which in
neurons is represented by the propagating axon potential, serves as
the triggering signal that leads to the final fusion of the plasma
membrane and the vesicle membrane and further to opening of a
fusion pore. Although the formed fusion pores allow diffusion of
molecules out of the vesicles, during an exocytotic event the fusion
pores expand, facilitating an effective expulsion of the contents.
Hence, in exocytosis, the signaling molecules are released as pack-
ages from individual vesicles, referred to as quantal release. In
neuronal synapses, the response of a postsynaptic neuron is the
sum of the individual responses caused by each individual quan-
tum. Even without a propagating presynaptic action potential, in-
dividual quanta can be released from neurons into the synaptic
cleft, however, only resulting in miniature postsynaptic action po-
tentials. Only when Ca®" ions enter a presynaptic cell as the conse-
quence of an action potential, multiple quanta are released in a
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synchronized manner, resulting in a postsynaptic action potential
that propagates the incoming signal.

The process by which the emptied vesicles are recycled is not
fully known. The proposed mechanisms are:

(a) kiss-and-run,
(b) endocytosis, and
(c) endocytosis/endosomal fusion.'"”

According to the kiss and run mechanism, the fusion pore, through
which the neurotransmitter molecules are released, is directly re-
closed followed by formation of a vesicle. The endocytosis mech-
anism, on the other hand, entails a complete fusion of a vesicle
membrane with the plasma membrane, resulting in a flattening of
the vesicle membrane on the surface of the plasma membrane.
This process is then followed by endocytosis mediated by a pro-
tein-assisted guided process to form a closed vesicular structure.
The endocytosis/endosomal fusion mechanism is related to the
endocytosis mechanism with the exception that the endocytotically
formed new vesicles are fused in an endosome, from which mature
vesicles are formed by budding. These proposed mechanisms are,
in fact, not exclusively related to recycling of vesicles that have
undergone exocytosis; the mechanisms involving endocytosis are
derived from other areas of cell biology,'** microbiology'* and
virology."® In terms of exocytosis, the kiss-and-run recycling
mechanism involves a transient incomplete fusion, resulting in
incomplete emptying of the vesicular contents, whereas the endo-
cytotic mechanisms, generally termed as all-or-none exocytosis,'”’
results in complete emptying of the neurotransmitters. Figure 11
illustrates the distinction between the kiss and run and all-or-none
mechanism.

The all-or-none mechanism has generally been considered as
the primary mechanism in cells containing large vesicles, such as
chromaffin,®'?*'% mast,”'*° PC12 and pancreatic B-cells.”” All-
or-none exocytosis has also been shown to be the primary mecha-
nism at hippocampal synapses,*"'** pituitary nerve terminals'*®
and neuromuscular junctions."”* However, in some cellular sys-
tems, a combination of all-or-none and kiss-and-run mechanisms
have been observed,'*® such as hippocampal synapses,"*""*® pitui-
tary nerve terminals,"”’ and mast cells.”*"’ Generally, the kiss-
and-run mechanism is associated with synapses that have low re-
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Cell membrane

Figure 11. A schematic view of exocytosis. (1) A vesicle filled with neurotransmit-
ter molecules approaches the plasma membrane in the active zone. Ca®" influx
triggers the biochemical cascade that results in the tethering of the vesicle to the
plasma membrane. A fusion pore is opened in the tethered vesicle allowing the
neurotransmitter molecules to be partially released. (2) According to the kiss and
run mechanism, the still partially filled vesicle is directly retrieved from the mem-
brane and returned to the pool of reusable vesicles. (3) According to the all-or-none
mechanism, the partially emptied vesicle may undergo a total fusion with the plas-
ma membrane, during which the contents are fully released. (4) The fully emptied
fused membrane section is then retrieved through endocytosis.

lease probability,*' small number of functional vesicles coupled

with high rate of release,*® or small synaptic vesicles.'”” These
three cellular conditions clearly require a high efficiency in utiliz-
ing vesicles, which is the advantage of the kiss-and-run mecha-
nism. A special case of the kiss-and-run mechanism, a flickering
fusion pore, has been observed in connection with DA exocytosis
from small synaptic vesicles of rat ventral midbrain neurons.'®
This mechanism further increases the efficiency of utilizing vesi-
cles as well as controlling the amount of released neurotransmit-
ters. The size of initial fusion pores of small vesicles undergoing
exocytosis by the kiss-and-run mechanism has been determined to
be of the order of magnitude of one ion channel as well as that the
opening has to be a protein structure that is similar to an ion chan-
nel.'""”"* Figure 12 shows a schematic overview of exocytosis
based on the kiss-and-run mechanism with flickering fusion pore.
In the case of the all-or-none mechanism, the number of released
neurotransmitter molecules per quantum is equal to that of the ve-
sicular content, which can be several millions in large vesicles. In
small neuronal vesicles the number of neurotransmitter molecules
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Figure 12. In an exocytotic event based the mechanism kiss and run with a flicker-
ing fusion pore, multiple transient fusion pores are formed. Each fusion pore for-
mation and neurotransmitter release event is interrupted by a temporary retrieval of
the partially emptied vesicle.

can be as low as 3,000-30,000."%" If exocytosis follows the kiss-
and-run mechanism with a flickering fusion pore, the vesicular
content is not fully released in one exocytotic event; instead, only
25-30% is released."*® One vesicle can undergo, however, multiple
exocytotic events.

2. Techniques to Monitor Exocytosis

Instrumental methods for monitoring exocytosis have been the
primary source of information that describes the behavior of the
biological phenomenon in general and specifically for different
cellular model systems. Although electron microscopy has qualita-
tively revealed many features of the exocytotic machinery,'* such
as location and distribution of docked vesicles, only instrumental
methods of monitoring exocytosis upon electrical, mechanical or
chemical stimulation have revealed the fundamental behavior of,
not only the mechanism involved in release of the neurotransmit-
ters or other signaling substances, but also the fusion of storage
vesicles. Exocytosis has been monitored from a wide range of cell
lines, such as chromaffin cells,"*'""** PC12 cells'**'* and pancreat-
ic p-cells."”"'** Additional significance for monitoring exocytosis
has been found by in vitro elucidation of the mechanism, by which
pathological**'> and biological'*'*° states, pharmacological sub-
stances,"’ toxicants'**"**1°! or drugs of abuse'**'®* affect the exo-
cytotic function and machinery as well as how such factors influ-
ence the in vivo function of exocytosis.'®'® The different tech-
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niques that have been utilized for real-time monitoring of exocyto-
sis can roughly be divided into two categories, techniques applying
(i) indirect and (ii) direct detection of the released compound.

() Indirect Monitoring Techniques

(a) Impedance based techniques

The patch-clamp technique was developed for recording of
ion channel activity in terms of ionic currents.'® Modifications of
the principle gave possibility to utilize the method for monitoring
changes in plasma membrane capacitance brought about by bio-
logical activity, such as exocytosis.'*® The capacitance and con-
ductance changes are measured as components of the overall im-
pedance of the cellular system. The technique utilizes a glass pi-
pette, with a bore in the micrometer regime, which houses internal
electrodes and electrolyte. The two possible configurations of the
impedance-based technique are the whole-cell and the cell-
attached configuration. In the whole-cell configuration, the pipette
is inserted into the studied cell, facilitating a direct contact be-
tween the electrolyte inside the pipette and the cytoplasm. The
measured impedance during exocytosis comprises the contribution
of the plasma membrane capacitance, vesicle capacitance and fu-
sion pore conductance. Exocytotic events are detected as a minute
increase in capacitance brought about by the increased membrane
area as the result of fusion of the vesicle and the plasma mem-
brane. The quantal nature of exocytosis can be detected as step-
wise increments in the measured capacitance. Generally, this ap-
proach is applicable for cells with a single membrane-bound cyto-
solic compartment, such as chromaffin cells,'” which can be mod-
eled using a simple equivalent circuit,'”" although it has also been
successfully applied for monitoring of exocytosis in hippocampal
mossy fiber terminals.'”® The disadvantage of this approach is that
the small increase in capacitance due to vesicle fusion is easily
obscured by the larger plasma membrane capacitance. Instead of
perforating the cell, the method was modified by applying suction
that facilitates the attachment of the pipette on the studied cell.
When using this cell-attached configuration, the equivalent circuit
only comprises the capacitance of the vesicle and the conductance
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of the fusion pore. This modification improved the sensitivity,
making it possible to detect the capacitance changes caused by
fusion of small vesicles in nerve cells and revealed the presence of
the kiss and run mechanism'* as well as the conductance change
associated with the initial opening of a fusion pore in human neu-
trophils.'*

Since this technique only measures the capacitance and con-
ductance changes associated with fusion of a vesicle and opening
of a fusion pore, respectively, the measurements do not give any
indication regarding the quantal size or nature of the released neu-
rotransmitter or other signaling substance. In the ultimate case,
fusion of an empty vesicle would yield the same response as a
filled vesicle. Additionally, recycling of the emptied vesicles
through endocytosis (all-or-none mechanism) overlaps with exo-
cytosis, which especially when using the whole-cell configuration
causes problems in resolving the two events.'” Ton channel activi-
ty can also affect the measured capacitance without being associat-
ed with exocytosis'”’ and changes in membrane conductance due
to other biological activity'”” can mask the fusion pore conduct-
ance.

(b) Fluorescence microscopic techniques

Both epifluorescence'*""**'”* and total internal reflection fluo-

rescence (TIRF) (this technique is described more detailed in Sec-
tion IV)'*'"'77 microscopy have been applied for monitoring
exocytotic events. Generally, TIRF microscopy facilitates accurate
observations in virtue of the thin volume element mapped by the
evanescent wave. This has made it possible to monitor exocytotic
events from single vesicles and monitor their behavior, revealing
the presence of kiss-and-run mechanism.'”” When using epifluo-
rescence microscopy, the major problem is caused by accurately
detecting and distinguishing the minute fluorescence changes as-
sociated with exocytosis from the background noise due to the
overall fluorescence. This problem can be avoided by using a
technique termed pre-photobleaching, which allows attenuation of
the background fluorescence up to 90%. Using this technique it
has been possible to resolve even minute fluorescence changes
capable of revealing kiss-and-run mechanism.""'
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Aside from the two employed instrumental techniques in fluo-
rescence microscopy, both of them comprise different methods
depending on which fluorescence label is utilized. One of the
methods is based on a pH-dependent mutant of green fluorescent
protein (GFP), termed pHluorin.'”® By applying genetic engineer-
ing, pHluorin can be fused with a vesicular membrane protein,
yielding vesicles with pHluorin inside the lumen.""'""*'"" Prior to
fusion, the acidic contents of the lumen quench the fluorescence,
and only upon increasing the pH due to mixing of the vesicular
contents with the solution in the extracellular environment, green
fluorescence can be observed. Using this method, it was possible
to resolve the formation of an initial fusion pore followed by com-
plete fusion of the vesicle.'”® Fusion of pH-insensitive GFP to exo-
cytosed peptides and their expression in a host cell line capable of
exocytosis, such as expression of GFP-neuropeptide Y fusion
complex in PC12 cells,'” is another possible method of utilizing
GFP. Although the fused GFP is released as a component of the
vesicular contents, the approach is indirect since the fluorescence
in this case is only visible in vesicles that are in the active zone but
have not fused. When exocytosis has been triggered and the vesi-
cle opens, the fluorescence disappears. The third method for fluo-
rescence based monitoring is based on loading of the vesicles with
a fluorescent dye, such as acridine orange, which is co-exocytosed
with the neurotransmitter or other signaling substance.'*"**'™ In
this case, the fluorescence appears as the consequence of exocyto-
sis. These two latter techniques have been successfully used for
determining the kinetics of exocytotic events.

The advantage of the method utilizing pH-sensitive GFP in
comparison with impedance-based methods is that fusion and re-
cycling of a vesicle can be temporally resolved since fluorescence
is visible only when a fusion pore is open or the vesicle is fully
fused with the plasma membrane. Upon closing the fusion pore
(kiss-and-run) or endocytotically retrieving the vesicular material
(all-or-none), the fluorescence disappears. The general disad-
vantage with the microscopic methods is that no correlation be-
tween the appearing or disappearing fluorescence and the amount
or nature of the released neurotransmitter or other signaling sub-
stance is obtained. In the case of GFP fused with a peptide, the
method is limited to exocytosis of peptides without possessing any
general applicability. The necessity of utilizing genetic engineer-
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ing in order to be able to apply GFP limits the applicability of the
GFP-based methods to engineered cell lines.

(ii) Direct Monitoring Techniques—Electrochemistry

Based on published applications since the initial presentation
of the technique by Wightman and his co-workers,'*' amperometry
has become the most widely used electrochemical technique to
monitor of exocytosis of cateholamines, especially DA. In compar-
ison with impedance-based and microscopic techniques, am-
perometry provides the advantage of directly detecting the release
of many electroactive neurotransmitters and other signaling sub-
stances, such as catecholamines, serotonin and histamine,'’! based
on direct oxidation on the utilized working electrode (WE). The
technique is based on the utilization of carbon-fiber microelec-
trodes (CFMEs) as WEs (the diameters usually range from 1 to 10
pum), the position of which can be adjusted under microscopic ob-
servation using a micromanipulator'® or a scanning electron micro-
scope.'””"*® The electrode surface is placed adjacent to the plasma
membrane of the monitored cell; the distance is usually of the or-
der of magnitude corresponding to the diffusion layer.'* This set-
up ensures that a sufficient temporal resolution is achieved to mon-
itor single-vesicle exocytotic events. Aside from being a very fast
process (in the time regime < 10 ms requiring a potentiostat capa-
ble of data sampling at the rate of 5-10 kHz.) that requires a good
temporal resolution, monitoring of exocytosis of neurotransmitters
and other signaling substances requires an extreme sensitivity due
to the small number of molecules as mentioned above. Amperome-
try has been proven to posses the necessary sensitivity to quantify,
for instance, 31 zmol (~18700 molecules) of catecholamines'*® and
7.8 zmol (~4700 molecules) of serotonin'®' (1 zmol = 1-10"*' mol).
The utilization of CFMEs with continuous improvements in fabri-
cation techniques has also influenced the capability to accurately
determine the position of an exocytotically active zone reaching a
spatial resolution of a single catecholamine vesicle (~ 100 nm).'**

Amperometric monitoring of exocytotic events from single
cells provides a range of information that is useful in characteriz-
ing the biological phenomenon. Figure 13A presents current-time
traces in the form of spikes, each of which represents a single-
vesicle exocytotic event *°. The spikes arise from the nature of the
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events, where a certain number of molecules, representing a por-
tion of or the complete contents of a vesicle, are fast expelled into
the finite gap between the cell membrane and the electrode sur-
face. A current-time trace, showing a succession of exocytotic
events, does not reveal, however, the details needed for obtaining
the relevant biological information. By utilizing, for instance, a
software package for technical graphing, image processing and
data analysis, such as IGOR Pro from WaveMetrics, Inc., it is pos-
sible to create macros that zoom into the individual spikes and
retrieve detailed data of the recorded events. Figure 13B shows a
magnified spike of an exocytotic event among those comprised in
the entire recording of Fig. 13A together with the quantitative and
kinetic parameters that can be amperometrically determined.

The area under a spike corresponds to the charge (Q) that is direct-
ly proportional to the number of released neurotransmitter or sig-
naling molecules (N) from one vesicle during the opening of the
fusion pore or complete fusion of the vesicle membrane with the
cell membrane. The relationship is given by Faraday’s law of elec-
trolysis (Eq. 12b) upon integration of the current-time trace under
each spike (Eq. 12a),

10 pA

Figure 13 A) A 10-second long amperometric recording from PC12 cells. Each
spike corresponds to a single-vesicle exocytotic event. B) A magnification of a
spike (indicated by an asterisk in A). The kinetic parameters are described in the
text. The spike shows the presence of initial neurotransmitter leakage (foot signal)
thorough a fusion pore. Ref. 20, Copyright (2007) WILEY-VCH Verlag GmbH &
Co. KGaA. Reproduced with permission.
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Q= j(t)I(r)dr (12a)
N:%NA (12b)

where 0 and t refer to the time at the beginning and end of a spike,
respectively, and Ny is the Avogadro’s number (6.022 x 10* mol-
ecules/mole). The other parameters are as previously defined. The
height of a spike corresponds to the maximum oxidation current
(imax) that is directly proportional to the flux of released neuro-
transmitters. The peak width at half of i, (t;2) is a robust measure
of the duration of an exocytotic event. Due to irregularities at the
foot of amperometric spikes, the total width is not readily defina-
ble. An additional parameter to describe spikes is the rise-time
(trlse) the delay between lmax(ZO%) and lmax(90%)n s 1max(25%) and
1max(75%)183 OF Imax(3s%) and i lmax(eo%), deﬁmng the slope of the ris-
ing phase of a spike, which serves as a kinetic parameter of the
exocytotic event. Chow et al. have pointed out that t;,. cannot be
explained, however, by an instantaneous release of neurotransmit-
ters from a fused vesicle'® due to the fact that a varying proportion
(in average 34% for PC12 cells'® and 20-29% for chromaffin
cells ") of the spikes of all monitored exocytotic events have a
foot (Fig. 13B), indicates an initial release of neurotransmitters
through a stable but short-lived fusion pore prior to the onset of the
full exocytotic event. The frequency for observing a foot in rec-
orded amperometric spikes has been found to increase with the
size of the vesicles.'*” Considering that foot signals, in the case of
dopamine exocytosis, have a time duration of only a few millisec-
onds and are based on the release of 30—40 zmol of dopamine,
depending on the type of studied cells and the size of the vesicles,
is an additional indication of the performance of amperometric
monitoring.

When monitoring exocytosis from single cells, a large number
of spikes are recorded and, upon analyzing them, a large number
of values for Q, inax, ty, and t;, are obtained. In order to facilitate
characterization of the cellular behavior, a statistical presentation
of the parameters is oftentimes performed to reveal, for instance,
variation in a population as reflected by the behavior of single
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cells. A common approach is to prepare histogram plots presenting
the percentage of the total number of exocytotic events as a func-
tion of the values of the presented parameter divided into classes
with a certain interval (Fig. 14).*° Since, for instance, the number
of released molecules in an exocytotic event can depend on differ-
ent cellular factors, such as modification of the proteins involved
in the exocytotic machinery,® as well as the influence of, e.g.,
drugs of abuse, such as amphetamine,'®*'®* statistical comparison
of the results from single cell experiments can yield significant
information that is relevant for pharmacological studies and activi-
ties of drug discovery.

Aside from the statistical presentations showing the distribu-
tion of Q, the distribution of Q" has also been found to give in-
formation of the vesicular radius (yesicte). Upon the assumption that
the vesicular shape is spherical and the concentration (Cyesicle) 1S
constant, although the number of released molecules (directly pro-
portional to Q) varies based on the duration of the fusion pore
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Figure 14. Histogram plots presented as percentage of the total number of exocytot-
ic events for A) imx, B) Q, C) t, and D) te. From Ref. 20, Copyright (2007)
WILEY-VCH Verlag GmbH & Co. Reproduced with permission.
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opening, by applying Faraday’s law of electrolysis (Eq. 13a) and
the formula giving the volume of a sphere (Vgnere) (Eq. 13b), it is
possible to obtain an equation relating ryesice to Q' "*! (Eq. 13¢):

Nreleased :2 (13a)
nF
4

Vsphere 257“3 (13b)

1

3 )

vesicle =| 7 13

' : [ 4mnFcyesicle ] ( C)

The derivation of this equation comprises the additional assump-
tion that the amount of released substance (Nejeaseq) 1S dependent on
Tyesicle Figure 15 shows the statistical distribution of Ql/ 3 based on
exocytosis measurements using chromaffin cells and illustrates the

significance of determining the statistical distribution of Q"?.'%
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Figure 15. A histogram plot presented for Q'* indicating the presence of
two overlapping distributions. Reproduced with permission from Ref.
189. Copyright (2005), The American Physiological Society.



Monitoring of Cellular Dynamics 49

The presented histogram plot indicates that upon fitting the data to
Gaussian distributions, the skewed distribution was found to be the
sum of two overlapping Gaussian distributions. The result led to
the conclusion that chromaffin cells have two different populations
of vesicles differing in size. The finding was confirmed by scan-
ning electron microscopic (SEM) imaging.

Amperometry can yield accurate quantitative and high-
resolution spatial-temporal information regarding single-vesicle
exocytotic events. However, it cannot distinguish between differ-
ent released substances, such as DA, NE and E. Since, for in-
stance, chromaffin cells may release a mixture of DA, NE and E, it
is of interest to determine what substance is released in a certain
exocytotic event. This has been achieved by using cyclic voltam-
metry (CV) with a fast scan rate (up to 800 V/s) (FSCV) to main-
tain sufficient temporal resolution for distinguishing between neu-
rotransmitters in a single-vesicle exocytotic event.'* The method
has been applied, e.g., for monitoring the release of NE and E from
chromaffin cells'”® as well as histamine and 5-hydroxytryptamine
from mast cells."”’ Since the fast scan rate increases the presence
of capacitive currents, voltammograms for exocytotic events are
corrected by subtracting the background in order to resolve the
current that corresponds to the oxidation of the neurotransmitters
(Faradaic current)."”” The identification of different neurotransmit-
ters is based on their characteristic redox mechanisms. In the case
of NE and E, one oxidation peak is obtained due to oxidation of
the catechol moiety into the corresponding quinone, however, E
gives rise to two reduction peaks, whereas NE only shows one
reduction peak. Both compounds yield a common reduction peak
for reduction of the quinone formed during the anodic scan. The
additional reduction peak of E at a more negative potential origi-
nates from an intermediate, adrenochrome, which is formed as a
result of intracyclization of the secondary amine-containing tail of
E."" In the case of the primary amine-containing tail of NE, such
an intermediate is not formed.

The advantage of amperometry is that it only gives a response
to a substance released from a fusing vesicle, and hence, not if a
fusion involves an empty vesicle. However, it cannot detect mem-
brane-related phenomena involved in exocytosis, such as fusion
pore formation, fusion and retrieval of vesicles. In order to merge
the quantitative capabilities of amperometry and the ability of cell-
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attached impedance-based measurements to resolve the fusion and
retrieval of single vesicles, a new technique, patch amperometry,
has been developed.'”* It has been successfully applied for simul-
taneous quantitative monitoring of catecholamine release and de-
tection of capacitance and conductance changes involved in fusion
pore formation in chromaffin cells"™ and mast cells.”*'®® The
technique utilizes a special glass pipette with an inserted carbon
fiber WE for amperometric detection.'

Microfabricated planar electrode systems. Although the am-
perometric investigations on exocytosis have been conducted to a
great extent using CFMEs, a new approach has emerged based on
lithographic techniques that facilitate fabrication of microelectrode
chips for monitoring of exocytosis. Microfabricated systems have
been used for monitoring of catecholamine exocytosis from chro-
maffin cells,'”*?"" PC12 cells?®?'%*22 and MNID cells,”**
glutamate exocytosis from nerve cells'?*2'% as well as histamine
from RBL-2H3 leukemia cells.”''*"> A more detailed discussion of
microchip-based systems for monitoring of exocytosis can be
found in a recent review by Spégel et al.** These systems introduce
a fundamental difference to monitoring of exocytosis; the detec-
tion involves vesicles in the active zones at the basal cell mem-
brane that is adjacent to a planar electrode surface. In such a con-
figuration, no micromanipulator under microscopic observation is
needed as in the case of CFMEs. An optimal separation between
the electrode and the cell under investigation is automatically ob-
tained since, for instance, in the case of adherent cells, the distance
between the cell and the underlying electrode is determined by the
focal adhesions and close contacts (discussed in detail in Section
IV), which form a microenvironment under the cell having the
same dimension as the distance between a presynaptic and
postsynaptic neuron in vivo. This arrangement is schematically
illustrated in Fig. 16A, depicting a neuron on a planar electrode
and the release of dopamine molecules that are oxidized (Scheme
3) at the applied potential of e.g., 700 mV vs. a Ag/AgCl reference
electrode. Figure 16B shows an Au microelectrode with sediment-
ed PCI12 cells on top. Hence, systems applying microelectrode
chips with planar electrodes facilitate monitoring of exocytosis at a
sufficient temporal resolution and sensitivity to reveal the kinetics
of a single-vesicle exocytotic event with a foot signal (Fig. 13).
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A, B.

Neurotransmitter
vesicle

]
Electrode

Oxidation of dopamine

Figure 16. A) A schematic view of a cell’s active zone adjacent to a planar elec-
trode surface, where dopamine is oxidized. B) A microscopic view of Sedimented
PC12 cells on ring electrodes. From Ref. 20, Copyright (2007) WILEY-VCH Ver-
lag GmbH & Co.KGaA. Reproduced with permission.

However, in such a configuration, the utilized electrodes cannot be
positioned to a certain part of the monitored cell. As the conse-
quence of this, the spatial resolution to some extent decreases. To
overcome this limitation, microelectrode chips with different sys-
tems for guiding and positioning single cells have been devised
with an ability to achieve a sufficient spatial resolution to reveal
the location of an active zone involved in single-vesicle exocytotic
events.

Figure 17 illustrates examples of microfabricated systems that
facilitate, for instance, positioning of single cells on planar elec-
trodes to achieve an improved spatial resolution for revealing the
site of a single vesicle exocytotic event.’"'”® The microelectrode
chip in Fig. 17A (upper panel) features an array of four platinum
microelectrodes around a central opening, an electrochemical

H, H
2 + 2
Hi ‘ZI\C/NH3 NH;’
- "= + 2H* + 2¢-
H " ",
Dopamine

Scheme 3. In oxidation reactions on an electrode, dopamine looses two electrons
and protons to form the fully oxidized quinoid product.



52 A. Heiskanen and J. Emnéus

] Ghemnel O €y o a1 geaniopn D
130 N o —
£ o ! . Fast _t
@D
o1 T T T T 0 Glass
¢ e e oa sdo mo e -
. Light Sourze
2004 Channel G
58 Resi miask 7
=1l ‘ 7 mo 1
R R A e ] 1)
200 B Channal B
et A
< &
- | i EID
o e me om0 oo oo oz carmazt i oo
207 Channel A
150
]
c—m —
o e am o awo o mo e spm T

Figure 17. A) A microscopic view of a chromaffin cell in the middle of an array of
four electrodes (upper panel) (denoted by A-D) that are used as an electrochemical
camera to localize fusing vesicles during exocytotic events. Four simultaneous
current-time traces recorded on the electrodes A-D (lower panel). Reprinted with
permission from Ref. 198. Copyright (2005) National Academy of Sciences, U.S.A.
B) A microscopic view of a PC12 cell on a ring-electrode with an orifice in the
middle (right panel) and a schematic illustration of the structure of a microfluidic
system (right panel) for cell handling in conjunction with monitoring of exocytosis.
The system can be used to capture and retain single cells in the middle of a ring-
electrode by an applied negative pressure of 2 kPA through the orifice. Reprinted
with permission from Ref. 31, Copyright (2008), Reproduced by permission of The
Royal Society of Chemistry. C) A schematic view of a system with ITO as elec-
trode material used to monitor exocytosis under simultaneous optical and fluores-
cence microscopic observation (upper panel), a microscopic view of a single chro-
maffin cell on an ITO electrode (midpanel), a phasecontrast microscopic magnified
view of a chromaffin cell on an ITO electrode (left lower panel) and fluorescence
microscopic view of an exocytotic event visualized by the coexocytosed acriding
orange that had initially been loaded in the cesicle (right lower panel). From Ref.
200, Copyright (2006) WILEY-VCH Verlag GmbH&Co KGaA. Reprinted with
permission. D) A SEM image of an array of well-electrodes used to accommodate
sigle cells during monitoring of exoytosis (upper panel) and a magnified view of a
single well (lower panel). Reprinted with permission from Ref. 197. Copyright
(2003) American Chemical Society.
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camera, allowing monitoring of dopamine exocytosis from single
chromaffin cells accommodated on top of the opening in the mid-
dle of the microelectrode array. With simultaneous measurements
(Fig. 17A, lower panel) using each of the four microelectrodes and
subsequent random walk simulations, the system was demonstrat-
ed to achieve a high spatial resolution in localization of an opening
fusion pore. Figure 17B (left panel) shows a microelectrode chip
having a single PC12 cell in the middle of a ring-shaped microe-
lectrode.*""”® The microelectrode chip formed the central part of a
microfluidic cell handling system used for monitoring of dopamine
exocytosis from PC12 cells. The system is schematically illustrat-
ed in Fig. 17B (right panel).” It facilitated single-cell capturing
and positioning by application of a negative pressure of 2 kPa
through an orifice with the diameter of 3 pm in the middle of the
ring-electrode. After completed exocytosis measurements on a
cell, this could be removed from the orifice by applying a pressure
pulse of 15-25 kPa. After removal of a cell, another cell could be
immediately captured and subjected to exocytosis measurements.
The system provided a high spatial resolution for the localization
of the active zone with the dopamine-releasing vesicle. Figure 17C
shows transparent indium tin oxide (ITO) electrodes that allowed
simultaneous phase contrast (left lower panel) and fluorescence
(right lower panel) microscopic imaging of a cell while am-
perometric exocytosis monitoring was being conducted.”” The
fluorescence microscopic imaging that facilitated the visualization
of catecholamine release from chromaffin cells was based on the
application of acridine orange loaded into the vesicles and subse-
quently co-exocytosed with catecholamines. CFMEs as well as
planar microelectrodes allow monitoring of exocytosis only on one
side of a cell depending on the placement of the utilized electrode.
Figure 17D shows a microelectrode chip with well-electrodes that
have been reported to facilitate exocytosis monitoring from single
cells to detect release from active zones covering a large fraction
of a cell."”’

The applications of microfabricated electrode chips are not
only suitable for single-cell experiments. They have been demon-
strated to facilitate exocytosis monitoring from adherently growing
cell populations in vitro'*?"***"*2122% and in vivo.'"” Monitoring
of exocytosis from a cell population increases the length of the
recording to several seconds, which is the consequence of that a



A. Heiskanen and J. Emnéus

54

*K19100G SWISASOIOIA [BIISO[0Ig puE [ed1WaY)) Y], (8007) WIkdo)
‘12 '3oy woyy uorssiuad yum pajundoy 4 — | sooe) p1odar o) pasn suone[ndod [190 Z1Dd oy Jo mara ordoososor v (g "S[[99 ¢10d (v
ooen) Sunenualojip pue (¢ — | seoen) Surmoid jo suonendod woIj SJUSAS 91)0)£00Xd SULIND SOOI} SWIN-JUSLIND POPI0ddY (V "§] 9InSr]

(vd) v

008




Monitoring of Cellular Dynamics 55

recorded event is an averaged sum of multiple single-vesicle
events from the whole cell population. This measurement mode
offers the possibility to widen the spectrum of detectable com-
pounds, which primarily comprises electroactive catecholamines,
serotonin and histamine,'”’ by using enzyme-based biosensors
instead of only non-modified or chemically modified electrodes.”
facilitating, for instance, the detection of glutamate.'”'®” Figure
18A shows exocytosis recordings from populations of growing
(traces 1-3) and differentiating (trace 4) PC12 cells.” Figure 18B
shows the corresponding cell populations (marked with numbers
1-4). The current-time traces of recordings 1-3, featuring the be-
havior of non-differentiating PC12 cell, show tg. in the regime of
hundreds of milliseconds, t,, of more than a second even for the
smallest population (trace 3) and the decreasing phases have a long
duration. This can be attributed to a non-simultaneous onset of the
exocytotic events in the cells comprising the depicted populations.
On the other hand, in the population of differentiating PC12 cells
(trace 4), especially t;, and the decreasing phase indicate faster
exocytotic process from the population. This can be attributed to

a) a greater synchronization in the onset of the individual exo-
cytotic events,

b) a closer proximity of the differentiated cells to the electrode
surface and

¢) the presence of active zones only in distinct parts of the dif-
ferentiated cells.

These factors make the diffusion of dopamine to the electrode sur-
face faster and the duration of the recorded process shorter. In con-
trast, the more roundish non-differentiated PC12 cells are not
strongly adherent, and the catecholamine-loaded vesicles are dis-
tributed in the entire cell.

Although planar microelectrode chips in amperometric moni-
toring of exocytosis bring about a decrease in the spatial resolu-
tion, they, nevertheless, provide possibilities, which their counter-
parts, CFMEs, do not posses. Lithographic techniques give free-
dom to design and fabricate electrode arrays to allow the realiza-
tion of diverse experimental procedures involved in monitoring of
exocytosis. When the potentials of lithographic techniques in mi-
croelectrode fabrication are combined with techniques to fabricate
microfluidic platforms, even a greater advancement is achieved in
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constructing monitoring systems that facilitate effective realization
of cell handling, culturing and differentiation as prerequisites for
exocytosis monitoring. Such systems are needed for, for instance,
characterization of differentiating neuronal stem cells and their
integration into brain tissue as a means to further develop the reali-
zation of stem cell therapy as a cure to Parkinson’s disease (dis-
cussed more detailed below). Systems allowing cell culturing on
the measurement electrodes facilitate experiments without prior
trypsinization and handling of the cells, which makes them di-
rectly adjusted to the environment where the measurements are
to be conducted. Other advantages of using microfabricated sys-
tems with cultured cells are automation and parallelization. Au-
tomation of measurements in conjunction with microfluidics can
facilitate construction of systems suitable for HTS in, for instance,
drug discovery related to studies on neurotransmitter release. Par-
allelization with the application of simultaneous measurements
of cell populations on multiple electrodes allows monitoring

Working electrode

Counter electrode

Reference electrode |

Figure 19. An overview of a microfluidic system with integrated microelectrode
arrays used to monitor exocytosis from adherently growing cells (upper panel),
microscopic view of the microelectrode arrays (lower left and right panel) and a
close view of the microchip holder (midpanel). Reprinted with permission from
Ref. 215, Copyright (2008) American Chemical Society.
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with statistical control. Figure 19 illustrates a microfluidic system
having an integrated microelectrode ship with a microelectrode
array. The system is capable of the necessary liquid handling to
introduce a buffer solution with an elevated K* ion concentration
as well as automatic monitoring of exocytosis from cell popula-
tions adhering on the electrodes.*"”

Special challenge in fabricating cell handling and electrode
systems for exocytosis studies. Aside from fundamental studies
concerning the mechanism of exocytosis, a new application for
monitoring exocytosis has emerged due to the development of new
treatments for Parkinson’s disease (PD), the second most common
neurodegenerative disease,”'® which causes tremor, rigidity, brad-
ykinesia (slow movement), akinesia (inability to initiate move-
ment)*'” and dyskinesia (involuntary movement)*'® as well as fa-
tigue, depression and sleep disorder.*® Both oxidative stress®® and
genetic disorders®'***° have been implicated as causative factors
for PD. Neurologically, the impairment of motor function is
caused by gradual deterioration and in the end total death of do-
paminergic neurons in the pars compacta of substantia nigra,*"°
which sends neural projections to the striatum. Alleviation of the
symptoms involved in the impairment of motor function has been
achieved by administering L-DOPA, an intermediate of DA syn-
thesis in functional cells. This treatment has been used since the
early 1960’s when the first clinical tests were conducted.””' De-
spite its positive effects, this treatment also suffers from severe
side effects; long-term medication sensitizes DA receptors and
results in chronic overstimulation. The consequence is that L-
DOPA treatment is only useful in the early stage of PD but cannot
provide a long-term cure. Attempts to reduce the need of medica-
tion include for instance deep-brain high frequency stimulation of
ventral thalamic and basal ganglia nuclei,”* gene transfer of the
glial cell line derived neurotrophic factor’ and cell replace-
ment.”**

Cell replacement treatment originates from the 1970’s when
transplantation of embryonic substantia nigra to reinnervate the
regions with diminished or lacking DA supply was shown to be
helpful®**** and since then hundreds of clinical tests have been
conducted.”® Despite its functionality, the major drawbacks of this
approach are the lack of aborted fetuses as source of embryonic
substantia nigra as well as the ethical issues involved in using
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them. A more recent approach in cell replacement is the transplan-
tation of neuronal stem cells (NSCs) that can integrate into the
damaged region of the brain, acquiring properties of the native
dopaminergic neurons and form connections to the regions these
are to innervate.”>?*® However, research in this area is still in its
infancy, and fundamental studies are needed to learn how to con-
trol the differentiation of NSCs to dopaminergic neurons'® as well
as evaluation of the function of implanted already differentiated
and integrated NSCs in brain tissue.””’

These tasks impose new requirements, which are beyond mi-
croscopic observations and immunostaining to visualize the pres-
ence of cellular markers, such as tyrosine hydroxylase (TH), the
rate limiting enzyme in DA synthesis, and -tubulin, which is the
characteristic cytoskeletal structure of neuronal axons.””® Experi-
mental evidence showing that NSCs have acquired TH and B-
tubulin is not a sufficient proof for proper dopaminergic functions,
i.e., active Ca”" dependent exocytosis. Only by conducting studies
on differentiated NSCs, monitoring exocytosis in vitro, it will be
possible to evaluate how successful the procedures to promote
differentiation toward dopaminergic neurons have been. Addition-
ally, only by monitoring exocytosis from differentiated and inte-
grated NSCs upon stimulation of brain tissue, it will be possible to
determine whether integration really has brought about the desired
in vivo functions that have been disrupted in the substantia nigra
of PD patients. To achieve these goals, mere employment of the
different monitoring techniques described above is not, however,
sufficient. Fabrication of systems for handling NSC differentiation
and integration into brain tissue is a prerequisite, indicating the
significance of interplay between monitoring techniques and fabri-
cation techniques. Ultimately, the realization of such systems
providing capability for cell handling and monitoring can provide
improved procedures for drug discovery.
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IV. MONITORING OF CELLULAR ADHESION
1. Biological Functions of Cellular Adhesion

(i) In-Vivo Functions

Tissues in living organisms are composed of cells with differ-
ent functions and morphologies. Cells are not isolated individual
entities but form strictly controlled contacts with their environ-
ment. These contacts contribute to the overall organization and
structural strength of the tissues as well as biological functions of
the cells forming them. The cellular contacts with the surrounding
environment, i.e., the matrix surrounding the cells and other cells
constituting the tissue, can be divided into four main categories:”
anchoring junctions, occluding junctions, channel-forming junc-
tions and signal-relaying junctions. Anchoring junctions comprise
both cell-to-cell contacts between adjacent cells and contacts be-
tween cells and the surrounding extracellular matrix. These junc-
tions are connected to the intracellular cytoskeletal structures
through transmembrane proteins, cadherins (cell-to-cell contacts)
and integrins (cell-to-matrix contacts). Anchoring junctions have
significance in transmitting both physical stress throughout a tissue
and external signals to cells. Occluding junctions form a special
sealing between adjacent cells, such as epithelial cells, contrib-
uting to formation of impermeable barriers. Channel-forming junc-
tions and signal-relaying junctions have significance in direct
communication between adjacent cells. Channel-forming junctions
allow transfer of inorganic ions from the cytoplasm of one cell into
the cytoplasm of another cell, coordinating the spreading of signals
from one part of a tissue into the whole tissue. Signal-relaying
junctions function in transmission of chemical signals between
cells through a gap between the plasma membranes, for instance
transmission of neuronal signals between two neurons through the
action of neurotransmitters over the synaptic cleft.

Cells in different tissues are surrounded by varying combina-
tions of biological macromolecules, which are divided into four
classes, collagens, proteoglycans, structural glycoproteins and
elastin, collectively referred to as the extracellular matrix
(ECM).** Many cell types, such as epithelial, endothelial, and
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muscle cells, are dependent on adhesion to the ECM,; if it is lost
the consequence is apoptosis.”*® This is known as anchorage de-
pendence.”” Collagen refers to a family of proteins with related
biological functions and histologically characteristic structures,
having the main function to provide integrity to tissues.”* Proteo-
glycans are composed of a protein core with one or more glycosa-
minoglycan side chains usually covalently bound to the core pro-
tein.”> Proteoglycans surround cells as gels with different charge
density and pore size. Structural glycoproteins form a diverse
group of ECM components with such members as fibronectin,
laminin and vitronectin. A characteristic feature of structural gly-
coproteins is that they possess binding sites where cells and other
ECM components can bind independently. The interaction of
structural glycoproteins with other ECM components serves in
organizing the structure of ECM. The amino acid sequence recog-
nized by the cellular transmembrane proteins, integrins, is arginin-
glycin-aspartic acid (Arg-Gly-Asp or RGD).”! Elastin is the main
constituent of elastic fibers that form a major part the ECM of
skin, blood vessels and lungs.*

The biological function of the ECM and its different compo-
nents is far from only providing structural integrity and a static site
for attachment for cells. Many biological effects, which are charac-
teristic of growth factors and cytokines, such as regulation of
growth, shape, differentiation, wound healing and metabolic re-
sponses, are also exerted by the ECM and mediated through integ-
rins to the intracellular targets, ultimately resulting in changes in
gene expression.”” These effects are especially characteristic of
the structural glycoproteins, fibronectin and laminin, the latter of
which is significant in formation of neuronal outgrowths™* and
generally in the development of the central nervous system.”> The
fact that different tissues have varying isotypes of laminin controls
the direction of differentiation and serves in maintenance of tissue
phenotypes.”** The gels formed by proteoglycans function as bind-
ing sites and selective sieves that control the residence time and
diffusion of cellular signal molecules, such as growth factors, and
hence directly affect cellular growth, differentiation and other re-
sponses.” The adhesion of cells to the ECM components also
functions as a prerequisite for the more complex process of cell
migration, which is an active interaction between different ECM
components and integrins as well as other cell surface receptors.”’
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It is significant in developing tissues, where especially the struc-
tural glycoproteins serve as guides for cell movements. It is a high-
ly controlled function and mutations that destroy anchorage de-
pendence are the basis for the metastatic, invasive behavior of can-
cer cells *°. Sufficiently strong but reversible binding to the ECM
is necessary for successful cellular migration.”***” This is facili-
tated through allosteric control, i.e., when integrins bind to or de-
tach from external ligands, they undergo conformational changes,
which are translated to the cytoskeleton inside the cell. This is
known as outside-in activation. Migration and cellular movements
can also arise as the consequence of inside-out activation, which is
mediated through the response of cell surface receptors, such as
GPCRs to the binding of their ligands. The response of the recep-
tors reaches the cytoskeleton, from which it is transmitted to the
integrins, translating it into cellular movement.*

(it) In-Vitro Functions

Conditions on a flat cell culture substrate do not correspond to
those prevailing in vivo in a tissue. The three-dimensional structure
of a tissue is exchanged for a two-dimensional one, disrupting cell-
to-cell interactions that are characteristic of a tissue. Cells acquire
a more spread morphology, become more mobile, and a greater
fraction of a cell population undergoes growth. Despite the limita-
tions imposed by the differences between an in vivo tissue and an
in vitro cell culture, specialized cellular functions are expressed,
making a cell culture a useful tool.”*® One of the crucial factors
required for expression of specialized cellular functions is proper
adhesion to the growth substrate. Cellular adhesion to planar
growth substrate can be divided into two categories: close contacts
(CCs) and focal adhesions (FAs).>* CCs represent wide areas with
weak adhesion, having a cell-substrate separation of 30—-100 nm.
FAs are formed by integrins that on the extracellular side anchor
cells to the growth substrate and intracellularly mediate this con-
tact to the cytoskeleton.”** Figure 20 shows an illustration of the
cellular contacts with a growth substrate.

Slightly negative net charge of the culture substrate has been
found to enhance cellular adhesion.”*® Due to this, commercial
polystyrene cell culture plastic ware is treated with ionizing elec-
tric discharge or high-energy radiation. Although sera, which are
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Figure 20. A schematic view of a cell on a growth substrate forming close contacts
(CC) and focal adhesions (FA) with molecular contacts to the substrate.

used in preparation of cell culture media, contain the ECM com-
ponents, fibronectin and vitronectin,”” as well as that some cell
lines are capable of producing their own ECM components re-
quired for adhesion, exogenously added ECM or different ECM
components, such as fibronectin, laminin or collagen,**' are most
often needed. Different exogenously added polyelectrolytes with
amine functionalities, such as poly-D-lysine (PDL)*** and polyeth-
yleneimine (PEI)**’ have also been employed as an alternative for
ECM components. Commonly, the attachment of exogenously
added adhesion factors on the growth substrate takes place through
physisorption, where the forces of interaction range from ionic to
hydrophobic, due to the negative net charge of cell culture plastic
ware, and the often positive net charge of ECM components and
other adhesion factors, such as polyelectrolytes. Research on the
amino acid sequences recognized by cells on laminin and other
structural glycoproteins have given the possibility to replace sur-
face modifications using whole proteins and instead introducing,
e.g., synthetic peptides containing the RGD recognition sequence.
Massia and Hubbel found that for proper cellular adhesion such



Monitoring of Cellular Dynamics 63

synthetic peptides needed to have an additional amino acid spacer
to be used for covalent binding to the cell culture substrate.***
Research on synthetic biomaterials used in implants as well as
the emergence of micro- and nanofabrication techniques in prepa-
ration of cell culture substrates have given rise to new approaches
to produce growth substrates that promote cellular adhesion. De-
spite highly developed fabrication techniques, the purpose is not to
avoid the usage of cellularily recognizable adhesion molecules, but
instead improve their attachment and positioning on the surfaces
through precise patterning. This approach makes it possible to
avoid unspecific adhesion of cells and direct cellular growth and
differentiation to defined areas. The two main directions are to
fabricate either cytomimetic or ECM-mimetic materials.”** Cyto-
mimetic materials have a synthetic environment that mimics the
three-dimensional environment of a tissue with contacts between
the membranes of adjacent cells. In ECM-mimetic materials, the
attachment of ECM components has been controlled through for-
mation of, for instance, patterned silanized regions on quartz for
attachment of vitronectin®® and self-assembled monolayers
(SAMs) of thiols on electrode surfaces for adsorption of fibron-
ectin**> **® The latter approach applied microcontact printing,
where different thiols could be patterned on the electrode surface
to facilitate adsorption of fibronectin on only those regions having
thiols with an optimal functionalization for protein adsorption; the
rest of the surface was made resistant to protein adsorption. Liu et
al. applied electrochemistry to pattern a mixed SAM of carboxylic
acid and hydroxyl group terminated thiols in order to obtain a suit-
able surface for creating a surface-density gradient of fibron-
ectin.”* The attachment of fibronectin was enhanced by covalent
binding through carbodiimide activation of the carboxylic acid
terminated thiols. This approach was utilized for the study of cell
migration driven by a surface-density gradient of the adhesion
factor. Cui et al. applied electrochemistry for modifying electrode
surfaces through electropolymerization of polypyrrole (PPy) to be
used for enhancing the attachment of fibronectin or synthetic pep-
tide adhesion factors 2. Lakard et al. also used electropolymeriza-
tion to generate cell adhesion promoting electrode surfaces.”'
They polymerized PPy, PEI, polypropyleneimine (PPI) and
poly(p-phenylenediamine) (PPPD) to be utilized directly without
any exogenously added adhesion factors. Their results indicated
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that the adhesion promoting properties decreased in the order
PEI>PPI>PPPD>PPy, PEI and PPI being far more superior for
long term culturing than the two other materials. All of the materi-
als had, however, better properties for cell adhesion than unmodi-
fied glass.

2. Techniques to Monitor Cellular Adhesion

Different approaches have been applied for studying cellular adhe-
sion depending on what aspects of the phenomenon have been of
interest. These range from quantification of cells adhering and
migrating on different substrates, qualitative determination of
morphological changes during adhesion, and cellular processes
dependent on adhesion to the determination of the close contacts
(CCs) and focal adhesions (FAs) with emphasis on the mechanism
of cell migration as well as the force of adhesion.

(i) Study of Close Contacts and Focal Adhesions

Since the emergence of scanning electron microscopy (SEM),
it has been an important tool in cell biological investigations. In
the study of cell adhesion, it was the first method capable of giving
a view of fibroblast adhesion and different stages of migration.”
However, the images were obtained using fixed specimen, and
considering the FAs with molecular contacts to the substrate, the
information based on SEM was circumstantial. Interference reflec-
tion microscopy (IRM) was the first method able to yield conclu-
sive evidence of the molecular contacts, locations and dimensions
of FAs as well as the broader areas of CCs during migration of
living fibroblasts.** IRM provides images that are created as inter-
ference between the reflections from the medium-substrate inter-
face and medium-plasma membrane interface.”> Originally, the
method relied on light in the visible range of wavelengths. Howev-
er, the high intensity of light that was needed had harmful effects
on, especially migration of cells, only allowing short-term moni-
toring. With the introduction of near-infrared illumination, the
method has been improved to eliminate the harmful effects high
intensity visible light, now facilitating long-term monitoring of
cellular adhesion and migration.”* Development in fluorescence
microscopy led to the emergence of total internal reflection fluo-
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rescence (TIRF), which with greater resolution could map mem-
brane topography and cell-substrate contacts of living cells’ by
relying on the evanescent wave of a laser beam with an angle of
incidence giving rise to total internal reflectance. This approach
makes it possible to selectively excite fluorescent labels on the
surface of the basal plasma membrane of an adhering cell without
increased background fluorescence due to excitation of the non-
adsorbed fluorophores in the bulk solution around the cell. Anoth-
er technique that has become an important tool in cell biology with
applications in the study of cellular adhesion and migration is con-
focal laser scanning microscopy (CLSM), which allows selective
detection of excited fluorophores in one focal plane at a time.**®
Through the application of convolution techniques, images from
individual focal planes can be combined to yield a three-
dimensional view of the cellular adhesion zone. Further instrumen-
tal developments have merged CLSM and TIRF,”’ facilitating
even more accurate studies of cellular adhesion.”®

(i) Study of Cellular Morphology

Aside from effects on the CCs and FAs, cellular adhesion
changes the overall cell morphology. This is mediated through the
integrins to the cytoskeleton. Phase contrast””?' and bright-
field*®® microscopic observations have been applied as a method
for evaluating the effect of different surfaces or biochemical re-
sponses on cell morphology. Changes in morphology can be regis-
tered as an increase or decrease in the footprint area of individual
cells, i.e., cells become either more or less spread, as well as
change the shape from fusiform to more roundish shape. Since
morphological changes reflect the status of the cytoskeleton, fluo-
rescence staining using suitable antibodies has been employed in
evaluating cellular responses that are reflected in adhesion. Both
conventional fluorescence (epifluorescence) microscopy**>*** and
CLSM?%%% have been used for visualizing the stained cytoskele-
tons. Combination of microscopic techniques with time-lapse vid-
eo monitoring®® 2> 267-26% hag facilitated the development of four-
dimensional monitoring of cellular adhesion and migration269, ie.,
the three-dimensional microscopic images obtained using CLSM
can be generated with a temporal dimension. Aside from light and
fluorescence microscopy, SEM has been utilized for observing the
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morphology of fixed cells.”® A new technique that facilitates ob-
servation of morphological changes using live cells is atomic force
microscopy (AFM), which allows probing of cellular morphology
in either contact mode, using a constant vertical deflection of the
AFM cantilever tip, or by performing indentation experiments,
during which the cantilever tip presses the soft plasma membrane
until it reaches the harder cytoskeleton.””® The contact mode yields
height images that correspond to the true cellular morphology,
whereas indentation experiments yield force distance curves, pri-
marily reflecting the structure of the cytoskeleton instead of the
true morphology of the studied cell.””! The AFM technique has
been employed in studying the dynamics of the cytoskeletal organ-
ization of adhering cells,””**’® the mechanical pulses in single car-
diomyocytes,””” the migration of fibroblasts*’’ and the mitotic cy-
cle of adhering cells.*”**"”

(iii) Study of Cellular Adhesion Forces

The study of forces involved in cellular adhesion elucidates
the strength of the bonds formed between cell surface receptors,
such as integrins, and the components of the ECM. Another area of
interest is the interaction between cells and artificial surfaces. The
developed methods can be divided into applications for cell popu-
lations and single cells. These approaches are used for either ob-
taining general knowledge regarding adhesion forces on different
surfaces or studying the effects of different chemicals on the cyto-
skeletal organization and cell surface receptors. In the study of
adhesion forces on population level, the general procedure is to
apply different detaching forces and determine the fraction of cells
remaining adherent. This yields a curve of percent adhesion as a
function of the applied force. The detaching forces have been ap-
plied using, e.g., shearing in a laminar flow,” centrifugation in a
specially constructed centrifuge®'*? or spinning on a disc.”® On
single cell level, the utilized methods initially involves pulling or
suction of cells from the growth substrate using, for instance, mi-
croneedles™ or micropipettes,”*?*’ allowing accurate determina-
tion of the adhesion force down to the order of magnitude of
piconewton. The more recent instrumental development has made
especially AFM significant in determining cellular adhesion forces
by using cantilever tips modified with ligands, such as conca-
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navalin A*™ and beads coated with vitronectin®® or collagen,*
that can bind to the cell surface more strongly than the cellular
adhesion force to be measured.

(iv) Study of Cell-Substrate Interactions

The above presented techniques to study cellular adhesion
have found wide usage in cell biology and biophysics. They have
provided valuable information regarding the fundamental behavior
of the phenomenon and the different factors affecting it. These
techniques suffer, however, from labor-intensive procedures, low
throughput, inability to be automated, and in many cases need of
expensive instrumentation. Additionally, they primarily provide a
possibility for endpoint detection instead of real-time detection of
cellular dynamics involved in adhesion and migration. As a special
example can be mentioned AFM-based monitoring of the dynam-
ics in cellular migration.””” Generally, the method facilitates ob-
servations on only one cell at a time, and despite attempts to im-
prove the throughput by only scanning a small portion of the over-
all cell area, it is time consuming to monitor the organization of
the cytoskeleton as a function of time. The temporal resolution is
not by far sufficient for studying fast biochemical responses re-
flected in cellular adhesion. Hence, these methods cannot provide
the necessary tools for activities involved in toxicological testing
and HTS in drug discovery.”'

Due to the involvement of cellular adhesion and reorganiza-
tion of the cytoskeleton as response to different surfaces as well as
cellular effectors that trigger, or modulate cellular signaling
through the activity of, e.g., GPCRs, monitoring of cell-substrate
interactions has gained significance in drug screening. Three
methods, quartz crystal microbalance (QCM), optical waveguide
lightmode spectroscopy (OWLS) and electrical cell-substrate im-
pedance sensing (ECIS), have emerged since the 1980’s, providing
means for quantitative real-time monitoring of cell-substrate inter-
actions without using fluorescence labeling.

(a) Quartz crystal microbalance (OCM)

The central functional part of a QCM system is a sensor made
of an oscillating quartz crystal disc coated with metal, such as
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gold, on both sides. The oscillations of the disc at the fundamental
frequency on megahertz level are driven by a sinusoidal potential
poised between the metal surfaces. The change in the resonance
frequency (Af) of the disc is directly proportional to the added
mass load (Am) on the surface according to Sauerbrey equation,*”
which is strictly valid for thin films, such as chemical surface
modifications® and adsorbed proteins.”* In the case of layers
with viscoelastic properties, such as cells, the oscillations undergo
damping caused by dissipation of energy due to frictional forces™’
and described by a damping factor AR, measured as resistance.
When QCM is used to monitor cellular adhesion, the observable
effects are a decrease in Af and an increase in AR. Aside from
studies of cellular adhesion and spreading on different surfaces,”®
32 QCM has been employed in monitoring responses to cellular
effectors, such as nocodazole,’” which causes disintegration of the
cytoskeleton, and paclitaxel, a chemotherapeutic substance initiat-
ing apoptosis.’® Cellular responses that result in alteration of the
cytoskeletal organization are reflected in Af and AR in a concentra-
tion-dependent manner, yielding sigmoidal concentration-response
curves. Instrumental development has made it possible to more
accurately determine the behavior of cellular adhesion by monitor-
ing Af and the energy dissipation due to the viscoelasticity (denot-
ed by AD) of the cell layer simultaneously at the fundamental fre-
quency and several overtones (QCM-D).***

(b) Optical waveguide lightmode spectroscopy (OWLS)

In an OWLS system, a layer of an optically dense material
(waveguide), such as TiO,, with a refractive index higher than that
of the medium above it, is coated on a support. At a certain critical
angle of incidence, a plane-polarized laser beam is totally reflected
at the interface and guided to propagate inside the waveguide.’”®
At the surface of the waveguide, an optical grating diffracts and
couples the light that propagates in the waveguide, generating a
multitude of internal reflections. The light propagating inside the
waveguide generates an electromagnetic field, referred to as an
evanescent wave (the generated evanescent wave is based on the
same physical principle as the one utilized in TIRF) that causes a
perturbation in the medium-waveguide interface,’” interacting
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with materials deposited at the interface. The evanescent wave can
penetrate into the medium beyond the interface to a depth propor-
tional to the wavelength of the utilized laser beam,’®’ being about
100 nm for a laser beam with the wavelength of 633 nm.”' Depo-
sition of new material, such as proteins,’® at the waveguide-
medium interface causes a change in the refractive index of the
interface, consequently generating a phase shift in the evanescent
wave.*” The change in the angle of incidence needed for maintain-
ing the evanescent wave in phase serves as a measure of the
change in the refractive index, giving a direct correlation with the
amount of material deposited at the interface. The same principle
applies to monitoring of cellular adhesion on the surface of an
OWLS sensor. Cellular adhesion and spreading increase the refrac-
tive index due to an increase in the occupied area, whereas the
response to compounds, such as colchicines that disrupts the cyto-
skeletal structures, shows the opposite effect, i.e., due to the dis-
ruption of the cytoskeleton, the cells become more roundish, which
decreases the occupied area, and hence the measured refractive
index.*” Applications of OWLS in studying cellular adhesion
range from adhesion and spreading of different cell lines’”>'? to

monitoring of cellular growth®''*'* and the effect of toxic chemi-
calg, 309311313

(¢) Electrical cell-substrate impedance sensing (ECIS)

Impedance-based monitoring of cellular adhesion, spreading
and motion originates from the first published experiments by Gie-
aever and Keese in the early 1980’s.’'**!"* The initial motivation
was the lack of temporal and spatial resolution in the conventional-
ly employed microscopic techniques to detect the subtle and tran-
sient morphological changes caused by biological phenomena.
Impedance measurements are conducted by applying sufficiently
low frequencies (f) of sinusoidal ac potential, where the modula-
tion of the interface impedance is the primary contributor to the
measured values. The basis for impedance measurements to moni-
tor cellular adhesion, spreading and motion is related to the insu-
lating properties of cell membranes. Generally, the behavior of a
cell layer on electrodes is modeled as a resistor and capacitor in
series. Impedance (Z), which is the transfer function relating the
applied sinusoidal potential to the recorded current response, is
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Figure 21. A schematic illustration of the usual measurement circuit for impedance
monitoring of cellular adhesion, showing a cell culture platform with cells on a
small WE and a large CE. The measurements are made using a lock-in amplifier
with a function generator for applying the sinusoidal potential and a phase sensitive
detector for detecting the in-phase and out-of-phase potentials that are proportional
to the real and imaginary component of impedance, respectively. A computer is
interfaced to the lock-in amplifier for collecting data. In order to limit the current
cells encounter in the system, the sinusoidal potential is applied through a shunt
resistor in series with the electrodes.

directly proportional to resistance (R) (Z o« R) and inversely pro-
portional to capacitance (C) (Z o« 1/C) (Eq. 14):

Z=R-$, (w=2xf) (14)

Resistance and capacitance, in turn, are inversely (R o« 1/A) and
directly proportional (C o A) to the unoccupied electrode area,
respectively. Hence, an increase in the cellular coverage on an
electrode causes an increase in the measured resistance (the real
component of impedance) and decrease in the measured capaci-
tance (the imaginary component of impedance), causing an overall
increase in the interface impedance. The most commonly used
configuration for measurements is depicted in Fig. 21, showing a
large counter electrode (CE) and a small WE, making only the
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contribution of the WE significant for the overall impedance. In
the initial studies of Giaever et al.,*'* the CEs had an area of 2 cm’?,
while the area of the WEs was in the size regime of 10 cm”. In a
usual measurement protocol, the impedance changes are monitored
at a constant frequency, such as 4 kHz, which primarily shows a
manifestation of increasing resistance.

Experiments conducted and published at the early stage of
impedance-based monitoring of cellular adhesion, such as charac-
terization of adhesion on protein coated surfaces,”'®*'” monitoring
of morphological changes due to biochemical processes®'’ and
monitoring of cellular motion,*'® paved the way for future devel-
opments of the technique. The modeling of cellular motion was
based on the following assumptions or simplifications:*'®

(a) cells are described as disks,

(b) only the current flowing radially between the basal cell
membrane and the electrode and through the junctions be-
tween adjacent cells is considered significant,

(c) the current density between the basal cell membrane and the
electrode is considered to remain constant in the vertical di-
rection, and

(d) capacitive current can flow through the cells.

Figure 22 shows a schematic view of the cellular model and Eq.
15a-d are the individual differential equations that have been de-
vised to describe the cellular behavior:

Ldv =29 (15a)
h2zr
Zn
v 15b
Vo=V 27zrdrdIn (1)
V - Vm==2" g1, (15¢)
27rdr
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Figure 22. A schematic view of the model describing the behavior of a confluent
monolayer of adherent cells. Shown are the different potentials, currents and re-
sistances that have been utilized to derive the differential equation that describes the
cellular interaction with an electrode surface. Reprinted with permission from Ref.
318, Copyright (1991) National Academy of Sciences, U.S.A.

The parameters in the differential equations, indicated in Fig. 22,
have the following significance: V, and V,, are the electrode po-
tential and the potential in the medium outside the confluent
monolayer of cells, respectively, V is the potential in the microen-
vironment under the basal cell membrane, I, and I, are the current
at the electrode-medium interface and the capacitive current
through the cell layer, respectively, I is the current flowing radially
under the basal cell membrane and the electrode and further
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through the tight junctions between the cells, p is the resistivity of
the culture medium and h is the height difference between the ba-
sal cell membrane and the electrode. The individual differential
equations indicate the radial potential drop in the microenviron-
ment between the basal cell membrane and the electrode (Eq. 15a),
the potential differences between the electrode, the microenviron-
ment under the basal cell membrane and the culture medium out-
side the confluent monolayer of cells (Eq. 15b-c) as well as the
difference in current between that of the electrode-medium inter-
face and the one through the cell layer (Eq. 15d). The overall dif-
ferential equation (Eq. 16) is obtained by combining the ones pre-
sented as Egs. (15a)-(15d):

d>V 1dv 2
+———7“V+ =0 16a
T 7°V+p (162)
yzzﬁ(L+LJ (16b)
h\Zn Zm
Pl Vn Vm
P h[Zn ij (169

The mathematical solution of the differential equation (Eq.
16) yields the impedance (Z.) that describes the cellular behavior
in a confluent monolayer in terms of the devised model (Eq. 17):

_Zm
R /. ZotZn (17)
Ze Zn| ZntZm pre IO(er) [1 lj
L= +Rp| —+—
2 Tilyre) Zn Zm

Based on the solution, the factors that contribute to cellular adhe-
sion and motion are the resistance between adjacent cells (Ry), the
average radius of cells (r.) and the height difference between the
basal cell membrane and the electrode (h), which is a part of the
parameter y. Other parameters that appear in the mathematical so-



74 A. Heiskanen and J. Emnéus

lution are the modified Bessel functions of the first kind of order 0
and 1, Iy and I;, respectively. This indicates that although the pri-
mary effect of cells on electrodes is related to the occupied elec-
trode area, impedance measurements can provide detailed infor-
mation of cellular adhesion far beyond merely monitoring the
changes in the occupied electrode area. In comparison with QCM
and OWLS that also have been applied to monitor cellular adhe-
sion in terms of cell-substrate interaction, impedance measure-
ments facilitate more diverse biological testing of cellular func-
tions that influence adhesion. For instance, when cells undergo
morphological changes, the only effect is not just a change in the
occupied area, i.e., the footprint of the adhering cells. Instead, cells
may retract the FAs transiently or irreversibly from the electrode
surface, increasing the height difference between the basal cell
membrane and the electrode, i.e., the microenvironment defining
the CCs. Furthermore, in the case of cell types that form tight junc-
tions between themselves, such as endothelial and epithelial cells,
impedance measurements can contribute to evaluating biochemical
processes that affect the barrier function of the tight junctions.

When utilizing the method for determining the influence of
different cellular effectors on h and Ry, Z, is initially measured at
different frequencies (can be done by acquiring impedance spec-
tra), Z,, is obtained by approximating the cell membrane capaci-
tance as 1 pF/cm? and r, as well as p are obtained from independ-
ent experiments. These initially defined values can then be utilized
for fitting the impedance measurements on electrodes with a con-
fluent monolayer of cells (can be done by acquiring impedance
spectra) to the model. Figure 23 shows two impedance spectra, one
for an electrode without cells and one with a confluent monolayer
of fibroblasts (WI-38 VA13). As the result of curve fitting based
on Eq. 17 one can obtain Ry, and yr., which yields h. Values of h,
calculated based on impedance measurements, have shown ac-
ceptable agreement with those performed using TIRF.*'®

Since the technique utilizes the interaction of the studied cells
with the electrode surface and the measured impedance represents
the electrode interface impedance, the technique was originally
termed as the electric cell-substrate impedance sensing (ECIS"™)°
and commercialized by Applied BioPhysics, Inc. As the model
based on the differential equations implies, the technique can pro-
vide information of several biologically significant factors related
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to cell adhesion. Applications have covered areas, such as monitor-
ing of the endothelial barrier function upon widening of cell-cell
junctions using o-thrombin,® effect of a-thrombin and histamine
on focal adhesions of endothelial cells,’"® motion and morphologi-
cal changes as a consequence of metabolic activity’*” and changes
in external pH,321 DNA transfection,** electropora‘[ion,323 wound
healing’ and toxicological testing.*****® All of these biological
processes comprise a combination of functional modes that affect
the area each cell occupies as well as the distance from the growth
substrate and the tightness of cell-cell contacts.

In the diverse application areas mentioned above, the common
feature has been the utilization of cells, such as fibroblasts, endo-
thelial and epithelial cells, that strongly adhere on the electrode
surface and form tight junctions between themselves. In the case of
cells that are poorly adherent and do not form tight junctions, such
as PC12 cells, impedance measurements result in a low response.
Furthermore, the formed cell layers are not necessarily confluent
unless a high cell density is seeded on the electrodes. Different
approaches have been tested to improve the sensitivity of imped-
ance measurements using PC12 cells. Slaughter et al. have pre-
sented an approach to bind covalently ECM components, laminin,
collagen and fibronectin, on electrodes modified with thiols having
an amino endgroup.’”’” The covalent binding was based on car-
bodiimide activation of carboxylic acid groups on the proteins and
their subsequent reaction with the amino functionalities on the
electrode surface. The best adherence was obtained using laminin
covalently bound on cysteamine modified electrodes. During
measurements using an initial cell density of 10° cells/well in an
ECIS® platform from Applied BioPhysics, Inc., having WEs with
a diameter of 250 um, the real component of impedance measured
at 4 kHz increased 1.5 fold with respect to the initial level during a
32.4-hour culture period. However, these measurements primarily
mapped the initial adhesion due the high cell density, hence not
facilitating long-term culturing. Heiskanen et al. utilized an ECIS®
platform, where the electrodes were modified with physisorbed
branched polyethyleneimine (M,, = 25 kDa), and the initially seed-
ed cell density was 2 x 10° cells/well.?! This approach facilitated
long-term culturing for 168 hours, during which measurements
were conducted every hour at the frequency of 4 kHz. In the end of
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the culture period, the real component of impedance closely
reached a 1.4 fold increase with respect to the initial level.

When conducting impedance measurements to obtain biologi-
cally significant information regarding cellular behaviour, data
presentation is a crucial part of a successful protocol. In toxicolog-
ical testing conducted on fibroblasts utilizing ECIS® platforms,
Xiao et al. noticed that toxic effects of different chemicals were
concentration and time dependent,’*® affecting both the cellular
growth rate and the interaction between the cells and the elec-
trodes. This was reflected by the real component of the measured
impedance. These studies led to development of the mathematical
procedure for presenting the data obtained in impedance measure-
ments, which is described by Eq. 18,

£(C,t)=k(C,t)[1+n(C,t)]*" (18)

where (f(C,t)), (n(C,t)) and (k(C,t)) are the concentration and time
dependent real component of the measured impedance, cellular
growth rate and the change in interfacial resistance caused by an
individual cell on an electrode, respectively. t is the length of the
lag phase between the cell seeding and the onset of the normal
growth. This approach facilitated the evaluation of toxic effects
that are either chronic or acute. In the case of chronic effects,
1n(C,t) approaches zero, whereas for acute effects k(C,t) approach-
es zero. f(C,t) at different exposure times could then be plotted as a
function of the applied concentration to obtain a sigmoidal concen-
tration response curve that could be used for determining the 1Cs
of the introduced toxicant (Fig. 24).

Further development of ECIS® and other, mainly commercial
systems, has shown that the main contribution of the technique is
found in applications involved in toxicological, pharmacological
and cell biological applications. A detailed review of systems and
classification of applications for monitoring of cellular adhesion
through impedance measurements can be found in a review by
Spégel et al.** Other commercial systems are the real-time cell
electronic sensing (RT-CES®™) from ACEA Biosciences, Inc.,
CellKey™ from MDS Analytical Technologies and adcon plate
from Bionas® GmbH. The common feature of these systems is that
interdigitated electrodes (Fig. 25A), covering the majority of the
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Figure 24. A) Impedance responses of fibroblast cells to CdCl, (panel 1), ben-
zalkonium chloride (panel 2) and NaHAsO, (panel 3) presented as f(C,t) as a func-
tion of the exposure time (the details of the data presentation are discussed in the
text). The applied concentrations (uM) were: CdCl, a) 2.9, b) 4.6, ¢) 6.2 and d) 8.1;
benzalkonium chloride a) 15.2, b) 18.3, ¢) 21.3 and d) 30.4; NaHAsOj, a) 45, b) 60,
¢) 140 and d) 200. B) Concentration-response curves at t = 16 h for the responses
shown in B) featuring inhibition (ICso in uM) by CdCl, (4.0) (panel 1), benzalkoni-
um chloride (14.0) (panel 2) and NaHAsO, (50.1) (panel 3). Reprinted with permis-
sion from Ref. 326, Copyright (2002) American Chemical Society.

area of a cell culture well, are used for impedance measurements
instead of a large CE and small WE. In this case, the behavior of a
cell layer on electrodes is modeled as a resistor and capacitor in
parallel. The consequence of using interdigitated electrodes is that
both the CE and WE have an equal contribution to the measured
interface impedance. This decreases the influence of the imped-
ance associated with the bulk solution®”® and increases the repro-
ducibility of measurements since even a small number of seeded
cells (shown to be detectable down to 125 cells) causes a propor-
tional contribution to the interface impedance™ (Fig. 25B). Addi-
tionally, this approach provides better possibilities for miniaturiza-
tion and parallelization necessary for effective utilization in, e.g.,
HTS in drug discovery.”’
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Applications of the systems comprise, e.g., pharmacological
(morphological changes associated with GPCR activation induced
by ligand binding”**" and tyrosine kinase receptor activity>'), drug
discovery®® and toxicological’®>** studies. Figures 26A and B
show results of impedance based monitoring of GPCR activation
using the RT-CES® platform. In applications with RT-CES® plat-
forms, the cellular responses are described with the Cell Index
(CI), which is dependent on the parallel resistance of electrodes
having adhering cells (R.(f)) and electrodes without cells
(Ro(f;)). The mathematical relation is shown in Eq. (19),

Cl=maxi-1.N {{RCL](M} —1} (19)

Ro(fi)

Each of the quantities, R.(f}) and Ry(f;), is evaluated at dif-
ferent frequencies and the frequency yielding the maximal re-
sponse is chosen for presenting CI. Equation (19) indicates that in
the absence of cells or in the case of no adherence, CI is zero.
When cells are adhering, spreading and growing on the utilized
electrode, CI increases until a confluent monolayer on the elec-
trode is formed, resulting in a leveling-off of the calculated CI.
When different cellular effectors are introduced, CI either decreas-
es or increases from the plateau initially reached upon formation of
a confluent monolayer. In the case of toxicants, cells become more
rounded and /or retract from the electrode surface, which results in
an observed decrease in the calculated values of CI. On the other

Figure 26. A) Impedance responses of CHO cells to GPCR ligands histamine (H1
receptor) (upper panel), SKF38393 (D1 receptor) (middle panel) and 8-OH-DPAT
(5-HT1A receptor) (lower panel) in the form of normalized CI with respect to con-
centration and time,. The introduced concentrations were: histamine 30 pM, 30 nM
and 30 pM; SKF38393 0.1 nM, 1 nM and 100 uM; 8-OH-DPAT 0.1 nM, 10 nM
and 100 uM. B) Concentration response curves (based on normalized CI) and cor-
responding ECs, value for histamine (upper panel), SKF38393 (middle panel) and
8-OH-DPAT (lower panel). C) Concentration response curves (based on standard
GPCR assays) and corresponding ECsy value for histamine (upper panel),
SKF38393 (middle panel) and 8-OH-DPAT (lower panel). D) Impedance responses
HeLa cells to histamine (upper panel), CHO cells to calcitonin (midpanel), N1E-
115 cells to DPDPE (lower panel). Reprinted with permission from Ref. 9, Copy-
right (2006) American Chemical Society.
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hand, if, for instance, a ligand is bound to a GPCR, the subsequent
receptor activation results in a conformational change transiently
increasing the membrane area in contact with the electrode sur-
face. This causes an increase in the calculated values of CI. By
evaluating CI at different concentrations of the introduced cellular
effector, the values can be plotted as a function of the effector con-
centration on a logarithmic scale to obtain a sigmoidal concentra-
tion response curve and further the ICsy or ECs, describing the
cellular response as shown in Fig. 26B (corresponding concentra-
tion response curves based on standard GPCR assays are shown in
Fig. 26C).

Although electrode interfaces with adhering cells have gener-
ally been described as a resistor and capacitor in series or in paral-
lel, more specialized equivalent circuits can be utilized to describe
the behavior of cells. Wegener et al. have demonstrated the effect
of isoproterenol (a B-adrenoceptor agonist) on aortic endothelial
cells ***. They found that the cellular behavior could be described
with the equivalent circuit shown in Fig. 27A, where the parallel
resistance and capacitance, R, and C, respectively, represent
the presence of a cell layer with resistive and capacitive properties
(more detailed description of the assignment of the resistive and
capacitive properties can be found in *** and references therein),
CPE is the constant phase element that comprises the contribution
of the double layer capacitance and surface roughness of metal
electrodes and R4 is the resistance of the bulk cell culture medi-
um. Figure 27B shows two impedance spectra illustrating the dif-
ference between an electrode without cells and an electrode cov-
ered by a confluent monolayer of bovine aortic endothelial cells.
Values of R obtained by acquiring impedance spectra at differ-
ent introduced concentrations of isoproterenol could be fitted to a
four-parameter logistic equation of the type shown in Eq. (9)
above to yield a concentration response curve for determination of
ECs. As a generalization, this approach facilitates the possibility
to characterize the behavior of different cell types to obtain an
equivalent circuit describing their interaction with an electrode
surface. Upon introduction of a cellular effector and acquiring im-
pedance spectra, values of a characteristic equivalent circuit com-
ponent can be retrieved and related to the concentration of the ef-
fector. Alternatively, the same approach can be utilized when, for
instance, monitoring cellular adhesion, spreading and growth as a
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function of culture time. For continuous evaluation of the value
of the characteristic equivalent circuit component, such as R, a
tailor-made software interface can be utilized to fit automatically
each acquired spectrum to an equation that describes the equiva-
lent circuit as shown in Eq. (20a) for the equivalent circuit of Fig.
27A The contribution of the CPE has been comprised in the form
of the empirical equation shown below (Eq. 20b), where the expo-
nent n generally can acquire values between 0 and 1, the latter cor-
responding to pure capacitive behavior. In systems with electrodes
modified with biological entities, such as cells, n ranges from 0.8

to 1:
nz
R COS (zj
— + cell +
Rmed " 1.4 2 CoaR & Ao"
. [m] (20a)
) sin| —
@Cecell Rgey " 2

2 ~2 2 n
I+ Ccelchell Aw

Zepe=A(jo)" (20b)

At present, all the commercial systems described above are
available in a 96-well format, making the technique approach the
needs of HTS. Realization of measurement platforms based on
impedance monitoring provides a greater degree of freedom to
design and fabricate systems that more easily can be combined
with other electrochemical techniques as well as optical and fluo-
rescence monitoring. Furthermore, the thoroughly modeled and
understood impedimetric cellular behavior on electrodes inevitably
fuels the development of multiparameter detection systems based
on impedance monitoring of adhesion-related phenomena, repre-
senting one of the different relevant parameters of cellular dynam-
ics. Figure 28 A shows a multiparameter detection system, facilitat-
ing impedance monitoring of cellular adhesion together with capa-
bility for monitoring of changes in extracellular pH and oxygen
level.**® Figure 28B shows results correlating the three parameters
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of cellular behavior to the effect of cytochalasin B (left panel) and
chloroacetaldehyde (right panel).

V. CONCLUSIONS AND FUTURE PERSPECTIVES

This chapter has provided an overview of electrochemical applica-
tions in real-time monitoring of the dynamics of different cellular
processes, which generally represent the cellular interaction with
the growth environment either in the form of release of substances
or interaction with growth surfaces or other cells. These areas cov-
er diverse applications that are relevant in cell biological and med-
ical research as well as in drug discovery activities. The function
of amperometry and impedance spectroscopy in such applications
is well characterized and as detection techniques they have reached
a maturation clearly paving the way for future developments that
not only can lift up the potentials of the techniques but moreover
provide the development of advanced tools for biological and med-
ical research.

In order for electrochemical techniques to find even more val-
uable biological applications in, for instance, drug discovery, they
have to be utilized more strongly in parallelized systems that fa-
cilitate high throughput screening of cellular functions with respect
to different cellular effectors. Considering the development of lith-
ographic fabrication techniques, parallelization based on an in-
creased number of electrodes is easily realizable. At present, how-
ever, the limitation is caused by the necessary instrumentation
needed for the measurements. Aside from unavailability of instru-
ments that facilitate simultaneous measurements on a large number
of electrodes, an even greater obstacle is caused by interfacing of
miniaturized multielectrode systems to existing external benchtop
instrumentation. In order to realize an effective parallelization of
electrochemical measurement systems, miniaturization of the in-
strumentation needed for electrochemical monitoring is significant
and more research is needed to realize, for instance, construction
of single-chip potentiostats using advanced CMOS technology.**
Furthermore, considering the ongoing development of parallelized
microfluidic systems for cell handling and culturing,” the only
possible way to find an effective adaptation of electrochemical
transducers to such systems is through fabrication of integrated
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Figure 29. A SEM image of a carbon interdigitated electrode (IDE)
with width/gap in the nanometer size regime. Reprinted with permis-
sion from Ref. 339, Copyright (2010) Lars Henrik Skjolding.

measurement systems to eliminate the increasing difficulty in in-
terfacing of external instrumentation.

Development in fabrication techniques to construct more
advanced electrode systems has, however, significance for future
applications in biology and medicine. One significant area of de-
velopment is miniaturization of planar interdigitated electrodes
(IDEs) to achieve the gap/width size regime of ~100 nm. When
approaching such dimensions, a considerable increase in signal
amplification is achieved.”” However, the already constructed
nanometer sized IDEs are based on metal structures, which due to
the formation of a galvanic system between the gold or platinum
based electrode material, and the chromium or titanium adhesion
layer, have a very short life time, making them incapable of sus-
taining the conditions during biological experiments. Development
of carbon based electrode materials by pyrolization is a new area
of development which in combination with electron beam litho-
graphic definition of electrode areas®® (Fig. 29) has shown prom-
ising future perspectives that could facilitate more advanced bio-
logical experiments. Aside from better stability in comparison with
corresponding metal electrodes, carbon as electrode material is
also superior to metals in, for instance, DA exocytosis monitoring
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since no additional electrode modification is needed to facilitate a
nearly reversible DA electrochemistry, which in the case of metal
electrodes is not easily achievable despite chemical modifica-
tions.*® Upon fabrication of carbon based IDE arrays with dimen-
sions in the nanometer size regime combined with surface pattern-
ing, exocytosis studies on neurons or differentiated NSCs could
potentially be conducted by individually addressing different den-
dritic structures to achieve enhanced spatial control over the exo-
cytotically active zones as schematically visualized in Figure 30.

Development of electrochemical techniques and electrode sys-
tems has predominantly aimed at utilizing planar electrodes to
detect, e.g., extracellularly secretion of biologically significant
molecules. Although such systems and experiments can provide
specialized information regarding cellular dynamics, they are, nev-
ertheless, limited in the scope of experiments that can be conduct-
ed, and hence in the depth of biological queries. A future devel-
opment that ultimately can improve the depth of biological infor-
mation gained by electrochemical measurements will involve di-
rect electrochemical experiments in the intracellular environment
using 3D electrodes in the nanometer size regime suitable for in-
quiries on the single cell level. Figure 31 illustrates a vision to
conduct intracellular electrochemical measurements using 3D elec-
trodes. If these are utilized in amperometric and impedance spec-
troscopic measurements, they could facilitate experiments that can
provide direct information regarding synthesis of biomolecules,
such as mRNA and proteins, in real-time to reveal the turnover on
single-cell level. Furthermore, if such electrodes are combined
with an actuation system to guide their insertion into cells, they
could facilitate intracellular experiments on single cells in a popu-
lation of adherently growing cells.

Figure 30. (Upper panel) A schematic view of a neuron being addressed with indi-
vidual nanometer sized IDEs, the dimensions of which are in the size regime of the
neuronal dendrites. (Lower panel) A schematic view of the functional principle of
dopamine (DA) detection using IDEs: The digits on one side of an IDE are poised
at a potential, at which DA is oxidized, while those on the other side are poised at a
potential, at which the oxidized form of DA is reduced. When DA is oxidized, the
oxidized form diffuses to the digits beside to undergo reduction to DA. This recy-
cling between oxidation and reduction continues, amplifying the generated am-
perometric current, hence increasing the sensitivity when very small quantities are
to be detected.
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Figure 31. A schematic view of a future approach, where the dynamics of cellular
processes on single-cell level can be studied using both extra- and intracellularly
placed electrodes. The former approach applies nanometer sized electrodes capable
of addressing a part of a cell, while the latter utilizes nanometer sized 3D electrodes
capable of penetrating the cell membrane to address directly the intracellular chem-
ical species, facilitating monitoring of processes, such as mRNA and protein syn-
thesis. When the utilized 3D electrodes are combined with an actuation technique to
move them vertically, the technique provides possibility to address single cells in a
confluent monolayer of adherent cells.
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1. INTRODUCTION

Electron transfer'” by thermally activated hopping through local-
ized centers is a common motif that occurs over a broad spectrum
of matter such as non-conducting crystalline solids, amorphous
glasses, fluidic/viscous liquids, and biomolecules. This basic kinet-
ic motif is an essential element for a broad variety of vital biologi-
cal and technological processes.”'” New directions in electrochem-
istry, a discipline which has contributed greatly to developing the
theoretical underpinnings of charge-transfer phenomena,'”!""?
promise to reveal important features of electron transfer (ET) in
biomolecular redox chains. This new frontier in electrochemistry,

which has been developing over the past two decades,'*™ uses

N. Eliaz (ed.), Applications of Electrochemistry and Nanotechnology 105
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chemically tunable, nanoscopic electrode structures for addressing
fundamental questions in charge exchange between electrodes and
biomolecules. 2"+

Electrochemical methods offer several well-recognized (tradi-
tional) advantages over homogeneous approaches for elucidating
charge transfer processes. Two of the more important advantages
are:

e the ability to study a single redox-active component by us-
ing an electrode to act as the other reactant;'*and

e the ability to gradually vary the redox potential (electrode
overvoltage); this feature allows for the smooth variation of
the reaction free energy, AG, ." "

Classical heterogeneous approaches also have some clear dis-
advantages. Noteworthy are

e the strong impact of the electrode/solution interfacial poten-
tial drop on the ET process, especially in the free diffusion
regime for which it complicates the over-all kinetic analy-
sis;>!!"* and

e possible changes in the redox-active molecules upon ad-
sorption to an electrode; in particular the adsorption of bi-
omacromolecules, such as proteins, can lead to their dena-
turation/inactivation.'®"'®

The above mentioned disadvantages can be largely eliminated
through self-assembly techniques that coat the electrode with a
biocompatible surface, vide infra. One common method uses thio-
late groups, which form weak covalent bonds with surface-
exposed atoms of metal electrodes; e.g., of Au, Ag, Hg, etc., '8
and lead to the formation of almost perfect (defect-free) quasi-
crystalline self-assembled monolayers (films}—SAMs. The chem-
ical and physical properties of these films can be modified to pro-
vide additional control over the electron transfer. These include the
variation of

e the chemical identity and composition (mixing/dilution) of
the SAM terminal groups that are presented to the solution
(electrolyte); e.g., they can be manipulated to control the
binding position and orientation of biomolecules;*™
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e the strength of the protein/SAM terminal group interaction,
which can change the mode for the protein’s electron ex-
change with the electrode (e.g., freely diffusing versus irre-
versible binding regimes); **** and

e the SAM thickness, which can be varied by changing the
length of the chemical modifiers through a homologous se-
ries (e.g., ~CH,—), implying variation of physical properties
like electrical conductivity (insulating ability).*** The
SAM’s conductivity can be varied through the chemical
properties of the SAM chains (e.g. their degree of conjuga-
tion, their mixing, their cross-linking, etc.) also.***

The development of SAM-coated electrodes has enabled fun-
damental and applied studies of biomolecular ET mechanisms, and
offers many promising opportunities for creating arrays of redox
active biomolecules. Recent reviews'®** provide an excellent in-
troduction and overview of how electrochemical methods bring an
important new capability to the exploration of protein mechanism.
As methodologies to immobilize proteins'**™ improve so that
one has better control over protein orientation and spatial place-
ment on an electrode surface, the detail and precision of funda-
mental questions that can be addressed will improve and the appli-
cations of electrically wired protein arrays will increase. This re-
view focuses on studies by the authors and others that use elec-
trode/SAM assemblies to explore fundamental aspects of the elec-
tron exchange between electrodes and redox active molecules;
most particularly, proteins. These new findings identify a need to
generalize modern charge transfer theory and bear on the use of
electrochemical methods in modern bioengineering and biomedi-
cal applications.

Even the very first applications of SAM-based electrochemi-
cal systems enabled fundamental testing of basic features of con-
temporary charge-transfer theory."** For example, studies of the
ET rate as a function of SAM thickness revealed that the nonadi-
abatic (diabatic) mechanism, or electron tunneling, is the rate con-
trolling step for long range ET. In this limiting case, theoretical
considerations predict a distinct experimental signature, an expo-
nential decay of the ET rate constant, k,,, with the ET distance:

K gr(nay € €Xp [_ ﬁ(Re —-R, )] (1)



108 D.H. Waldeck and D.E. Khoshtariya

where R, is the ET distance, R, is the ET distance at the closest
approach of the redox-active couple to the electrode, and S is the
decay parameter, normally of the order of ca. 1 A (within a series
of congruent systems). Indeed, numerous experiments involving
small redox species and redox-active proteins, which are immobi-
lized onto electrodes with SAMs of variable thickness, have con-
firmed this fundamental prediction,'!82346:31-335763.667 we note
that the constraints imposed by minor SAM defects, which can be
very important for small freely diffusing redox species, is less se-
vere for bulky biomolecules and/or irreversibly attached redox
species.

Until recently, the mechanism(s) controlling short-range ET,
either at bare conductive electrodes (mostly implying small redox
species), or SAM-modified metal electrodes (both simple model
systems and redox-active biomolecules), has remained more con-
troversial. A generalized version of the classical ET theory®®
accounts for a change in the inherent reaction mechanism with a
gradual increase of electrode-reactant electronic coupling. The
model systems allow the coupling to be tuned by changing the
SAM thickness from thick (weak coupling/long range ET) to thin
(strong coupling/short range ET) and in essence explore the con-
nection between different ET limits,?*#7>!3358 6366717483 proyided
that the ET process remains a single barrier-crossing event, the ET
kinetics can display a dependence on nuclear dynamics and medi-
um friction (so called dynamic control), which in the extreme be-
comes the rate limiting step. In this limit, one may write the rate
constant as

Kgrpcy € Ve (2)

where v,y is the effective nuclear vibrational frequency for the
barrier crossing. In any case, the friction control in soft-matter (in
contrast to non-conductive crystalline solids, e.g., Ref. 99) is in-
trinsically related to viscosity control in the sense that the same
relaxation modes affect the phenomena of ET and viscous flow
(see Section II). This feature is captured by Eq. (3):

kET(DC) o 7775 3)
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where 77 is the zero-frequency, bulk shear viscosity and ¢ is an
empirical parameter with values between 0 and 1 (see Sections 11
and V for further details). Thus, a correlation of the rate constant
with the macroscopic (or microscopic) viscosity is a signature for a
friction-controlled ET mechanism, given that the ET event is not
complicated by other barrier crossing processes such as mass
transport, conformational rearrangement,””'*'** or proton coupled
ET."%!% For biological ET processes, the bulk (macroscopic)
solution viscosity'®"'"" or applied hydrostatic pressure''>'"* affect
the proteins’ internal (local) viscosity (certainly, temperature has a
comparable impact,'® however it can be masked by thermally ac-
tivated barrier-crossing along other degrees of freedom) and ET
control occurs through a protein fiiction mechanism®*"*!"! (see
Sections II, V, VI and VIII below), which is the biological coun-
terpart of the friction controlled mechanism.

A viscosity dependence (Eq. 3) can also be accounted for by a
conformational gating mechanism,'”'* which arises from an ex-
tra barrier-crossing event (e.g., macromolecular intra- or intermo-
lecular rearrangement) that is not intrinsically coupled with ET but
may be rate limiting. In this mechanism the effective rate constant,
ke, 18 also proposed to become independent of R, (Eq. 2) and de-
pendent on 7,°%36667 1011 IZS A nymber of examples of rigor-
ously confirmed conformationally gated ET have been report-
ed'*""'% and it appears to be of considerable biological importance;
however, conformational gating should be considered as a special
case compared to the more general adiabatic ET mechanism that
has an essentially universal origin.***” Regrettably, as far as bio-
logical ET is concerned, except for several cases limited to differ-
ent cytochrome ¢ assemblies %2 and azurin,® the friction
controlled mechanism has not been discussed or demonstrated
unequivocally. In fact, viscosity-dependent kinetics (also exhibit-
ing a weak dependence of the rate on the SAM thickness) is often
interpreted as arising from a conformational-gating mechanism
without relevant experimental cross-testing or analysis to ascertain
whether it could arise from a friction controlled ET mechanism.
Given the numerous model electrochemical processes occurring at
bare metal electrodes (i.e., for the case of maximally strong elec-
tronic coupling, for which the dynamically controlled (friction
controlled) nature of the ET event has been reported), the friction
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?gntrolled mechanism should be considered for biological ET.""*

This chapter reviews details of the theoretical background for
a mechanistic understanding of heterogeneous ET, some selected
(most commonly exploited) methodological aspects, and the re-
sults from some systematic studies of nanoscopic elec-
trode/SAM/protein film, from which a mechanism change from
tunneling control to friction control has been identified. It should
be mentioned that the ability to observe a mechanism change
through a series of congruent systems is unusual, as compared to
the case of homogeneous solution systems (see Refs.'”!*") for
which systematic variation of fundamental ET parameters is very
restricted.

II. THEORETICAL BACKGROUND

1. General Mechanistic Survey

In a general form, the rate constant for nonbiological and biologi-
cal ET may be cast in a thermally activated form that is valid with-
in the range of commonly used temperatures:'-"**'%°

kpr =A exp(=AG, pyp [RT) )

where AG,zxp) is an experimental activation free energy, and 4 is a
pre-exponential factor whose form is specific for the ET mecha-
nism (see e.g. Egs. 1 and 2 above, vide infra). The first successful
theoretical treatments of the electrochemical electron transfer used
either a potential energy curve approach®'* or a density of states
approach.*®'*"!* In both treatments, the Condon approximation
was applied and the rate constant contained a pre-exponential fac-
tor that could be written as the product of a nuclear frequency fac-
tor (associated with nuclear motion through the transition state),
and an electronic factor (associated with the strength of the elec-
tronic coupling); see Refs. 1-7, 138-140 Some later workers® >+
%7 (see Refs. 5, 6, 93 for reviews) extended the electrochemical ET
theory, in the spirit of a Kramers stochastic approach,'*’ to account
for frictional coupling and searched the conditions for a changeo-
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ver between the limiting mechanisms. Recently, Mishra and Wal-
deck’™ have compared various theoretical approaches to electrode
ET, and proposed a unified model that accounts for the electro-
chemical ET rate in all four of the commonly discussed limiting
cases, namely (7) TST adiabatic, (ii) non-adiabatic, (ii7) friction
controlled barrier, and (#v) friction controlled cusp case, and inter-
polates among them. For biochemical ET, however, the more gen-
eral term dynamical control is preferred and is taken to account for
peculiar features of the heterogeneous protein/solvent environ-
ment, vide infra).

To simplify, yet retain physical sharpness, we use an approach
that interpolates between the nonadiabatic (weak coupling limit)
and dynamically controlled limit to write the rate constant as:"**"*

1/2 *
, (Hy)?  p, (z°RT AG!
ET = eXp| — (5)
noolvg | 4 RT

where H is the electronic coupling matrix element, A is the overall
reorganization free energy (to be specified below), and p,, is the
density of electronic states in the metal (electrode). The activation
free energy AG, is written as:'”"*%!%

AGy =~————Hy (6)

where AG, is the reaction free energy. Note that we distinguish
between AG,,* and AG,uyp) because the latter term may contain
contributions different from that shown by Eq. (6), vide infra. Un-
less otherwise noted, this review considers the special case of AG,
= 0, which is also indicated by the superscript ‘o’ for k% in Eq.
(5) and hereafter; see also Section III below.

The relative importance of the electron tunneling and the nu-
clear friction (solvent/medium relaxation) within this simplified

model can be gauged by an adiabaticity parameter g, which is giv-
en by 768083
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2 RT(H, P p,,
g= )
h Veffﬂ’

where the effective frequency v,y is related to a single or several
relaxation process(es) in the vicinity of the reaction zone that is
(are) intrinsically coupled to electron transfer (see also Refs. 5, 6,
89, 92-94). In the nonadiabatic (NA) limit, g << 1, one finds that:

1/2 -
, (Hy) 7> RT AG:
ET(NA) = B Pm P exp| — 3
in which
Hy =19 expl -2 (R, - R )
it =4 CXp ) ( e 0 9)

where Hj is the electronic coupling magnitude at the electron
transfer distance R,, and H,«fa is the electronic coupling at the elec-
tron transfer distance R,. This result leads directly to Eq. (1). In the
dynamically controlled (DC) limit, g >> 1, one arrives at the equa-
tion:

1/2 %
A exp ~AG,
7> RT RT

(10)

gT(DC) = Vg

While v,; is most often correlated with the solvent, or medi-
um, viscosity, this relation may not always be simple. Mishra®® has
suggested using a Kramers form for v,; because it interpolates
naturally to the transition state theory limit; however, it has been
more common to use a simple Debye form,'** namely:
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& RT

e, 3nv,

(11

Vef =

o0

Here, 7 is the solvent viscosity, & is the static dielectric constant,
&, 18 the high-frequency dielectric constant, and V), is the molar
volume. For the case of Debye-like solvents v, is associated with
the longitudinal dielectric relaxation time, whereas for the case of
slowly relaxing media with several or a distribution of relaxation
times (e.g., viscous molecular liquids, ionic liquids, biomolecules,
etc.), it can be associated with a combination of slower diffusional
or quasi-diffusional modes that are linked to the local and/or bulk
viscosity.'*’ From this formalism Eq. (2) can be deduced with &=
1. Given the likely coupling of structural and dynamical features in
the polarization response of SAM coated electrode assemblies, it
may not scale linearly with the viscosity; hence, it is common to
use a power law dependence, 0 < §< 1, Eq. (3), when correlating
rates with the viscosity (see Sections V, VI and VIII below).

2. The Reorganization Free Energy Parameter

The reorganization free energy A, which is defined in Fig. 1, is a
basic physical parameter of contemporary ET theory.' ¥4 It
arises from the complete Franck—Condon weighted density of
states, encompassing the inner-sphere A5 (reactants’ body) and
outer-sphere /1(055 (reactants’ immediate and distant environment)
components:m’13

A= As) + Aos) (12)

In the harmonic approximation, the inner-sphere component may
be written as:

T )
has) = Z——(ag,) (13)
(IS) J pr J
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Energy
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Figure 1. Schematic illustration showing key physical parameters
that determine the probability and mechanistic character of ther-
mally activated electron transfer under the condition of zero driv-
ing force AG, = 0 (implying electron exchange between the reac-
tant’s redox core and the electrode’s Fermi level.)'”'3%14

where f7 and f7 are, respectively, the ;" normal mode force

constant in the reactants and products, and Ag; is the change in
equilibrium value of the j-th normal coordinate. The outer-sphere
component Ay is connected with the medium’s polarization re-
sponse, and without specification of the medium’s composition
one may write it as:' "%’

o5 (5€)* Fleap(os £x] j( D,-D, )*dV (14)

where Ae is the net charge transferred in the course of the elemen-
tary step, €qp(i) and ;) are optical and static dielectric constants of
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the i component of the medium (including SAM interior, protein,
solvating water, etc.), Dy and Dp are dielectric displacement vec-
tors for the reactant and product states, respectively, and dV is the
reactant/product cavity differential volume. In a simple model,
which represents the reactant species by spherical cavities im-
mersed in a dielectric continuum,'”"*? the outer sphere reorganiza-
tion energy is given by:

(Ae)*’N, [ 1 1 1 1
Ay = ~———A | ——— | | ———— 15
(05) 4 ¢, € e 2a 4R, (>

op s

where N, is Avogadro’s number, Ae is the net charge transferred,
and a is the effective radius of the reactant sphere (e.g., a = 4.3 A
for Fe(CN)s>"*). A more sophisticated treatment of reorganization
effects, developed by Liu and Newton,'** models the redox couple
by a sphere of radius a and the electrode/SAM/electrolyte junction
by a three-zone pattern to specifically account for the role of al-
kanethiol spacers. This model gives rise to the following expres-
sion

11| @e? i ”;II‘,IW(AQ)Z

Aos)=

op st op st
P et 2a | g J 4d
op( op n—1 op n st =y (16)
+i e (’711,1) (’711,111] gy (nf,, ,r (77%, mr (Ae)?
op op 2 st st d+nL
n=1 g té; J/aRd
where
£ —&.
_ ! J
Mij = a7
£ +e;

d is the distance from the redox species to the SAM/solution sur-
face (for adsorbed redox species, a = d), L is the film thickness,
and ¢ is the dielectric constant, where the superscripts of op and st
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correspond to optical and static, and the subscripts I, II, III corre-
spond to the bulk solvent, the film, and the electrode, respectively.
For a Au/alkanethiol SAM/aqueous electrolyte assembly, reasona-

ble parameters are &)’ = 50 or 120, e = 1.8, ) =eff = 2.25,
e =¢ Iﬁ =o. Some estimates of the reorganization energy by

this model with values of &5 = oo (metal), s =2.25 (SAM film),

1T _

and 8[ = 78 (substitution of the latter value by s”[ 20 for the

diffuse part of the double layer, which is taken to begin at the outer
border of SAM films, does not change the numerical result signifi-
cantly) are depicted in Fig. 1 1A.

These two models for A (through Egs. 15, 16, and 17) give
similar results for the case of small model redox-active species that
exchange electrons with SAM-coated metal electrodes at compa-
rable reactant-electrode separation distances, R, (or d).*’ The rea-
son for this outcome probably originates from the small contribu-

tion from the SAM and metal components (since, &}j =& =2.25

and ejj; =% =, vide supra). Because of the heterogeneous and

irregular dielectric properties of protein, protein/electrolyte, pro-
tein/SAM, or protein/electrolyte/SAM assemblies, it is more chal-
lenging to make rigorous theoretical estimates of As. Recent
work shows that calculations of A5, and the impact of tempera-
ture and pressure on it, are becoming available for globular pro-
teins in an aqueous environment."”'""** Taking into account results
of that work and those discussed above' (yielding Eqs. 16 and
17), we postulate that the overall medium reorganization energy
for triple junctions can be approximated by a summation over in-
dividual components:

1 1

(OS) ZCk (18)

Eotky  Es(k)

where & indicates different contributing domains (here, solvent,
protein and SAM interiors). Each component is described by its
characteristic geometrical constant, C;, and the effective dielectric
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constants, &, and &g. Hence, the overall value can be given by
A0s) = Aprotein T Asowens + Asan, Where the three contributions repre-
sent the protein, solvent, and SAM interior, respectively. While
this approximation is limited, an insightful segregation (e.g., inclu-
sion of some water molecules into the protein contribution) of a
multicomponent system can lead to this approximation being quite
reasonable.

3. Temperature, Viscosity, and Pressure Effects

Given the considerations above, a viscosity dependence of the ET
rate constant is an experimental signature that can be used to dis-
tinguish between the nonadiabatic and solvent controlled ET
mechanisms. It is well-established that a solution’s microscopic
viscosity in the vicinity of dissolved redox species can be readily
affected through the variation of temperature and pressure, or by
adding viscogenic materials like glycerol, sugars, etc. Numerous
systematic studies by a variety of authors'®'"1551 indicate that
the internal dynamical properties of proteins, such as characteristic
relaxation time distribution, can be altered by such factors also.
Indeed, these three factors have a significant impact on the intrin-
sic protein viscosity, hence on kgrpc) and AH,gxp), and provide the
necessary information for distinguishing the two extreme ET
mechanisms. However, a viscosity dependence does not constitute
a proof that the solvent controlled ET mechanism is operative,
because some other process, e.g., conformational gating, that is
not directly coupled to ET may exhibit a similar kinetic signature
regarding the effective rate constant of ET, kgr.p. While it is diffi-
cult to distinguish the two mechanisms in ~omogeneous (solution)
systems,' 7% 112114 electrochemical methods provide a way to
distinguish them, e.g., through an overpotential dependence, a scan
rate dependence of the voltammetry, etc.'®*'®” Such complemen-
tary information is needed and often can be provided by linking
our modern understanding of ET theory with the electrochemical
standard data analysis, including the basic concept of a finite reor-
ganization free energy (related to the parabolic free energy surfac-
es, Fig. 1, that is the calling card of the Marcus theory).'”"*%1%
From Eq. (5) it follows that when the nonadiabatic mechanism
operates, the dependence of the pre-exponential term on the tem-
perature is weak (proportional to 7 "%), and in comparison to the
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exponential term can be neglected. Under this assumption and in
the spirit of the Arrhenius equation, one can write:'**'®

A(Ink,,)

o) |, )

AH a(EXP) —

in which AH,xp) is an experimentally determined (effective) val-
ue of the activation enthalpy. Under the specified conditions, it
holds that AH,gxp) = AH, x4 Where the latter term is directly relat-
ed to AG, (AG,=AH,—TAS,) and A in Egs. (6) and (8). Both the-
oretical estimates and experimental studies'’*"” indicate that Awos)
(along with its inner-sphere counterpart, As)) has a weak tempera-
ture dependence. In the friction controlled limit the preexponential
term contains the parameter v,;, which depends on the solution’s
microscopic fluidity and/or a protein’s internal fluidity (more pre-
cisely, relaxation rates of the protein modes that are intrinsically
coupled to the ET), hence in this case: AH,gxp) = AHype) + AHy ),
where AH,,, denotes the contribution to the activation enthalpy
from vy (i.e., 777" or 7770)./6:106-10%135.168.169.185.157

High-pressure kinetic studies provide unique information
about the activation volumes and enable the construction of reac-
tion volume profiles, adding a new dimension to the development
of our fundamental mechanistic understanding.'”*'*” It has been
demonstrated that high pressure kinetic studies of heterogeneous
bioelectrochemical processes are advantageous for identifying the
intrinsic reaction mechanism for the cases of both model'”*"*” and
bioelectrochemical’®"**""'"" ET processes. Let us consider pressure
effects on the ET rate constant for both the nonadiabatic and dy-
namically controlled regimes. A phenomenological expression for
the activation volume of any kind of microscopic barrier-crossing
process, including ET can be defined as:'"""'%

20
P (20)

AVexp) = —RT {

After the substitution of Egs. (8) and (9) and neglecting minor
terms, one obtains; 8185111181184
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OR 1(0A
AV =fORT| —&| +—| = 21
ava) =P (ap jT 4(6P]T (&1

for the non-adiabatic case. Equation (21) indicates that the experi-
mentally measurable volume of activation, Eq. (20), may originate
from the effects of pressure on the ET distance (here - SAM/ pro-
tein) and/or a change in the medium’s (SAM/protein/solvent) reor-
ganization energy (Franck-Condon factor).

For the friction controlled ET limit, Egs. (10) and (11), we can
write tl,lat80,81,83,1 11,181-184

AV (pe) :RT(—alnnj +l(@j (22)
oP ), 4\opr),

where some minor terms are neglected. Eq. (22) reveals that in the
case of full dynamic (viscosity) control, Eq. (10), viscosity chang-
es arising from an increase in pressure cause a notable positive
contribution to the activation volume, provided that viscosity is
affected by pressure. All known liquids, with the notable exception
of water (see Fig. 2)"**1818%1% {isplay such a dependence. The
peculiar behavior of water is probably connected with its unusual
structure.'™"” Indeed, moderately high pressure (up to 200-300
MPa) affects mostly those structural components that are not re-
sponsible for transport properties such as fluidity and diffu-
sion."”*!'”> For most solvents 7 increases exponentially with pres-
sure,'**'™ and yields a maximum net viscosity-related contribution
as high as +20 cm’® mol™ (as an upper limit; see also sections be-
low). Previous work''' pointed out how the insensitivity of water’s
viscosity to pressure change around room temperature, Fig. 2, pro-
vides an opportunity to use high pressure kinetic studies to vary a
protein’s intrinsic viscosity without altering the viscosity of the
external (bulk) water (note that the solvating or bound water is
considered to be part of the protein molecule.)'*® Numerous exper-
imental and theoretical studies indicate that the protein, including
its peripheral regions as part of a unified, albeit dynamic, system,
can be viewed as a highly heterogeneous viscous liquid rather than
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a dissolved, solid-like macromolecular substance!*>1¢*19720! gnd
that the effective viscosity of such a complex /liguid should in-
crease with increasing pressure (density), vide infra. At the same
time, it has been well-established that proteins may denature under
pressure conditions above 200-300 MPa,***” yet they normally
retain native-like conformations for moderate pressures (below
150-200 MPa).”***"7 In particular, cytochrome ¢ has been shown to
be stabilized by moderate pressures (under 220 MPa), provided
that the pH is controlled.’®® This fact is consistent with an increase
in the internal protein friction with increasing pressure, vide infia
(Sections V and VIII). Accordingly, the increased hydrostatic
pressure and stabilizing additive (glycerol) both cause a decrease
in the protein fiee volume.”***”” We note that the protein-liquid
analogy is a rough assumption. Certainly, because of rather dense
packing of the protein interior,””>?"" in the case of ET controlled
by the protein’s intrinsic friction (local viscosity) one cannot ex-
pect to observe activation volumes as large as for low molecular
weight (organic) liquids (see Sections V and VIII below).
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Figure 2. Pressure dependence of relative viscos-
ity, 7, for typical solvents at 25 °C."™' Re-
printed with permission from Refs. 182, Copy-
right (1999) American Chemical Society.
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4. Electron Transfer for a Freely Diffusing Redox Couple

Although electrochemical rate constant measurements of SAM
coated electrodes with a freely diffusing redox couple have im-
portant technical challenges, they remain an important subject of
study because they provide valuable complementary information,
especially where direct comparison with systems involving un-
coated (bare) electrodes is desirable. Within the framework of the
conventional encounter pre-equilibrium model, the experimentally
determined standard heterogeneous rate constant (see Section III)
for freely diffusing reactant species can be written as:*** 22

-AG
ki =K =g x| 2t

(23)
~Zo FO, J

o
kETOR, exp( RT
where k°zr can be viewed as the intrinsic unimolecular ET rate
constant, identical to that defined by Egs. (5), (8), or (10) (that is
the ET rate constant for fixed electrode-reactant distance), and K,
is a statistically averaged equilibrium constant proportional to the
probability of finding the reactant species at the reactive site near
the electrode, usually considered as the outer Helmholtz plane
(OHP), R, is the effective thickness of the planar reaction zone
(which is expected to have a value of the order of 2 x 10 to 107
cm),”®2"2 reflecting the major portion of the space integral over
the intrinsic charge transfer constant (k’z7), and AG, is the equilib-
rium free energy required to bring the reactant ion to the active site
near the electrode (presumably to the OHP). Furthermore, Z is
the effective charge of a reactant ion and @, is the effective poten-
tial at the average distance of the electron transfer (OHP). The
formalism reflected by Eq. (23) allows one to consider heteroge-
neous ET occurring in the freely diffusing and adsorbed regimes
almost on the same theoretical basis, albeit the methodology for
determining £°z7 in these two cases is different (see the next Sec-
tion). In the approximation that a variation in SAM thickness does
not change the structure and potential at the SAM solution bounda-
ry, we expect that the equilibrium parameter, K4, is constant
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throughout the series with SAMs of variable thickness. In general,
however, this is not the case and corrections for variable ®, and
AG,, hence K,, are necessary, vide infra. Anyway, because the
value of the scaling parameter, oR,, commonly is not known, or is
typically evaluated by rough estimates, either the raw, or partially
(comparatively) corrected experimental values of k%, are correlat-
ed with well-defined variables (e.g. the SAM thickness, the tem-
perature, or the pressure) to determine the inherent physical pa-
rameters (e.g., B, AH,uvp), AV, ixp) With an acceptable accuracy
(vide infra).

II1. Methodology

1. SAM-modified Electrodes

For most of the kinetic studies reviewed in this chapter the stand-
ard procedures for the SAM deposition onto Au electrodes were
applied with minor modifications (see Refs. 47, 73-76, 80-83 for
the detailed description). The working electrodes were either cus-
tom-made Au ball*’*" or commercial Au disk®™® electrodes,
sealed into glass or Teflon, respectively. The equipment was
standard electrochemical instrumentation unless otherwise indicat-
ed. The details of the particular systems can be found in the origi-
nal papers.*””*7% 885 In nearly all cases the auxiliary electrode
was a platinum wire and the reference electrode was Ag/AgCl.
While some studies were performed under an inert atmosphere, the
presence of ambient oxygen did not significantly affect the exper-
imental results. For temperatures studies, the electrochemical cell
contained a water jacket and the temperature range was chosen to
avoid freezing of the aqueous electrolyte solution at the lowest
temperature and denaturation of the protein at the highest tempera-
ture. For the high pressure experiments, the high pressure vessel
and electrochemical cell have been described.®"*!#3-114185:187 1y
brief, the working electrode (a 1.6 mm diameter gold disk elec-
trode sealed in a Teflon cylinder, BAS), the auxiliary electrode
(platinum wire), and the reference electrode (Ag/AgCl/4M KCI)
were sealed into the cell cap by two O-rings. The working volume
of the high pressure electrochemical cell was 5 ml in most cases.
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The assembled pressure vessel containing the cell was placed in a
thermostated water jacket equilibrated at 25.0+0.1 °C. All the high
pressure experiments were performed using the Tris-HCl buffer
which is known to withstand pressure-induced pH changes.”"**'*

The typical voltammetric response for freely diffusing redox
species at thinner SAMs (short-range ET) results in well-defined
anodic and cathodic peaks, at low scan rates separated at least by
57 mV (related to the diffusion-controlled fast electron exchange;
for representative cases, see Fig. 3).>>*'* ET in the freely diffusing
regime can be justified by verifying that the background-corrected
peak current is proportional to the square root of the potential scan
rate’’*'* (see Eq. 25 and Fig. 5 in the next Section). The dramatic
change in the measured current density and the shape of the volt-
ammogram with the increase in the methylene number, n, indicates
a slowing of the electron transfer rate, Figs. 3a and 3b. In some
instances, the application of a steady-state approach®'"*'® has been
reported, either in combination with the rotating disk electrode
(RDE) technique (applicable for the case of bare electrodes with
fast electron exchange), or in the case of thicker SAMs in which
the peak-shaped feature disappears because of the dominance of
ET kinetics over that of diffusion (see e.g., Refs. 47 and 81). For
voltammograms that do not have a well-defined peak (the thicker
SAMs in Fig. 3), the rate constant typically is calculated using data
from the low overpotential region (initial portions of i-V curves)
where the mass transport effect and other effects resulting in non-
linearity of the dependence of log(k;.;) on AE = E — E° (Tafel plot)
are negligible.”'*'®

In contrast to the freely diffusing case, redox species that are
irreversibly immobilized on SAM-coated electrodes, at small reac-
tant-electrode separations and low scan rates, display symmetrical-
ly situated well-defined anodic and cathodic peaks that arise from
the Faradaic process of electron exchange.”’’**° The surface cov-
erage by electrochemically active species immobilized at SAM-
coated electrodes can be determined by considering the voltam-

metric peak areas (6), through Eq. (24):*'

I'=0/mFSv) (24)

where 7 is the number of transferred electrons, F' is the Faraday
constant, S is the geometric area of the electrode, and v is the po-
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Figure 3. Cyclic voltammograms for the electron exchange of
freely diffusing species: (A) the model redox couple,
Fe(CN)s™ at a Au electrode coated by —CHj; terminated n-
alkanethiol SAM with n =2 (curve 1), n =4 (2) and n =8 (3),
scan rate: 0.1 V s™';* and (B) cytochrome ¢ at a Au electrode
coated by —OH terminated n-alkanethiol SAM with n = 3
(curve 1), n =6 (2) and n =11 (3), scan rate: 0.05 V s™.%' Re-
printed with permission from Ref. 47, Copyright (2001)
American Chemical Society and Ref. 81, Copyright (2006)
Wiley-VCH Verlag Gmbtt & Co.
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Figure 4. (A) Cyclic voltammograms for azurin electron
exchange at Au electrodes modified by CH;-terminated
alkanethiol SAMs with variable n. (a) Red curve is 1-
pentanethiol (n = 4); blue curve is n-hexadecanethiol (n
= 15), scan rate: 5 V s (B) Representative cyclic
voltammograms of rat mutant K13A cytochrome ¢ im-
mobilized on C20Py/C19 mixed monolayer modified
gold electrodes.”” Scan rates are 0.2 V/s (green), 0.6 V/s
(red), and 1.0 V/s (black). Reprinted with permission
from Ref. 77, Copyright (2004) American Chemical
Society and Ref. 83, Copyright (2010) Proc. Natl.
Acad. of Sci.
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tential scan rate. An increase of the ET distance (SAM thickness)
and/or potential scan rate causes a separation of peak positions,
Figs. 4a and 4b. In this case, plots of the background-corrected
peak current versus the potential scan rate should display straight
lines intercepting the origin (see Fig. 8b). This linear dependence
can be used to verify that the redox species is immobilized, how-
ever, one should bear in mind that a decrease of the surface cover-
age, I, by desorption of molecules may occur over time. Such a
process can obfuscate the linear dependence of the type given in
Fig. 8b and may confuse the interpretation.

In the following subsections the most widely used electro-
chemical experimental technique of cyclic voltammetry (CV) and
fast scan cyclic voltammetry (FSCV) will be considered in some
detai] '®!1821.22 164166215220 \foct of the kinetic data discussed here
have been collected through this methodology. A detailed review
of electrochemical techniques is beyond the scope of this chapter;
instead we refer to other sources in which applicability of these
and other electrochemical or hybrid (electrochemical/ spectroscop-
ic) methods (e.g., AC voltammetry, electrochemical impedance
spectroscopy, chronoamperometry,'""'>!>22217218 indirect laser-
induced temperature jump technique,’®>® time-resolved surface-
enhanced resonance Raman spectroelectrochemistry'”**") as re-
garding bioelectrochemical devices are thoroughly described.

2. Freely Diffusing Species

Conventional fast scan cyclic voltammetry and the Nicholson
method®**"? can be applied for the accurate and prompt calcula-
tion of rate constants. For simple (single step) electron transfer
reactions a study of the i-V curve as a function of the potential
scan rate over the range where it exhibits kinetic behavior, an in-
crease in separation of the cathodic and anodic peak potentials
(AE,), can be used to calculate the standard rate constant of elec-
tron transfer (k%;;). Typically, one uses the numerically evaluated
relationship between (AE,) and the ¥function, given by Eq. (25),

y — (Do/Dp)"*(RT) ki, o5)
(xnFDyv)"?
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where « is the transfer coefficient, Dy and Dy are the diffusion
coefficients of the oxidized and reduced forms, respectively, v is
the scan rate and #» is the number of transferred electrons. The dif-
fusion coefficients for the reduced (initial) forms of reactant ions,
Dy, can be calculated from the slope of the dependence of 7,y On
V2 using Eq. (26):217’218

1

p(corr) =

nF 1/2
—0.446nF | — | C,D"*"? (26)
RT

Because the ratio for /,z.q) and I,y is always close to unity, espe-
cially for the case where bulky proteins are the freely diffusing
reactants, it is reasonable to simplify by assuming that Dy = Dy =
D. This assumption introduces minor errors in the subsequent cal-
culations using Eq. (25). Figure 5 depicts typical dependencies of
the background corrected anodic peak current on the square root of
the scan rate obtained for freely diffusing species, allowing for the
determination of the diffusion coefficient, D, from slopes of linear
plots and Eq. (26). Note that the plot’s intercept is in the origin,
indicating a single ET process and the reactants’ free diffusion.

Recently, Nicholson’s approach was extended to the case of
any temperature for which the freely diffusing regime may oper-
ate.'® The numerical data (¥ versus AE,) of Nicholson®'® original-
ly obtained for 25°C were fitted by the following analytical func-
tion (Fig. 6a) reported by Swaddle:'™

In ¥=3.69—1.16 In (AE,— 59) 27)

and subsequently recalculated to generate the curves depicted in
Fig. 6a.'% This procedure allows for the determination of £°,, at
different temperatures provided that the values of D are deter-
mined beforehand (either by use of Eq. 25 and Fig. 5 or by another
method; see Refs. 217 and 218).

Alternatively, the values of heterogeneous rate constants, and
simultaneously of ¢, can be calculated from background-corrected
voltammograms recorded at slow scan rates, through the applica-
tion of the full computer fitting procedure (see, for example, Ref.
184). Figure 6b illustrates the application of the standard fitting
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Figure 5. Typical dependencies of the background-
corrected anodic peak current on the square-root of the
scan rate obtained for freely diffusing [Fe(cp),]™ (1) and
[Fe(bipy)s]*"*" (2-4) with the Au electrode, in the
[BMIM][BTA] ionic liquid as solvent, under different
pressure and temperature conditions: (1) 7= 25°C, P=0.1
MPa, ¢ =5 x 10° M; (2) T=85°C, P=0.1 MPa, ¢ =2 x
102 M; (3) T=20°C,P=50 MPa, c =3 x 10> M; (4) T=
20°C, P = 100 MPa, ¢ = 3 x 10~ M. Rerpinted with per-
mission from Ref. 185, Copyright (2008) American
Chemical Society.

program available through the Autolab software. Actually, the
original method of Nicholson can be considered as a simplified fit
procedure using two fixed key points (peak maximum positions.)
However, it is important to realize that the standard Nicholson
method*'**'° is based on the Butler-Volmer model''""**'7 for the
relation between the electron-transfer rate and the electrode poten-
tial, which is a limiting case of the more general Marcus theory.'”
In the case of relatively small peak-to-peak separations, i.e., when
the reaction free energy is substantially less than the Marcus reor-
ganization energy, 4, i.e., when AE,/2 << A, the models give simi-
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lar results. In a more sophisticated approach developed by Savé-
ant'®*7 the values of k,, as a function of reaction driving force,
AG, (AG, = —e¢, where &= E — E, is the overpotential) can be cal-
culated through a convolution procedure. For this purpose, back-
ground-subtracted voltammograms are converted to sigmoidal-
shaped curves by a semi-integral convolution technique and rate

constants at different overvoltages are calculated using Eq. (28):
166,217

i(E)

kgxp(E) = D"?
exp(E) Lim —1(E)[1+exp(nF / RTXE - Ey)]

(28)

where i (E) is the experimental current, / (E) is the convoluted cur-
rent and /i, is the convoluted limiting current /;;, = nFAD 2,
Furthermore, estimation of the value of A is possible through a
Gaussian fitting of the dependence k,; on AG,.'71% This data pro-
cessing procedure is best applicable in cases where the diffusion
impact is less pronounced; that is, in cases of intermediate or
thicker SAMs rather than the thinner ones which may display ef-
fects of diffusional control (electrochemically reversible
Shape).zw’lgs

3. Immobilized Species

For the case of redox species irreversibly attached to (immobilized
at) bare or SAM-coated electrodes, Laviron®* developed a formal-
ism that calculates the rate constant of electron transfer from the
relationship between the peak position and the scan rate. In this
model, like in the previous case described above, the overpotential
is assumed to be much smaller than the solvent reorganization en-
ergy (peak separation is smaller than 200 mV). In this limit, the
rate constant for the reaction can be determined from the equation:

logkfr = oclog(l—oc)+(1—oc)logoc—log(_ J
Y (29)
a(l-o)n,FAE,

23RT
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where AE), is the peak separation between the cathodic and anodic
waves. This model is consistent with the more general Marcus
theory of electron transfer under the following conditions:
e <<X and k,T << ) (where ¢ is the overpotential).'¢*!6>2!7

Weber and Creager'® and Murray et al.'® developed a numerical
treatment, which is based on the Marcus model. In combination
with a fitting algorithm, it can simultaneously determine the values
of unimolecular standard rate constants and reorganization ener-
gies from the dependence of the cathodic and anodic peak poten-
tials on the potential scan rate. This model also accounts for the
population of electronic states in the metal electrode around the
Fermi level:>7-"?%!4°

(et+ ep—e £1)

30
4\RT (30)

kgr o« J.:f(dexp -

0.40

------- 0.1ev-275K

Ep-E’ (V)

2.5 -1.5 0.5 0.5 1.5
log(v/k®)
Figure 7. Numerically generated model fitting curves taking into the ac-

count Eq. 30, corresponding to different values of 4 and 7' (K. Davis and D.
H. Waldeck, unpublished work).
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where f{€) is the Fermi-Dirac distribution function and & is the
Fermi energy. Numerically generated model fitting curves corre-
sponding to different values of A and T are presented in Fig. 7 (K.
Davis and D. H. Waldeck, unpublished work; for the application,
see Ref. 83).

Figure 8 presents typical data and fits for the blue copper pro-
tein azurin electron exchange at Au electrodes coated by undecan-
ethiol (» = 10) SAMs that display high surface coverage (ca. 10%
error in AE, at higher scan rates).*’ This figure also demonstrates
the impact of the post-measurement /Rg correction (according to
Eq. 31, vide infra) on the data fitting procedure and sets a frame-
work for appreciating how much such corrections are needed for a
proper determination of true (unperturbed) values for parameters
k’cr and A (see also Refs. 217, 218, 111,185,187 for representative
book chapters and original papers, respectively). Note that the un-
corrected values of AEyc (open symbols) cannot be fitted properly
with any reasonable theoretical curve depicted in Fig. 6. In addi-
tion, it should be noted that for the case of redox species irreversi-
bly immobilized at bare or SAM-coated electrodes, both the Lavi-
ron theory”™ and its Marcus theory-based extensions'®*'* predict
a linear dependence of the peak current on the potential scan rate
(see Fig. 8b), in contrast to the case of freely diffusing redox spe-
cies (see Eq. 26 and Fig. 5). This distinct difference in experi-
mental signatures can be used to distinguish the two classes of ET
in equivocal cases with less well-studied redox species involved as
reactants.”' 7'

The voltammetry for cases of low electrolyte concentration
(below 0.05 M), high reactant concentration (above ca. 5 x 10* M;
freely diffusing regime), and high surface coverage (above ca. 10
pmol cm™; immobilized regime), large separation of working and
reference electrodes, can be significantly distorted, especially at
high potential scan rates (effect of Ohmic polarization) causing
notable enhancement of the peak-to-peak separation and, conse-
quently, yielding lowered values of rate constants (k% or
Ker).27*'® When the conditions leading to large voltammogram
distortions are unavoidable, the post measurement /Rg drop correc-
tions (where Ryis the solution resistance between the surface of the
working electrode and the tip of the reference electrode) can be
successfully applied through the electrochemical standard software
programs to eliminate an error caused by the voltammograms dis-
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Figure 8. (A) The data fitting procedure for azurin electron
exchange at Au electrodes coated by undecanethiol (n = 10)
SAMs that display high surface coverage (ca. 10% error in
AE, at higher scan rates). This figure demonstrates the impact
of the post-measurement /Rs correction (according to Eq. 31)
on the data fitting procedure. Standard errors for experimen-
tal points directly match the symbol size. Closed symbols:
AEo after the proper IRs correction, yielding the values £°gr
=170+ 5s" and 4, = 0.3 £ 0.06 eV (at 25°C). Note that the
uncorrected values of AEyc (open symbols) cannot be fitted
properly with any reasonable theoretical curve depicted in
Fig. 7." (B) Linear dependence of the peak current on the
scan rate for voltammograms of cytochrome ¢ on PyC11/C10
SAM modified gold electrodes at scan rates of 10, 20, 40,
100, 200, 300, and 500 V/s, the temperature is 298 K.” The
panels (A) and (B) show the data for both anodic and ca-
thodic peaks. Rerpinted with permission from Ref. 78 (2006)
American Chemical Society and Ref. 83 Copyright (2010)
Proc. Natl. Acad. Sci.

tortion, Fig. 8A.* For a disc shaped electrode, the solution resis-
tance can be calculated using Eq. (31):***%

arctan( /r,)
2r 1K

Ry = 31
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60p

Scan Rate (V/s)

Figure 8. Continuation.

where r,, is the radius of the working electrode, « is the conductiv-
ity of the medium and r, is the distance between the working and
reference electrodes. As one can see from the formula above, the
resistance of the solution is mainly determined by the solution
conductivity and the electrode area.

IV. MODEL REDOX-ACTIVE SPECIES AT Au/SAM
JUNCTIONS

1. Overview: The Case of Immobilized Redox Species

Systematic studies of electron exchange between electrodes and
redox-active metallocomplexes have deepened our understanding
of ET with electrodes and provided us with insight into the opera-
tion of SAM/electrode assemblies, under the conditions where the
elementary event is not complicated by a redox molecule’s slow
conformational degrees of freedom. Such understanding has pro-
vided a framework in which to interpret bioelectrochemical sys-
tems with their additional complexity. Results for different redox
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species, functionalized at electrode/SAM junctions in both the
freely diffusing and the immobilized regimes are available. Elec-
tron exchange of redox species, in particular hexacyanoferrate,
Fe(CN)s*'*, and hexaminoruthenate, Ru(NH;),>"*" redox couples,
with metal electrodes coated with alkanethiol SAMs of variable
thickness in the freely diffusing regime have been thoroughly in-
vestigated (see Refs. 47 and 224, respectively, and for the earlier
work—literature cited therein). While such systems can be quite
susceptible to film defects, they are uniquely important because
they have also been studied at bare Au and Pt electrodes, see Refs.
135 and 136 and literature cited therein). Covalently tethering a
redox moiety to the terminus of the SAM film, that is exposed
(totally or partially, depending on the length of diluting SAM
components) to the electrolyte simplifies the kinetic analysis, by
eliminating diffusion and mitigating the importance of defects, and
this approach has been widely used; however, the ferrocene (Fc),
Fe(cpo)™ (cp = Cyclopentadiene), and ruthenium pyridine pen-
tamine, (Ru), RuPy(NH3)53+/2+ (Ru) redox couples have received
the most activity,'>**+2%3-

As noted, the kinetic data obtained for SAM-immobilized re-
dox species are simpler to analyze because the rate constants, k’z7,
are not influenced by diffusional transport from the bulk solution
and can be directly extracted from the voltammetric or other elec-
trochemical data. Figure 9 depicts the structural arrangement of a
metal/SAM/electrolyte junction with a redox active component,
Fe(cp,)™”® or RuPy(NH;)s> %", covalently attached to some portion
of the thiol molecules comprising the SAM; i.e., the electroactive
thiolates are diluted by an inert SAM constituent.’* >

While a number of workers have studied how the ET rate con-
stant between ferrocene and an electrode changes with SAM
thickness and composition, the work of Smalley and collaborators
has been the most extensive (see Ref. 53 for a recent review). Fig-
ure 10 shows this dependence for SAMs composed of methylenes
(from 5 to 16), oligophenylenevynylenes (OPV), and oligo-
phenylenethynylenes (OPE). The plot of In(k°sr) vs. ET distance,
calculated by using a model for the SAM thickness, "> reveals a
linear dependence with a slope of ca. 1 A™ (typical for long-range
tunneling, that is a nonadiabatic mechanism.)'~!823-46.31-33.57-63.66-79
The same figure presents data for ET through OPV and OPE
bridges (m-conjugated SAMs). Rate constants in these latter sys-
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8: i.....
if QI:]..C%..

'

Figure 9. Schematic representation of the elec-
trode/SAM/electrolyte junction including a mixed,
electroactive SAM. The black dashed lines repre-
sent the inner (IHP) and outer (OHP) Helmholtz
planes. The circles with the minus sign represent
anions and the circles with the plus sign represent
cations. The tethered ferrocene (ferrocenium) is
labeled by the circle with Fc (Fct). The water
solvent is illustrated by a circle with a 'v' symbol.
The plain circles are S atoms, and the alkane
chains are represented by horizontally aligned rec-
tangles.

tems show a slightly undulating distance dependence and are very
nearly independent of distance for large thicknesses.”***
Temperature dependent studies of the rate constant have pro-
vided the activation energies (enthalpies) through an Arrhenius
analysis, hence allowing for a separation of exponential and
preexponential factors.’>> Panel A of Fig. 11 shows how the acti-
vation energy changes with distance from the electrode surface.
This distance dependence is explained by the change in reorgani-
zation energy that arises from image charge effects (see section
2.2) and a change in coupling with distance (Egs. 1 and 6). Panel B
of Fig. 11 plots the preexponential factors versus the ET distance
and reveals a plateau-like region for ET distances within 6 to 10 A
(SAMs with n =5 to 9) of the electrode, for the methylene SAMs.
The conjugated films show a weak distance dependence over the
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entire range, albeit at a higher value for the preexponential term.
The dependence in panel B might be interpreted in terms of a
change in the intrinsic ET mechanisms; i.e., a transition from con-
trol of the rate by electron tunneling at large distance to control by
the nuclear dynamics at short distance/higher couplings (see sec-
tion 2). From the magnitude in the rate in the plateau region, Fig.
11B Smalley et al.’™ have estimated that the preexponential
component 4, for the cases of tethered Fc’ and Ru’ couples is of
the order of 10" to 10" s™'. The graph in panel B also demarks
their estimated value of the aqueous longitudinal polarization pre-
exponential term, ca. 5 x 104t 1,53 however, the value of ng{ for

the aqueous longitudinal polarization time itself is ca. 10" ¢!
20
- 8
15 1 ®
e [ 6
L —
= 14 1 '.'w
" - 4 -
=y N
e T Slope = -(1.01t0.03)A'1 e:
% 5 {®: OPVFc —
= ®: OPE Fc, Un-Substituted 2 u.:.’
- ®: OM Fc -]
O: OM Fc'
V: OM Ru'
0 CA 0
O: OM Fc'
¥: OMRu'
cv
5 19: OMEc ‘ . . . ‘ 2
0 5 10 15 20 25 30 35

ZIA

Figure 10. Standard rate constants (k’zr) versus ET distance (here /) at 298
K. ILIT data for directly-linked ferrocene (Fc), filled green circles; for es-
ter-linked ferrocene (Fc’), open green circles; and for Ru’, open green tri-
angles; chronoamperometry (CA) data for Fc’, open cyan circles, and for
Ru’ (n = 15), filled cyan triangle; cyclic voltammetry (CV) data for Fc (n =
16), the filled lime green circle. OPV bridges attached to Fc (all ILIT data):
filled blue, red and pink circles.”®> Copyright (2007). Reproduced by per-
mission of the Roytal Society of Chenmistry.
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around room temperature.'?*'** Perhaps it is not surprising that Vo
might be notably lower near the SAM/solution interface than
the characteristic relaxation rate of bulk water electrolyte. For ex-
ample, the redox species covalently attached to SAM terminal
groups may be influenced by the polarization fluctuations of water
molecules that are partially immersed in the outer SAM interior,
forming a more slowly fluctuating mixed phase."** What remains
unclear is what process(es) control the relaxation rate near the
electrode surface; see Sections IV.3 and IV .4 below.

2. Overview: The Case of Freely Diffusing Redox Species

Systematic studies of electron exchange for freely diffusing redox
couples with SAM-coated metal electrodes show a similar depend-
ence of the rate constant on the SAM thickness. The most system-
atic studies of the couples [Fe(CN)s>"*]*” and [Ru(NH;),>"*'1*** at
Au/SAM junctions show that the nature of the redox couple in-
cluding the charge type and distribution within the ligand sphere
(vide infra) plays an important role in determining whether water
and counter-ions can penetrate into the SAM interior (the case of
Ru(NH;)s*"*"), or be almost ideally excluded from the SAM (the
case of Fe(CN)¢*™). Figure 12 plots data for the heterogeneous
rate constant as a function of the number of methylene units for
Ru(NH;)s>"* in panel A** and for Fe(CN)s>"* in panel B.*” Note
the large difference in the extent of scatter between the rate con-
stants in these two systems.

The results”**® indicate that the kinetically fast redox couple
[Ru(NH;)e]*"*" is better able to penetrate into unicomponent, CH;-
terminated SAMs of the general type: —S— (CH,),—CHj3, with n
running from 2 to 18, than is Fe(CN),>"*, and thus it can detect
small defects in the SAM. This interpretation has been substantiat-
ed by quantum-chemical calculations of the charge distribution
within the complex ions, which demonstrate that hexamine metal
complexes have most of the excess charge located on the metal ion
core, whereas hexacyano metal complexes have it localized on the
terminal nitrogen atoms of cyano ligands.”” This key difference
suggests that [Ru(NH;)s]*"*" species are able to penetrate more
readily into SAMs and diffuse along the SAM chains, in the
presence (or even absence) of probable collapsed sites,
as compared to [Fe(CN)s]*"*. This difference could cause
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Log (k°/cms")

0 5 10 15 20
Number of methylene units

Figure 12. A) Logarithm of heterogeneous standard rate con-
stants for the Ru(NH;)s* "> electron exchange at the SAM-
coated electrodes with different methylene numbers. Data for
the short-range ET in the absence (open circles) and presence
(closed circles) of viscous additives (602 g/L glucose).”* As-
terisks represent data of Ref. 230 and triangles — of Ref. 231
and 232. Results for bare electrode (blue open and closed cir-
cles, respectively) are taken from Ref. 136. B) The logarithm
of the experimental standard rate constant is plotted against
the number of methylene units at different relative viscosities
1~ n- = 1 are the filled diamonds (cyclic voltammetry
method); 77, = 1.8 are the filled circles; 77, = 4.0 are the filled
triangles; 77,= 11.25 are the filled squares;*’ The dashed line
shows a linear extrapolation for the distance dependence of
the n = 4, 6 and 8 rate constant data. Rerpinted with permis-
sion from Ref. 47, Copyright (2001) American Chemical So-
ciety.
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Figure 12. Continuation.

more variation in the effective charge-transfer distance, as com-
pared to the ideal case with impermeable SAMs. In addition, we
conjecture that the SAM defects can be roughly classified as static
and dynamic ones, ascribing the former to different kinds of pin-
holes and collapsed sites, whereas the latter corresponds to in-
creased mobility, and may or may not be associated with particular
structural defects. We suppose that the dynamic defects have an
essentially cooperative nature and contain many methylene chains.
Consequently, the permeability of the CH;-terminated alkanethiol
SAMs with respect to the Ru(NH;)s*"*" redox species (and, possi-
bly a few molecules of solvating water and glucose), is believed to
cause the remarkable scatter of experimental kinetic data.”** In
contrast, the data reproducibility was excellent for the Fe(CN)s "
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couple with Au electrodes, both in the absence and presence of
viscous additives.*’

Figure 13 illustrates the arrangement of interfacial layers in
the cases of the bare (panel A) and SAM-coated (panel B) Au elec-
trodes with Fe(CN)¢*"* as the freely diffusing redox couple.*” For
Au electrodes coated by —CH; terminated n-alkanethiol SAMs
with n =2, 4, 6 and 8, the double-layer capacitance measurements
under variable n indicated that, over the relevant potential range
for the experiment, the electrolyte anions (CI") are localized at the
interface and these act to inhibit the penetration or adsorption by
the Fe(CN)s>"™* to the surface, over the course of the experiment
(vide infra). This feature leads to a specific variation of the effect-

IHP OHP IHP OHP

Figure 13. Interfacial region envisioned for the bare electrode (A) and the SAM-
coated electrode (B), depicted as vertically aligned rectangles. The circles with the
minus sign represent C1°; the circles with the plus sign represent K'; the Fe(CN)s>"*
species are represented by a circle with ‘3-/4-° label; and the water solvent is illus-
trated by a circle with a 'v' symbol. The inner Helmholtz plane (IHP) and the outer
Helmholtz plane (OHP) are indicated by the vertical dashed lines. The plain circles
are S atoms and the alkane chains (represented by horizontally aligned rectangles).
Rerpinted with permission from Ref. 47, Copyright (2001) American Chemical
Society.
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tive potential, @, (Eq. 23) near the OHP, and a somewhat variable
preequilibrium term, K, but whose change with 7 is estimable.*’

The overall well behaved nature of this system allowed for the
estimation of the relevant physical parameters and a more rigorous
interpretation of the data, than is possible for Ru(NH3)s""*". In the
following sub-sections we consider the electron exchange for
freely diffusing Fe(CN)s>™ (Ref. 47) in more detail and under-
score its similarities to that of the findings for the immobilized
model species.

3. Free Fe(CN)s"™*: Impact of SAM Thickness and Solution
Viscosity

Cyclic voltammetry was used to assess the quality of the films, i.e.,
the defects and their development in time.*” Figure 4a shows three
voltammograms for SAM-coated Au electrodes (alkanethiols hav-
ing methylene unit numbers of n = 2, 4, and 8) in contact with a
KCI solution containing Fe(CN)¢’*. The change in the measured
current (hence, the rate constants) and the shape of the voltammo-
grams with the increase in the methylene number, n, indicates an
increased hindrance to electron transfer. This observation is con-
sistent with earlier data on SAM-coated electrodes with longer
chains in which it was interpreted as a manifestation of the tunnel-
ing mechanism.”*?**® Table 1 presents the values of experi-
mental (apparent uncorrected) standard rate constants, the corre-
sponding nonadiabatic rate constants, the intrinsic charge transfer
(corrected) rate constants, the double layer capacitance, and some
calculated parameters (all in the absence of viscous additives).
These values are the average rate constants obtained from a num-
ber of different electrodes and measurement sets.

The role of pinholes, collapsed sites and other possible defects
(except for a pronounced transparency to Cl™ ions, see below) were
deemed to be negligible for the following reasons:

a) all the current-potential curves, in all instrumental regimes
applied, were well-behaved and repeatedly reproducible for
20-30 minutes, before the first distortions from SAM de-
fects appeared,
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b) for the case of the shortest alkanethiol chain (viz., n = 2), the
voltammograms were peak-shaped, as in the case of the
bare electrode. No sigmoidal curves, which are indicative of
kinetically active pinhole-like defects,”® were observed in
this case (except for a few cases that were rejected); and

c) for SAMs with n equal to 6 and 8 no peak-shaped curves,
which could be indicative of a large contribution from de-
fect sites,”” were observed (except for a few rejected cases).

For these reasons the electrochemical rate constants were deemed
to be reliable and reproducible.

However, accessibility of the SAM-coated Au surface by elec-
trolyte anions, such as Cl”, does not necessarily imply the exist-
ence of pinholes or other structural defects. The adsorption may
take place through well-oriented SAM domains because of dynam-
ic fluctuations in the SAM. The adsorption is driven by the specif-
ic interaction of the Au surface with the electrolyte anions. Work
of Porter et al.>*** indicates that easily desolvated ions like Cl™ can
be adsorbed on a Au surface through alkanethiol SAMs with n <
10, while strongly solvated ions, like F(H,O)™ cannot (the latter is
known also as a relatively poorly adsorbing ion on the bare metal
surface.)”'"" As a result, the compact part of the double layer for
the bare and the SAM-coated (n < 8) Au electrodes may be compa-
rable.”’

Khoshtariya et al.*’” measured the heterogeneous standard rate
constants as a function of solvent viscosity and the SAM film
thickness by using both cyclic voltammetry (CV)*'>*'” and steady-
state,”'"?'® including the rotating disk electrode (RDE), methods.
Figure 14 shows how the apparent standard rate constant for elec-
tron exchange of the Fe(CN)¢>"* redox couple depends on the so-
lution viscosity for bare and n-alkanethiol coated (Au-S-(CH,),.-
CH;; n = 2, 4, 6, 8 (see Ref. 47 for details of the experimental
methods and analysis). From Fig. 14 it is evident that the two dif-
ferent methods give similar rate constants for the bare Au elec-
trode. The rate constants show a strong dependence on the solution
viscosity with a slope of 6= 0.96+0.04, see Eq. (3), and this de-
pendence becomes progressively weaker as the SAM thickness
increases and the rate constant drops. The data for » = 2 have a
slope of 6~ 0.3 and for the thicker SAMs (n = 4, 6, 8) no viscosity
dependence is apparent; in these latter cases the nonadiabatic, tun-
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neling, limit is reached. This limiting behavior is clear in Fig. 12B,
in which the rate constants determined at all the viscosities are
plotted versus the methylene number, #n. Even without considering
the real distance-dependent plot of the type presented above for
immobilized species (Fig. 11B) and discussed below for free
Fe(CN)s>"™*, it is evident that a plateau like behavior occurs for
these systems at an electrode-reactant (center) separation distance
of ca. 8.5 A. This result is qualitatively similar to the plateau-like
behavior observed for the SAM-immobilized model redox species,
see Figs. 10 and 11.
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Figure 14. The viscosity dependence of the electron transfer rate
constant is shown for the bare Au/Fe(CN)s>"* (red squares circles,
rotating disk electrode method and grey diamonds, cyclic voltam-
metry method) and SAM-coated electrodes (Au[-S-(CH,),.;-CH;]
/Fe(CN)s>"™* with n = 2 green triangles, n = 4 brown circles, n = 6
blue diamonds, # = 8 grey diamonds)."’ Rerpinted with permission
from Ref. 47, Copyright (2001) American Chemical Society.
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4. Free Fe(CN)¢>'*: Impact of the Variable Reorganization
Energy, Preequilibrium, and Electronic Coupling

A quantitative understanding of how the reorganization energy, A,
changes with SAM thickness is important for a quantitative under-
standing of the viscosity effect. As is the case for the ferrocene
couple, the contribution of the inner-sphere reorganization energy
Ags) to the total reorganization energy is small for the Fe(CN)s>™*
couple (ca. 5.9+0.8 kJ/mol**'*%), so that A ~ Aos)- For thick SAMs
the experimental reorganization energy is in reasonable semiquan-
titative agreement with the models of Marcus'? and of Liu and
Newton, ™" however for thin films they differ substantially. An
experimental value of 4 ~ 96 kJ mol™ (corresponding to Awos) ~
90.0 kJ mol™") was extracted from the Tafel-like current-voltage
curve obtained for Au electrodes that were coated with a -S-
(CH,);-OH SAM (R, ~ 20 A).** This experimental value should
be compared to the value calculated from the model of Liu and
Newton (A = 73.2 kJ mol™) and gives an error of 19%. Given
the uncertainties in defining molecular radii, distances, and dielec-
tric constants, this agreement is considered reasonable and illus-
trates the models predictive power. As discussed by Khoshtariya et
al*’ for the ferri/ferrocyanide case, the image charge model causes
the reorganization energy to decrease at the closest electrode-
reactant approach by 20% to 30% with distance. For this system,
one predicts a value of 57.3 kJ/mol whereas the measured value
(for bare electrode, determined by three different proce-
dures)'*>#33* is 33.5 kJ/mol. This barrier lowering has been ex-
plained as a freezing out of the Marcus-like energy barrier by the
friction controlled mechanism®’ in accord with the prediction by
Zusman®*** for cases with sufficiently high Hy. This lowering of
the activation free energy is in addition to the trivial one, predicted
through Eq. (6)."7 The occurrence of a remarkably high Hj for
Fe(CN)s>"* at bare electrodes can be rationalized by an efficient
superexchange mechanism involving specifically adsorbed CI ions
and m-conjugated CN~ ligands of the complex.”>**

Khoshtariya et al.*’ estimated the value of the effective poten-
tial, @,, near the OHP and it is plotted as a function of the ET dis-
tance, R,, in Fig. 15a. These estimates and the ansatz that Z; o) ~
Zegreay = -2 (see Refs. 135 and 168 for the relevant argumentation)
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allowed for the estimation of the variation of K, with distance (ac-
cording to Eq. 23). Together with the distance dependence of Ay
(estimates are shown in Fig. 15b) and of the experimental rates
ket , 1t is possible to estimate the variation of H; with distance
(including the parameters H’;rand f#(Eqs. 1 and 9).4

Figure 16 plots the data of Figure 12B (experimental points in
filled symbols) against an electrode-reactant separation distance.
The effective thickness of the n-alkanethiol chain length was de-
termined according to Ref. 150 (see also Section VI) and a reactant
radius of 4.3 A. The entire range of experimental data can be fit by
using the unified expression for the rate constant, Eq. (5), which
interpolates smoothly between the two limiting regimes, tunneling
control and friction control. As for £°zrpc), the experimental val-
ues obtained at different viscosities on the bare electrode were
directly used for this plot; the AG", and @, corrections compensate
each other and the preexponential term depends only weakly on H,
in the strong coupling regime.

The electronic coupling parameter H;s(the magnitude of which
prevailingly determines the mechanism turnover) at different elec-
trode-reactant separation distances was estimated from the rate
constants obtained with SAM-coated electrodes at n = 4, 6 and 8,
because they are viscosity independent and display the pure tun-
neling (nonadiabatic) mechanism. In Fig. 16, the lower three
points (filled circles, thin line) correspond to these three experi-
mental rate constants, corrected for the distance-dependent reac-
tive site (the OHP) potential @,.* The upper three points (filled
circles, thin line) represent the same rate constants that would be
obtained for a distance independent reorganization free energy of
Awos) = 66.5 kI mol™!, but not correcting for the distance depend-
ence of the potential @,. The three points given by crosses situated
above the experimental points represent the rate constants that are
corrected for the distance dependence of both the double layer
potential and the reorganization energy; the straight line extrapo-
lates these data toward zero separation distance. It is clear that
these two factors give corrections to the experimental data that
almost compensate one another. The straight line that connects the
crosses and extrapolates to the minimum separation distance, R, =
4.3 A, illustrates the variation of (H,‘f)2 (more precisely, the preex-
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Figure 16. The data of Figure 12B plotted against the estimated elec-
trode-reactant separation distance (see text for the estimation details).
Simulated resulting curves for the nonadiabatic (Eq. 8) rate constants
(thinner curve with the upward curvature), scaled preexponential factors
(crosses and bold straight line), and hypothetical resultant curves for vis-
cous media (50% and 100% glycerol) as the reaction medium (bold blue
curves) are also drawn for comparison. Note the shift of transition re-
gions for simulated (experiment) and hypothetical (50% and 100% glyc-
erol) resultant curves to higher R, with the increase of solution viscosity
that is reminiscent of the distance dependence for protein ET (see Sec-
tions V=VIII below). Adapted with permission from Ref. 47, Copyright
(2001) American Chemical Society.

ponential component of Eq. 8, scaled by K, Eq. 23, versus R,).
The distance dependence of k°grpy that is hypothetical (based
solely on calculations) for thinner SAMs, is represented by the thin
line curved upward.
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The distance dependence extracted from the long straight line
in Fig. 16, corresponding to (H,-f)z, gives a value of f=1.04 £0.05
A, which is in good agreement with theoretical estimates and most
experimental values for methylene chains,'™'%4631335763.66:79
Table 1 reports the values of Hj,at different electrode-reactant sep-
aration distances (at n =0, 2, 4, 6, and 8). The value of H;;=0.017
eV (about 140 cm™) for the n = 2 SAM is close to the value speci-
fied previously (> 0.030 eV or 245 cm™) for the onset of the sol-
vent friction regime,''****" and is consistent with a turnover be-
tween the strong and weak coupling limits. At some minimum
distance the extrapolated line should correspond to the rate con-
stant of a hypothetical nonadiabatic electron transfer process at the
close contact of the reactant ion and the bare Au electrode, with R,
=43 A. The extrapolated rate constant value of &’z = 4.3 cm
s gives a value of Hoif= 0.152 eV (1224 cm™) for values of A =
66.5 kJ mol™ (see above) and p,, = 0.52 meV."’

Figure 16 shows that the transition between the nonadiabatic
and solvent friction regimes occurs between R, = 6 and 9 A. Tak-
ing this changeover to occur for g = 1 and using the values above,
Ve can be calculated from Eq. 7; this calculation gives 2.4 x 10"
s (if one uses a value of &" ~ 20 for the diffuse part of the double
layer near the OHP at the bulk concentration of 1 M KCI and a
Debye relaxation time of 7, = 8.5 ps, then one finds v,;= v, =
(65/6.) o ' =4.7 x 10" 5! (estimated for &, = 5, see Ref. 47 for the
detailed discussion of this issue). The latter value is about four
times smaller than that accepted for pure water (1.9 x 10" s at &
= 78),"*3% however it falls within a reasonable range. Although
the estimate used here is rough, the limiting value for v,;is plausi-
ble and about an order of magnitude larger than that deduced from
the study of the tethered ferrocene redox couples discussed in Sec-
tion 4.1. This difference could arise from the different influence of
the SAM-adjacent solvating water/electrolyte in the two cases:
much more hindered motion for more closely situated immobilized
versus presumably solvent layer separated free redox species (par-
tial immersion into SAMs, vide supra). The difference among the
estimates made here and those made in Section 4.1 underscore the
difficulty in quantifying the relaxation characteristics of these
complex systems.
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In summary, these systematic studies of electrochemical ET
for SAM assemblies and small model redox-active species (metal-
locomplexes, in most cases) provide strong evidence for at least
two extreme ET mechanisms, a nonadiabatic (tunneling) mecha-
nism for thick films and a friction controlled (dynamically con-
trolled) mechanism for thin films.*’”® Unlike the nonadiabatic
(tunneling) mechanism that displays a well recognized experi-
mental signature, namely an exponential decay of the rate constant
with distance, the friction-controlled mechanism is more difficult
to recognize. To identify the friction-controlled regime requires
experiments that test for a dependence on v, (or 7) (see Figs. 12,
16, and Refs. 47 and 224) and that explore whether the rate con-
trolling step in the reaction is ET or not.'®*'%*"*?2 Figure 16 de-
picts a distance dependence for the k°zr of a freely diffusing redox
couple which displays a viscosity dependent plateau region whose
extent is dependent upon the solution’s relaxation properties. The-
se findings suggest that the dynamically controlled mechanism
may be more pronounced in slowly relaxing media such as bio-
molecules, ionic liquids or liquid crystals. In the next Sections we
review experimental results for proteins at the surface of elec-
trode/SAM assemblies that display this same general behavior.
Indeed, the interior and the SAM- and solvent-adjacent layers of
proteins can be viewed as an extremely viscous media with charac-
teristic dielectric relaxation times similar to pure glycerol.'¢'!!1%
'8 Another interesting development of this issue was realized in
electrochemical studies involving room temperature ionic liquids
(RTIL) as ET media,'®"*'*” and while they are not reviewed here
electrochemical studies in RTILs may offer new perspectives, es-
pecially in combination with biomolecules. The insights gained
from the small model redox species studied above have proved
extremely useful for developing a proper mechanistic understand-
ing of more complex bioelectrochemical systems.
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V. FREELY DIFFUSING CYTOCHROME C AT Au/SAM
JUNCTIONS

1. The Overview

Despite its modest size and relatively simple function, the mecha-
nistic understanding of the molecular recognition and charge-
transfer functionality of cytochrome ¢ (CytC) and the whole c-type
cytochrome family remains incomplete.”*'?* While it is well
known that CytC contains a covalently integrated iron heme moie-
ty and shuttles electrons in cellular photosynthetic and/or respira-
tory systems of living cells,>*'* the recently discovered role of
CytC in cell apoptosis***** indicates that it may have a much
higher functional and mechanistic complexity than previously
thought. In part, a full understanding of CytC’s functional role
remains elusive because of its highly diverse intermolecular inter-
actions. Indeed, much evidence indicates that at least some well-
studied cytochromes, including CytC (or its modified variants),
operate either in a strongly (irreversibly) bound, loosely bound
(almost freely diffusing), or in both of these regimes depending on
the specific intracellular (in vivo) or experimental conditions.>**>**
Furthermore, these diverse interactions may control the proteins’
essential properties (including structural, stability and dynamic
characteristics) and, hence, its intrinsic redox mechanisms and
their interplay.”***® The latter aspect, in turn, is closely connected
with an old puzzle that concerns the thermodynamic stability of
globular proteins,”***" as well as the more recent issue of the hier-
archical coupling between a protein’s external and internal dynam-
ic properties, dynamic slaving.">'®" These issues are synergistical-
ly connected and require a diversity of experimental studies and
cross-testing strategies (e.g., combining kinetic and thermodynam-
ic, and/or different kinetic, viz., high-pressure and solvent viscosity
approaches) to elucidate.

Experimental information on the ET kinetics in liquid-phase
systems involving CytC and its native or artificial redox partners
(redox proteins, complex ions, etc.) is extensive (see e.g., Refs.
111-114 and 273-278). However, even for this well-characterized
protein, systematic mechanistic studies in homogeneous systems
are complicated by the impact of both molecular recognition and
the intrinsic ET mechanism on the observations. In addition, an
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extra complexity (structural and dynamic) is introduced by the
participating redox partner and its intrinsic ET characteristics.''>
114273278 While the strategy of covalent attachment of small com-
plex ions as redox counterparts at different external sites of
CytC*"?™® has generated significant insights, it is limited because
it does not probe molecular recognition features and it does not
provide a smooth variation of intrinsic parameters, such as the
electronic coupling (because of the highly inhomogeneous nature
of the protein.)'* Meantime, as already mentioned in the Introduc-
tion, artificial bioelectrochemical devices that are composed of
Au/SAM assemblies of variable composition and thickness, with
redox proteins irreversibly attached or freely diffusing to the
SAM/electrolyte interface,'“******" are free of these limitations.
The work discussed in this section, and Sections VI and VII,
illustrates the advantages of bioelectrochemical methods for un-
derstanding aspects of CytC’s ET kinetics. This section discusses
electrode/SAM assemblies in contact with an electrolyte solution
that contains freely diffusing CytC. Sections VI and VII describe
systematic kinetic studies for the irreversibly attached CytC. While
some earlier electrochemical work on freely diffusing CytC**7!!!
set the stage for more comprehensive bioelectrochemical studies,
they did not exploit synergies between different kinetic approaches
(e.g., combined variation of SAM thickness, hydrostatic pressure
and solution viscosity) that provide complementary mechanistic
information. More recent systematic bioelectrochemical kinetic
studies of irreversibly adsorbed CytC varied the electronic cou-
pling strength over a broad range and allowed for the observation
of a mechanistic change from a non-adiabatic (weak electronic
coupling, thick SAMs) limit to an apparent adiabatic (thin SAMs)
limit (vide infia).”**"** In this Section we discuss complemen-
tary kinetic studies of electrochemical ET for freely diffusing
CytC. Through the combined variation of the SAM thickness, so-
lution viscosity, and hydrostatic pressure®™®' these studies offer
new insights into the ET mechanism and the issue of dynamic
slaving.">"*” We note that the same work®' used differential scan-
ning calorimetry (DSC) to address the impact of stabilizing (e.g.,
glucose) and destabilizing (e.g., urea) additives on CytC and iden-
tify links between the protein’s bioelectrochemical performance
and its stability, conformational flexibility, and function (for relat-
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ed studies see also Refs. 279-284). However, these latter studies
are outside the scope of the present Chapter.

2. Impact of the ET Distance (Electronic Coupling)

The voltammetry of cytochrome ¢ at SAM-coated gold electrodes,
for which the SAM presents a hydroxyl functionality to the solu-
tion, are well-behaved.**®" Figure 3B shows voltammograms for
cytochrome ¢ for different SAM thicknesses, whereas Fig. 17
show voltammograms for cytochrome ¢ for different voltage scan
rates (panel a), and different pressures (panel b). Panel a shows
voltammograms for three different SAM thicknesses at the same
scan rate and ambient pressure, revealing that the thicker SAMs
have slower ET rates. In these data the peak current is proportional
to the square root of the scan rate, as expected for a freely diffus-
ing redox couple.*™® Other aspects of the voltammograms are
consistent with a freely diffusing redox couple as well.

The dependence of the ET rate on the SAM thickness and the
solution viscosity shows a behavior that is qualitatively similar to
that observed for the metallocomplex redox couples described in
Section IV, however with a more obvious plateau region. Figure
18 presents a logarithmic plot of the experimental standard hetero-
geneous rate constant, £, versus the number of SAM methylene
units (see also Table 2) for three different solution viscosities. The
upper plot, 77, = 1, presents the data obtained for a 500 mM Tris-
HCI buffer (pH 7.4) solution, whereas the two lower curves have
glucose added to the buffer to increase its viscosity (200 and 400
gL glucose). For the thick SAMs with n = 6 and 11, the rate con-
stants are the same (within experimental error) in each of the solu-
tions, indicating that it is independent of the solution viscosity and
that the glucose does not cause significant structural changes of the
protein. In this regime the data can be described by an exponential
distance decay (Eq. 1) with a slope of ca. 1 per CH, unit, in excel-
lent agreement with other methylene SAM studies (see Sections II
and IV of this Chapter). For thinner SAMs (methylene number 2
and 3), the rate constant data reveal a clear dependence on the so-
lution viscosity and a deviation from the exponential distance de-
pendence that is expected for an electron tunneling mechanism.
Although this plateau-like region only spans two CH, units, it is
well pronounced. We note that Miller et al. indicated essentially
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Figure 18. Logarithm of the heterogeneous standard
rate constant for CytC electron exchange at Au elec-
trodes modified by hydroxy-terminated n-alkanethiol
SAMs (n =2,3,4,6,11) vs. methylene unit number under
variable solution viscosity. Upper curve (circles): no
viscous additive, 7, = 1; middle curve (open circles), 7,
= 1.80; lower curve (asterisks) 7. = 3.96 (note all three
curves merge at n = 6 and 11, and form a single sloped
line). Ref. 80 and 81, Copyright (2006) Wiley-VCH
Verlag GmbH & Co KgaA. Reproduced with permis-
sion.

the same result, albeit incomplete, in their pioneering report.’® The
extent of the plateau region is similar to that observed for the ferri-
cyanide/ferrocyanide redox couple; however, we will see that it is
notably shorter than that observed for immobilized CytC (Sections
6 and 7). The points for n = 4 apparently fall in an intermediate
region and is discussed more below.
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It is natural to interpret the biphasic behavior of the In(k°.,)
versus n plot (Fig. 9) in terms of a mechanism change; i.e., while
electron tunneling is rate limiting for thick SAMs some other
mechanism (or other process) becomes rate limiting for thin
SAMs. The origin of the exponential distance dependent region at
high values of # in terms of a nonadiabatic ET mechanism'>'*%"
4651535763667 appears to be generally accepted. In contrast, the
mechanistic origin of the plateau-like region for the thin SAMs has
had a number of different explanations offered. For example, the
unified ET model®’****%% described in Section 2 identifies the
plateau region with a rate limiting step that corresponds to the po-
larization relaxation rate of the surrounding medium; i.e. a friction-
controlled mechanism. This model implies control of the ET by the
protein and/or the SAM assemblies’ nuclear rearrangements that
are intrinsically coupled to the ET in one inseparable
(bio)electrochemical act. An alternative interpretation, which is
frequently discussed, considers a conformational rearrangement
(which is viscosity-sensitive) that is distinct from the ET event but
is required to precede it, and to involve an essentially different
elementary barrier-crossing.”®**¢"-191% Ex periments that explore
the nature of the ET rate constant more rigorously have been per-

formed and wused to distinguish between these mecha-
nisms, 74-76.78.80-83

3. Impact of Hydrostatic Pressure

Semi-logarithmic plots of %, versus the hydrostatic pressure (up
to 150 MPa) for SAMs with n = 3, 4 and 6, are presented in Fig.
19. Tt is evident that the pressure dependence is qualitatively dif-
ferent for these three cases. For the SAM with n = 3, which is in
the plateau region, the In(k’,,) decreases linearly with pressure,
yielding a positive volume of activation (+6.7 £ 0.5 cm® mol™ via
Egs. 3, 10, 11, and 22). This value is similar to the +6.1 + 0.5 cm’
mol™ value that was reported for 4,4'-bipyridyl- and 4,4"-bipirydyl-
disulfide modified Au electrodes (to be also considered as thin,
although primitive SAMs).""" In contrast, the plot for the SAM
with n = 6, which is in the tunneling/nonadiabatic limit, has a neg-
ative volume of activation (5.5 + 0.5 cm® mol™); see Eqs. (1), (8),
(9), and (21), and Fig. 19. In the case of a SAM with n = 4, an in-
termediate behavior is displayed with no effect of pressure on £°,,
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yielding AV, = 0, Fig. 19, Table 3. Thus, the same ET reaction, i.e.,
well-behaved oxidation/reduction of cytochrome c¢, displays an
essentially different behavior as a result of the change in the elec-
tronic coupling parameter, which was varied by changing the SAM
thickness.

In order to fully understand the pressure effect in the different
ET regimes, corresponding to the different SAM thicknesses, it is
important to consider the change in the reorganization energy with
pressure and the possible change in the tunneling distance with
pressure, in addition to the change in the intrinsic protein viscosity.
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Figure 19. Logarithm of the rate constant (reduced to its standard value) for
the CytC electron exchange at Au electrodes modified by hydroxy-
terminated n-alkanethiol SAMs (n = 3, 4, 6) vs. hydrostatic pressure, (1) n
=3;(2) n=4; (3) n= 6.3 Refs. 80 and 81, Copyright (2006) Wiley-VCH
Verlag GmbH & Co KgaA. Reproduced with permission.
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Table 3
Experimental Volumes of Activation (+ 0.5, in cm® mol™) for
CytC Electron Exchange at Au Electrodes Modified by
Hydroxy-Terminated n-Alkanethiol SAMs (n =3, 4, 6) Under
Variable Hydrostatic Pressure, and Estimated Values of
Different Contributing Terms (in the Same Units).*"*' Ref. 80
and 81, Copyright (2006) Wiley-VCH Verlag GmbH & Co
KgaA. Reproduced with permission.

SAM N 1/4 (3M/6P); RT (@Iny/dP);  BRT (8RJOP)r
n=3 +6.7 —(2t03) +(8t0 10) (0)

n=6 -55 ~(2t03) (0) —(2t03)
n=4 ~0 —(2t03) + (410 5) —(1t02)

The outer-sphere reorganization energy changes with pressure be-
cause the bulk dielectric properties of the medium, especially the
water, change with pressure. In the case of cytochrome ¢, the over-
all value of A is about 0.6 eV, and it is roughly composed of ca. 50
% solution component that can contribute about half of the activa-
tion volume, and another ca. 50 % of the protein reorganization
component (Franck-Condon term, see Eq. 18 in Section II) found
to be negligibly altered by pressure, and therefore does not con-
tribute significantly to the activation volume." Note that the same
can be concluded for the contribution from the SAM interior (Asyys
~ 0), since it can be assumed that & = &,., vide supra. Thus, the
most probable overall contribution of the second term of Eq. 21
would be -2 to -3 cm® mol™, arising from the bulk dielectric prop-
erties of the aqueous electrolyte. This value, together with the
overall experimental value of +6.7 cm® mol™, yields a value for the
frictional term of about +8 to +10 cm® mol™ (Table 3). We stress
again that this contribution originates from the direct influence of
hydrostatic pressure on the intrinsic protein friction (viscosity).

By considering the rate data in the nonadiabatic limit (n = 6)
and taking it to be viscosity independent (see Figs. 18 and 20), we
can estimate how much the pressure modifies the electron transfer
distance. Using Eq. (21) and the overall activation volume of —5.5
cm’® mol™, gives an activation volume of ca. —2 to —3 cm’® mol™ for
the SAM (see Table 3). This value corresponds to a change in dis-
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_7.4 1 1 1 1
0 0.3 0.6 0.9 1.2 1.5
Ln (77)

Figure 20. Logarithm of the heterogeneous standard rate
constant for CytC electron exchange at Au electrodes
modified by hydroxy-terminated n-alkanethiol SAMs ver-
sus logarithm of the solution viscosity. Plot 1: two coin-
ciding plots for n = 2 (crosses) and n = 3 (open circles);
plot 2: n = 4 (filled circles); plot 3: n = 6 (crosses).**"!
Refd. 80 and 81, Copyright (2006) Wiley-VCH Verlag
GmbH & Co KgaA. Reproduced with permission.

tance of a few hundredths of an angstrom. Table 3 summarizes the
ranges of estimated values for the individual contributing factors to
the experimental AV, for the rate data in Fig. 19. These estimates
are in good mutual agreement and consistent with the results ob-
tained through other approaches.

4. Links between the Solution (External) vs. Intra-Globular
Viscosity

It is useful at this point to consider the ET friction control in terms
of a viscosity model. Figure 20 shows log-log plots of the rate data
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versus viscosity for three different hydroxyl terminated SAMs in
contact with a cytochrome c solution. The slopes of the plots for
=2 and 3 indicate that full frictional control is realized (6~ 1, Egs.
3,10 and 11); whereas the plot for n = 6 is independent of the vis-
cosity. In general, one finds that a description of the viscosity de-
pendence by Eq. (3) usually gives 0 < §< 1,76106-10%:112-114.246.247 5
example, a maximum value of 6= 0.6 was reported for the case of
specific adsorption of cytochrome ¢ on pyridine-terminated SAMs
(see section 7).”® Somewhat larger slopes have been reported for
the case of ET within the homogeneous (solution) system involv-
ing zinc-substituted CytC and cupriplastocyanins, ranging from 0.7
to 0.9.""*""* Interestingly, full viscosity control (5 = 1) has been
observed for photo-induced ET from the artificial Ru-coordinated
polypeptide electron donor to ferri-cytochrome ¢,**’ occurring
through a loosely bound (encounter) complex, as opposed to a
weaker dependence (J =~ 0.6) for a preformed (tight) complex.”"’
These latter findings are similar to the overall pattern seen with
cytochrome ¢ in bioelectrochemical studies. In addition, recent
experimental and computational results obtained for a related sys-
tem, the charge-modified complex of the photosynthetic reaction
center (PRC) and cytochrome ¢, ***** strongly suggest formation
of a solvent-separated, softly stabilized complex as a reactive en-
counter pair.

Early work suggested that the overall effective friction addi-
tively originates from both solvent and protein components, and
operates through Eq. (32),°**"!

k.. = ¢ ex, —AG" (32)
o c+n P RT

in which C is a constant, and o represents the protein’s intrinsic
viscosity; however, this form does not consistently account for the
experimental observations. For cases where 8~ 0.5-0.8, the exter-
nal (solution) and protein interior contribute comparably (the ratio
o /n amounts only to ca. 2 to 4), which is highly questionable be-
cause the protein interior is known to be much more viscous com-
pared to bulk water, or even compared to aqueous solutions con-
taining conventional viscous additives,'0!'!19516328529%0 Eor the
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cases where d~ 1 (as in the present case), this model suggests that
o <<p, which contradicts the existing viewpoint about the pro-
tein’s internal dynamic properties and does not agree with the high
pressure results (discussed above) that convincingly reveal an es-
sential role for the protein’s intrinsic friction (for further criticism
of Eq. 32, see Ref. 155). In this context, the earlier work that esti-
mated the effective relaxation time, which controls the ET of cyto-
chrome ¢, to be about 200 ps should be mentioned.”®' This rather
slow relaxation time roughly corresponds to about a thousand-fold
enhancement over the bulk aqueous environment.

The question emerges as to how a moderate variation of ex-
ternal viscosity can alter the much higher internal viscosity of the
protein so effectively? The answer can be found in a recently in-
troduced concept of dynamic slaving,''*" which implies that
“solvent fluctuations dominate protein dynamics and function”.'*®
Indeed, for another well-studied mode! protein, myoglobin, it has
been established that several of its dynamic features (including the
rate constants of functional elementary processes, k(7)) change in
parallel with the rate coefficient of the solution's dielectric fluctua-
tions, kp (T), such that: '

kD(T)/kF (T)~m= Const (33)

where, for different events, m varies over the range of 3 x 10* to 3
x 10*. The origin of this effect may lie in a cooperative multi-site
interaction of the solvent components (water, sugar, glycerol, etc.)
with charged and polar groups on the protein surface.'>™!**201200-272
Indeed, numerous studies have indicated the essential role of pro-
tein solvation in triggering and further tuning of their dynamic
characteristics and functions.'>>'01200-201204206 Oy finding that
cytochrome ¢ exhibits the high frictional coupling limit (0 = 1)
under the present conditions (weak interaction with SAM terminal
groups) as compared to the case where it is (specifically) tightly
adsorbed at the surface (0 = 0.6, see Ref. 76) suggests that when
the external solution is screened by a tight protein/SAM contact
(that mimics the protein-membrane or protein-protein multi-site
contact), the slaving effect is not complete because of the lack of
the full protein-solution interaction.
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The complementary calorimetric data’® have revealed the
thermodynamic stabilizing effect of glucose on the native confor-
mation of cytochrome ¢ and correlates it with the friction (viscosi-
ty) control in the dynamically controlled ET regime (manifested
through Eq. 10). This observation is in remarkable agreement with
the recent result of Chalikian et al. for the stabilizing effect of
pressure on cytochrome ¢*** and can also be linked to the dynamic
intra-globular friction control in the same regime. Further analogy
between the pressure and stabilizer dynamic effects comes from
the static effect of the volume and compressibility decrease in both
cases.”™?* While the protein’s internal viscosity (conformational
flexibility that is coupled to ET) and its associated solvent slaving
remain constant as the SAM becomes thicker (n = 4, 6, 11), the
electronic coupling becomes weaker and the viscosity dependence
weakens, according to Eq. (5), until the onset of a non-adiabatic
regime in which Eq. (8) holds.

Overall, these data imply a change in the intrinsic ET mecha-
nism with SAM thickness rather than an essential change in rate-
determining step (see Section II). Indeed, it would be difficult to
justify the existence of a rate-determining (and viscosity con-
trolled, vide supra) large-scale rearrangement of the protein-SAM
moiety (gating mechanism) for the case of freely diffusing cyto-
chrome c. In the next sections, we draw comparisons with the ki-
netic results obtained for cytochrome ¢ irreversibly bound to
SAMs, for which such an alternative mechanism is more plausible.
While it is difficult to compare directly the heterogeneous standard
rate constants, k%, and K’z when the actual value of the pre-
equilibrium constant, K, in Eq. 23 is unknown (vide supra), it is
possible to make a sound comparative analysis of the effective pro-
tein-to-terminal group distances for freely diffusing and adsorbed
cytochrome ¢ by the direct comparison of apparent turnover dis-
tances, i.e., the formal ET distances at which the mechanistic
changeover occurs; see Section VII.
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VI. SPECIFICALLY IMMOBILIZED CYTOCHROME C
AT AU/SAM JUNCTIONS

1. The Overview

This Section describes a strategy for immobilizing cytochrome ¢
on a chemically modified Au electrode through a specific ligand-
receptor interaction that provides selectivity for the biomolecule’s
orientation on the surface.””” This pioneering work demonstrates
the ability to create mixed monolayer films that present nitrogen
ligands to bind directly with the heme of cytochrome ¢ (see Fig. 21
left). By creating mixed films of pyridinal alkanethiols, or other
nitrogen receptors (see Fig. 21 right), in a diluent of shorter chain
alkanethiols, cytochrome ¢ has been immobilized through associa-
tion of the functionalized longer chain thiols with the heme iron of
the cytochrome. In particular, pyridine and imidazole were found
to interact strongly, whereas nitrile-terminated chains interacted
more weakly. This immobilization motif has been demonstrated by
electrochemical voltammetry measurements (a large negative shift
in the apparent redox potential), STM imaging, and surface-
enhanced resonance Raman spectroscopy.”>' The voltammo-
grams are nearly ideal, indicating well-defined sites on the surface
of the electrode and allowing the electron-transfer kinetics to be
quantified.

The quality of the voltammetry is revealed by the data in Fig-
ures 22 and 23. Figure 22 shows voltammograms of the imidazole
and pyridine mixed films at some selected voltage scan rates. The
voltammograms display well-defined peaks and a shift of the peak
(oxidation)-to-peak (reduction) separation with the scan rate. Note
that the traces are shown for different potentiostat time constants
(see original work for details). Table 4 presents data for the differ-
ent immobilizations and compares it to some nonadsorbing films.
Note the large negative shift in the apparent redox potential for the
mixed films with nitrogen ligands and its dependence on the nature
of the nitrogen ligand. Spectroscopic studies have shown that the
pyridine, imidazole, and nitrile functionalities can bind to the heme
iron of cytochrome ¢ in free solution,”**’ and that the negative
shift in redox potential indicates an interaction between the nitro-
gen ligand and the cytochrome’s heme. The redox potential shifts
that are observed on the SAMs correlate with those found in ho-



167

Electron Exchange Mechanisms between Electrodes and Proteins

‘Anstay)) Jo £121008 [BA0Y

oy Jo uorsstuiad Aq (1007) WSWAdOD) ‘g7 "JoY WOl pue AJ9100S [BIIWAY)) UedLIDWY (700Z) WSHAdO)) G/ 'Joy woiy uorssiuidd yym paydepy
¢, SANAJ[OW FULIA}A} Paseq-103dadal JUIIIIIP AU} 10J SAINJONIS JB[NO[OW JYSY ,"d08yIns

urdy01d 2y uo judsaxd are jey) sdnoid QuIsA] ay) 218 UMOYS OS] "2 QWOIYI0IAD JO WY ) 0) 12U32) duIPLIAd B JO UONRIDOSSY o] "] 2T

ajensqns pjod y

/
g Wi

/
S
o
o]
lo]
P
N

/
g NOIID

3 2WonPoIL) I8I0H

z

dnous auisig L



*£191004 TeoTWAY)) URdLIdWY (Z007) WSHAdo)) ‘G Joy woiy uorssiutad yim pajurd
-1 'S/A 9 Pue ‘0] ‘G (7 I sweiSowwe)|0A ISy} J0J sajel ueds oy ], ‘(g [oued) sonieuonouny surpuAd pue (v [dued) sanijeuonouny
9[ozeprwil SUIUIeIuod SWlj J9AB[OUOW PIXIW JO JOBLINS AU} UO PIZI[IGOWW 2 JWOIYI0IAD IO UMOYS dJe SWEeISOWWRIOA 77 9In3I]

(106w/Bv "sA Aw) [ERUSIOd (106w/By "sA (Aw) [enuajod

D.H. Waldeck and D.E. Khoshtariya

168

o 005~
1 L

oL-

— O

(i) Juaung

0 Oo_m|

ol

- 0L

(") yusung



169

Electron Exchange Mechanisms between Electrodes and Proteins

*K10100§ ROy ueoLWY (Z007) WIAdo) G/ ‘Joy woiy uorssturdd yum pajurdidy “(dul] paysep oy} SI A9 ¢°() PUL ul] pPIjos
Y} ST A9 §°()) SOISIOUD UOIRZIUBTIOAT JUIJJIP 0M) 10 UMOYS OS[e Ik suonoIpaid A109y) snorey 03 Blep ay) Jo si (g [oued) wo)
-sAs aurpuiAd ay) pue (v [dued) WISAS 2[OZePIWI Y} J0J UMOYS SI 2)el ueds ay) uo [enudjod yead ayy jo doudpuadap ayJ, "¢z 2anJig

(Oy/A)607 (*4/A)607
- 2 2 |- N- ¢

T
o -
N v
1
o o
A

T
o
N

s J
q
I
O
(Aw) jenusjod

I
o
~t

[
O
<t



170 D.H. Waldeck and D.E. Khoshtariya

Table 4
Electrochemical Parameters for Different
Electrode/Cytochrome Systems. Rerpinted with permission
from Ref. 75, Copyright (2002) American Chemical Society.

System E” AE Scan Rate
(mV) (mV) (V/s)
HOC(CH>)sS ¢ 44 +2 58 0.2
PyCO,(CH,),S * 5 56 0.2
HOOC(CH>)10S 12+3 99 0.6
PyCO,(CH,),S/C1HS -172+10 108 1.0
Im(CH,),1S/CsHisS —346 +20 117 1.0
NC(CH>);;S/CsH,5S —415 £ 20 132 8.0

“ In this system the cytochrome c is freely diffusing in solution at a concentration of
50 pM.

mogeneous solution studies of cytochrome c; however, they are
typically somewhat smaller in magnitude.'®***% The redox poten-
tial shift that is observed upon addition of an exogenous ligand to
solution can arise from a conformational change (even denatura-
tion) of the protein, as well as ligation to the heme iron. A study by
Fan et al.””® examined the pyridine binding to cytochrome ¢ in
solution extensively and found that the heme bound pyridine had a
redox potential of -161 mV (close to the value of —172 mV ob-
served on the SAM, see Table 4), but that higher concentrations of
pyridine in solution shifted the redox potential to —294 mV be-
cause it denatured the protein and exposed the heme iron to the
solvent (see also Ref. 81). Fan’s findings substantiate the view of
cytochrome ¢ immobilization that is indicated by the cartoon in
Fig 21. At the slowest scan rates, the voltammetric peak widths of
these assemblies are near the ideal limit of 91 mV and indicate a
high degree of homogeneity. In contrast, an earlier study had used
pure layers of pyridine-terminated alkanethiols and reported
broadened voltammograms and a large asymmetry between the
oxidation and reduction responses.

The dependence of the peak separation on scan rate can be an-
alyzed to obtain the electron transfer rate constant according to the
procedure described in Section IIL*'®*19% 3% Figyre 23 shows
plots of the peak shift (EP-EO ") versus the voltage scan rate for the
pyridine and imidazole ligands, along with a best fit by the classi-
cal Marcus theory for £”. The two theoretical curves correspond to
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two different reorganization energies, 0.8 and 0.9 eV, and reveal
the sensitivity of the analysis to the choice of the reorganization
energy.>® The best fit standard rate constants (k°) were 780 s for
the pyridine-terminated layer (electron transfer through a CI2
chain) and 850 s for the imidazole-terminated layer (electron
transfer through a C11 chain), with a symmetry factor of 0.5 for
the reaction.”'’

2. Pyridine-Terminated SAMs: Impact of the Electron
Transfer Distance

Figure 24 shows a plot of the measured heterogeneous rate con-
stant as a function of the methylene number in the tethering chain
for some different pyridine-terminated SAMs’® and ~COOH ter-
minated SAMs from the work of Niki et al.”** and Bowden et
al.™** (also see Section 7). For thick SAMs, the pyridine terminat-
ed alkanes and the COOH terminated SAMs display an exponen-
tial dependence on the charge-transfer distance, see Egs. (1) and
(3), with a decay constant of about one per methylene. This decay
length is similar to that found in other tunneling studies with satu-
rated hydrocarbons and is a signature for nonadiabatic electron
transfer. Note that the thickness value at which the rate constant
starts to fall off exponentially is shifted to higher methylene num-
bers for the pyridine ligated data, as compared to the -COOH data.
Both data sets show a weak distance dependence at short donor-
acceptor separations (the plateau region); the maximum rate con-
stants differ by about a factor of two and the rate constants in the
pyridine-bound systems are consistently higher than those for the
electrostatically bound system.

Figure 24 and Table 5 also report rate data for cytochrome ¢
adsorbed through three other tethers of a similar length to the
Cllpy. In two of these systems the C11 tether is retained, but the
receptor group has been modified from a pyridine to an imidazole
and/or to a nitrile unit. Although these ligands cause a significant
shift in the apparent redox potential, they have a minor effect on
k’gr. This result demonstrates that the methylene chain length con-
trols the rate constant. In contrast, the conjugated terthiophene
tether with a pyridinal head group has an apparent redox potential
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methylene number

Figure 24. This diagram plots the apparent standard electron
transfer rate constants for the different systems. The data for
systems bound through coordination with the heme are repre-
sented by circles for pyridine, x for imidazole, triangle for CN,
and diamond for terthiophene. The squares are the data for elec-
trostatic adsorption on COOH. The dashed lines are fits to the
nonadiabatic model at large layer thickness. Ref.74 Copyright
(2002) Wiley-VCH Verlag GmbH & Co KgaA. Reproduced
with permission.

like that of the alkylpyridine but has a k°zrthat is a factor of three
to four larger than the C11 tether. The electronic coupling via the
conjugated linker is expected to be higher than that of the Cl11
chain and cause an increase in the rate constant (see Section 2).
The data in Fig. 24 show that the onset of the exponential de-
cline (see Eq. 1) occurs at larger film thicknesses (ca. 12 methyl-
enes) for the pyridine-terminated SAMs than for the COOH-
terminated SAMs. Once in the exponential regime, however, both
films display a tunneling behavior like that observed for hydrocar-
bon chains, 1.19 per CH, for the pyridinal SAMs and 1.22 per CH,
for the COOH SAMs. """ Wei et al. ”’ showed that the shift in the
onset distance for the exponential region arises from the fact that
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Table 5
Rate Constant Data for Cytochrome ¢ Immobilized on Differ-
ent Mixed SAMs. Rerpinted with permission from Ref. 76,
Copyright (2003) American Chemical Society.

a kaET EO . kDET EO .

System , #Trials System ! #Trials
Y ") (mv) Y (s")  (mV)
Cépy/C5 1580 -175 6 CIICN/C8 1000 415 2
Cllpy/C10 1150 -168 14 Cl1Im/C8 860 346 4
Cl2py/C11 785 -172 4 Terthiophene 4200 —188 2
py/C7

Clépy/C15 52 -158 12 Cllpy/C10 1150 -168 14

C20py/C19 0.50 -156 3

C22py/C20 0.032 145 2

“ The numbers indicate the number of methylene units in the chain and py indicates
the pyridinal receptor. For example, C6py/C5 denotes @-pyridinalhexanethiol
tethers in a pentanethiol diluents SAM.

the two different immobilization motifs have two different domi-
nant tunneling pathways. The COOH terminated groups electros-
tatically bind the cytochrome by its lysine groups®~*** and the
pyridine-terminated alkanethiols bind through ligation with the
heme iron.”">*!

Wei’s study was based on an earlier study by Niki et a
which examined a number of different mutants of cytochrome ¢
that were electrostatically adsorbed to —-COOH SAMSs. Niki re-
placed the lysine units on the surface of the cytochrome ¢ and
studied how it changed the electron transfer rate for the electrostat-
ically bound protein. They showed that replacement of the lysine-
13 with an alanine (mutant RC9-K13A) changed the electron
transfer rate by five orders of magnitude. Even when they swapped
the lysine 13 with a glutamic acid (at position 90 and adjacent on
the protein surface), they observed a similar decrease in rate con-
stant. The large sensitivity of the rate constant to the lysine 13 and
its relative insensitivity to the movement or elimination of other
surface lysines, led them to conclude that the dominant tunneling
pathway in electrostatically adsorbed cytochrome ¢ proceeds
through lysine 13. Using the cytochrome ¢ crystal structure, one
can estimate a physical, through-space, distance of 5.8 A from the

60
1.>,
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lysine 13 to the heme and a through-bond distance of about 20 A.
Wei et al.”” measured £’ for the RC9-K13A mutant and the native
rat cytochrome ¢ on COOH-terminated SAMs and on the mixed
pyridine-terminated SAMs (see Table 6 and Figure 25). Wei’s rate
data in the electrostatic assemblies show excellent agreement with
that of Niki et al.®’ revealing a nearly 5000-fold decrease in the
rate constant for the mutant form, as compared to the native form
of the protein. In contrast, the pyridine immobilized protein has a
similar &’y for both the mutant and native cytochrome c.

Figure 25 shows how the measured £’z changes with the dis-
tance from the electrode surface for the native rat cytochrome c,
horse heart cytochrome ¢, and K13A rat mutant immobilized on
the COOH terminated SAMs and the pyridine terminated SAMs.
For the pyridine-terminated films (open symbols), the native rat
cytochrome ¢ and the K13A cytochrome c rate constants are nearly
the same; they display a weak distance dependence for thin SAMs
and an exponential distance dependence for thick SAMs. In
contrast to the pyridine terminated SAMs, the carboxyl-terminated

Table 6
Electron Transfer Rate Constant of Rat Heart Cytochrome c
and the Mutant K13A Adsorbed on Different Electrodes. Rer-
pinted with permission from Ref. 77, Copyright (2004) Ameri-
can Chemical Society.

Systems Native Cyto- Mutant K13A
chrome ¢

K er # Trials Kgr # Trials

s sh
C6Py/C5 789 £ 155 3
C11Py/C10 903 £ 130 3 816+ 122 4
C12Py/C11 770 £ 42 3 737+ 103 3
Cl6Py/C15 553+2.1 3 80+16 5
C20Py/C19 0.62+0.03 3 0.73+£0.12 4
C3COOH 920 + 60 2 0.13+0.04 2
(C¢H4)COOH 570 £ 45 5 0.20 + 0.06 2
C5COOH 680 + 68 5 0.0035 £0.001 4
C10COOH 19+72 4

Note: Errors indicated for the rate constant represent one standard deviation from
the average value found for the different trials.
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SAMs have different rate constants for the native and mutant
forms of cytochrome c. At short film thickness the native form of
cytochrome ¢ approaches the limiting (plateau) value that is found
for the pyridine tethered protein, but the mutant cytochrome c
never reaches this value; in fact, it is orders of magnitude lower
than the native cytochrome c.

[

Log(k)
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0 5 10 15 il 25

Humber of methyienes

Figure 25. The measured electron transfer rate constant of surface immobi-
lized rat heart cytochrome ¢ and its K13A mutant is plotted as a function of
SAM thickness. The unfilled symbols represent pyridine immobilized cyto-
chrome c¢: the triangle for native horse heart cytochrome ¢, the circle for
mutant K13A, and the diamond for native rat cytochrome c. The filled
symbols represent electrostatic adsorption by carboxylic acid films: the
black diamond is native rat cytochrome ¢, the black circle is the K13A mu-
tant, and the black triangle is horse heart cytochrome c. The grey symbols
are for a S(C¢H4)COOH monolayer and the bar shows the uncertainty in as-
signing it a length equivalent to some number of methylenes. The solid
curve and the dashed curve represent the distance dependence of cyto-
chrome ¢ with the pyridine and carboxylic acid system, respectively. Rer-
pinted with permission from Ref. 77, Copyright (2004) American Chemical
Society.
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Because the electron transfer rate depends strongly on the re-
organization energy, Wei et al.”’ measured the reorganization en-
ergy of both the mutant and native forms of the protein. To achieve
reasonable accuracy on the reorganization energy determination,
they performed voltammetry studies for cytochrome ¢ immobilized
on C20Py/C19 mixed films, for which the rate constant is very
slow. This choice of system allowed them to scan to high overpo-
tentials and determine the reorganization energy to an accuracy of
0.1 to 0.2 eV.” The data for the rate constants and reorganization
energies are reported in Table 7.

These data make it clear that the binding mode of the cyto-
chrome ¢ to the SAM film changes the dominant electron tunnel-
ing pathway and thus the point at which the transition between the
short distance/plateau region and the long distance tunneling re-
gime is observed in SAM/protein assemblies. The cartoon in Fig-
ure 26 illustrates the two binding modes considered here. For the
electrostatic binding (Case 1), the £’z of the native cytochrome ¢
is 5000 times larger than that found for the K13A mutant because
the electrons must tunnel through carboxylate:lysine contacts on
the protein surface. By removing the lysine 13 contact on the SAM
surface that tunneling pathway is removed. In contrast, the similar
k’cr’s observed for the pyridine-terminated SAMs result because

Table 7
Summary of Reorganization Energy Measurements of Rat
Heart Cytochrome ¢ and Mutant K13A Obtained from Immo-
bilization on C20Py/C19 Mixed Monolayer Films. Rerpinted
with permission from Ref. 77, Copyright (2004) American
Chemical Society.

Mutant K13A Cytochrome ¢ Native Cytochrome ¢
Trial k% (s7) L(eV)  E”(mV) Ker (s L(eV) E%(mV)
1 0.82 0.50 -150 0.60 0.62 -141
2 0.85 0.45 -157 0.65 0.55 -153
3 0.66 0.70 -132 0.62 0.58 —148
4 0.60 0.65 -145
Avg. 0.73£0.12  0.58+0.12 —146+11 0.62+0.03 0.58+0.04 —147+6

Note: Errors indicated for the rate constant represents one standard deviation from
the average value found for the different trials.
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the dominant electron tunneling pathway does not change, along
the alkane tether of the pyridine ligand to the heme iron, when the
lysine is replaced. This finding substantiates the conclusion that
the adsorption of the protein to the pyridine terminated SAMs pro-
ceeds by axial coordination between the pyridine receptor and the
protein’s heme, and the primary difference between the two cases
is the nature of the link between the protein and the electrode.

Given this view of the tunneling pathways, it is possible to es-
timate the physical distance between the electrode surface and the
heme unit of the protein for the two cases. If one considers that the
pyridine unit coordinates to the heme iron and that the pyridine
unit has little effect on the charge-transfer distance because of its
7-conjugation, then the charge transfer distance d in the pyridine-
terminated SAMs can be written as:'°

d=1.90+1.12 n (A) (34)

where 7 is the number of methylenes in the alkane chain and 1.90
A accounts for the S atom of the thiol. For the electrostatically
adsorbed cytochrome c the charge transfer distance has contribu-
tions from the SAM and from the peptide between the SAM sur-
face and the heme unit. By assuming that the tunneling proceeds
via the lysine 13 * and using the cytochrome ¢ crystal structure,
vide supra, one can estimate a physical distance. Figure 39 shows
plots of the &’ for both of these data sets versus distance, which is
calculated from these models. The good agreement between the
two data sets suggests that the difference in k” values for the two
immobilizations can be corrected by accounting for differences in
the electron transfer distance.

3. Pyridine-Terminated SAMs: Impact of the Solution
Viscosity and Heavy Water

For the thin SAMs, the rate constant changes with solution proper-
ties, such as viscosity and D,O versus H,O, but for thick films it
does not.”*’® Figure 27 shows plots of k’z7 measured on three dif-
ferent pyridine-terminated SAMs versus solution viscosity (data is
in Table 8), which was varied by addition of glucose. Fits of the
data by Eq. (3) give o values of 0.58 for C6Py tethers, 0.28 for
C11Py tethers, and ~ 0 for C16Py tethers. Thus, £’z displays a
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viscosity dependence for thin films, the plateau region of Fig. 24,
but it is independent of the viscosity for thick films, the tunneling
region. The lack of a viscosity dependence for the C16Py tether
indicates that the tunneling probability controls the rate and
demonstrates that the method used to change the viscosity does not
cause some other change in the protein or its adsorbed state. Alt-
hough the £°zr values for C11Py and C6Py are similar, their vis-
cosity dependence is different; the significantly larger & for the
shorter tether indicates a stronger frictional coupling and is con-
sistent with a stronger electronic coupling. The importance of vis-
cosity for the thin films demonstrates a change in the mechanism
of the electron transfer reaction with distance.”

Table 9 shows data that display a dependence of k°zr on the
water isotope used in the experiments for thin SAMs. For thick
SAMs, the C16Py/C15 assemblies, no dependence of the rate con-
stant on the water isotope can be observed. This control experi-
ment demonstrates that changing the normal buffer solution to a
D,0 buffer solution does not impact the adsorbed state of the pro-
tein. These experiments show a modest change in A’z with water
isotope if it is exposed for a long time (ca 30 minutes or more) and
the assemblies are on thin SAMs, the plateau region of Figure 24.
These results suggest that water present in the protein, or ex-
changeable protons, modulate £°z7. Murgida and Hildebrandt have
reported a much stronger isotope dependence, however their SAM
films were thinner than those studied here.’" According to the de-
tailed studies by Davis and Waldeck,’” a significant portion of the

Table 8
Rate Constants of Immobilized Cytochrome c for Differ-
ent Solution Viscosities. Rerpinted with permission from Ref.
76, Copyright (2003) American Chemical Society.

1n=0.98 cP n=1.76 cP n=3.88 cP
System #Runs Ker #Runs K%y #Runs Ker
sh C) N
Cépy/C5 3 1512 4 1050 3 670
Cllpy/C10 2 1155 5 990 4 780
Cl6py/C15 2 60 2 60 2 61
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Figure 27. The viscosity dependences of the observed electron transfer rate constant
are shown for three different alkanethiol chain lengths: the triangles are C6, the
circles are C11, and the squares are C16. The dashed line has zero slope. Rerpinted
with permission from Ref. 76, Copyright (2003) American Chemical Society.

Table 9
D,0 Dependence of the Rate Constant Data for Immobilized
Cytochrome c. Rerpinted with permission from Ref. 76, Cop-
yright (2003) American Chemical Society.

C11Py/C10 Cl16Py/C15
Cell Incubant Ker Cell Incubant Ker
() ()
H,O H,O 1140 H,0 H,0 58
D,O H,0 1100 D,O H,0
H,O D,O 890 H,0 D,O

D,O D,O 879 D,O D,O 55
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change in rate constant with the water isotope arises from a local
viscosity effect (see Section 7.3).

These results require a change in the electron transfer mecha-
nism as one proceeds from thick SAMs to thin SAMs. For thick
films (> C12), kK’ decreases exponentially with increasing alkane
chain length and does not depend on the solution viscosity or the
isotope of the buffer. This behavior is consistent with a rate con-
stant that is controlled by the tunneling probability. For thin films
the reaction mechanism changes. It no longer decreases exponen-
tially with distance; it displays a viscosity dependence; and it de-
pends on the use of D,O versus H,O. Early workers®>?% who ex-
amined COOH-terminated SAMs, explained this mechanism
change by hypothesizing that a conformational rearrangement to a
precursor state acts to gate the electron transfer. For example, the
cytochrome ¢ might rotationally diffuse at the SAM/electrolyte
interface until the heme position becomes close to the electrode, at
which time the electron transfer occurs rapidly. Such a scenario is
not consistent with the data for the pyridine terminated chains,
which show a similar distance dependence but should not involve
reorientation of the protein on the SAM surface. Nevertheless, a
more subtle conformational change might become rate controlling;
e.g. a change in the nitrogen-iron distance in the protein/SAM
complex. To distinguish gating from polarization dynamics, Yue
and coworkers’® measured the dependence of the electron transfer
rate constant on the overpotential, and their findings are discussed
in the next section. The gated mechanism should not depend on the
overpotential, because the rate is limited by a nuclear rearrange-
ment rather than electron transfer, whereas the friction controlled
mechanism should change with overpotential.

4. Evidence for Dynamic Control rather than Gating at
Short Distances

Yue et al.”® used cyclic voltammetry and time-resolved surface-
enhanced resonance Raman spectroelectrochemistry to measure
the temperature, distance, and overpotential dependences of the
electron transfer rates for pyridine-terminated SAMs. They con-
cluded that the electron transfer mechanism changes from a tunnel-
ing controlled reaction at long distances (thick films) to a friction-
controlled reaction at short distances (thin films). They measured
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the k°zr on pyridine-terminated Au electrodes by cyclic voltamme-
try, and for each SAM thickness (n = 6, 11, 12 and 16) the temper-
ature was varied from 2°C to 40°C.**** Figure 28 shows the tem-
perature and distance dependence of £’y for the four different
SAM assemblies. The rate data are qualitatively similar to that in
Figs. 24 and 25; namely, the rate increases strongly from n = 16 to
n = 12, consistent with a nonadiabatic reaction, and it increases
weakly for shorter chains, n < 12. The activation energies that
were found for each of the SAM thicknesses show a monotonic
increase with decreasing film thickness (see Table 9). Yue et al.”®
showed that the change in the activation energy could be explained
by considering it to be a sum of two terms; one that arises from the
solution viscosity and one that arises from the Marcus reorganiza-
tion energy. By empirically determining and accounting for the
viscosity contribution, they were able to extract a reorganization
energy for the electron transfer (0.4 to 0.6 eV) that changed only
modestly with the SAM thickness; see the last column of Table 10.

Surface-enhanced resonance Raman (SERR) spectroscopy
was used to measure the rate constant for cytochrome ¢ immobi-
lized by pyridine-terminated SAMs on Ag electrodes. Stationary
potential-dependent SERR*' has been used to show that the im-
mobilized protein exists in equilibrium between two forms; both of
which lacked axial ligation with the native ligand Met 80. The
dominant form was observed to have a six coordinate, low spin
heme (6cLS), in which the sixth ligand was the pyridine group,
and the minor form was a five coordinate, high spin heme (5cHS);
presumably it binds to the mixed monolayer through hydrophobic
interactions. The equilibrium was shown to be potential dependent
with the ferric form displaced towards the 6¢cLS state, reflecting
the larger affinity of Fe’" for pyridine as compared to Fe*". By
performing time-resolved SERR spectroscopy, Yue et al.”® meas-
ured the electron transfer rate at different overpotentials by per-
forming potential jump experiments.

Figure 29 shows a plot of the measured electron transfer rate
constants for the two different forms of the immobilized protein on
PyC¢/Cs coated Ag electrodes. The two forms of the protein can be
treated as independent on the times scale of the experiment (i.e.,
they do not interconvert) and both respond to the applied overpo-
tential. The overpotential dependence for the pyridine-coordinated
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Figure 28. The graph shows the distance and temperature dependence of k% for
cytochrome ¢ on SAMs of different composition on Au. Green crosses: PyC;¢/C;s.
Purple triangles: PyC,,/C,,.Pink squares: PyC;,/C;o. Blue diamonds: PyC¢/Cs. Rer-
pinted with permission from Ref. 78, Copyright (2006) American Chemical Socie-

ty.

Table 10
Activation Energies, Reorganization Energies, and Viscosity
Parameters for Cytochrome c on the Different SAM/Au
Assemblies. Rerpinted with permission from Ref. 78, Copy-
right (2006) American Chemical Society.

Arrhenius Classical analysis Viscosity corrected
SAM AG, Ac A
(eV) (eV) (eV)
PyC¢/Cs 0.225 0.84 0.48
PyC,1/Cio 0.205 0.76 0.56
PyC,/Ci, 0.15 0.56 0.44
PyC;6/Cis 0.082 0.38 0.38
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form (6¢LS) gives equally good fits to either a nonadiabatic model
witha 4 =0.3 eV or to a friction-controlled model with a 4= 0.58
eV. It is important to note that the value of k°z; for the PyCg/Cs
SAMs is substantially smaller on Ag as compared to Au (146 s™
vs. 2400 s™). Thus, these experiments provide clear evidence for a
dependence of the rate constant on the overpotential for thin SAMs
on silver electrodes.

-06 -0.5 04 -0.3 -0.2
E, (V)

Figure 29. Rate constant of reduction of cytochrome ¢ on PyC¢/Cs
SAM modified silver electrodes as a function of the final potential
in the TR-SERR experiments (see text for details). Circles: 6¢LS re-
dox couple. Squares: ScHS redox couple. Rerpinted with permission
from Ref. 78, Copyright (2006) American Chemical Society.
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5. Comparison with Homogeneous Electron Transfer
Involving Cytochrome C

Figure 30 plots electron transfer rate constants as a function of the
reaction free energy, AG, for many different systems involving
cytochrome c; including the electrochemical value (k°zr for thin
SAMSs), unimolecular systems, and bimolecular systems. The solid
curve is generated by fitting the unimolecular rate data (G), a se-
ries of ruthenium-modified cytochrome ¢’s,*'**'* to a Gaussian-
shaped curve, as predicted by the classical Marcus model. The
dashed line shows the same curve shifted down by one order of
magnitude. The electrochemical rate constant (filled circle) ap-
pears to follow the Marcus curve. This analysis assumes that the
electron transfer rate is determined primarily by the Franck-
Condon factor (free energy and reorganization energy, rather than
the electronic coupling) and that the reorganization energy does
not change too significantly between the different systems. The
observed free energy dependence and the viscosity-sensitive be-
havior for some of the data (see figure caption) suggest that the
electron transfer belongs to the friction-controlled regime, rather
than to a conformationally-gated mechanism.'"'

The general correspondence of the data in Fig. 30 with the re-
action free energy supports the assignment of the rate limiting step
to an electron transfer process. Although the data display a large
amount of scatter, the diversity of the systems used to obtain these
rates is large and scatter should be expected. The peak of the curve
corresponds to the condition AG, = A, so that A is 0.7 to 0.8 eV.
This reorganization energy value is somewhat higher than that
found through the electrochemical studies of the immobilized cy-
tochrome ¢, which ranges from 0.4 to 0.6 eV. A number of exper-
imental and theoretical studies®'***7>**'32* report A values in the
range of 0.8 eV to 0.4 eV for the protein in solution. Theoretical
studies'****?** have tried to separate the reorganization energy
into an intrinsic protein component, an outer sphere (solution)
component, and a contribution from the redox partner (see also Eq.
18, Section II above). Although the reorganization energy depends
on both partners in a redox reaction, these data suggest that the
protein dominates the contribution and is fairly consistent between
systems. It is plausible that this difference arises from the change
in the solvation environment of the protein in the two cases. For
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the electrochemical studies, the kinetic data probe the reorganiza-
tion energy through the dependence of k’zron AG,. i.e., the overpo-
tential.

A number of the observations are in conflict with conforma-
tional gating as the rate limiting step, but support frictional cou-
pling as the rate controlling step for thin SAMs.” First, the elec-
trochemical data, ac impedance and cyclic voltammetry, indicate a
simple charge-transfer step; i.e., there is no evidence for a pre-
equilibrium. The larger rate constant that is found for the conju-

log(k,/s)
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Figure 30. This Marcus plot shows the free energy dependence of cytochrome c¢’s
electron transfer rate constant from a number of different studies, mostly homoge-
neous solution -the data are from Gray et al.*'*"* (G) for Ru-modified cytochrome
¢; Zhou et al’*" (Z) for cytochrome c/uroporphyrin complexes; McLendon for
interprotein system cytochrome c/cytochrome bs’'® (M); and Isied for Ru- modified
cytochrome ¢*'* (I). The open symbols (0,’'"; V,*'%; 0,*'%; A,**°; 0,%%) correspond to
rate constants that exhibit a dependence on the external solution viscosity. The
filled circle shows the electrochemical £°zr at short distances (plateau region),
which also displays a viscosity dependence. The solid curve shows the free energy
dependence expected from the Marcus model, and the dashed curve is the same
model shifted down by a factor of ten. Rerpinted with permission from Ref. 76,
Copyright (2003) American Chemical Society.
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gated terthiophene tether, as opposed to the methylene tether, can-
not be explained by a conformational gating mechanism but can be
rationalized through the effect of the electronic coupling on the
activation barrier for a direct electron transfer reaction. The tem-
perature dependence of the measured rate constant gives a con-
sistent activation energy for a direct electron transfer mechanism,
as long as the temperature dependence of the viscosity is analyzed,
note that the temperature dependence would require a barrier that
changes with SAM thickness for a gating mechanism. The overpo-
tential dependence that is assessed through potential jump experi-
ments (Fig. 29) and the reaction free energy analysis (Fig. 30),
indicates a direct electron transfer for thin SAMs. The change from
tunneling control to friction control can be understood to arise
from an increase in electronic coupling and the slowing of the po-
larization relaxation in SAM/protein assemblies, as opposed to free
solution.

Next we proceed to the case of electrostatically immobilized
cytochrome ¢ (Section VII) and consider the polarization relaxa-
tion mechanism for all of the cytochrome assemblies in Section
VILS.

VII. ELECTROSTATICALLY AND COVALENTLY
IMMOBILIZED CYTOCHROME C AT AU/SAM
JUNCTIONS

1. The Overview

Electrostatic immobilization of cytochrome c¢ onto negatively
charged surfaces has been reported by numerous workers. While
some workers have reported that cytochrome ¢ may adsorb on uni-
component SAMs with hydroxyl terminal groups under exception-
al conditions,”® in the presence of electrolyte such
SAM/cytochrome contacts operate in a freely diffusing re-
gime.”*"#? In contrast, the immobilization of cytochrome c at neat
carboxyl terminated SAMs under conventional electrochemical
conditions (up to 60 mM electrolyte) normally is strong and irre-
versible.****3%33%” Moreover, mixed SAMs of COOH and OH ter-
minated methylene chains have proven useful for optimizing the
ideality of the electrochemical response (voltammetry signal), be-
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cause they provide a way to chemically tune the strength of the
protein/SAM surface interaction and minimize the inhomogeneity
of the adsorption sites; i.e., they act to narrow the distribution of
distinguishable redox species at the SAM interface.’****' Figure 31
(panels A and B) illustrates these two different model SAM as-
semblies. The mixed ®-COOH/w—-OH composite SAMs have been
well-characterized by a variety of physicochemical methods, in-
cluding X-ray photoelectron spectroscopy’>>>" and ellipsome-
try,”> and have been shown to be well-organized and well-
behaved regarding their structure (presenting a mostly randomly
textured molecular surface) and electrochemical performance
(nearly ideal current waves).”?***"** Importantly, mixed SAMs
with longer active chains (here -COOH terminated) and relatively
shorter diluent (here —OH terminated) components provide an ex-
tended manifold of selectively variable protein/SAM interac-
tions****" and may serve as more advanced models for biomimetic
studies.

Recently, Yue et al.** compared the electrochemical response
for four different cytochrome ¢ immobilizations and its effect on
the electron transfer rate constant. These binding motifs are shown
in Figure 31 and include electrostatic binding to both pure and
mixed films, pyridine ligation, and covalent binding on mixed
films. The preparation of covalently bound cytochrome ¢ electron
transfer complexes using carbodiimide cross-linking reagents is a
well-established technique. The cross-linking occurs by formation
of one or more amide bonds between lysine residues on the cyto-
chrome ¢ surface and a complementary carboxyl group on the
SAM (or other partner), as shown in Figure 31. The resultant com-
plexes are similar in structure to their electrostatic counterparts and
appear to be functional and stable.**> %3

Figure 32 shows how the standard electron exchange rate con-
stant £°zr of cytochrome ¢ changes with ionic strength for a SAM
that is thick enough to ensure that electron transfer occurs in the
nonadiabatic/tunneling limit. All of the experiments were per-
formed at pH 7, for which the protein is stable; denaturation does
not occur until the pH has decreased to between 4 and 5.>*** For
the electrostatically immobilized protein, they found that the aver-
age standard electron exchange rate constant £’z decreased and
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Figure 31 Schematic diagram depicting four different cytochrome ¢/SAM assem-
blies. A) Cytochrome ¢ adsorbed electrostatically to a pure SAM composed of
carboxylic acid-terminated alkanethiol molecules. B) Cytochrome ¢ adsorbed elec-
trostatically to a mixed SAM composed of hydroxyl-terminated and carboxylic acid
terminated thiols (C15COOH/C110H). C) Cytochrome c¢ is immobilized through
the formation of one or more amide bonds between a protein lysine and the carbox-
ylic groups of the SAM. D) A pyridine moiety is used to ligate to the protein’s
heme iron; a motif discussed in Section 6. Rerpinted with permission from Ref.
329, Copyright (2006) American Chemical Society.

the inhomogeneity of the voltammetry increased with the increase
of the solution ionic strength. For ionic strength values higher than
80 mM, the cytochrome ¢ desorbs from the carboxylic-terminated
SAM. For the pure C15SCOOH SAM (panel A) and the mixed
C15COOH/C110H SAM (panel B), the rate decreases systemati-
cally as the ionic strength increases from 10 mM to 80 mM, for
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Figure 32. The dependence of the standard electron
transfer rate constant £”zr of cytochrome ¢ on different
SAMs. Black diamonds (#) are data from phosphate
buffer solutions at pH 7, and black squares (m) are data
from tris-acetate buffer solutions at pH 7. The solid
curves are a linear fitting of experimental data. A) cyto-
chrome ¢ on pure CI5SCOOH SAM; B) on
CISCOOH/C110H SAM; C) covalently attached to
C15COOH/C110H SAM; D) tethered to PyC16/C15
SAM.Rerpinted with permission from Ref. 329, Copy-
right (2006) American Chemical Society.
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both of the buffer systems that were studied. For the covalent im-
mobilization (panel C) and the ligated protein (panel D), the rate
constant did not change with ionic strength. Thus, the decrease in
k°gr with the increase of ionic strength can be understood to arise
from an increase in the effective distance between the cytochrome
c and the film.**

The standard rate constants for the different immobilization
strategies are quite different and summarized in Table 11. For the
pure COOH terminated films, the standard rate constant is about
ten times smaller than that observed in the mixed films (Fig 32B).
In part, this difference can be explained by a distribution of ad-
sorbate orientations (inhomogeneity) that include unfavorable
sites; a finding that is corroborated by analyzing the widths of the
current waves in the voltammograms.’” In addition, it may be
possible for the heme of cytochrome ¢ to approach closer to the
electrode in the case of mixed SAMs, because of the more flexible
nature of the solvent-exposed fragments of SAM active
chains.**** In contrast, the mixed assemblies (Fig. 32B) and the
covalently attached SAM assemblies (Fig. 32C) have the same
electron transfer rate; a fact that likely originates from the similari-
ty of the SAMs textured surface. Despite the similarity in their
average rate constants, the covalently immobilized cytochrome ¢
does not change with ionic strength. This finding indicates that the
electron tunneling is not affected by ions that may be present in the
solution or solvated near the SAM/electrolyte boundary. The high
rate constant for the pyridine immobilized protein was explained in
Section VI.2 as arising from a change in the dominant electron
tunneling pathway. Comparison of the data in panels A and B of
Fig 32 with those in panels C and D show that the solution proper-
ties (in this case, io- nic strength) can change the protein’s immo-
bilization geometry and thus modulate its electron transfer rate.

Table 11
Rate Constant k%7 (s') of Cytochrome ¢ at I =40 mM.
y

Pure Mixed Covalent PyC16/C15
CISCOOH CI15COOH/C110H  attachment
Phosphate buffer 0.22 +0.01 3.6£04 34+£08 43+5

Tris/Acetic 0.23 +0.01 3.7+0.6 3.5+0.8 42 +4
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2. Results for Cytochrome ¢ Immobilized on Mixed SAMs
with Large Chain Length Difference

The dominant electron tunneling pathway(s) between an electrode
and the heme unit of the cytochrome ¢ depends on the composition
of the mixed SAM. Yue et al.”*" studied mixed C15-carboxylic
acid/hydroxyl-terminated SAMs as a function of the SAM stoichi-
ometry and the length of the hydroxyl-terminated alkanethiol. It
was found that by increasing the concentration of shorter-chain
hydroxyl diluent thiol in the SAM, the rate constant increased in a
systematic way. When the diluent composition was high, the k’zr
increased exponentially with decreasing chain length of the diluent
molecules until the chain length of the diluent molecule reached a
length of about eight methylene groups. Their findings showed
that the diluent molecules can mediate the electronic interaction
and change the effective tunneling distance, if they are short
enough.

From earlier studies it was not clear how the increased flexi-
bility, which is more or less evident for mixed SAMs might affect
the bioelectrochemical electron transfer properties in the friction-
controlled regime. Specifically, the increased flexibility of the
Au/SAM/cytochrome ¢ electrostatic complex may affect the fric-
tional coupling; e.g., the value of & Khoshtariya et al.** analyzed
how the electron transfer rate depends on the composition of as-
semblies that are prepared from 50:50 mol percent solutions of
CsCOOH/C,0H, C;(COOH/C(OH and C;sCOOH/C;;OH. These
three systems span a broad range of electron transfer distances for
mixed SAMs and include the critical short-range electron transfer
region.

Figure 33 presents some typical cyclic voltammograms rec-
orded for selected Au/SAM/Cytochrome ¢ assemblies, and Table
12 gives rate parameters extracted from the analysis. Note that the
difference in rate constants for the (CH,);s-COOH/(CH,),;-OH
mixed SAMs, which are reported in Tables 11 and 12, likely result
from a difference in the percentage of hydroxyl terminated chains
in the SAM assemblies that were prepared in these two studies (see
Fig. 5 of Ref. 330).
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Table 12
The Values of Standard Rate Constants, and the Value of the
Reorganization Energy Obtained Using Phosphate and Tris-
HCI (Both in 4.4 mM, pH 7, in Each Case) Buffers through the
Established Procedure. Ref. 82, Copyright (2007) Wiley-VCH
Verlag GmbH & Co KgaA. Reproduced with permission.

No The SAM Composition Ker A, eV
(G9!
Phosphate ~ Tris-HC1
buffer buffer

(44mM) (4.4 mM)
1 HS-(CH,)s-COOH + HS-(CH,),-OH 330 155 0.65+0.1
2 HS-(CH,);,-COOH + HS-(CH,)s-OH 440 205 0.65+0.1
3 HS-(CH,),5-COOH + HS-(CH;),,-OH 2.5 - 0.7 £0.2

Figure 34 shows an example of a trumpet plot, i.e., plot of the
anodic and cathodic peak potentials versus the log of the potential
scan rate, and a fit of these data by the Marcus theory. The value
of the reorganization energy parameter (see Table 12) in this anal-
ysis was essentially the same for cases of long-range (n = 11, 16)
and short-range (n = 6) electron transfer, despite a clear mecha-
nism changeover. Figure 34B shows plots of the logarithmic de-
pendence of the standard rate constant on the methylene number of
the active (-COOH) components of the mixed SAMs and compares
it to rate data for unicomponent COOH-terminated SAMs and pyr-
idine-terminated mixed SAMs. Comparison of the » = 11 and n =
16 kinetic data reveal that the rate constants for mixed SAMs are
higher than for their unicomponent analogues, however, they each
display similar tunneling decay lengths of about one per methylene
unit. In contrast, for the case of n = 6 the rate constant is higher for
the unicomponent SAM, as compared to the mixed SAM assem-
blies (Figure 34B). Note that the rate data are averaged over a
number of measurements (symbols on Figure 34B are larger than
actual error bars), however the data of different workers agree rea-
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sonably well. Lastly, parallel kinetic experiments that were per-
formed using Tris-HCI buffer gave relatively lower rate constants,
but revealed a similar plateau region (Table 12 and Fig. 34B).

0.10

0.05 A

0.00 ~

Epeak - E° (V)

-0.05 A

-0.10 : ! : : ‘\
-3.0 -2.0 -1.0 0.0

log (V/k°)

Figure 34. (A) Fitting of the experimental peak separation as a function
of scan rate — the procedure that allows simultaneous determination of
both the rate constant and reorganization free energy; the case of thin
SAM (HS-(CH,)s-COOH + HS-(CH,),-OH), 4.4 mM phosphate buffer
(see Table 11). (B) Logarithmic dependence of the rate constant on
SAM carbon number of active (longer) components of different SAMs.
Closed red circles and blue crosses are results obtained in phosphate and
tris buffers, respectively; open red squares: data of Bowden et al.***’
for comparable mixed SAMs; open violet circles: data of Niki et al.***
and Bowden et al.**** for unicomponent carboxyl terminated SAMs;
closed green squares: data of Waldeck et al.” for pyridine terminated di-
luted SAMs. Ref. 82, Copyright (2007) Wiley-VCH Verlag GmbH & Co
KgaA. Reproduced with permission.
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Figure 34. Continuation

3. Kinetic Isotope and Viscosity Effects for Systems with
Coulomb and Covalent Binding

Davis et al.’” evaluated the dependence of the electron transfer
rate on the presence of D,0 versus H,O for electrostatic and cova-
lent assemblies, in both the tunneling and plateau regions. In the
thick film (tunneling regime), they found no change in the rate
constant as the solvent was changed from H,O to D,0; i.e., the
kinetic isotope effect was unity. For thin SAMs, they observed a
dependence of the rate on whether HO or D,O was used in the
assembly preparation and electrolyte solution. While the depend-
ence was significant, a total kinetic isotope effect of about 1.4, it
was moderate. They showed that at least half of the isotope effect
can be explained in terms of the change in the solution viscosity.
For thin SAMs, they identified two separate isotope effects: a
cell isotope effect that is manifest at short timescales (< 30 s) and
arises from the viscosity difference between H,O and D,0, and an
incubant isotope effect that is manifest at long timescales (> 2 h)
and results from H-D (or H,O/D,0) exchange. These two catego-
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ries have their origin in the manner by which the assemblies are
prepared. Once a SAM is assembled on the electrode, it is im-
mersed into a solution containing the protein (the incubant solu-
tion) for a period of about 30 minutes to an hour. After incubation,
the electrode assembly is rinsed with a buffer solution and then
placed in an electrochemical cell that contains only a buffer solu-
tion (the cell solution), no protein. Davis and Waldeck®” per-
formed experiments that independently controlled whether D,O or
H,0O were used in these solutions, incubant (inc) or cell. They de-
fined the cell isotope effect, KIE., by the ratio &%z (H,O, H,0):
k’gr (H,0, D,0), in which the first term in parentheses defines the
incubant solution’s isotope and the second term defines the elec-
trochemical cells isotope. They defined the incubant isotope effect,
KIE;,, by the ratio &’z (H,O, H,0): £%¢r (D,O, H,0); this defini-
tion removes the contribution of the increased viscosity of D,O.
The data in Table 13 report KIE;,. for both the electrostatic and
covalent systems, and show that its magnitude is comparable to
that of KIE.. Furthermore, they found that these two ratios are
similar and that the total isotope effect, which is defined as KIE,
= k’gr (H,0, H,0): k% (D,0O, D,0) could be constructed from a
product of KIE; and KIE;,.. The electron transfer rate is slower in
D,0 buffer than in H,O buffer, and this slowing of the rate occurs
for both the electrostatic and covalent assemblies. The degree of
slowing in the rate is similar to that reported by Murgida and Hil-
debrandt for electrostatic assemblies of cytochrome ¢ on SAM
coated Ag electrodes.'”®'

Table 13
Evaluation of the Kinetic Isotope Effects Observed for Short
Chain Cytochrome ¢/SAM Assemblies. Rerpinted with permis-
sion from Ref. 305, Copyright (2008) American Chemical Soci-

ety.
Electrostatic Covalent
KIE 1.2+0.2 1.2+0.2
KIE;,. 1.3+03 1.1+0.2
KIE o, 1.6+0.3 1.4+03
KIE g et 1.6+ 0.4 1.4+04

1KIEmL pred. = KIEcen X KIEj. Error obtained by propagating the standard error in
KIECC]] and KlEinC.
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Davis®” examined the viscosity dependence of the electron
transfer rate in these assemblies and contrasted it with the cell iso-
tope effect that they observed. While a solution viscosity depend-
ence had been reported on carboxylate terminated films previous-
ly, it had not been reported for covalent assemblies or mixed elec-
trostatic assemblies —S(CH,),,COOH/-S(CH,),,OH systems. The
viscosity of the aqueous electrolyte was changed over the range of
1.0 to 2.5 cP by the addition of dextrose to the solution. Their %y
data are shown in Fig. 35 (filled points show the viscosity depend-
ence data of electrostatic (panel A, squares) and covalent (panel B,
triangles) assemblies). The shaded area shows the acceptable best-
fit region, as determined by »* values using Eq. (3), and a best fit
gave a value of o= 1.1 for the electrostatic assemblies and 6 = 1.0
for the covalent assemblies; i.e., the reaction appears to be fully in
the friction controlled regime.

Figure 35 also shows data from the isotope studies and reveals
that the cell isotope effect arises from a viscosity change. The open
diamonds correspond to £’z (H,O, D,0), and the open circles to
k’er (D20, D,0) respectively, for each assembly type. For the
samples incubated in H,O and measured in a D,O buffer, k’zr
(H,0, D,0), the measured rate constants lie near the boundary of
the best-fit viscosity region; in contrast, the £°z7 (D,0, D,0) rate
constants lie clearly below the best fit viscosity region, indicating
that H/D exchange affects the rate constant at longer exposure
time. To further test this conclusion, Davis performed switching
experiments between a normal water buffer solution and a buffer
solution whose viscosity was adjusted to 1.09 cP (that of D,0).
The results are shown in Table 14, and they support their conclu-
sion that the observed change in rate constant by the cell solution
arises from viscosity rather than H/D exchange.

From the £°zr (DO, D,0) data in Table 13 and Fig. 35, it is
clear that, on long timescales some other factor decreases the rate
constant, presumably H/D exchange of some protein residues or of
one or more water molecule(s).*>**" This KIE;, contribution is
similar in magnitude to that of KIE ;. However, KIE;,. is some-
what larger in electrostatic assemblies (1.3) than in covalent as-
semblies (1.1). While this difference may indicate that specific
bonded contacts between cytochrome ¢ and the SAM are less im-
portant for the covalent assemblies than for the electrostatic com-
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Table 14
Summary of Cell and Incubant Effects and Comparison to
Viscosity Effect. Rerpinted with permission from Ref. 305,
Copyright (2008) American Chemical Society.

Incubant solvent, k’(incubant, cell):
cell solvent k°(H,0, H,0)
Electrostatic H,0, D,O* 1.2+0.2
H,0, viscous H,O 1.1+0.3
Covalent H,0, D,O* 1.2+0.3
H,0, viscous H,O 1.2+0.2

plexes, it is difficult to say. Although they examined a number of
possibilities for this latter effect, such as proton-coupled electron
transfer, no firm conclusions could be drawn. One plausible expla-
nation that is consistent with the friction-controlled limit of the
electron transfer would be that the H/D and/or H,O/D,0 exchange
cause a change in the internal viscosity of the protein, beyond that
arising from the buffer solution, and this depresses the rate. From
the plots in Fig. 35, it is evident that the magnitude of the shift, the
effective viscosity, lies in a plausible range of values.

4. Comparison of Different Systems Involving Coulomb,
Covalent and Through-Heme Interactions

The distance dependence of the electron transfer rate constant for
the electrostatically adsorbed protein, the covalently linked pro-
tein, and the pyridinally ligated protein assemblies reveal a tunnel-
ing behavior for thick SAMs and a plateau region for thin SAMs.
Sections V1.4 and VL5 discuss the mechanism for the electron
transfer rate in the plateau region for the pyridine assemblies and
contrast it with that for electrostatic assemblies. The two major
mechanisms that have been used are the friction-controlled elec-
tron transfer and conformational gating (i.e., a pre-equilibrium that
becomes rate limiting). The assemblies for which cytochrome c is
covalently bound to the -COOH termini of the SAMs offer anoth-
er way to test whether the conformational gating model can ex-
plain the distance dependence. Because the covalent assembly re-
stricts the rotational diffusion/rearrangement of cytochrome ¢ at
the SAM/solution interface, it can assess the importance of large-
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Armide bonds
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Figure 36. Panel A: cytochrome c is adsorbed to the carboxylate moieties on a
mixed 2:3 —S(CH,)sCOOH/-S(CH,);OH SAM via electrostatic interactions be-
tween lysine residues and carboxylate groups. Panel B: cytochrome c is tethered to
the same monolayer as in A via two covalent bonds between lysine residues and
terminal carboxylate groups. More than two bonds are possible. Rerpinted with
permission from Ref. 328, Copyright (2008) American Chemical Society.

amplitude rotational diffusion of the cytochrome ¢ on the SAM
surface in determining the rate for thin films.

The cartoon in Figure 36 shows a view for the electrostatic
and covalent assemblies on mixed films. The similarity of the sur-
face environment is reflected in the similar redox potentials for the
cytochrome ¢, when it is adsorbed on these films. Petrovi¢ et al.***
investigated how the formal potential of cytochrome ¢ changes for
the freely diffusing protein and the protein immobilized in differ-
ent manners onto a SAM (Fig. 37). From this graph it is evident
that the formal potential for the pyridine immobilized protein is
shifted strongly negative of that for the protein in solution, but that
they have a similar dependence on the ionic strength. For the elec-
trostatic assemblies and the covalent linkage on mixed ~-COOH/-
OH films the formal potentials are very similar and intermediate
between the two extremes of free in solution and pyridine ligated.
It is also evident that the ionic strength dependence is similar for
these assemblies but different than that observed for the pyridinal
and freely diffusing cases. The different ionic strength dependences,
and their fit to a model represented by the lines in Figure 37, were
discussed at length by Petrovié et al.**®
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Figure 37. Example Tris/Acetate data for E* as a function of ionic
strength, f(I), for cyt ¢ adsorbed on pure carboxylic acid SAMs
(solid diamonds), mixed carboxylic acid SAMs (solid squares), co-
valently attached to mixed monolayers (open circles), datively
bound to the electrode (solid triangles), and freely diffusing in so-
lution (open triangles). Reproduced from Reference 338, with
permission. Rerpinted with permission from Ref. 338, Copyright
(2005) American Chemical Society.

Figure 38 shows a plot of the standard electrochemical rate
constant, which was measured by quantifying how the faradaic
peak position shifts with scan rate, versus the thickness of the
SAM in methylene units, for the three different assemblies. The
data show that the covalently-bound protein assemblies have elec-
tron transfer rate constants that are very similar to those found for
the electrostatically adsorbed cytochrome ¢ at a given methylene
number. Despite the similarity, a number of differences can be
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identified and are discussed at length below. In general, these data
robustly support the conclusion that rotational or large-amplitude
rearrangement of the protein on the surface of the SAM is not re-
sponsible for the plateau region, and a different mechanism should
be considered.

(i) The Distance for a Transition from Nonadiabatic to Solvent
Control

As shown in Fig. 38, the electron transfer rate in covalent cy-
tochrome ¢/SAM assemblies (red symbols) depends on SAM
thickness in a manner similar to the electrostatic adsorption (blue
circles) and pyridine-ligated (green stars) cases. Distinct tunneling
and plateau regions are evident; however, the turnover between

10 - N N
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> . X
© NI
) . N
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L ? X
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Figure 38. Distance dependence of the rate constant in covalently attached cyto-
chrome ¢/SAM assemblies (red symbols) and comparison to the electrostatic (blue
circles) and pyridine-ligated (green stars) cases. ¢: (CH,),COOH/(CH,),.,OH
SAMs, +: pure (CH,),COOH film, A: (CH,),,COOH/(CH,),+1OH, A: (CH,),
COOH/(CH,),,OH, o: (CH,);(COOH/(CH,)sOH, m: (CH,);sCOOH/(CH,);;OH.
m denotes the number of methylene groups in the carboxyl-terminated SAM com-
ponent. Electrostatic values for pure —-COOH terminated films were reported by
Niki et al.’® and Bowden et al.”*; Py-ligated values are from Refs.74 and 76 The
dashed lines correspond to the rate constant predicted for a tunneling mechanism.
Rerpinted with permission from Ref. 328, Copyright (2008) American Chemical
Society.
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regions appears at n < 7 methylene groups rather than n» < 6 for
electrostatic assemblies and n < 12 for pyridine-ligated systems.
This shift of the turnover point between the covalent data and the
electrostatic data could be caused by stronger coupling of the iron
center to the electrode through covalent bonds; for a given meth-
ylene chain length £’y is slightly higher for the covalent system
than for the electrostatically adsorbed cytochrome c, provided
there is no diluent hydroxyl-terminated thiol or that it is very close
in length to the -COOH-terminated thiol. The large shift in the
onset of the tunneling regime between the pyridine-ligated system
and the electrostatic and covalent systems results from a change in
the dominant tunneling pathway; see Section VI.2 and Ref. 77.
The shift in this transition region with the nature of the immobili-
zation can be consistently explained in terms of the electronic cou-
pling strength and charge transfer distance differences between the
immobilizations.

(i) Effect of SAM Composition on the ET Rate in the Tunneling
Regime

A number of workers have examined how the concentration
and chain length of the diluent thiol in a mixed SAM affects the
electron transfer rate in the electrostatic assemblies,*>*>>328:330 and
the findings of these different groups are in basic agreement with
each other; also see Section VII.2. Each of these studies concludes
that when the hydroxyl-terminated diluent thiol is much shorter
than the COOH terminated chain, the rate is enhanced. The data in
Figure 38 show this trend; namely, when two components of the
mixed (CH,),,COOH/(CH,),OH film have a comparable number of
methylene groups (m — 1 <n < m + 1), the rate is similar to that of
a pure (CH,),,COOH film; however, as n becomes significantly
smaller than m (n < m — 2) the rate becomes significantly faster.
When the diluent thiol is near the length of the COOH-terminated
thiol (n = m £ 1), no significant difference in the rate is found,
while shorter diluent thiols (n < m — 2) result in at least a three-fold
rate enhancement. As discussed by Yue et al.**’, the electron tun-
neling can proceed through multiple pathways, rather than exclu-
sively through —COOH chains or covalent linkages, and the rele-
vant importance of the pathways depends on the disparity in chain
lengths.
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This conclusion adds an important constraint to any attempts
to quantify the dependence of the electron transfer rate on the dis-
tance in the nonadiabatic limit. As reflected by Eq. (1), the expo-
nential decay of the rate constant with chain length can be quanti-
fied as exp(—fm), where 1/§ is the characteristic tunneling decay
length and m is the methylene number in the -COOH chain. Table
15 reports values of f, determined from the rate data in Fig. 38, for
SAMs with different disparities between the active chain length (-
COOH, m) and the diluents chain length (—OH, #n). This compari-
son indicates that the tunneling decay parameter in mixed films is
similar to that reported for pure electrostatic systems where f~ 1.1
per methylene, and pyridine-ligated systems where f =~ 1.2 per
methylene, as long as the length difference between the diluents
and active chains is not too significant.

(iii)  Electron Transfer Mechanism in the Plateau Region

The early explanation that was offered by Avila et al.” for
the weak distance dependence of thin films invoked rotational dif-
fusion of cytochrome c to a favorable electron transfer configura-
tion that becomes the rate-limiting step. Although this explanation
was consistent with the known dependence of the rate on pH, ionic
strength, and viscosity, it is not consistent with the more recent
data found for covalent assemblies, in which the conformational
rearrangement of the protein on the surface is expected to be high-
ly restricted. In contrast, the ionic strength, viscosity dependence,
and the similarity in rates for the covalent and electrostatic assem-
blies can be explained by a rate-limiting friction-controlled mech-
anism at short distances.’****

Table 15
Determining the Tunneling Decay Coefficient. Adapted with
permission from Ref. 328, Copyright (2008) American Chemi-
cal Society.

Methylenes in Number B
diluent thiol (n) of points
m—1<n<m+1 4 1.19+0.05

n=0m-1<n<m+1 6 1.13+0.05
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5. Electron Transfer in the Friction-Controlled Regime

Figure 39 shows a plot of the electron transfer rate data for the
pyridinal and electrostatic immobilizations on Au electrodes and
for the unimolecular studies of Gray et al.>'**'? versus the charge
transfer distance. In order to compare these different data sets,
Khoshtariya et al.”® converted the observed electron transfer rate
constants to their maximum (optimal) values k,,, by rearrange-
ment of Eq. (5),

2 3
_ o AG% | Hy " p, |7°RT
kmax = ket exp( RT) = 7 1+g 1 (34)

0

This transformation removes the activation barrier from the con-
siderations and allows the dynamical part (pre-exponential factor)
of the rate constant to be studied. They used a reorganization ener-
gy of 0.8 eV (taken from Fig. 30) and generated the plot shown in
Fig. 39. While quantitative aspects of the analysis are very sensi-
tive to the choice of reorganization energy and act to rescale the
maximum rate, they do not change the qualitative behavior that is
observed in the graph. By way of example, changing the reorgani-
zation energy to 0.6 eV reduces the value of k,,, by a factor of
seven. Given this assumption about the reorganization energy, Fig.
39 shows a plot of £, versus the charge transfer distance for the
two electrochemical systems and the homogeneous studies as a
function of the distance between the redox active heme of the cy-
tochrome and the electron donor, gold electrode and ruthenium
moiety. The o’s correspond to the rate constants of the pyridine
terminated SAMs and the G’s correspond to the unimolecular rate
constant data of Gray et al.’'°*'> The charge transfer distance for
the COOH terminated SAMs (%, *, +) was computed by modeling
the charge transfer distance by the length of the methylene chain
and the through space distance from lysine 13 to the heme iron.
The solid black curve shows a fit to Eq. (34), which describes the
transition between electron transfer regimes. The dashed line cor-
responds to an extrapolation of the thick film (nonadiabatic) rate
constant back toward short distances.



208 D.H. Waldeck and D.E. Khoshtariya

30 . . .

In(ky, /s

0 1 L
5 10 15 20 25 30

d(A)

Figure 39. The maximum electron transfer rate constants (Eq. 34) for cyto-
chrome ¢ from Fig. 24 are plotted as a function of the electron transfer distance.
A constant distance of 5 A has been added to the electrochemical data on the
carboxylic acid terminated films (x -Niki et al.***’; + -Bowden et al.***; * -
Khoshtariya et al.”) so that they coincide with the data on pyridine terminated
layers (e - Khoshtariya et al.”) and the data of Gray et al.>'*3'? (G). The solid
black curves are fits to Eq. (34), and the dashed line shows the predicted nonadi-
abatic electron transfer rate constant at shorter distance. Rerpinted with permis-
sion from Ref. 76, Copyright (2003) American Chemical Society.

Fitting of the rate constant data in the different regimes allows
the adiabaticity parameter g to be evaluated. By fitting the electron
transfer rate constants at large distance (thick films) to the nonadi-
abatic model (Eq. 8), one can define the parameters that describe
the nonadiabatic rate. Using a reorganization energy of 0.8 eV and
a density of states for the Au electrode'**** of 0.28 eV™', one
finds an electronic coupling between the Au electrode and cyto-
chrome ¢ of 0.17cm™ at 17 A. Using these parameters and fitting
the whole data set by Eq. 34, one finds a characteristic relaxation
time for the protein’s polarization response to be 7,7 ~ 188 ns.
While this characteristic time seems too long for a pure liquid sol-
vent response, the highly structured SAM/protein assembly could
plausibly have a slower polarization relaxation. This analysis re-
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quires that the electron transfer mechanism for cytochrome c lie in
the strong to intermediate regimes at distances up to 17 A.

VIII. AZURIN AT Au/SAM JUNCTIONS IMMOBILIZED
THROUGH THE HYDROPHOBIC PATCH

1. The Overview

The copper-containing redox protein azurin, which is associated
with oxidative stress responses in bacteria (e.g., Pseudomonas
aeruginosa),”*® provides a useful model system for exploring elec-
tron tunneling through protein molecules.””***'** Azurin exists in
the Cu(II) or Cu(I) redox states and exchanges electrons with other
redox proteins, such as cytochrome ¢551 or nitrite reductase.>*>34
The type 1 Cu ion binding site (Fig. 40, panel A) is characterized
by a bright blue color, a narrow hyperfine splitting in its electron
paramagnetic resonance (EPR) spectra, and a high reduction po-
tential.**’* In addition, both its oxidation states have the copper
ion coordinated with a cysteine (Cys) thiolate group and two histi-
dine (His) nitrogen atoms in a trigonal planar conformation.**’>>!
The coordination of the ion is completed by two axial ligands, typ-
ically one from a methionine (Met) thioether group and a second
from the amide oxygen of a glycine (Gly).*** The similar structures
of the oxidation states is reflected in a relatively low reorganiza-
tion free energy (4) for the solution phase (homogeneous) redox
process (0.6-0.8 eV, '35 yide infra) and a high ET rate."?”**™
Such structural similarity is unusual for copper ions, which typi-
cally have large structural changes between the I and II redox
states.>>

The origin of the small 4 and the structural similarity of the
azurin oxidation states remains a topic of debate. Early workers
hypothesized that the protein forces the Cu(Il) to be bound in a
geometry closer to that preferred by Cu(I).”***” However, quan-
tum chemistry calculations of Cu cluster model systems®*>*! indi-
cate that the binding-site geometry is stable for both oxidation
states and any strain imposed by the protein is weak and compara-
ble to other metalloenzymes, e.g., alcohol dehydrogenase.’>>>
Furthermore, these studies claim that contributions to A arise most-
ly from the active-site and that the outer-sphere reorganization
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energy (ops), arising from contributions of the protein and the sol-
vent, are not so important.355’358 However, more recent estimates of
azurin—azurin self ET,** based on a dielectric-embedded cluster
model, suggest that 1og should be comparable to 4;5 in contributing
to the total 4. Second, theoretical evidence suggests that the active
site might be rather flexible and allows fluctuations of the lig-
ands;*>>*** recent work points out that thermal fluctuations can
play an extremely important role in the ET process.’®>"** More-
over, electron spin echo envelope modulation (ESEEM) measure-
ments,**™* which probe the electron spin-density, indicate that the
cluster calculations are too limited to accurately describe the redox
site and larger models are needed. Electrochemistry measure-
ments**~’ find that the redox potential of unfolded azurin is 0.1—
0.2 eV higher than that of the folded protein, implying that the
protein environment affects the electronic energy of the copper-
binding site. A direct coupling between the protein’s dipolar field
and its redox behavior has been proposed by Warshel and cowork-
ers’® for plastocyanin and rusticyanin, and we have found a direct
effect of the protein electrostatic potential on the optical spectrum
of oxidized azurin (data not shown).

Because of its high stability and excellent redox properties,
azurin provides a nice model system for studying fundamental
aspects of protein/electrode coupling.*”**’* The location of a sur-
face disulfide Cys 3 Cys 26 group on one end of the protein and a
hydrophobic patch around the copper center on the other end of the
protein can be used to immobilize azurin under different, but con-
trolled, orientations on electrodes. On bare Au surfaces the disul-
fide group orients the protein molecule with its copper center away
from the electrode surface, about 26 A.*”>*’® An ET rate constant
of ~ 30 s!, which is consistent with intramolecular ET between
the copper center and the Cys 3 Cys 26 site in homogeneous solu-
tion (44 s'), has been reported.’* Alternatively, azurin can be
immobilized by noncovalent interactions between its hydrophobic
patch and methyl terminated alkanethiols.**%

2. Rate Constants and Reorganization Free Energies

Recently, workers®®”! have immobilized azurin by the interaction
of its hydrophobic patch with the hydrophobic CH;-terminal
groups of a SAM composed of alkanethiols: [Au—S—(CH,),—CH;]
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Figure 41. Logarithmic plots of unimolecular standard rate constants
for Az electron exchange at Au electrodes modified by CHs-
terminated alkanethiol SAMs with variable methylene number. Red
diamonds — data of Guo et al.”"; blue diamonds — Chi et al.*’; asterisks
— Yokoyama et al.”% cross — Jeuken et al.”’; black squares —
Khoshtariya et al.*’, 2 °C (Az from Sigma), gray circles — the same,
25 °C; gray triangles — Khoshtariya et al.**, 2 °C (Az from Fluka). The
broken curves are for eye guidance only. Reproduced from Ref. 83,
Copyright (2010) with permission from Proc. Natl. Acad. Sci.

(n = 2 to 17). Figure 40, panel B, illustrates this binding motif.
Similar to cytochrome ¢, a plot of In(k’z7) versus n (values from 2
to 17) exhibits biphasic behavior; viz., an exponential dependence
for thick films, the range of n = 11 to 17, and a plateau region, the
range of n = 3 to 9; see Fig. 41. Khoshtariya et al.*’ examined the
three systems with n = 4, 10 and 15 in depth: one in the plateau
region (n=4), one in an intermediate region (# = 10), and one in the
limiting tunneling region (n=15). In all cases, fast scan cyclic volt-
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ammetry gave well-defined anodic and cathodic peaks (see Fig.
42), so that measurements as a function of scan rate could be used
to determine rate constants. The common method of Creager,'®
and Murray et al.,'® which is based on the Marcus relation, was
generalized to account for the impact of temperature over the
range of conventional bioelectrochemical studies (0 to 60 °C), and
used a global fitting procedure (Section III) to improve the accura-
cy of the 4, determination, see Fig. 43. This procedure allows for
the simultaneous fitting of all the data corresponding to ca. 100-
fold variation of the potential scan rate and ca. 1000-fold variation
of the rate constant throughout the experiments.*

First we consider and discuss the values of the reorganization
free energies, A,, from this analysis.® Figure 43 depicts the tem-
perature- and pressure-related data sets for the global fitting proce-
dure. Both the traditional fitting method and the global fitting give
a common value of 4, = 0.3 eV, for all three types of SAMs. The
value from the global fit has an accuracy of + 0.03 eV, whereas the
same analysis for the thinner SAM assemblies with » = 10 and 4
(with data points falling mostly in the middle and bottom parts of
the global curves, Figures 43a and 43b) has an accuracy of £ 0.1
eV. The globally fitted value of 4,= 0.3 + 0.03 eV seems especial-
ly reliable and agrees satisfactorily with the average of values de-
termined for thicker SAMs in earlier work.°*”"" The rather small
value of 4, = 0.3 eV found for azurin in these bioelectrochemical
systems®®®7"'3 is considerably smaller than that one finds from
various homogeneous experiments’>'”> or theoretical calcula-
tions.'>* This difference may result from partial burial of the pro-
tein’s active site into the SAM’s outer layer, hence its essential
isolation from nearby water (See Ref. 83 for more discussion). As
discussed in Section 3, the parameter A, explicitly depends on the
electron donor-acceptor separation distance, R, however, this
dependence weakens at moderately large distances, say R, > 10 A
(Section IV, Figs. 11A and 15B). Estimates of R, range from 11 A
for n = 4 to 24 A for n = 15, so that the dependence of A, on R,
should be weak over this range. The lack of any trend for A, within
the series of SAMs with variable thickness (Table 16), along with
the simple and well-defined voltammetry, indicates that the ET
occurs by a single barrier-crossing event throughout the series



D.H. Waldeck and D.E. Khoshtariya

214

‘10§ PRIV HEN
*0014 woxy uorsstuued i (0107) WSHAdo) ‘g8 Joy woyy paonporddy “(esearout juermd yead aAndadsar) | s A 09 PUE Op ‘0T S
1S9)eI URDS (O] = U) [OIYIQUBIIPUN- JO 3SED ) J0J SAPOI)I[d NY I8 dFUBYOXS UOIO[S ULINZE I0J SWEISowwe)[oA dAnejuasaiday] (q)
1S A G :91RI UBDS (G = U) [ONYIOUBIIPEXIY-U — JAIND 0[] (= u) [ONPOURIUAA-] — SAIND PY (B) “U S[qBLIBA UM SINV'S [O1IoUBY
-[e pajeuruiIa}-SH) Aq PaIJIpowl SOPOIIJ[E N Je 9SUBYOXd UOIII[O ULINZE IO SWEISOWWE)0A OI[0Ad [eyuowiadxy g o3I

106v/Bv sA (A) 3 106v/6v sA (A) 3
0 zo 0 zo vo- 90- 0 z0 00 zo vo- 90-
. . . L L S0-3CC . . . . 90-30°¢-
k0311 k90301
| = =
Loo+300 B Loo+a00 B
r §go-3l’L r 90-30°'L
q e .
0322 9030



Electron Exchange Mechanisms between Electrodes and Proteins

0.40
0354 a Effect of Temperature
0.30 A
0.25 -
0.20
0.15 1

Epear - E° (V)

0.10 A
0.05 A

-3.5 -25 -1.5 0.5 0.5 1.5

log (v/k°)

0351 b Effect of Pressure

Epeax - E° (V)
o
3

-35 25 15 05 05 15
log (v/k°)

Figure 43. Master plots that demonstrate global fitting of the experi-
mental data for the voltammetric peak shift versus potential scan
rates, v, reduced to standard rate constants, k’z. Standard errors for
experimental points directly match the symbol size. (a) Data collec-
tion and global fitting for rate constants at n = 4, 10, 15, and tempera-
tures of 2, 25 and 50 °C; theoretical curves generated for 4, = 0.3 eV
at temperatures of 2, 25 and 60 °C (from bottom to top). (b) Data col-
lection and global fitting for the data obtained at n = 4, 10, 15, tem-
perature 2 to 3°C, and pressure 5, 50, 100 and 150 MPa; theoretical
curves generated for 4, = 0.3 eV, 2°C (middle curve), 4, = 0.3 eV,
25°C (upper curve), 4, = 0.6 eV, 2°C (lower curve). See text for fur-
ther details. Reproduced from Ref. 83, Copyright (2010) with permis-
sion from Proc. Natl. Acad. Sci.
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Table 16
Standard Rate Constants, Intrinsic Free Energy of Activation
(Derived from the Fitted Value of Reorganization Energy, Se-
cond Column), and Separately Derived Effective Activation
Parameters for ET of Az at Au Electrodes Modified by
Alkanethiol SAMs [-S—(CH,),—CHj;] of Different Thickness
(n =4, 10, 15).* Reproduced from Ref. 83, Copyright (2010)
with permission from Proc. Natl. Acad. Sci.

SAM ke, AG,,*(/L,/4), AH xp), AH, (), AVexr)s AVaips
(n) st kJ mol” kImol’  kImol' cm®mol’ cm® mol’
(25°0)
4 1098 72+0.7 15442 78+3.0 +1.7+03 +42+0.6
10 171 72407 11.7£13 41+£15 -19£03 +2.1+£0.6
15 1.42 7.2+0.7 7.6 £0.6 ~0 -5.1£0.6 ~0

The values depicted in bold (second and third columns) may be considered as equal
on theoretical grounds (see text for details).

covering long-range and short-range ET distances (vide supra).
Thus, an explanation for the biphasic shape of the plot in Fig. 41
should be sought within fundamental ET mechanisms, rather than
in specific gating patterns or other mechanistic complexity (see
Sections II and IV to VII, above).

3. Activation Enthalpies from Arrhenius Analysis

Let us now consider the results from an Arrhenius analysis of the
temperature dependent rate constant, according to Eq. (19). Figure
44 shows Arrhenius-like plots for azurin’s k°zr as a function of T
for the three different alkanethiol SAMs of different thickness (n =
4, 10, 15). The respective values of AH,xxp) are collected in Table
16. Using the Marcus model and the definition of %y, the activa-
tion free energy of the ET process may be related to the reorgani-
zation free energy through Egs. (6) and (19) (see Section II). For
the three cases encountered here, the values of R, and Hj, are such
that Hj << A,/4 (see e.g., Refs.1,47,51,53, and 76 for representa-
tive examples, vide supra). Thus, for the long-range (nonadiabatic)
ET we find that AG,” ~ A,/4, implying that AG," is determined
solely by the Franck-Condon factor and does not have an appre-
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ciable contribution from the pre-exponential factor, see Egs. (4)
and (8).

For thinner films, which occur in the friction controlled re-
gime (Egs. 2, 3, 10,11), the thermal activation of v,; must be in-
cluded in the analysis. In this case the value of AG,gxp (or
AH ,zxp), as its constituent part) should contain an additional com-
ponent, viz., AG,, (or, respectively AH,,), related to the protein
friction (see Section II). For short-range ET (n = 4), the value of
AH ,zxp) 1s twice that of the long-range (n=15) ET; see

In (K°1 K° (re275 %))

91+
0.0030 0.0032 0.0034 0.0036

Temperature™, K™’

Figure 44. Arrhenius plots for unimolecular standard rate constants
reduced to the standard value at 2°C for electron exchange of Azu-
rin hydrophobically immobilized on SAM coated Au electrodes;
the CHs-terminated n-alkanethiol SAMs are n = 4 (red), 10 (green),
15 (blue). Standard errors for experimental points directly match
the symbol size.” Reproduced from Ref. 83, Copyright (2010) with
permission from Proc. Natl. Acad. Sci.
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Table 16 and it is natural to propose that this increase comes from
an additional component arising from the slow relaxation (viscosi-
ty-related, or frictional) term, such that AH,zyp) = AH," + Hyp.
Assuming that AH," = 7.2 kJ mol (because Hy << A,/4, vide su-
pra) one obtains H,., = 15.4 — 7.2 = 8.2 (kJ mol™), a value that
can be attributed to the accompanying relaxation process(es) of the
slowly fluctuating protein/water/SAM environment * (also Refs.76
and 81). Interestingly, the value of AH,yp) for n = 10 (the transi-
tion point between two regimes, Fig. 41) is intermediate to the
other two cases, see Table 16.

4. Activation Volumes from High-Pressure Kinetic Studies

High-pressure kinetic studies provide activation volumes, obtained
according to Eq. (20) (Section II), for the ET. Figure 45 shows
logarithmic plots for £°zr as a function of pressure. Experimental
values for AV,gxp) obtained for the cases of n = 4, 10 and 15 are
presented in Table 16. One can see a dramatic change in the value
and even the sign of AV,gxp) as the system changes from the long-
range ET (n = 15) to short range ET (n = 4). From Eq. (21) for the
nonadiabatic limit, it follows that AV,gyp) originates from the ef-
fect of pressure on the ET distance and/or the medium
(SAM/protein/solvent) reorganization energy (Franck-Condon
factor, Section II). The value of AV, gxp) =—5.1 £0.6 cm’ mol™! (n
=15, Table 16) is very similar to that reported earlier for the ET of
cytochrome c¢ freely diffusing to [Au—S—(CH,)¢—OH] junctions,
viz., =5.5 + 0.5 cm® mol™ (Section V).**' Assuming that the con-
tribution to A, from the protein interior is small and hardly affected
by pressure,'> the contribution of the first term of Eq. (21) can be
ascribed to reorganization energy changes of the remote bulk water
amounting to ca. —(2 to 3) cm® mol™,*"!"! and the remainder, —(2
to 3) cm’ mol™, can be ascribed to the contribution from the sys-
gclarlrlll’s compression in the transition state versus the initial state.

For the friction controlled limit, Eq. (22) applies (see Section
11). Using AV,gxp = +1.7 £ 0.3 cm’ mol” (n = 4, Table 16) and
assuming that the second term of Eq. 22 is similar to that for the
nonadiabatic case, the contribution of the first viscosity-related
term, AV, (caused by protein friction) is found to be +(4 to 5)
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em’® mol™ (Table 16).% According to Refs. 285 and 286, the native
structure of azurin is preserved for pressures up to 300 MPa, but its
internal flexibility decreases.”® This finding substantiates the in-
crease in internal friction that is deduced from these results. This
value is about half of the analogous estimate for free cytochrome
¢, viz., #(8 to 10) cm’ mol™.®" Assuming that the friction con-

0.35

0.25 4

In ‘kof ko(p::supg))
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0 50 100
Presssure, MPa
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Figure 45. Logarithmic plots for unimolecular standard rate constants reduced
to standard pressure at 5 MPa versus hydrostatic pressure for the electron ex-
change of Azurin hydrophobically attached to Au electrodes modified by CH;-
terminated n-alkanethiol SAMs, n = 4 (red), n = 10 (green), n = 15 (blue).
Standard errors for experimental points are two times larger than the symbol
size.* Reproduced from Ref. 83, Copyright (2010) with permission from Proc.
Natl. Acad. Sci.
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trolled mechanism operates for both proteins, this difference must
reflect a different flexibility (mobility) of the cytochrome ¢ and
azurin interiors. The freely diffusing regime for cytochrome ¢ ver-
sus the rigidified, immobilized azurin (because of its multipoint
interaction with the SAM terminal groups) presumably allows for
the stronger impact of pressure on its flexibility.

The agreement of the temperature and pressure kinetic studies
and the reorganization free energy (4, = 0.3 £ 0.03 eV) provide a
self-consistent picture for the ET reaction. Namely, the long- and
short-range ET reactions display distinctive signatures of non-
adiabatic and friction controlled ET mechanisms and the indication
of a smooth changeover between them through the mixed ET re-
gime, notably for » = 10. This finding is in remarkable agreement
with matching results for cytochrome ¢ operating at Au/SAM junc-
tions through both irreversibly adsorbed”*’®* and freely diffus-

ing®**' modes (see Sections V to VII of this Chapter).

IX. CONCLUDING REMARKS

The studies discussed here demonstrate that electrochemical, par-
ticularly bioelectrochemical devices comprising metal/SAM/ reac-
tant assemblies with nanoscopically tunable physical properties,
provide a uniquely powerful system for fundamental electron
transfer studies and nanotechnological applications. These elec-
trode assemblies provide an avenue to investigate how the electron
transfer mechanism changes with the electronic coupling and the
nuclear relaxation characteristics of the assembly. In particular,
studies with small redox molecules and with redox proteins were
investigated and found to show two extreme regimes for their elec-
tron transfer: a nonadiabatic (or tunneling) regime for thick mono-
layer films (long range ET/ weak electronic coupling) and a fric-
tion controlled (dynamically controlled) regime for thin monolayer
films (short range ET/ strong electronic coupling). Although this
latter regime is now well established, it is less well appreciated and
might be more pervasive and important a mechanism than current-
ly believed. Furthermore, these studies reveal that electron transfer
between electrodes and proteins in SAM/protein assemblies are in
accord with basic theoretical notions concerning the intrinsic ET
mechanisms. This basic mechanistic understanding of elec-
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trode/SAM/protein assemblies will allow for further progress in
understanding more complex processes such as, proton-coupled
electron transfer, and electrocatalysis, among others. In addition to
these fundamental mechanistic insights, the studies on the protein
systems reveal how the binding motif of the protein to the elec-
trode can be changed to manipulate its behavior. For example, we
showed that it was possible to create SAMs in which one (or a
few) electron tunneling pathways dominate the ET and that it was
possible to create SAMs that displayed multi-point tunneling
pathways. These few highlights of the work illustrate the funda-
mental questions and issues that remain to be asked and make it
clear that in depth fundamental studies are necessary for the fur-
ther development and design of new bio-nanotechnologies, includ-
ing biomimetic ones.
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I. INTRODUCTION

“...and because there are bred certain minute creatures
which cannot be seen by the eyes, which float in the air
and enter the body through the mouth and nose and there

they cause serious diseases...”
Cato and Varro: On Agriculture 1, XII Loeb.

This is probably the first written and relatively accurate de-
scription of microorganisms, made by the Roman scholar Marcus
Terentius Varro (116-27 B.C.). It was then Anthony van Leeu-
wenhoek (ca. 1677) who, for the first time, observed little animals
under his version of the microscope (a collection of powerful
magnifying glasses), and who in a letter to the Royal Society
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(1683) gave for the first time a description of dental plaque as the
first example of what we would now term a microbial biofilm.

This chapter describes some of the basic concepts of biofilms
and explains what biofilm electrodes are and where they can be
useful. It then moves on to explain the microbial fuel cell technol-
ogy, which comprises biofilm electrodes and finishes with a de-
scription of the applications in which both biofilm electrodes (B-E)
and microbial fuel cells (MFCs) can and have been used.

Biofilms have been the centre of attention of many scientists
over the last century, and have gained such reputation that allowed
them — from quite early on — to be employed in real (field) applica-
tions, including vinegar production and wastewater treatment
(trickling filters). At present, the interest in biofilms is continuous-
ly increasing, and as systems they have proved to be most useful in
numerous applications. One of these is MFCs, which is the thrust
of this chapter.

II. BIOFILMS

Two modes of existence are generally recognised with regard to
microorganisms — biofilm mode or planktonic mode. The biofilm
mode is where cells stick to surfaces and grow as adhesive layers
or films. The surfaces that they stick to may include almost all
types of (wetted) materials (e.g.,