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Preface

The year 2004 was a remarkable one for the growing field of time-dependent
density functional theory (TDDFT). Not only did we celebrate the 40th an-
niversary of the Hohenberg-Kohn paper, which had laid the foundation for
ground-state density functional theory (DFT), but it was also the 20th an-
niversary of the work by Runge and Gross, establishing a firm footing for the
time-dependent theory. Because the field has grown to such prominence, and
has spread to so many areas of science (from materials to biochemistry), we
feel that a volume dedicated to TDDFT is most timely.

TDDFT is based on a set of ideas and theorems quite distinct from those
governing ground-state DFT, but employing similar techniques. It is far more
than just applying ground-state DFT to time-dependent problems, as it in-
volves its own exact theorems and new and different density functionals.
Presently, the most popular application is the extraction of electronic excited-
state properties, especially transition frequencies. By applying TDDFT after
the ground state of a molecule has been found, we can explore and understand
the complexity of its spectrum, thus providing much more information about
the species. TDDFT has a especially strong impact in the photochemistry of
biological molecules, where the molecules are too large to be handled by tra-
ditional quantum chemical methods, and are too complex to be understood
with simple empirical frontier orbital theory.

Today, the use of TDDFT is continuously growing in all areas where in-
teractions are important, but direct solution of the Schrödinger equation is
too demanding. New and exciting applications are beginning to emerge, from
ground-state energies extracted from TDDFT to transport through single
molecules, to high-intensity laser and nonequilibrium phenomena, to nona-
diabatic excited-state dynamics, to low-energy electron scattering. In each
case, the present approximations were applied, and found to work well for
some properties, but occasionally fail for others. Thus the search for more
accurate, reliable approximations will continue, and over time, should attain
the same maturity as present ground-state DFT.
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So, whether you’re a physicist calculating optical absorption of a metal
cluster, or a chemist trying to determine the HOMO and LUMO for a chro-
mophore, we hope you’ll try TDDFT, and be pleasantly surprised at the
usefulness of the results. And may the force (or at least, a good functional)
be with you.

The Editors
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This book is not the usual compendium of independent research articles that
results from having many contributors. We, the editors, share a common aim
of providing an accessible introduction to the subject, a comprehesive review
of today’s applications of TDDFT, and a survey of some of the most recent
work. We have worked hard to do this, and so have the many contributors.
Among many other things, there is a common notation and set of abbre-
viations (see front pages) and a single, comprehensive set of references (see
index).

We hope this volume will be useful to a variety of audiences, who can use
the book in many different ways. We imagine the following:

Students. In editing this book, we assumed a basic familiarity with the con-
cepts and applications of ground-state DFT. For the student wholly new to
DFT, we strongly recommend the book, A Primer in DFT [Fiolhais 2003],
as background reading before this one.

Experienced Users of Ground-State DFT. For these researchers, we hope this
book shows how TDDFT goes beyond the ground state, and provides both
the conceptual framework and many examples of applications and implemen-
tations.

Users of TDDFT. The book provides the conceptual underpinnings of the
formal theory and a survery of implementations and applications. For exam-
ple, those solving the Casida linear response equations might be interested
in the various real-time methodologies, and vice versa.

Developers of TDDFT. The book shows the broad scope of present-day appli-
cations, and gives a reference for many of the developments up to the current
time, and also includes novel applications.

This volume is composed of a general introduction to TDDFT (Basics),
followed by 32 refereed contributions divided in six parts. In the following we
give a brief overview of these contributions and try to place them in a more
general context.

Basics. The first chapter is a brief introduction to the entire subject of
TDDFT, and should really be read by anyone using this book. It is simple
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and straightforward and explains how TDDFT works, including the original
proof of Runge and Gross.

Formal Theory. The first part of the book deals with formal theory. This is
a collection of chapters on general topics within TDDFT, either fleshing out
some of the more esoteric consequences of the theory or generalizing it in
some way or another. We start by adding to the original theorem, especially
discussing the action functional and the Keldysh formalism as a very natural
and useful description of the exact quantum mechanics of many-body systems
under time-dependent perturbations, which can then be related to TDDFT.
Next the difficult problem of initial-state dependence and its relation to mem-
ory in TDDFT is addressed. We then provide the motivation behind some-
times preferring time-dependent current DFT to TDDFT in Chap. 5. There
are several cases throughout the book, e.g., for the description of transport
or for the calculation of optical response of solids, where this change of vari-
ables makes for better approximations. Then we move to Chap. 6, where the
first steps towards a theory including both nuclei and electrons on the same
footing are given, which is extremely important for, e.g., photodissociation.
We conclude this section with Chap. 7, which applies the language of sec-
ond harmonic response, including super-operators and generalized response
functions, to TDDFT.

Approximate Functionals. The heart of every practical DFT treatment of
matter is the approximation for the xc functionals. As the theory is exact in
principle, the quality of the results depends on the quality of the functional
used.

Any ground-state functional yields an adiabatic approximation for use
in TDDFT, and most calculations today are performed with such function-
als. But many groups are searching for approximations that go beyond this,
i.e., functionals with memory. In this context, we show a geometric approach
based on ALDA that produces the time-dependent deformation approxima-
tion. Then, from a completely different starting point, we consider orbital-
dependent functionals, and so we begin with exact exchange and then move
to non-universal functional approximations to the kernel based on a corre-
spondence with many-body perturbation theory. Lastly, Chap. 11 reviews the
exact conditions of DFT and TDDFT, which should prove useful in guiding
construction of approximations or testing them.

Numerical Aspects. For anyone considering performing a TDDFT calculation,
there is always the choice of the numerical implementation. For strong fields,
one needs to solve the time-dependent Schrödinger equation in real time. If
only the optical response is needed, one can choose between real time or fre-
quency space. This is ontop of the choice of basis sets, which can be loosely
divided into real-space grids, localized basis functions, or planewaves for pe-
riodic codes. Chapter 12 surveys real-time methods for the time-dependent
Schrödinger equation, and what happens when they are applied to the time-
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dependent Kohn-Sham equations. Then we present the intricacies of the lin-
ear response formalism in a basis set, and in Chap. 14 we discuss molecular
dynamics in a TDDFT excited state. We end this Part with a comparison of
time- versus frequency-space techniques.

Applications: Linear Response. This is our largest part, demonstrating the
huge variety of systems that linear response TDDFT has been applied to.
The highly interesting and particularly difficult case of open-shell molecules
is discussed in Chap. 16. There have been many applications to clusters, as
described in Chap. 17, and to semiconductor nanostructures, using current
density functionals, as discussed in Chap. 18. Progress for extended systems
has been more challenging, as local and semilocal density functionals fail in
the thermodynamic limit (although current-density and orbital functionals
do not). This general feature is discussed in Chapters 19 and 20. This basic
difficulty also appears in the polarizability of conjugated polymers, and it is
analysed in the following chapter.

The bulk of the applications so far have been to molecules, especially
those of biological significance. Chapter 22 discuss in detail how TDDFT can
be combined with biochemical methods to extract information on biological
chromophores, while Chap. 23 gives a broad survey of these applications.

Applications: Beyond Linear Response. Another area where TDDFT promises
to have major impact is in the rapidly-growing field of atoms and molecules
in strong laser fields. With the advent of attosecond pulses, there is great de-
mand for efficient methods of solution of the full time-dependent Schrödinger
equation. An overview is given in the opening chapter. While some impressive
progress has been made here, difficulties abound, such as the calculation of
multiple ionization probabilities. Non-linear phenomena in clusters are dis-
cussed in Chap. 26. This part closes with a chapter on excited-state dynamics
in solids.

New Frontiers. The last part of this volume deals with some recent novel
applications of TDDFT. The first three chapters discuss how to use linear-
response TDDFT to tackle problems that are difficult for ground-state DFT.
For example, these include correct dissociation of molecules, and the inclu-
sion of van der Waals forces between fragments of matter. These ideas are
first tested in the simplest possible case, the uniform gas in Chap. 28. Then
Chap. 29 shows how to find the exchange-correlation potential from such cal-
culations, and how it leads to improved band-gaps for solids. Finally, Chap. 30
provides a detailed survey of how this formalism produces van der Waals in-
teractions and results for weakly interacting slabs.

The next two chapters deal with the modern problem of how to calculate
the transport characteristics of an atomic-sized transistor, such as a single
molecule. Two different formalisms are presented, both going beyond the
treatment common in present-day calculations. The first one starts from a
Master equation for the electrons coupled to the phonons, instead of the
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pure time-dependent Schrödinger equation. The second one uses the Keldysh
formalism described in Chap. 3 to produce a purely (time-dependent) elec-
tronic approach to the problem.

Our ultimate chapter focusses on a problem that Gross had in mind when
formulating modern TDDFT, namely that of scattering. Linear-response TD-
DFT is shown to yield information on continuum states as well as bound ones,
including elastic scattering of electrons from atoms and molecules.

We expect that these and other new developments will bear fruit over the
next several years.
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Notation

General

r A point in 3-D space, (r1, r2, r3)
t An instant in time
ω Frequency (Fourier transform of time)
x Combined space and time coordinates (r, t)
f(r) f is a function of the variable r

f [n] f is a functional of the function n

DFT

E Ground-state total energy
Exc Ground-state exchange-correlation energy functional
exc Exchange-correlation energy per electron
n(r) Ground-state electronic density
ρ(r, r′) Ground-state electronic density matrix
ϕi(r) Ground-state Kohn-Sham wave-function
εi Ground-state Kohn-Sham eigenvalue
ni Occupation number of state i

A Quantum-mechanical action
n(r, t) TD electronic density
j(r, t) TD electronic current
v(r, t) TD electronic velocity
vKS(r, t) TD Kohn-Sham potential



XXXIVNotation

vext(r, t) TD external potential
vH(r, t) TD Hartree potential
vxc(r, t) TD exchange-correlation potential
ϕi(r, t) TD Kohn-Sham single-particle wave-function
Ψ(r1, r2, . . . , rN , t) Interacting many-body wave-function
Φ(r1, r2, . . . , rN , t) Kohn-Sham many-body Slater determinant

Operators

Ĥ Hamiltonian
ĤKS Kohn-Sham Hamiltonian
T̂ Kinetic energy
V̂ Potential
V̂ee Two-body (Coulomb) interaction
T̂ Time-ordering
Û(t, t′) Evolution operator
L̂ Laplace transform
Ă Super-operator

Many-body and linear response

G(r, r′, ω) Green’s function
Σ(r, r′, ω) Self energy
vee(r, r′) Bare Coulomb interaction (1/|r − r′|)
W (r, r′, ω) Screened Coulomb interaction
χ(r, r′, ω) Density-density response function
fxc(r, r′, ω) Exchange-correlation kernel

Varia

V Volume
η Positive infinitesimal
β Inverse temperature
µ Chemical potential
rs Wigner-Seitz radius
ωp Plasma frequency
I Ionization potential
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1.1 Introduction

Suppose you are given some piece of matter, such as a molecule, cluster,
or solid, and you have already solved the ground-state electronic problem
highly accurately. You now ask, how can we best calculate the behavior of
the electrons when some time-dependent perturbation, such as a laser field, is
applied? The direct approach to this problem is to solve the time-dependent
Schrödinger equation. But this can be an even more demanding task than
solving for the ground state, and becomes prohibitively expensive as the
number of electrons grows, due to their Coulomb repulsion.

We will show in this chapter that, under certain quite general conditions,
there is a one-to-one correspondence between time-dependent one-body den-
sities n(r, t) and time-dependent one-body potentials vext(r, t), for a given
initial state. That is, a given evolution of the density can be generated by at
most one time-dependent potential. This statement, first proven by Runge
and Gross [Runge 1984] (RG), is the time-dependent analog of the celebrated
Hohenberg-Kohn theorem [Hohenberg 1964]. Then one can define a ficti-
tious system of noninteracting electrons moving in a time-dependent effective
potential, whose density is precisely that of the real system. This effective
potential is known as the time-dependent Kohn-Sham potential. Just as in
ground-state density functional theory (DFT), it consists of an external part,
the Hartree potential, and the exchange-correlation potential, vxc(r, t), which
is a functional of the entire history of the density, n(r, t), the initial interact-
ing wavefunction, Ψ(0), and the initial Kohn-Sham wavefunction, Φ(0). This
functional is a very complex one, much more so than the ground-state case.
Knowledge of it implies solution of all time-dependent Coulomb-interacting
problems.

In practice, we always need to approximate unknown functionals. An ob-
vious and simple choice for TDDFT is the adiabatic local density approxi-
mation (ALDA), sometimes called time-dependent LDA, in which we use the
ground-state potential of the uniform gas with that instantaneous and local
density, i.e., vALDA

xc [n](r, t) = vunif
xc (n(r, t)). This gives us a working Kohn-

Sham scheme, just as in the ground state. We can then apply this DFT
technology to every problem involving time-dependent electrons. These appli-
cations fall into three general categories: nonperturbative regimes, linear (and
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higher-order) response, and ground-state applications. The rapidly growing
number of such applications, and the diversity of systems, ranging from chem-
istry to biology to materials science, forms the motivation for this book.

The first of these applications involves atoms and molecules in strong
laser fields [Marques 2004], in which the field is so intense that perturba-
tion theory does not apply. In these situations, the perturbing electric field
is comparable to or much greater than the static electric field due to the
nuclei. Experimental aims would be to enhance, e.g., the 27th harmonic,
i.e., the response of the system at 27 times the frequency of the perturb-
ing electric field [Christov 1997], or to cause a specific chemical reaction to
occur (quantum control) [Rice 2000]. Previously, only one and two electron
systems could be handled computationally, as full time-dependent wavefunc-
tion calculations are very demanding [Parker 2000]. Crude and unreliable
approximations had to be made to tackle larger systems. But with the ad-
vent of TDDFT, larger systems with more electrons can now be tackled (see
Chaps. 22, 23, 26 and 27).

When the perturbing field is weak, as in typical spectroscopic experiments,
perturbation theory applies. Then, instead of needing knowledge of the func-
tional vxc[n](r, t) at densities that are changing significantly with time, which
might differ substancially from a ground-state density, we only need to know
this potential in the vicinity of the initial state, which we take to be a nonde-
generate ground-state. These changes are characterized by a new functional,
the exchange-correlation kernel [Gross 1985]. The exchange-correlation kernel
is much more manageable than the full time-dependent exchange-correlation
potential, because it is a functional of the ground-state density alone. Analy-
sis of the linear response then shows [Appel 2003] that the latter is (usually)
dominated by the response of the ground-state Kohn-Sham system, but cor-
rected by TDDFT via matrix elements of the exchange-correlation kernel. In
the absence of Hartree-exchange-correlation effects, the allowed transitions
are exactly those of the ground-state Kohn-Sham potential. But the pres-
ence of the kernel shifts the transition frequencies away from the Kohn-Sham
values to the true values. The intensities of the optical transitions are also
affected by the kernel [Petersilka 1996a, Casida 1996, Rubio 1996].

Several approaches to extracting excitations from TDDFT for atoms,
molecules, and clusters are currenty being used. The standard approach in
quantum chemistry is to very efficiently convert the search for poles of re-
sponse functions into a large eigenvalue problem [Casida 1996, Görling 1999a,
Furche 2005a], in a space of the single-particle excitations of the system. The
eigenvalues yield transition frequencies, while the eigenvectors yield oscillator
strengths. This allows use of many existing fast algorithms to extract the low-
est few excitations (see Chap. 23). In this way, TDDFT has been programmed
into most standard quantum chemical packages [Bauernschmitt 1996a] and,
after a molecule’s structure has been found, it is usually not too costly to
extract its low-lying spectrum [Furche 2005c]. Physicists, on the other hand,
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tend to solve the time-dependent Kohn-Sham equations by evolving the sys-
tem in real time in the presence of a weak field [Yabana 1996]. Fourier-
transform of the time-dependent dipole matrix element then yields the optical
spectrum. Using either methodology, the number of these TDDFT response
calculations for transition frequencies is growing exponentially at present
[Burke 2005a]. Overall, results tend to be fairly good (0.1 to 0.2 eV errors,
typically), but little is understood about their reliability [Furche 2005c]. Chal-
lenges remain for the application of TDDFT to solids [Onida 2002], because
the present generation of approximate functionals (local and semi-local) lose
important effects in the thermodynamic limit, but much work (some reported
in this book) is currently in progress.

The last class of application of TDDFT is, perhaps surprisingly, to the
ground-state problem. One can extract the ground-state exchange-correlation
energy from a response function, in the same fashion as perturbation the-
ory yields expressions for ground-state contributions in terms of sums over
excited states, i.e., via the DFT version of the fluctuation-dissipation the-
orem [Langreth 1975, Gunnarsson 1976]. Thus, any approximation for the
exchange-correlation kernel of TDDFT yields an approximation to the
exchange-correlation energy, Exc, of ground-state DFT. Although such cal-
culations are significantly more demanding than regular ground-state DFT
calculations [Furche 2001c, Fuchs 2002], they produce a natural method for in-
corporating time-dependent fluctuations in the exchange-correlation energy.
In particular, as a system is pulled apart into fragments, this approach in-
cludes correlated fluctuations on the two separated pieces. While in prin-
ciple all this is included in the exact ground-state functional, in practice
TDDFT provides a natural methodology for modeling these fluctuations [van
Gisbergen 1995, Kohn 1998, Lein 1999].

1.2 One-to-One Correspondence

The Runge-Gross paper is usually cited as the beginning of modern TDDFT.
There were several calculations before this, including those of Ando [Ando
1977a, Ando 1977b], Peuckert [Peuckert 1978], and of Zangwill and Soven
[Zangwill 1980a], as well as proofs of the one-to-one correspondence under
more limited conditions [Deb 1982]. But the RG paper established this cor-
respondence for a sufficiently general class of problems to make TDDFT
rigorous for most of the subsequent applications.

The evolution of the wavefunction is governed by the time-dependent
Schrödinger equation:

Ĥ(t)Ψ(t) = i
dΨ(t)

dt
, Ψ(0) given (1.1)

where Ĥ(t) is the Hamiltonian operator. Because this is a first-order differen-
tial equation in time, the initial wavefunction must be specified. We consider
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N nonrelativistic electrons, mutually interacting via the Coulomb repulsion,
in a time-dependent external potential. We write

T̂ = −1
2

N∑

i=1

∇2
i (1.2)

for the kinetic energy, where the label i denotes the particle coordinates
ri. We use atomic units throughout this chapter (e2 = � = m = 1) and
so all distances are in Bohr and energies in Hartrees (1 H = 27.21 eV =
627.5 kcal/mol). The electron-electron repulsion is given by

V̂ee =
1
2

N∑

i�=j

1
|ri − rj |

, (1.3)

where the sum is over all pairs, and the factor of 1/2 avoids double counting.
Last, we denote the one-body potential as

V̂ext =
N∑

i=1

vext(ri, t) , (1.4)

which differs from problem to problem. For a hydrogenic atom with nuclear
charge Z in an alternating electric field of strength E oriented along the z-
axis and of frequency ω, vext(r, t) = −Z/r + E · z cos(ω, t). An important
point to note is that only vext(r, t) and the particle number differ in the
many problems we address; the interparticle repulsion and statistics never
change. As the system evolves in time from some initial point (say t = 0), its
one-particle density changes. This electron density is given by

n(r, t) = N

∫
d3r2 . . .

∫
d3rN |Ψ(r, r2, . . . , rN , t)|2 , (1.5)

and has the interpretation that n(r, t)d3r is the probability of finding any
electron in a region d3r around r at time t. The density is normalized to the
number of electrons ∫

d3r n(r, t) = N . (1.6)

The analog of the Hohenberg-Kohn theorem for time-dependent problems
is the one-to-one correspondence proven by RG [Runge 1984]. We consider N
nonrelativistic electrons, mutually interacting via the Coulomb repulsion, in
a time-dependent external potential. The theorem states that the densities
n(r, t) and n′(r, t) evolving from a common initial state Ψ(t = 0) under the
influence of two potentials vext(r, t) and v′ext(r, t) (both Taylor expandable
about the initial time 0) eventually differ if the potentials differ by more than
a purely time-dependent (r-independent) function:

∆vext(r, t) = vext(r, t) − v′ext(r, t) �= c(t) . (1.7)
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Under these conditions, there is a one-to-one mapping between densities and
potentials, which implies that the potential is a functional of the density.

We prove this theorem by first showing that the corresponding current
densities must differ. The current density is given by

j(r, t) = N

∫
d3r2 . . .

∫
d3rN �{Ψ(r, r2, . . . , rN , t)∇Ψ∗(r, r2, . . . , rN , t)} ,

(1.8)
where �f denotes the imaginary part of f . One can easily prove continuity
from the time-dependent Schrödinger equation, (1.1):

∂n(r, t)
∂t

= −∇ · j(r, t) (1.9)

Return now to the problem of two different systems [i.e., ∆vext(r, t) �= c(t)].
Because the corresponding Hamiltonians differ only in their one-body poten-
tials, the equation of motion for the difference of the two current densities is,
at t = 0:

∂

∂t
{j(r, t) − j′(r, t)}t=0 = −i〈Ψ0|

[
ĵ(r, t), {Ĥ(0) − Ĥ ′(0)}

]
|Ψ0〉

= −i〈Ψ0|
[
ĵ(r), {vext(r, 0) − v′ext(r, 0)}

]
|Ψ0〉

= −n0(r)∇{vext(r, 0) − v′ext(r, 0)} , (1.10)

where n0(r) = n(r, 0) is the initial density. Thus we see that if, at the ini-
tial time, the two potentials differ (by more than just a constant), the first
derivative of the currents must differ. Then the currents will change infinites-
imally soon thereafter. One can go further, by repeatedly using the equation
of motion, and considering t = 0, to find [Runge 1984]

∂k+1

∂tk+1
{j(r, t) − j′(r, t)}t=0 = −n0(r)∇ ∂k

∂tk
{v(r, t) − v′(r, t)}t=0 . (1.11)

If (1.7) holds, and the potentials are Taylor expandable about t = 0, then
there must be some finite k for which the right hand side of (1.10) does not
vanish, so that

j(r, t) �= j′(r, t) . (1.12)

For two Taylor-expandable potentials that differ by more than just a trivial
constant, the corresponding currents must be different. This is the first part of
the theorem, which establishes a one-to-one correspondence between current
densities and external potentials.

In the second part, we extend the proof to the densities. Taking the gra-
dient of both sides of (1.11), and using continuity, (1.9), we find

∂k+2

∂tk+2
{n(r, t) − n′(r, t)}t=0 = ∇ ·

[
n0(r)∇ ∂k

∂tk
{vext(r, t) − v′ext(r, t)}t=0

]
.

(1.13)
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Now, if not for the divergence on the right-hand-side, we would be done, i.e.,
if f(r) = ∂k{vext(r, t) − v′ext(r, t)}/∂tk|(t=0) is nonconstant for some k, then
the density difference must be nonzero.

Does the divergence allow some escape from this conclusion? The answer
is no, for any physical density in a finite system. To see this, write
∫

d3r f(r)∇·[n0(r)∇f(r)] =
∫

d3r
{
∇ · [f(r)n0(r)∇f(r)] − n0(r)|∇f(r)|2

}
.

(1.14)
The first term on the right may be written as a surface integral at r = ∞, and
vanishes for all realistic potentials (which fall off at least as fast as −1/r).
If we imagine that ∇f is nonzero somewhere, then the second term on the
right is definitely negative, so that the integral on the left cannot vanish, and
its integrand must be nonzero somewhere. Thus there is no way for ∇f to be
nonzero, and yet have ∇(n0∇f) vanish everywhere [Gross 1990].

Since the density determines the potential up to a time-dependent con-
stant, the wavefunction is in turn determined up to a time-dependent phase,
that in turn cancels out of the expectation value of any operator. Thus the ex-
pectation value of any operator is a functional of the time-dependent density
and initial state, completing our proof.

1.3 Time-Dependent Kohn-Sham Equations

Having established that the one-body potential is a functional of the density
and initial state, we next define a fictious system of noninteracting electrons
that satisfy time-dependent Kohn-Sham equations:

i
∂ϕj(r, t)

∂t
=
[
−∇2

2
+ vKS[n](r, t)

]
ϕj(r, t) , (1.15)

whose density,

n(r, t) =
N∑

j=1

|ϕj(r, t)|2 , (1.16)

is defined to be precisely that of the real system. By virtue of the one-to-one
correspondence proven in the previous section, the potential vKS(r, t) yielding
this density is unique. We then define the exchange-correlation potential via:

vKS(r, t) = vext(r, t) + vH(r, t) + vxc(r, t) , (1.17)

where the Hartree potential has the usual form,

vH(r, t) =
∫

d3r′
n(r′, t)
|r − r′| , (1.18)



1 Basics 7

but for a time-dependent density. The exchange-correlation potential is then
a functional of the entire history of the density, n(r, t), the initial interact-
ing wavefunction Ψ(0), and the initial Kohn-Sham wavefunction, Φ(0). This
functional is a very complex one, much more so than the ground-state case.
Knowledge of it implies solution of all time-dependent Coulomb interacting
problems.

By the arguments of the previous section, if both the interacting and KS
initial wavefunctions are nondegenerate ground states, the xc potential is a
functional of the time-dependent density alone.

In ground-state DFT, the exchange-correlation potential is the functional
derivative of Exc[n]. It would be nice to find a functional of n(r, t) for which
vxc(r, t) was the functional derivative, called the exchange-correlation ac-
tion. A plausible action was given in the RG paper [Runge 1984]. However, it
turned out later [Gross 1995a] that this action leads to a paradox, namely that
the resulting exchange-correlation kernel (see next section) violates causal-
ity. Two different solutions to this problem are offered in this volume (see
Chaps. 2 and 7). In either case, some generalization of the space of densities
is required.

Several extensions and further advances on the Runge-Gross paper will
appear later in this book, or have appered in the literature. Here we make
several points:

• Construction of Potential: The one-to-one correspondence tells us
only that the potential is a functional of the density and initial state,
but not what that functional is. Van Leeuwen gives a constructive proce-
dure for finding such a potential, thereby “solving” the representability
problem for the time-dependent case (see Chap. 2).

• Currents: The first part of the proof produced a one-to-one correspon-
dence between currents and potentials, while to get a density functional,
we needed to invoke a surface condition. This renders the application of
TDDFT to extended systems nontrivial. We will see later in the book that
the first step is easily generalized to produce a one-to-one correspondence
between currents and any vector potential (producing time-dependent
current density functional theory) and that some effects are indeed highly
nonlocal, when expressed as density functionals (see Chap. 5).

• Allowed Time-Dependence: The one-to-one correspondence does not
apply to the adiabatic switching often assumed in perturbation theory,
exp(γt), where γ → 0. Such potentials are singular around their initial
time (−∞ in this case). But one can take the adiabatic limit of well-
behaved potentials, as described in Sect. 11.4.1.

• Initial-State Dependence: Later in this book, it is shown that, while
for one electron the initial state wavefunction is completely fixed by re-
quiring it to yield a given density, for two or more electrons, it is possible
to find more than one initial wavefunction, thereby producing two differ-
ent KS potentials for a given evolution (see Chap. 4).
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• Removal of Initial-State Dependence: Note that a dependence on
the initial wavefunction would render TDDFT useless in practice, as we
would need a different density functional for every possible initial wave-
function. However, if the initial state is a nondegenerate ground state,
then, by virtue of the Hohenberg-Kohn theorem, its wavefunction is a
functional of the ground-state density alone. Then the time-dependent
potential is a functional of the time-dependent density alone. This is the
case for almost all practical applications (see Parts IV and V of this vol-
ume).

1.4 Linear Response

In this section, we show how the TDKS equations, with a given approxima-
tion for the xc potential, can be used to extract the electronic excitations
of a system. This is a powerful tool for studying, e.g., photoluminescence in
biological molecules (see Chap. 23), where the quantitative treatment of the
absorption spectrum can be key to identifying the underlying mechanism.

In principle, we already have sufficient technology to do these calculations.
Simply perturb the system at time t = 0 with a weak electric field, and then
propagate the TDKS equations for a while, evaluating the dipole of interest
as you go. The Fourier transform of that function of time is precisely the
optical absorption spectrum. In fact, this procedure is followed in many real-
time codes, as described in later chapters. However, it is very enlightening
and fruitful to analyze the situation in detail using standard linear response
theory.

When the perturbing field is weak, as in normal spectroscopic experi-
ments, perturbation theory applies. Instead of needing knowledge of vxc for
densities that are changing significantly with time, we need only know this
potential for densities close to that of the initial state, which we take to be a
nondegenerate ground-state. Writing n(r, t) = nGS(r, t) + δn(r, t), we have

vxc[nGS + δn](r, t) = vxc[nGS](r) +
∫

dt′
∫

d3r′ fxc[nGS](r, r′, t− t′)δn(r′, t′) ,

(1.19)
where fxc is called the exchange-correlation kernel, evaluated on the ground-
state density:

fxc[nGS](r, r′, t− t′) =
δvxc(r, t)
δn(r′, t′)

∣∣∣∣
n=nGS

. (1.20)

While still more complex than the ground-state exchange-correlation poten-
tial, the exchange-correlation kernel is much more manageable than the full
time-dependent exchange-correlation potential, because it is a functional of
the ground-state density alone. To understand why fxc is important for lin-
ear response, define the point-wise susceptibility χ[nGS](r, r′, t − t′) as the
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response of the ground state to a small change in the external potential:

δn(r, t) =
∫

dt′
∫

d3r′ χ[nGS](r, r′, t− t′) δvext(r′, t′) , (1.21)

i.e., if you make a small change in the external potential at point r′ and time
t′, χ tells you how the density will change at point r and later time t. The
ground-state Kohn-Sham system has its own analog of χ, which we denote
by χKS. This function tells you how the noninteracting KS electrons would
respond to δvKS(r′, t′), which is quite different from the interacting case. But
both must yield the same density response:

δn(r, t) =
∫

dt′
∫

d3r′ χKS[nGS](r, r′, t− t′)

× {δvext(r′, t′) + δvH(r′, t′) + δvxc(r′, t′)} . (1.22)

Equating this density change with that of the interacting system, (1.21), and
using the definition of the xc kernel, (1.20), we find the central equation of
TDDFT linear response (in frequency space):

χ(r, r′, ω) = χKS(r, r′, ω)

+
∫

d3r1

∫
d3r2 χKS(r, r1, ω)

{
1

|r1 − r2|
+ fxc(r1, r2, ω)

}
χ(r2, r

′, ω) ,

(1.23)

where all objects are functionals of the ground-state density. This is a Dyson-
like equation, because it has the same mathematical form as the Dyson equa-
tion which relates the one-particle Green’s function to its free counterpart
via a kernel that is the self-energy.

This equation contains the key to electronic excitations via TDDFT.
When ω matches a true transition frequency of the system, the response
function χ blows up, i.e., has a pole as a function of ω. Likewise χKS has a
set of such poles, at the single-particle excitations of the KS system:

χKS(r, r′, ω) = 2 lim
η→0+

∑

q

{
ξq(r) ξ∗q (r′)
ω − ωq + iη

−
ξ∗q (r) ξq(r′)
ω + ωq − iη

}
(1.24)

where q is a double index, representing a transition from occupied KS orbital
i to unoccupied KS orbital a,

ωq = εa − εi , (1.25)

and
ξq(r) = ϕ∗

i (r)ϕa(r) , (1.26)

where εj is the eigenenergy of the KS state ϕj . Thus χKS is purely a prod-
uct of the ground-state KS calculation. In the absence of Hartree-exchange-
correlation effects, χ = χKS, and so the allowed transitions are exactly those
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of the ground-state KS potential. But the presence of the kernel in (1.23)
shifts the transitions away from the KS values to the true values. Moreover,
the strengths of the poles can be simply related to optical absorption inten-
sities (oscillator strengths) and so these are also affected by the kernel.

Casida showed that, for frequency-independent kernels, finding the poles
of χ is equivalent to solving the eigenvalue problem [Casida 1996]:

∑

q′

Rqq′ Fq′ = Ω2
q Fq , (1.27)

The matrix is
Rqq′ = ω4

q δqq′ + 4
√
ωq ωq′ Kq,q′ , (1.28)

where
Kq,q′ =

∫
d3r

∫
d3r′ ξ∗q (r) fHxc(r, r′) ξq′(r′) . (1.29)

In this equation, fHxc is the Hartree-exchange-correlation kernel:

fHxc(r, r′) =
1

|r − r′| + fxc(r, r′) . (1.30)

The solution of (1.27) yields the excitation energies Ω, while the oscillator
strengths can be obtained from the eigenvectors [Casida 1996]. Efficient algo-
rithms exist for extracting just the lowest transitions. It is in this form that
most quantum chemical codes extract TDDFT excitations.

A simple approximate solution to the TDDFT linear response equations is
the single-pole approximation (SPA) [Petersilka 1996a], in which the TDDFT
corrections to a given transition are included, but not its coupling to the other
KS transitions. This amounts to neglecting all other poles in χKS, or simply
taking the diagonal matrix elements in Casida’s equations:

Ω4 ≈ ω4
q + 4 ωq Kq,q , (1.31)

While not needed numerically, the SPA yields much insight into how and why
TDDFT produces the results it does [Appel 2003], and will be used in several
occasions in this book.

1.5 Adiabatic Connection Formula

Lastly, we discuss how TDDFT produces sophisticated approximations to
the ground-state exchange-correlation energy. Almost thirty years ago, the
fluctuation-dissipation theorem was applied carefully in DFT. The resulting
adiabatic connection fluctuation-dissipation formula is:
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Exc[nGS] = −1
2

∫ 1

0

dλ
∫

d3r

∫
d3r′

1
|r − r′|

×
∫ ∞

0

dω
π

{χλ[nGS](r, r′, ω) + nGS(r)δ(r − r′)} (1.32)

where the coupling-constant λ is defined to multiply the electron-electron
repulsion in the Hamiltonian, but the external potential is adjusted to keep
the density fixed [Langreth 1975, Gunnarsson 1976].

This intriguing formula means that approximations in TDDFT can be
used to yield approximations to the ground-state xc energy functional, by
constructing χλ from the λ-dependent generalization of (1.23). This scheme
is much more computationally demanding than a regular ground-state DFT
calculation with, e.g., a GGA, but can naturally accomodate effects that are
difficult to capture with simple ground-state functionals. For example, van
der Waals interactions are very naturally described in this scheme [Kohn
1998], as the correlated fluctuations between distant atoms or molecules are
correctly described by the frequency-dependent contributions. Furthermore,
ground-state DFT has difficulty describing how bonds break as a function
of bond length, because the single Slater determinant of KS DFT is a poor
representation of the interacting (Heitler-London) wavefunction of separated
atoms [Perdew 1995]. But TDDFT treatments of the adiabatic connection
formula can yield the entire dissociation curve [Fuchs 2002].

1.6 Adiabatic Approximation

Although the one-to-one correspondence has given us in principle an exact
description of many-electron quantum mechanics in a time-dependent po-
tential, it yields no hint of the missing density functional. By constructing
a set of time-dependent KS equations, a significant fraction of that missing
functional is included exactly. But the scheme is incomplete without some
approximation to the missing xc potential.

As we have noted, the exact exchange-correlation potential depends on
the entire history of the density, as well as the initial wavefunctions of both
the interacting and the Kohn-Sham systems:

vxc[n, Ψ(0), Φ(0)](r, t) = vKS[n, Ψ(0), Φ(0)](r, t) − vext(r, t) − vH[n](r, t) .
(1.33)

However, in the special case of starting from a nondegenerate ground state
(both interacting and noninteracting), the initial wavefunctions themselves
are functionals of the initial density, and so the initial-state dependence dis-
appears. This is the usual case in which TDDFT is used. But even then, the
exchange-correlation potential at r and t has a functional dependence not
just on n(r, t) but on all n(r, t′) for 0 ≤ t′ ≤ t, and for arbitrary points r′

in space. Thus the potential remembers the density’s past, and we say it has
memory.
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The adiabatic approximation is one in which we ignore all dependence on
the past, and allow only a dependence on the instantaneous density:

vadia
xc [n](r, t) = vapprox

xc [n(t)](r) , (1.34)

i.e., it approximates the functional as being local in time. If the time-
dependent potential changes very slowly (adiabatically), this approximation
will be valid. But the electrons will remain always in their instantaneous
ground state. To make the adiabatic approximation exact for the only sys-
tems for which it can be exact, we require

vadia
xc [n](r, t) = vGS

xc [nGS](r)|nGS(r′)=n(r′,t) , (1.35)

where vGS
xc [nGS](r) is the exact ground-state exchange-correlation potential

of the density nGS(r). This is the analog of the argument made to determine
the function used in LDA calculations for the ground-state energy: The only
sensible choice there is the xc energy of the uniform electron gas. Throughout
this book, we will see many successes of this approximation, but some striking
failures also.

In practice, the spatial nonlocality of the functional is also approximated,
since we do not know the exact xc energy functional, even in the static case.
As mentioned above, the ALDA is the mother of all TDDFT density ap-
proximations, but any ground-state functional, such as a GGA or hybrid,
automatically yields an adiabatic approximation for use in TDDFT calcula-
tions.

The adiabatic approximation is particularly simple for linear response,
yielding an xc kernel of the form:

fadia
xc [nGS](r, r′, t− t′) =

δvGS
xc [nGS](r)
δnGS(r′)

δ(t− t′) , (1.36)

i.e., it is completely local in time. When Fourier-transformed, this implies
that fadia

xc (ω) is frequency-independent.
By construction, ALDA should work only for systems with very small

density gradients in space and time. It may seem like a drastic approximation
to neglect all nonlocality in time. However, the success of modern ground-
state density functional theory can be traced to how well LDA works beyond
its obvious range of validity, due to satisfaction of sum rules, etc., and how
its success was built upon with GGA’s and hybrids [Perdew 2005]. We will
see in the chapters concerned with applications that some of the same magic
applies in TDDFT ALDA calculations.

1.7 Relation to Ground-State DFT

Time-dependent DFT is not a simple extension of ground-state DFT. It is
an application of DFT philosophy to the world of driven systems, i.e., to
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the time-dependent Schrödinger equation, a first-order differential equation
in time. Thus while many of the statements look similar, the functionals
themselves contain greatly different physics.

On the other hand, TDDFT calculations enhance our knowledge and un-
derstanding gained from ground-state DFT calculations. One of the most
important applications is to produce a spectroscopic signature of a given
molecule, not just its thermochemistry and geometric structure. An impor-
tant example is the interpretation of KS orbital eigenvalues. In ground-state
DFT, it was often said that, apart from the highest occupied molecular or-
bital (HOMO), these had no direct physical significance. With the advent of
TDDFT, we can see that they are a zero-order approximation to the optical
excitation energies.
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2 Beyond the Runge-Gross Theorem

R. van Leeuwen

2.1 Introduction

The Runge-Gross theorem [Runge 1984] states that for a given initial state
the time-dependent density is a unique functional of the external potential.
Let us elaborate a bit further on this point. Suppose we could solve the time-
dependent Schrödinger equation (TDSE) for a given many-body system, i.e.,
we specify an initial state |Ψ0〉 at t = t0 and evolve the wave function in
time using the Hamiltonian Ĥ(t). Then, from the wave function, we can
calculate the time-dependent density n(r, t). We can then ask the question
whether exactly the same density n(r, t) can be reproduced by an external
potential v′ext(r, t) in a system with a different given initial state and a dif-
ferent two-particle interaction, and if so, whether this potential is unique
(modulo a purely time-dependent function). The answer to this question is
obviously of great importance for the construction of the time-dependent
Kohn-Sham equations. The Kohn-Sham system has no two-particle interac-
tion and differs in this respect from the fully interacting system. It has, in
general, also a different initial state. This state is usually a Slater determinant
rather than a fully interacting initial state. A time-dependent Kohn-Sham
system therefore only exists if the question posed above is answered affirma-
tively. Note that this is a v-representability question: Is a density belonging
to an interacting system also noninteracting v-representable? We will show in
this chapter that, with some restrictions on the initial states and potentials,
this question can indeed be answered affirmatively [van Leeuwen 1999, van
Leeuwen 2001, Giuliani 2005]. We stress that we demonstrate here that the
interacting-v-representable densities are also noninteracting-v-representable
rather than aiming at characterizing the set of v-representable densities. The
latter question has inspired much work in ground state density functional
theory (for extensive discussion see [van Leeuwen 2003]) and has only been
answered satisfactorily for quantum lattice systems [Chayes 1985].

2.2 The Extended Runge-Gross Theorem:
Different Interactions and Initial States

We start by considering the Hamiltonian

R. van Leeuwen: Beyond the Runge-Gross Theorem, Lect. Notes Phys. 706, 17–31 (2006)
DOI 10.1007/3-540-35426-3 2 c© Springer-Verlag Berlin Heidelberg 2006
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Ĥ(t) = T̂ + V̂ext(t) + V̂ee , (2.1)

where T̂ is the kinetic energy, V̂ext(t) the (in general time-dependent) external
potential, and V̂ee the two-particle interaction. In second quantization the
constituent terms are, as usual, written as

T̂ = −1
2

∑

σ

∫
d3r ψ̂†

σ(r)∇2ψ̂σ(r) , (2.2a)

V̂ext(t) =
∑

σ

∫
d3r vext(r, t)ψ̂†

σ(r)ψ̂σ(r) , (2.2b)

V̂ee =
1
2

∑

σσ′

∫
d3r

∫
d3r′ vee(|r − r′|)ψ̂†

σ(r)ψ̂†
σ′(r′)ψ̂σ′(r′)ψ̂σ(r) . (2.2c)

where σ and σ′ are spin variables. For the readers not used to second quantiza-
tion we note that the first few basic steps in this chapter can also be derived
in first quantization. For details we refer to [Giuliani 2005, Vignale 2004].
However, good understanding of second quantization is indispensable to un-
derstand the next chapter. Good introductions to second quantization are
found in [Fetter 1971, Runge 1991].

The two-particle potential vee(|r−r′|) in (2.2c) can be arbitrary, but will
in practice almost always be equal to the repulsive Coulomb potential. We
then consider some basic relations satisfied by the density and the current
density. The time-dependent density is given as the expectation value of the
density operator

n̂(r) =
∑

σ

ψ̂†
σ(r)ψ̂σ(r) , (2.3)

with the time-dependent many-body wavefunction, n(r, t) = 〈Ψ(t)|n̂(r)|Ψ(t)〉.
In the following we consider two continuity equations. If |Ψ(t)〉 is the state
evolving from |Ψ0〉 under the influence of Hamiltonian Ĥ(t) we have the usual
continuity equation

∂

∂t
n(r, t) = −i〈Ψ(t)| [n̂(r), Ĥ(t)] |Ψ(t)〉 = −∇ · j(r, t) , (2.4)

where the current operator is defined as

ĵ(r) =
1
2i

∑

σ

{
ψ̂†

σ(r)∇ψ̂σ(r) − [∇ψ̂†
σ(r)]ψ̂σ(r)

}
, (2.5)

and has expectation value j(r, t) = 〈Ψ(t)|ĵ(r)|Ψ(t)〉. This continuity equation
expresses, in a local form, the conservation of particle number. Using Gauss’
law the continuity equation says that the change of the number of particles
within some volume can simply be measured by calculating the flux of the
current through the surface of this volume.
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As a next step, we can consider an analogous continuity equation for the
current itself. We have

∂

∂t
j(r, t) = −i〈Ψ(t)| [ĵ(r), Ĥ(t)] |Ψ(t)〉 . (2.6)

If we work out the commutator in more detail, we find the expression [Martin
1959]

∂

∂t
jα(r, t) = −n(r, t)

∂

∂rα
vext(r, t) −

∑

β

∂

∂rβ
Tβα(r, t) − Vee α(r, t) . (2.7)

Here we have defined the momentum-stress tensor T̂βα (part of the energy-
momentum tensor)

T̂βα(r) =
1
2

∑

σ

{ ∂

∂rβ
ψ̂†

σ(r)
∂

∂rα
ψ̂σ(r) +

∂

∂rα
ψ̂†

σ(r)
∂

∂rβ
ψ̂σ(r)

− 1
2

∂2

∂rβ∂rα
[ψ̂†

σ(r)ψ̂σ(r)]
}
, (2.8)

and the quantity V̂ee α as

V̂ee α(r) =
∑

σ,σ′

∫
d3r′ ψ̂†

σ(r)ψ̂†
σ′(r′)

∂

∂rα
vee(|r − r′|)ψ̂σ′(r′)ψ̂σ(r) . (2.9)

The expectation values that appear in (2.7) are defined as Tβα(r, t) =
〈Ψ(t)|T̂βα(r)|Ψ(t)〉 and Vee α(r, t) = 〈Ψ(t)|V̂ee α(r)|Ψ(t)〉. The continuity
equation (2.7) is a local quantum version of Newton’s third law. Taking the
divergence of (2.7) and using the continuity (2.4) we find

∂2

∂t2
n(r, t) = ∇ · [n(r, t)∇vext(r, t)] + q(r, t) , (2.10)

with q̂ and q(r, t) being defined as

q̂(r) =
∑

α,β

∂2

∂rβ∂rα
T̂βα(r) +

∑

α

∂

∂rα
V̂ee α(r) , (2.11a)

q(r, t) = 〈Ψ(t)|q̂(r)|Ψ(t)〉 . (2.11b)

Equation (2.10) will play a central role in our discussion of the relation be-
tween the density and the potential. This is because it represents an equation
which directly relates the external potential and the electron density. From
(2.10) we further see that q(r, t) decays exponentially at infinity when n(r, t)
does, unless vext(r, t) grows exponentially at infinity. In the following we
will, however, only consider finite systems with external potentials that are
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bounded at infinity (for a discussion of the set of allowed external potentials
in ground state DFT we refer to [Lieb 1983, van Leeuwen 2003]).

Let us now assume that we have solved the time-dependent Schrödinger
equation for the many-body system described by the Hamiltonian Ĥ(t)
of (2.1) and initial state |Ψ0〉 at t = t0. We have thus obtained a many-
body wavefunction |Ψ(t)〉 and density n(r, t). We further assume that n(r, t)
is analytic at t = t0. For our system, (2.10) is satisfied. We now consider a
second system with Hamiltonian

Ĥ ′(t) = T̂ + V̂ ′
ext(t) + V̂ ′

ee . (2.12)

The terms V̂ ′
ext(t) and V̂ ′

ee represent again the one- and two-body potentials.
We denote the initial state by |Ψ ′

0〉 at t = t0 and the time-evolved state by
|Ψ ′(t)〉. The form of V̂ ′

ee is assumed to be such that its expectation value and
its derivatives are finite. For the system described by the Hamiltonian Ĥ ′ we
have an equation analogous to (2.10).

∂2

∂t2
n′(r, t) = ∇ · [n′(r, t)∇v′ext(r, t)] + q′(r, t) , (2.13)

where q′(r, t) is the expectation value

q′(r, t) = 〈Ψ ′(t)|q̂′(r)|Ψ ′(t)〉 , (2.14)

for which we defined

q̂′ =
∑

β,α

∂2

∂rβ∂rα
T̂βα(r) +

∑

k

∂

∂rα
V̂ ′

ee α(r) . (2.15)

Our goal is now to choose v′ext in (2.13) so that n′(r, t) = n(r, t). We will
do this by constructing v′ext in such a way that for the k-th derivatives of
the density at t = t0 we have ∂k

∂tk n
′(r, t)|t=t0 = ∂k

∂tk n(r, t)|t=t0 . First we need
to discuss some initial conditions. As a necessary condition for the potential
v′ext to exist, we have to require that the initial states |Ψ0〉 and |Ψ ′

0〉 yield the
same initial density, i.e.,

n′(r, t0) = 〈Ψ ′
0|n̂(r)|Ψ ′

0〉 = 〈Ψ0|n̂(r)|Ψ0〉 = n(r, t0) . (2.16)

We now note that the basic (2.10) is a second order differential equation
in time for n(r, t). This means, as we will see soon, that we still need as
additional requirement that ∂

∂tn
′(r, t) = ∂

∂tn(r, t) at t = t0. With the help of
the continuity equation (2.4) this yields the condition

∂

∂t
n′(r, t)

∣∣∣
t=t0

= 〈Ψ ′
0|∇·ĵ(r)|Ψ ′

0〉 = 〈Ψ0|∇·ĵ(r)|Ψ0〉 =
∂

∂t
n(r, t)

∣∣∣
t=t0

. (2.17)

This constraint also implies the weaker requirement that the initial state |Ψ ′
0〉

must be chosen such that the initial momenta P (t0) of both systems are the
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same. This follows directly from the fact that the momentum of the system
is given by

P (t) =
∫

d3r j(r, t) =
∫

d3r r
∂

∂t
n(r, t) . (2.18)

The equality of the last two terms in this equation follows directly from the
continuity equation (2.4) and the fact that we are dealing with finite systems
for which, barring pathological examples [van Leeuwen 2001, Maitra 2001],
currents and densities are zero at infinity. For notational convenience we first
introduce the following notation for the k-th time-derivative at t = t0 of a
function f :

f (k)(r) =
∂k

∂tk
f(r, t)

∣∣∣
t=t0

. (2.19)

Then our goal is to choose v′ext in such a way that n′ (k) = n(k) for all k. Let
us see how we can use (2.13) to do this. If we first evaluate (2.13) at t = t0
we obtain, using the notation of (2.19), the expression

n′ (2)(r) = ∇ · [n′ (0)(r)∇v
′ (0)
ext (r)] + q′ (0)(r) . (2.20)

Since we want that n′ (2) = n(2) and have chosen the initial state |Ψ ′
0〉 in such

a way that n′ (0) = n(0) we obtain the following determining equation for
v
′ (0)
ext :

∇ · [n(0)(r)∇v
′ (0)
ext (r)] = n(2)(r) − q′ (0)(r) . (2.21)

The right hand side is determined since n(0) and n(2) are given and q′ (0)

is calculated from the given initial state |Ψ ′
0〉 as q′ (0)(r) = 〈Ψ ′

0|q̂′(r)|Ψ ′
0〉.

Equation (2.21) is of Sturm-Liouville type and has a unique solution for v′0
provided we specify a boundary condition. We will specify the boundary
condition that v

′ (0)
ext (r) → 0 for r → ∞. With this boundary condition we

also fix the gauge of the potential. Having obtained v
′ (0)
ext let us now go on to

determine v
′ (1)
ext . To do this we differentiate (2.13) with respect to time and

evaluate the resulting expression in t = t0. Then we obtain the expression:

n′ (3)(r) = ∇· [n′ (0)(r)∇v
′ (1)
ext (r)]+∇· [n′ (1)(r)∇v

′ (0)
ext (r)]+ q′ (1)(r) . (2.22)

Since we want to determine v′ (1) such that n′ (3) = n(3) and the conditions
on the initial states are such that n′ (0) = n(0) and n′ (1) = n(1), we obtain
the following equation for v

′ (1)
ext :

∇ · [n(0)(r)∇v
′ (1)
ext (r)] = n(3)(r) − q′(1)(r) −∇ · [n(1)(r)∇v

′ (0)
ext (r)] . (2.23)

Now all quantities on the right hand side of (2.23) are known. The initial
potential v′ (0)ext was already determined from (2.21) whereas the quantity q′ (1)

can be calculated from

q′ (1)(r) =
∂

∂t
q′(r, t)

∣∣∣
t=t0

= −i〈Ψ ′
0| [q̂′(r), Ĥ ′(t0)] |Ψ ′

0〉 . (2.24)
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From this expression we see that q′ (1) can be calculated from the knowledge
of the initial state and the initial potential v

′ (0)
ext which occurs in Ĥ ′(t0).

Therefore, (2.23) uniquely determines v
′ (1)
ext (again with boundary conditions

v
′ (1)
ext → 0 for r → ∞). We note that in order to obtain (2.23) from (2.22) we

indeed needed both conditions of (2.16) and (2.17). It is now clear how our
procedure can be extended. If we take the k-th time-derivative of (2.13) we
obtain the expression

n′ (k+2)(r) = q′ (k)(r) +
k∑

l=0

(
k

l

)
∇ · [n′ (k−l)(r)∇v

′ (l)
ext (r)] . (2.25)

Demanding that n′ (k) = n(k) then yields

∇·[n(0)(r)∇v
′ (k)
ext (r)] = n(k+2)(r)−q′ (k)(r)−

k−1∑

l=0

(
k

l

)
∇·[n(k−l)(r)∇v

′ (l)
ext (r)] .

(2.26)
The right hand side of this equation is completely determined since it only
involves the potentials v′ (l)ext for l = 1 . . . k−1 which were already determined.
Similarly the quantities q′ (k) can be calculated from multiple commutators
of the operator q̂′ and time-derivatives of the Hamiltonian Ĥ ′(t0) up to or-
der k − 1 and therefore only involves knowledge of the initial state and v

′ (l)
ext

for l = 1 . . . k − 1. We can therefore uniquely determine all functions v
′ (k)
ext

from (2.26) (again taking into account the boundary conditions) and con-
struct the potential v′ext(r, t) from its Taylor series as

v′ext(r, t) =
∞∑

k=0

1
k!

v
′ (k)
ext (r) (t− t0)k . (2.27)

This determines v′ext(r, t) completely within the convergence radius of the
Taylor expansion. There is, of course, the possibility that the convergence
radius is zero. However, this would mean that v′ext(r, t) and hence n(r, t)
and vext(r, t) are nonanalytic at t = t0. Since the density of our reference
system was supposed to be analytic we can disregard this possibility. If the
convergence radius is non-zero but finite, we can propagate |Ψ ′

0〉 to |Ψ ′(t1)〉
until a finite time t1 > t0 within the convergence radius and repeat the whole
procedure above from t = t1 by regarding |Ψ ′(t1)〉 as the initial state. This
amounts to analytic continuation along the whole real time-axis and the com-
plete determination of v′ext(r, t) at all times. This completes the constructive
proof of v′ext(r, t).

Let us now summarize what we proved. We specify a given density n(r, t)
obtained from a many-particle system with Hamiltonian Ĥ and initial state
|Ψ0〉. If one chooses an initial state |Ψ ′

0〉 of a second many-particle system
with two-particle interaction V̂ ′

ee in such a way that it yields the correct
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initial density and initial time-derivative of the density, then, for this system,
there is a unique external potential v′ext(r, t) [determined up to a purely
time-dependent function c(t)] that reproduces the given density n(r, t).

Let us now specify some special cases. If we take V̂ ′
ee = 0 we can conclude

that, for a given initial state |Ψ ′
0〉 = |Φ0〉 with the correct initial density and

initial time derivative of the density, there is a unique potential vKS(r, t)
[modulo c(t)] for a noninteracting system that produces the given density
n(r, t) at all times. This solves the noninteracting v-representability prob-
lem, provided we can find an initial state with the required properties. If
the many-body system described by the Hamiltonian Ĥ is stationary for
times t < t0, the initial state |Ψ0〉 at t0 leads to a density with zero time-
derivative at t = t0. In that case, a noninteracting state with the required
initial density and initial time-derivative of the density (namely zero) can be
obtained via the so-called Harriman construction [Harriman 1981, Lieb 1983].
Therefore a Kohn-Sham potential always exists for this kind of switch-on
processes. The additional question whether this initial state can be chosen
as a ground state of a noninteracting system is equivalent to the currently
unresolved noninteracting v-representability question for stationary systems
[Kohn 1983a, Ullrich 2002a, Dreizler 1990] (for an extensive discussion see
[van Leeuwen 2003]).

We now take V̂ ′
ee = V̂ee. We therefore consider two many-body systems

with the same two-particle interaction. Our proof then implies that for a
given v-representable density n(r, t) that corresponds to an initial state |Ψ0〉
and potential vext(r, t), and for a given initial state |Ψ ′

0〉 with the same ini-
tial density and initial time derivative of the density, we find that there is a
unique external potential v′ext(r, t) [modulo c(t)] that yields this given density
n(r, t). The case |Ψ0〉 = |Ψ ′

0〉 (in which the constraints on the initial state |Ψ ′
0〉

are trivially satisfied) corresponds to the well-known Runge-Gross theorem.
Our results in this section therefore provide an extension of this important
theorem. As a final note we mention that the proof discussed here has recently
been extended in an elegant way by Vignale [Vignale 2004] to time-dependent
current-density functional theory. In that work it is shown that currents from
an interacting system with some vector potential are also representable by a
vector potential in a noninteracting system. This is, however, not true any-
more if one considers scalar potentials. Interacting-v-representable currents
are in general not noninteracting-v-representable [D’Agosta 2005a].

2.3 Invertibility of the Linear Density
Response Function

In this section we will address the question if we can recover the potential
variation δvext(r, t) from a given density variation δn(r, t) that was produced
by it. There is, of course, an obvious non-uniqueness since both δvext(r, t) and
δvext(r, t)+c(t), where c(t) is an arbitrary time-dependent function, produce
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the same density variation. However, this is simply a gauge of the potential
and is easily taken care of. Thus, by an inverse we will always mean an inverse
modulo a purely time-dependent function c(t) and by different potentials we
will always mean that they differ more than a gauge c(t).

From the work of Mearns and Kohn [Mearns 1987] we know that different
potentials can yield the same density variations. However, in their examples
these potentials are always potentials that exist at all times, i.e. there is no
t0 such that δvext = 0 for times t < t0. On the other hand, we know from the
Runge-Gross proof that a potential δvext(r, t) (not purely time-dependent)
that is switched on at t = t0 and is analytic at t0 always causes a nonzero
density variation δn(r, t). In this proof, the first nonvanishing time-derivative
of δn at t0 is found to be linear in the corresponding derivative of δvext and
therefore the linear response function is invertible. Note that this conclusion
holds even for an arbitrary initial state. The conclusion is therefore true for
linear response to an already time-dependent system for which the linear
response function depends on both t and t′ separately, rather than on the
time-difference t− t′. In the following we give an explicit proof for the invert-
ibility of the linear response function for which the system is initially in its
ground state. However, we will relax the condition that δvext is an analytic
function in time, and we therefore allow for a larger class of external poten-
tials than assumed in the Runge-Gross theorem. For clarification we further
mention that it is sometimes assumed that the Dyson-type response equations
of TDDFT are based on an adiabatic switch-on of the potential at all times.
This is, however, not the case. The response functions can simply be derived
by first order perturbation theory on the TDSE using a sudden switch-on of
the external time-dependent potential [Fetter 1971]. The typical imaginary
infinitesimals that occur in the denominator of the response functions result
from the Fourier-representation of the causal Heaviside function (written as
a complex contour integral) in the retarded density response function rather
than from an adiabatically switched-on potential. The linear response equa-
tions of TDDFT are therefore in perfect agreement with a sudden switch-on
of the potential.

We consider a many-body system in its ground state. At t = 0 (since
the system is initially described by a time-independent Hamiltonian we can,
without loss of generality, put the initial time t0 = 0) we switch on an external
field δvext(r, t) which causes a density response δn. We want to show that
the linear response function is invertible for these switch-on processes. From
simple first order perturbation theory on the TDSE we know that the linear
density response is given by [Fetter 1971]

δn(r1, t1) =
∫ t1

0

dt2
∫

d3r2 χR(r1t1, r2t2)δvext(r2, t2) , (2.28)

where

χR(r1t1, r2t2) = −i θ(t1 − t2)〈Ψ0| [∆n̂H(r1, t1),∆n̂H(r2, t2)] |Ψ0〉 , (2.29)
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is the retarded density response function. Note that here, instead of the
density operator n̂H (in the Heisenberg picture with respect to the ground
state Hamiltonian Ĥ), we prefer to use the density fluctuation operator
∆n̂H = n̂H − 〈n̂H〉 in the response function, where we use that the com-
mutator of the density operators is equal to the commutator of the density
fluctuation operators. Now we go over to a Lehmann representation of the
response function and we insert a complete set of eigenstates of Ĥ:

δn(r1, t1) = i
∑

n

∫ t1

0

dt2
∫

d3r2 eiΩn(t1−t2)f∗
n(r1)fn(r2)δvext(r2, t2) + c.c. ,

(2.30)
where Ωn = En − EGS > 0 are the excitation energies of the unperturbed
system (we assume the ground state to be nondegenerate) and the functions
fn are defined as

fn(r) = 〈ΨGS|∆n̂(r)|Ψn〉 . (2.31)

The density response can then be rewritten as

δn(r1, t1) = i
∑

n

f∗
n(r1)

∫ t1

0

dt2 an(t2)eiΩn(t1−t2) + c.c. , (2.32)

where we defined
an(t) =

∫
d3r fn(r)δvext(r, t) . (2.33)

Now note that the time integral in (2.32) has the form of a convolution.
This means that we can simplify this equation using Laplace transforms.
The Laplace transform and its deconvolution property are given by

L̂f(s) =
∫ ∞

0

dt e−stf(t) , (2.34a)

L̂(f ∗ g)(s) = L̂f(s)L̂g(s) . (2.34b)

where the convolution product is defined as

(f ∗ g)(t) =
∫ t

0

dτf(τ)g(t− τ) . (2.35)

If we now take the Laplace transform of δn in (2.32) we obtain the equation:

L̂(δn)(r1, s) = i
∑

n

f∗
n(r1)

1
s− iΩn

L̂an(s) + c.c. (2.36)

If we multiply both sides with the Laplace transform L̂(δvext) of δvext and
integrate over r1 we obtain
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∫
d3r1 L̂(δvext)(r1, s)L̂(δn)(r1, s) = i

∑

n

1
s− iΩn

|L̂an(s)|2 + c.c.

= −2
∑

n

Ωn

s2 + Ω2
n

|L̂an(s)|2 . (2.37)

This is the basic relation that we use to prove invertibility. If we assume that
δn = 0 then also L̂(δn) = 0 and we obtain

0 =
∑

n

Ωn

s2 + Ω2
n

|L̂an(s)|2 . (2.38)

However, since each prefactor of |L̂an|2 in the summation is positive the sum
can only be zero if L̂an = 0 for all n. This in its turn implies that an(t) must
be zero for all n. This means also that

∫
d3r ∆n̂(r)δvext(r, t)|Ψ0〉 =

∑

n

|Ψn〉
∫

d3r 〈Ψn|∆n̂(r)|Ψ0〉δvext(r, t)

=
∑

n

an(t)|Ψn〉 = 0 . (2.39)

Note that a0(t) is automatically zero since obviously 〈ΨGS|∆n̂(x)|ΨGS〉 = 0.
If we write out the above equation in first quantization again we have

N∑

k=1

∆vext(rk, t)|ΨGS〉 = 0 , (2.40)

where N is the number of electrons in the system and ∆vext(r, t) is defined
as

∆vext(r, t) = δvext(r, t) −
1
N

∫
d3r nGS(r)δvext(r, t) , (2.41)

where nGS is the density of the unperturbed system. Now (2.40) immediately
implies that ∆vext = 0 and, since the second term on the right hand side
of (2.41) is a purely time-dependent function, we obtain

δvext(r, t) = c(t) . (2.42)

We have therefore proven that only purely time-dependent potentials yield
zero density response. In other words, the response function is, modulo a
trivial gauge, invertible for switch-on processes. Note that the only restriction
we put on the potential δvext(r, t) is that it is Laplace-transformable. This
is a much weaker restriction on the potential than the constraint that it be
an analytic function at t = t0, as required in the Runge-Gross proof. One
should, however, be careful with what one means with an inverse response
function. The response function defines a mapping χ : δVext → δN from the
set of potential variations from a nondegenerate ground state, which we call
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δVext, to the set of first order density variations δN that are reproduced by
it. We have shown that the inverse χ−1 : δN → δVext is well-defined modulo
a purely time-dependent function. However, there are density variations that
can never be produced by a finite potential variation and are therefore not in
the set δN . An example of such a density variation is one which is identically
zero on some finite volume.

Another consequence of the above analysis is the following. Suppose the
linear response kernel has eigenfunctions, i.e. there is a λ such that

∫
dt2
∫

dr2 χR(r1t1, r2t2)ζ(r2, t2) = λζ(r1, t1) . (2.43)

Laplace transforming this equation yields
∫

d3r2 Ξ(r1, r2, s)L̂ζ(r2, s) = λL̂ζ(r1, s) , (2.44)

where Ξ is the Laplace transform of χ explicitly given by

Ξ(r1, r2, s) = i
∑

n

f∗
n(r1)fn(r2)
s− iΩn

+ c.c. (2.45)

Since Ξ is a real Hermitian operator, its eigenvalues λ are real and its eigen-
functions L̂ζ can be chosen to be real. Then ζ is real as well and (2.37) implies
(if we take δvext = ζ and δn = λζ)

λ

∫
d3r [L̂ζ(r, s)]2 < 0 , (2.46)

which implies λ < 0. We have therefore proven that if there are density vari-
ations that are proportional to the applied potential, then this constant of
proportionality is negative. In other words, the eigenvalues of the density
response function are negative. In this derivation we made again explicit use
of Laplace transforms and therefore of the condition that ζ = 0 for t < 0.
The work of Mearns and Kohn shows that positive eigenvalues are possi-
ble when this restriction is not made. The same is true when one considers
response functions for excited states [Gaudoin 2004]. We finally note that
similar results are readily obtained for the static density response function
[van Leeuwen 2003] in which case the negative eigenvalues of the response
function are an immediate consequence of the Hohenberg-Kohn theorem.

Let us now see what our result implies. We considered the density n[vext]
as a functional of vext and established that the response kernel χ[vGS] =
δn/δvext[vGS] is invertible where vGS is the potential in the ground state
and that δn/δvext[vGS] < 0 in the sense that its eigenvalues are all negative
definite. We can now apply a fundamental theorem of calculus, the inverse
function theorem. For functions of real numbers the theorem states that if a
continuous function y(x) is differentiable at x0 and if dy/dx(x0) �= 0 then
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locally there exists an inverse x(y) for y close enough to y0, where y(x0) = y0.
The theorem can be extended to functionals on function spaces (to be precise
Banach spaces, for details see [Choquet-Bruhat 1991]). For our case, this
theorem implies that if the functional n[vext] is differentiable at the ground
state potential vGS and the derivative χ[vGS] = δn/δvext[vGS] is an invertible
kernel then for potentials vext close enough to vGS (in Banach norm sense)
the inverse map vext[n] exists. Since we have shown that the linear response
function χ[vGS] is invertible this then proves the Runge-Gross theorem for
Laplace transformable switch-on potentials for systems initially in the ground
state.

2.4 Consequences of v-Representability
for the Quantum Mechanical Action

The role that is played by the energy functional in stationary density-
functional theory is played by the action functional in time-dependent density
functional theory. The correct form of the action appears naturally within the
framework of Keldysh theory and is discussed in detail in Chap. 3. However,
historically the first action within time-dependent density-functional theory
context was defined by Peuckert [Peuckert 1978] (who already made a con-
nection to Keldysh theory) and later in the Runge-Gross paper [Runge 1984].
However, as was discovered later [Gross 1996, Burke 1998b] this form of the
action leads to paradoxical results. Rajagopal [Rajagopal 1996] attempted to
introduce an action principle in TDDFT using the formalism of Jackiw and
Kerman [Jackiw 1979] for deriving time-ordered n-point functions in quan-
tum field theory. However, due to the time-ordering inherent in the work of
Jackiw and Kerman the basic variable of Ragagopal’s formalism is not the
time-dependent density but an transition element of the density operator be-
tween a wavefunction evolving from the past and a wavefunction evolving
from the future to a certain time t. Moreover, the action functional in this
formalism suffers from the same difficulties as the action introduced by Runge
and Gross. In this section we will show that these difficulties arise due to a
restriction of the variational freedom as a consequence of v-representability
constraints. For two other recent discussions of these points we refer to [van
Leeuwen 2001, Maitra 2002c].

We start with the following time-dependent action functional

A[Ψ ] =
∫ t1

t0

dt 〈Ψ |i ∂
∂t

− Ĥ(t)|Ψ〉 . (2.47)

The usual approach is to require the action to be stationary under variations
δΨ that satisfy δΨ(t0) = δΨ(t1) = 0. We then find after a partial integration

δA =
∫ t1

t0

dt 〈δΨ |i ∂
∂t

− Ĥ(t)|Ψ〉 + c.c. + i〈Ψ |δΨ〉
∣∣t1
t0

. (2.48)
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With the boundary conditions and the fact that the real and imaginary part
of δΨ can be varied independently we obtain the result that

[
i
∂

∂t
− Ĥ(t)

]
|Ψ〉 = 0 , (2.49)

which is just the time-dependent Schrödinger equation. We see that the vari-
ational requirement δA = 0, together with the boundary conditions is equiv-
alent to the time-dependent Schrödinger equation.

A different derivation [Löwdin 1972] which does not put any constraints
on the variations at the endpoints of the time interval is the following. We
consider again a first order change in the action due to changes in the wave-
function and require that the action is stationary. We have the general relation

0 = δA =
∫ t1

t0

dt 〈δΨ |i ∂
∂t

− Ĥ(t)|Ψ〉 +
∫ t1

t0

dt 〈Ψ |i ∂
∂t

− Ĥ(t)|δΨ〉 . (2.50)

We now choose the variations δΨ = δΨ̃ and δΨ = iδΨ̃ where δΨ̃ is arbitrary.
We thus obtain

0 = δA =
∫ t1

t0

dt 〈δΨ̃ |i ∂
∂t

− Ĥ(t)|Ψ〉 +
∫ t1

t0

dt 〈Ψ |i ∂
∂t

− Ĥ(t)|δΨ̃〉 (2.51a)

0 = δA = −i
∫ t1

t0

dt 〈δΨ̃ |i ∂
∂t

− Ĥ(t)|Ψ〉 + i
∫ t1

t0

dt 〈Ψ |i ∂
∂t

− Ĥ(t)|δΨ̃〉 .

(2.51b)

From (2.51a) and (2.51b) we obtain

0 =
∫ t1

t0

dt 〈δΨ̃ |i ∂
∂t

− Ĥ(t)|Ψ〉 . (2.52)

Since this must be true for arbitrary δΨ̃ we again obtain the time-dependent
Schrödinger equation [

i
∂

∂t
− Ĥ(t)

]
|Ψ〉 = 0 . (2.53)

We did not need to put any boundary conditions on the variations at all.
We only required that if δΨ̃ is an allowed variation that then also iδΨ̃ is an
allowed variation.

Let us now discuss the problems with the variational principle when one
attempts to construct a time-dependent density-functional theory. The obvi-
ous definition of a density functional would be [Runge 1984]

A[n] =
∫ t1

t0

dt 〈Ψ [n]|i ∂
∂t

− Ĥ(t)|Ψ [n]〉 , (2.54)



30 R. van Leeuwen

where |Ψ [n]〉 is a wavefunction which yields the density n(r, t) and evolves
from a given initial state |Ψ0〉 with initial density n0(r). By the Runge-Gross
theorem such a wave function is determined up to a phase factor. In order
to define the action uniquely we have to make a choice for this phase factor.
An obvious choice would be to choose the |Ψ [n]〉 that evolves in the external
potential vext(r, t) that vanishes at infinity and yields the density n(r, t). This
corresponds to choosing a particular kind of gauge. There are of course many
more phase conventions possible. The trouble obviously arises from the fact
that the density only determines the wavefunction up to an arbitrary time-
dependent phase. However, there are more problems. Suppose we avoid the
phase problem by defining a functional of the external potential rather than
the density

A[v] =
∫ t1

t0

dt 〈Ψ [v]|i ∂
∂t

− Ĥ(t)|Ψ [v]〉 . (2.55)

Note that the potential v in the argument of the action is only used to para-
metrize the set of wavefunctions used in the action principle. This potential
v is therefore not the same as the external potential in the Hamiltonian Ĥ(t)
of (2.55) as this Hamiltonian is fixed. The state |Ψ [v]〉 is a state that evolves
from a given initial state |Ψ0〉 by solution of a time-dependent Schrödinger
equation with potential v as its external potential. As the potential obvi-
ously defines |Ψ [v]〉 uniquely, including its phase, the action is well-defined.
The question is now whether one can recover the time-dependent Schrödinger
equation by making the action stationary with respect to potential variations
δv. It is readily seen that this is not the case. The reason for this is that all
variations δΨ of the wave function must now be caused by potential variations
δv which leads to variations over a restricted set of wave functions. In other
words, the variations δΨ must be v-representable. For instance, when deriving
the Schrödinger equation from the variational principle one can not assume
the boundary conditions δΨ(t0) = δΨ(t1) = 0. Since the time-dependent
Schrödinger equation is first order in time, the variation δΨ(t) at times t
> t0 is completely determined by the boundary condition for δΨ(t0). We are
thus no longer free to specify a second boundary condition at a later time
t1. Moreover, we are not allowed to treat the real and imaginary part of δΨ
as independent variations since both are determined simultaneously by the
potential variation δv. This means that the first derivation of the TDSE that
we presented in this section can not be carried out. It is readily seen that also
the second derivation based on (2.51a) and (2.51b) fails. If δΨ is a variation
generated by some δV̂ (t) =

∫
d3r n̂(r)δv(r, t), then δΨ satisfies

[
i
∂

∂t
− Ĥv(t)

]
|δΨ〉 = δV̂ (t)|Ψ〉 , (2.56)

where Ĥv is a Hamiltonian with potential v and we neglected terms of higher
order. Multiplication by the imaginary number “i” yields that the variation
iδΨ must be generated by potential iδv. This potential variation is however
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imaginary and therefore not an allowed variation since all potential variations
must be real.

We therefore conclude that time-dependent density-functional theory can
not be based on the usual variational principle, and indeed attempts to do
so have led to paradoxes. In Chap. 3 we will discuss how an extended type of
action functional defined on a Keldysh time-contour [van Leeuwen 2001, van
Leeuwen 1998] can be used as a basis from which the time-dependent Kohn-
Sham equations can be derived. This also has the immediate advantage that
the action functional can then be directly related to the elegant formalism of
nonequilibrium Green function theory which offers a systematic way of con-
structing time-dependent density functionals. Some examples of such func-
tionals can be found in reference [von Barth 2005]. With hindsight it is inter-
esting to see that already the work of Peuckert [Peuckert 1978], which is one
of the very first papers in TDDFT, makes a connection to Keldysh Green
functions, and in fact several of his results (such as the adiabatic connection
formula) are perfectly valid when interpreted in terms of the action formalism
of the next chapter.



3 Introduction to the Keldysh Formalism

R. van Leeuwen, N.E. Dahlen, G. Stefanucci, C.-O. Almbladh,
and U. von Barth

3.1 Introduction

In this chapter we give an introduction to the Keldysh formalism, which is
an extremely useful tool for first-principles studies of nonequilibrium many-
particle systems. Of particular interest for TDDFT is the relation to non-
equilibrium Green functions (NEGF), which allows us to construct exchange-
correlation potentials with memory by using diagrammatic techniques. For
many problems, such as quantum transport or atoms in intense laser pulses,
one needs exchange-correlation functionals with memory, and Green function
techniques offer a systematic method for developing these. The Keldysh for-
malism is also necessary for defining response functions in TDDFT and for
defining an action functional needed for deriving TDDFT from a variational
principle. In this chapter, we give an introduction to the nonequilibrium
Green function formalism, intended to illustrate the usefulness of the the-
ory. The formalism does not differ much from ordinary equilibrum theory,
the main difference being that all time-dependent functions are defined for
time-arguments on a contour, known as the Keldysh contour.

The Green function G(rt, r′t′) is a function of two space- and time-
coordinates, and is obviously more complicated than the one-particle density
n(r, t), which is the main ingredient of TDDFT. However, the advantage of
NEGF methods is that we can systematically improve the approximations
by taking into account particular physical processes (represented in the form
of Feynman diagrams) that we believe to be important. The Green function
provides us directly with all expectation values of one-body operators (such
as the density and the current), and also the total energy, ionization poten-
tials, response functions, spectral functions, etc. In relation to TDDFT, this
is useful not only for developing orbital functionals and exchange-correlation
functionals with memory, but also for providing insight in the exact properties
of the noninteracting Kohn-Sham system.

In the following, we shall focus on systems that are initially in ther-
mal equilibrium. We will start by introducing the Keldysh contour and the
nonequilbrium Green function, which is one particular example of a function
defined on the contour. In Sect. 3.4 we will explain how to combine and ma-
nipulate functions of time variables on the contour. These results, that are
summarized in Table 3.1, are highly important, since the class of functions
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also include response functions and self-energies. The results derived in this
section are essential for defining action functionals and response functions,
as we will do in Sect. 3.9, and are also used extensively in Chap. 32. The
equations of motion for the Green function, known as the Kadanoff-Baym
equations, are explained in Sect. 3.5. While in TDDFT we take exchange and
correlation effects into account through vxc[n], the corresponding quantity in
Green function theory is the self-energy Σ[G]. Just like vxc, the self-energy
functional must be approximated. For a given functional Σ[G], it is impor-
tant that the resulting observables obey the macroscopic conservation laws,
such as the continuity equation. These approximations are known as conserv-
ing, and will be discussed briefly in Sect. 3.7. In the last part of this chapter
we discuss the applications of the Keldysh formalism in TDDFT, including
the relation between Σ and vxc, the derivation of the Kohn-Sham equations
from an action functional, and the derivation of an fxc functional. As an il-
lustrative example, we discuss the time-dependent exchange-only optimized
effective potential approximation.

3.2 The Keldysh Contour

In quantum mechanics we associate with any observable quantity O a Her-
mitian operator Ô. The expectation value Tr{ρ̂0Ô} gives the value of O when
the system is described by the density operator ρ̂0 and the trace denotes a
sum over a complete set of states in Hilbert space. For an isolated system the
Hamiltonian Ĥ0 does not depend on time, and the expectation value of any
observable quantity is constant, provided that [ρ̂0, Ĥ0] = 0. In the following
we want to discuss how to describe systems that are isolated for times t < 0,
such that Ĥ(t < 0) = Ĥ0, but disturbed by an external time-dependent field
at t > 0. The expectation value of Ô at t > 0 is then given by the aver-
age on the initial density operator ρ̂0 of the operator Ô in the Heisenberg
representation,

O(t) = 〈ÔH(t)〉 ≡ Tr{ρ̂0ÔH(t)} = Tr{ρ̂0Û(0, t)ÔÛ(t, 0)} , (3.1)

where the operator in the Heisenberg picture has a time-dependence accord-
ing to ÔH(t) = Û(0, t)ÔÛ(t, 0). The evolution operator Û(t, t′) is the solution
of the equations

i
d
dt

Û(t, t′) = Ĥ(t)Û(t, t′) and i
d
dt′

Û(t, t′) = −Û(t, t′)Ĥ(t′) , (3.2)

with the boundary condition Û(t, t) = 1. It can be formally written as

Û(t, t′) =

{
T̂ exp[−i

∫ t

t′ dt̄ Ĥ(t̄)] t > t′

T̂ exp[−i
∫ t

t′ dt̄ Ĥ(t̄)] t < t′
. (3.3)
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Fig. 3.1. The Keldysh contour in the complex time-plane, starting at t = 0, and
ending at t = −iβ, with t on the backward branch and t′ on the forward branch.
By definition, any point lying on the vertical track is later than a point lying on
the forward or backward branch

In (3.3), T̂ is the time-ordering operator that rearranges the operators in
chronological order with later times to the left; T̂ is the anti-chronological
time-ordering operator. The evolution operator satisfies the group property
Û(t, t1) U(t1, t′) = Û(t, t′) for any t1. Notice that if the Hamiltonian is time-
independent in the interval between t and t′, then the evolution operator be-
comes Û(t, t′) = exp[−iĤ(t−t′)]. If we now let the system be initially in ther-
mal equilibrium, with an inverse temperature β ≡ 1/kBT and chemical poten-
tial µ, the initial density matrix is ρ̂0 = exp[−β(Ĥ0−µN̂)]/Tr{exp[−β(Ĥ0−
µN̂)]}. Assuming that Ĥ0 and N̂ commute, ρ̂0 can be rewritten using the
evolution operator Û with a complex time-argument, t = −iβ, according to
ρ̂0 = exp[βµN̂ ]Û(−iβ, 0)/Tr{exp[βµN̂ ]Û(−iβ, 0)}. Inserting this expression
in (3.1), we find

O(t) =
Tr
{

eβµN̂ Û(−iβ, 0)Û(0, t)ÔÛ(t, 0)
}

Tr
{

eβµN̂ Û(−iβ, 0)
} . (3.4)

Reading the arguments in the numerator from the right to the left, we see
that we can design a time-contour γ with a forward branch going from 0
to t, a backward branch coming back from t and ending in 0, and a branch
along the imaginary time-axis from 0 to −iβ. This contour is illustrated in
Fig. 3.1. Note that the group property of Û means that we are free to extend
this contour up to infinity. We can now generalize (3.4), and let z be a time-
contour variable on γ. We will in the following stick to the notation that
the time-variable on the contour is denoted z unless we specify on which
branch of the contour it is located. This time-variable can therefore be real
or complex. Letting the variable z̄ run along this same contour, (3.4) can be
formally recast as

O(z) =
Tr
{

eβµN̂ T̂c e−i
∫

γ
dz̄ Ĥ(z̄) Ô(z)

}

Tr
{

eβµN̂ T̂c e−i
∫

γ
dz̄ Ĥ(z̄)

} . (3.5)
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The contour ordering operator T̂c moves the operators with “later” contour
variable to the left. In (3.5), Ô(z) is not the operator in the Heisenberg
representation [the latter is denoted with ÔH(t)]. The contour-time argument
in Ô is there only to specify the position of the operator Ô on γ. A point on
the real axis can be either on the forward (we denote these points t−), or on
the backward branch (denoted t+), and a point which is earlier in real time,
can therefore be later on the contour, as illustrated in Fig. 3.1.

If z lies on the vertical track, then there is no need to extend the contour
along the real axis. Instead, we have

O(z) =
Tr
{

eβµN̂e−i
∫ −iβ

z
dz̄Ĥ0 Ô e−i

∫ z
0 dz̄Ĥ0

}

Tr
{

e−β(Ĥ0−µN̂)
} =

Tr
{

e−β(Ĥ0−µN̂) Ô
}

Tr
{

e−β(Ĥ0−µN̂)
} ,

(3.6)
where the cyclic property of the trace has been used. The right hand side is
independent of z and coincides with the thermal average Tr{ρ̂0Ô}. It is easy
to verify that (3.5) would give exactly the same result for O(t), where t is
real, if the Hamiltonian was time-independent, i.e., Ĥ(t) = Ĥ0 also for t > 0.

To summarize, in (3.5) the variable z lies on the contour of Fig. 3.1; the
r.h.s. gives the time-dependent statistical average of the observable O when
z lies on the forward or backward branch, and the statistical average before
the system is disturbed when z lies on the vertical track.

3.3 Nonequilibrium Green Functions

We now introduce the NEGF, which is a function of two contour time-
variables. In order to keep the notation as light as possible, we here discard
the spin degrees of freedom; the spin index may be restored later as needed.
The field operators ψ̂(r) and ψ̂†(r) destroy and create an electron in r and
obey the anticommutation relations {ψ̂(r), ψ̂†(r′)} = δ(r−r′). We write the
Hamiltonian Ĥ(t) as the sum of a quadratic term

ĥ(t) =
∫

d3r

∫
d3r′ ψ̂†(r)〈r|h(t)|r′〉ψ̂(r′) , (3.7)

and the interaction operator

V̂ee =
1
2

∫
d3r

∫
d3r′ ψ̂†(r)ψ̂†(r′)vee(r, r′)ψ̂(r′)ψ̂(r) . (3.8)

We use boldface to indicate matrices in one-electron labels, e.g., h is a matrix
and 〈r|h|r′〉 is the (r, r′) matrix element of h. When describing electrons
in an electro-magnetic field, the quadratic term is given by 〈r|h(t)|r′〉 =
δ(r − r′)

{
[−i∇ + Aext(r, t)]2/2 + vext(r, t)

}
.

The definition of an expectation value in (3.1) can be generalized to the
expectation value of two operators. The Green function is defined as
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G(rz, r′z′) = 〈r|G(z, z′)|r′〉 ≡ −i〈T̂c ψ̂H(r, z)ψ̂†
H(r′, z′)〉 , (3.9)

where the contour variable in the field operators specifies the position in the
contour ordering. The operators have a time-dependence according to the de-
finition of the Heisenberg picture, e.g., ψ̂†

H(r, z) = Û(0, z)ψ̂†(r)Û(z, 0). No-
tice that if the time-argument z is located on the real axis, then ψ̂H(r, t+) =
ψ̂H(r, t−). If the time-argument is on the imaginary axis, then ψ̂(r,−iτ) is
not the adjoint of ψ̂(r,−iτ) since Û†(−iτ, 0) �= Û(0,−iτ). The Green function
can be written

G(z, z′) = θ(z, z′)G>(z, z′) + θ(z′, z)G<(z, z′) . (3.10)

The function θ(z, z′) is defined to be 1 if z is later on the contour than
z′, and 0 otherwise.1 From the definition of the time-dependent expectation
value in (3.4), it follows that the greater Green function G>(z, z′), where z
is later on the contour than z′, is

iG>(rz, r′z′) =
Tr
{

eβµN̂ Û(−iβ, 0)ψ̂H(r, z)ψ̂†
H(r′, z′)

}

Tr
{

eβµN̂ Û(−iβ, 0)
} . (3.11)

If z′ is later on the contour than z, then the Green function equals

iG<(rz, r′z′) = −
Tr
{

eβµN̂ Û(−iβ, 0)ψ̂†
H(r′, z′)ψ̂H(r, z)

}

Tr
{

eβµN̂ Û(−iβ, 0)
} . (3.12)

The extra minus sign on the right hand side comes from the contour ordering.
More generally, rearranging the field operators ψ̂ and ψ̂† (later arguments to
the left), we also have to multiply by (−1)P , where P is the parity of the
permutation. From the definition of the Green function, it is easily seen that
the electron density, n(r, z) = 〈ψ̂†

H(r, z)ψ̂H(r, z)〉 and current are obtained
according to

n(r, z) = −iG(rz, rz+) , (3.13)

and

j(r, z) = −
{[

−i
∇
2

+ i
∇′

2
+ Aext(r, z)

]
iG(rz, r′z′)

}

z′=z+

. (3.14)

where z+ indicates that this time-argument is infinitesimally later on the
contour.

The Green function G(z, z′) obeys an important cyclic relation on the
Keldysh contour. Choosing z = 0−, which is the earliest time on the con-
tour, we find G(0−, z′) = G<(0, z′), given by (3.12) with ψ̂H(r, 0) = ψ̂(r).
1 This means that if z is parametrized according to z(s), where the parameter s

runs from linearly from si to sf , then θ(z, z′) = θ(s − s′).
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Inside the trace we can move ψ̂(r) to the left. Furthermore, we can ex-
change the position of ψ̂(r) and exp{βµN̂} by noting that ψ̂(r) exp{βµN̂} =
exp{βµ(N̂ + 1)}ψ̂(r). Using the group identity Û(−iβ, 0)Û(0,−iβ) = 1, we
obtain

iG(r 0−, r′z′) = −
Tr
{
ψ̂H(r)eβµN̂ Û(−iβ, 0)ψ̂†

H(r′, z′)
}

Tr
{

eβµN̂ Û(−iβ, 0)
} .

= −eβµ
Tr
{

eβµN̂ Û(−iβ, 0)ψ̂H(r,−iβ)ψ̂†
H(r′, z′)

}

Tr
[
eβµN̂ Û(−iβ, 0)

] . (3.15)

The r.h.s. equals −eβµ〈r|iG(−iβ, z′)|r′〉. Together with a similar analysis for
G(z, 0−), we conclude that

G(0−, z′) = −eβµG(−iβ, z′) and G(z, 0−) = −e−βµG(z,−iβ) . (3.16)

These equations constitute the so called Kubo-Martin-Schwinger (KMS)
boundary conditions [Kubo 1957, Martin 1959]. From the definition of the
Green function in (3.9), it is easily seen that the G(z, z) has a discontinuity
at z = z′,

G>(z, z) = G<(z, z) − i1 . (3.17)

Furthermore, for both time-arguments on the real axis we have the important
symmetry

[
G≶(t′, t)

]†
= −G≶(t, t′). As we shall see, these relations play a

crucial role in solving the equation of motion.

3.4 The Keldysh Book-Keeping

The Green function belongs to a larger class of functions of two time-contour
variables that we will refer to as Keldysh space. These are functions that can
be written on the form

k(z, z′) = δ(z, z′)kδ(z) + θ(z, z′)k>(z, z′) + θ(z′, z)k<(z, z′) , (3.18)

where the δ-function on the contour is defined as δ(z, z′) = dθ(z, z′)/dz.2

The Green function, as defined in (3.10), has no such singular part. Another
example of a function belonging to the Keldysh space, is the self-energy Σ,
which will be discussed below. The singular part, Σδ, of the self-energy is the
Hartree-Fock self-energy, while the terms Σ≶ represent the correlation part.
2 In general, functions containing singularities of the form dnδ(z, z′)/dzn belong to

the Keldysh space (see [Danielewicz 1984]). Notice that if the contour variable z
is parametrized according to z(s), where the parameter s runs linearly from some
value si to sf , we have δ(z, z′) = [dz/ds]−1dΘ(s − s′)/ds = [dz/ds]−1δ(s − s′).
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The functions in Keldysh space are somewhat complicated due to the fact
that each of the time-arguments can be located on three different branches
of the contour, as illustrated in Fig. 3.1. Below we systematically derive a
set of identities that are commonly used for dealing with such functions and
will be used extensively in the following sections. Most of the relations are
well known [Langreth 1976], while others, equally important [Wagner 1991],
are not. Our aim is to provide a self-contained derivation of all of them. A
table at the end of the section summarizes the main results. For those who
are not familiar with the Keldysh contour, we strongly recommend to scan
what follows with pencil and paper.

It is straightforward to show that if a(z, z′) and b(z, z′) belong to the
Keldysh space, then

c(z, z′) =
∫

γ

dz̄ a(z, z̄)b(z̄, z′) (3.19)

also belongs to the Keldysh space. For any k(z, z′) in the Keldysh space we
define the greater and lesser functions on the physical time axis

k>(t, t′) ≡ k(t+, t′−), k<(t, t′) ≡ k(t−, t′+) . (3.20)

We also define the following two-point functions with one argument t on the
physical time axis and the other τ on the vertical track

k�(t, τ) ≡ k(t±, τ), k	(τ, t) ≡ k(τ, t±) . (3.21)

In the definition of k� and k	 we can arbitrarily choose t+ or t− since τ
is later than both of them. The symbols “” and “�” have been chosen in
order to help the visualization of the time arguments. For instance, “” has a
horizontal segment followed by a vertical one; correspondingly, k� has a first
argument which is real (and thus lies on the horizontal axis) and a second
argument which is imaginary (and thus lies on the vertical axis). We will
also use the convention of denoting the real time with latin letters and the
imaginary time with greek letters.

If we write out the contour integral in (3.19) in detail, we see – with the
help of Fig. 3.1 – that the integral consists of four main parts. First, we must
integrate along the real axis from z̄ = 0− to z̄ = t′−, for which a = a> and
b = b<. Then, the integral goes from z̄ = t′− to z̄ = t+, where a = a> and
b = b>. The third part of the integral goes along the real axis from z̄ = t+
to z̄ = 0+, with a = a< and b = b>. The last integral is along the imaginary
track, from 0+ to −iβ, where a = a� and b = b	. In addition, we have the
contribution from the singular parts, aδ and bδ, which is trivial since these
integrals involve a δ-function. With these specifications, we can drop the “±”
subscripts on the time-arguments and write
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c>(t, t′) = a>(t, t′)bδ(t′) + aδ(t)b>(t, t′)

+
∫ t′

0

dt̄ a>(t, t̄)b<(t̄, t′) +
∫ t

t′
dt̄ a>(t, t̄)b>(t̄, t′)

+
∫ 0

t

dt̄ a<(t, t̄)b>(t̄, t′) +
∫ −iβ

0

dτ̄ a�(t, τ̄)b	(τ̄ , t′) . (3.22)

The second integral on the r.h.s. is an ordinary integral on the real axis of
two well defined functions and may be rewritten as
∫ t

t′
dt̄ a>(t, t̄)b>(t̄, t′) =

∫ 0

t′
dt̄ a>(t, t̄)b>(t̄, t′) +

∫ t

0

dt̄ a>(t, t̄)b>(t̄, t′) . (3.23)

Using this relation, the expression for c> becomes

c>(t, t′) = a>(t, t′)bδ(t′)+aδ(t)b>(t, t′)−
∫ t′

0

dt̄ a>(t, t̄)[b>(t̄, t′)− b<(t̄, t′)]

+
∫ t

0

dt̄ [a>(t, t̄) − a<(t, t̄)]b>(t̄, t′) +
∫ −iβ

0

dτ̄ a�(t, τ̄)b	(τ̄ , t′) . (3.24)

Next, we introduce two other functions on the physical time axis

kR(t, t′) ≡ δ(t, t′)kδ + θ(t− t′)[k>(t, t′) − k<(t, t′)] , (3.25a)
kA(t, t′) ≡ δ(t, t′)kδ − θ(t′ − t)[k>(t, t′) − k<(t, t′)] . (3.25b)

The retarded function kR(t, t′) vanishes for t < t′, while the advanced function
kA(t, t′) vanishes for t > t′. The retarded and advanced functions can be used
to rewrite (3.24) in a more compact form

c>(t, t′) =
∫ ∞

0

dt̄ [a>(t, t̄)bA(t̄, t′)+aR(t, t̄)b>(t̄, t′)]+
∫ −iβ

0

dτ̄ a�(t, τ̄)b	(τ̄ , t′) .

(3.26)
It is convenient to introduce a short hand notation for integrals along the
physical time axis and for those between 0 and −iβ. The symbol “·” will be
used to write

∫∞
0

dt̄ f(t̄)g(t̄) as f · g, while the symbol “�” will be used to
write

∫ −iβ

0
dτ̄ f(τ̄)g(τ̄) as f � g. Then

c> = a> · bA + aR · b> + a� � b	 . (3.27)

Similarly, one can prove that

c< = a< · bA + aR · b< + a� � b	 . (3.28)

Equations (3.27)–(3.28) can be used to extract the retarded and advanced
component of c. By definition



3 Introduction to the Keldysh Formalism 41

cR(t, t′) = δ(t− t′)cδ(t) + θ(t− t′)[c>(t, t′) − c<(t, t′)]

= aδ(t)bδ(t′)δ(t− t′) + θ(t− t′)
∫ ∞

0

dt̄ aR(t, t̄)[b>(t̄, t′) − b<(t̄, t′)]

+ θ(t− t′)
∫ ∞

0

dt̄ [a>(t, t̄) − a<(t, t̄)]bA(t̄, t′) . (3.29)

Using the definitions (3.25a) and (3.25b) to expand the integrals on the r.h.s.
of this equation, it is straightforward to show that

cR = aR · bR . (3.30)

Proceeding along the same lines, one can show that the advanced component
is given by cA = aA · bA. It is worth noting that in the expressions for cR and
cA no integration along the imaginary track is required.

Next, we show how to extract the components c� and c	. We first define the
Matsubara function kM(τ, τ ′) with both arguments in the interval (0,−iβ):

kM(τ, τ ′) ≡ k(z = τ, z′ = τ ′) . (3.31)

Let us focus on k�. Without any restrictions we may take t− as the first
argument in (3.21). In this case, we find

c�(t, τ) = aδ(t)b�(t, τ) +
∫ t−

0−

dz̄ a>(t−, z̄)b<(z̄, τ)

+
∫ 0+

t+

dz̄ a<(t−, z̄)b<(z̄, τ) +
∫ −iβ

0+

dz̄ a<(t−, z̄)b(z̄, τ) . (3.32)

Converting the contour integrals in integrals along the real time axis and
along the imaginary track, and taking into account the definition (3.25a)

c� = aR · b� + a� � bM . (3.33)

The relation for c	 can be obtained in a similar way and reads c	 = a	 · bA +
aM �b	. Finally, it is straightforward to prove that the Matsubara component
of c is simply given by cM = aM � bM.

There is another class of identities we want to discuss for completeness.
We have seen that the convolution (3.19) of two functions belonging to the
Keldysh space also belongs to the Keldysh space. The same holds true for
the product

c(z, z′) = a(z, z′)b(z′, z) . (3.34)

Omitting the arguments of the functions, one readily finds (for z �= z′)

c> = a>b<, c< = a<b>, c� = a�b	, c	 = a	b�, cM = aMbM . (3.35)

The retarded function is then obtained exploiting the identities (3.35). We
have (for t �= t′)
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Table 3.1. Table of definitions of Keldysh functions and identities for the convo-
lution and the product of two functions in the Keldysh space

Definition c(z, z′) =
∫

γ dz̄ a(z, z̄)b(z̄, z′) c(z, z′) = a(z, z′)b(z′, z)

k>(t, t′) = k(t+, t′−) c> = a> · bA + aR · b> + a� � b� c> = a>b<

k<(t, t′) = k(t−, t′+) c< = a< · bA + aR · b< + a� � b� c< = a<b>

kR(t, t′) = δ(t − t′)kδ(t)

+ θ(t − t′)[k>(t, t′) − k<(t, t′)]
cR = aR · bR cR =

{
aRb< + a<bA

aRb> + a>bA

kA(t, t′) = δ(t − t′)kδ(t)

− θ(t′ − t)[k>(t, t′) − k<(t, t′)]
cA = aA · bA cA =

{
aAb< + a<bR

aAb> + a>bR

k�(t, τ) = k(t±, τ) c� = aR · b� + a� � bM c� = a�b�

k�(τ, t) = k(τ, t±) c� = a� · bA + aM � b� c� = a�b�

kM(τ, τ ′) = k(z = τ, z′ = τ ′) cM = aM � bM cM = aMbM

cR(t, t′) = θ(t− t′)[a>(t, t′)b<(t′, t) − a<(t, t′)b>(t′, t)] . (3.36)

We may get rid of the θ-function by adding and subtracting a<b< or a>b>

to the above relation and rearranging the terms. The final result is

cR = aRb< + a<bA = aRb> + a>bA . (3.37)

Similarly one finds cA = aAb< +a<bR = aAb> +a>bR. The time-ordered and
anti-time-ordered functions can be obtained in a similar way and the Reader
can look at Table 3.1 for the complete list of definitions and identities.

For later purposes, we also consider the case of a Keldysh function
k(z, z′) multiplied on the left by a scalar function l(z). The scalar function
is equivalent to the singular part of a function belonging to Keldysh space,
l̃(z, z′) = l(z)δ(z, z′), meaning that l̃R/A = l̃M = l̃ and l̃≶ = l̃� = l̃	 = 0. Using
Table 3.1, one immediately realizes that the function l is simply a prefactor:∫

γ
dz̄ l̃(z, z̄)kx(z̄, z′) = l(z)kx(z, z′), where x is one of the Keldysh components

(≶, R, A, , �, M). The same is true for
∫

γ
dz̄ kx(z, z̄)r̃(z̄, z′) = kx(z, z′)r(z′),

where r̃(z, z′) = r(z)δ(z, z′) and r(z) is a scalar function.

3.5 The Kadanoff-Baym Equations

The Green function, as defined in (3.10), satisfies the equation of motion

i
d
dz

G(z, z′) = 1δ(z, z′) + h(z)G(z, z′) +
∫

γ

dz̄ Σ(z, z̄)G(z̄, z′) , (3.38)

as well as the adjoint equation

−i
d

dz′
G(z, z′) = 1δ(z, z′) + G(z, z′)h(z′) +

∫

γ

dz̄ G(z, z̄)Σ(z̄, z′) . (3.39)
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The external potential is included in h, while the self-energy Σ is a functional
of the Green function, and describes the effects of the electron interaction.
The self-energy belongs to Keldysh space and can therefore be written in
the form Σ(z, z′) = δ(z, z′)Σδ(z)+ θ(z, z′)Σ>(z, z′)+ θ(z′, z)Σ<(z, z′). The
singular part of the self-energy can be identified with the Hartree–Fock po-
tential, Σδ(z) = vH(z)+Σx(z). The self-energy obeys the same anti-periodic
boundary conditions at z = 0− and z = −iβ as G. We will discuss self-energy
approximations in more detail below.

Calculating the Green function on the time-contour now consists of two
steps: (i) First one has to find the Green function for imaginary times,
which is equivalent to finding the equilibrium Matsubara Green function
GM(τ, τ ′). This Green function depends only on the difference between the
time-coordinates, and satisfies the KMS boundary conditions according to
GM(τ+iβ, τ ′) = −eβµNGM(τ, τ ′). Since the self-energy depends on the Green
function, this amounts to solving the finite-temperature Dyson equation to
self-consistency. (ii) The Green function with one or two time-variables on
the real axis can now be found by propagating according to (3.38) and (3.39).
Starting from t = 0, this procedure corresponds to extending the time-contour
along the real time-axis. The process is illustrated in Fig. 3.2. Writing out the
equations for the components of G using Table 3.1, we obtain the equations
known as the Kadanoff-Baym equations [Kadanoff 1962],

i
d
dt

G≶(t, t′) = h(t)G≶(t, t′) + [ΣR · G≶](t, t′) + [Σ≶ · GA](t, t′)

+ [Σ� � G	](t, t′) , (3.40a)

−i
d
dt′

G≶(t, t′) = G≶(t, t′)h(t′) + [G≶ · ΣA](t, t′) + [GR · Σ≶](t, t′)

+ [G� � Σ	](t, t′) , (3.40b)

Fig. 3.2. Propagating the Kadanoff-Baym equations means that one first deter-
mines the Green function for time-variables along the imaginary track. One then
calculates the Green function with one or two variables on an expanding time-
contour
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i
d
dt

G�(t, τ) = h(t)G�(t, τ) + [ΣR · G�](t, τ) + [Σ� � GM](t, τ) , (3.40c)

−i
d
dt

G	(τ, t) = G	(τ, t)h(t) + [Σ	 · GA](τ, t) + [ΣM � G	](τ, t) . (3.40d)

The equations (3.40a) and (3.40c) can both be written on the form

i
d
dt

Gx(t, z′) = hHF(t)Gx(t, z′) + Ix(t, z′) , (3.41)

while (3.40b) and (3.40d) can be written as the adjoint equations. The term
proportional to hHF ≡ h + Σδ describes a free-particle propagation, while
Ix is a collision term, which accounts for electron correlation and introduces
memory effects and dissipation. Considering the function G≶(t, t′), it is easily
seen that if we denote by T the largest of the two time-arguments t and
t′, then the collision terms I≶(t, t′) depend on G≶(t1, t2), G	(τ1, t2) and
G�(t1, τ2) for t1, t2 ≤ T . In other words, given the functions Gx(t, t′) for time
arguments up to T , we can calculate Ix(t, t′), and consequently find Gx for
time-arguments t+∆ and t′ +∆, by a simple time-stepping procedure based
on (3.41). The Green function G≶(t, t′) is thus obtained for time-arguments
within the expanding square given by t, t′ ≤ T . Simultaneously, one calculates
G�(t, τ) and G	(τ, t) for t ≤ T . The resulting G then automatically satisfies
the KMS boundary conditions.

When propagating the Kadanoff-Baym equations one therefore starts at
t = t′ = 0, with the initial conditions given by G<(0, 0) = limη→0 GM(0,−iη),
G>(0, 0)= limη→0 GM(−iη, 0), G	(τ, 0)= GM (τ, 0) and G�(0, τ) = GM (0, τ).
As can be seen from (3.40a)–(3.40d), the only contribution to Ix(0, 0) comes
from terms containing time-arguments on the imaginary axis. These terms
therefore contain the effect of initial correlations, since the time-derivative
of G would otherwise correspond to that of an uncorrelated system, i.e.,
Ix(0, 0) = 0.

3.6 Example: H2 in An Electric Field

We can illustrate the procedure outlined in the previous section by a sim-
ple example. We consider an H2 molecule, which is initially (at t = 0)
in its ground-state. At t = 0 we then switch on an additional electric
field, which is directed along the molecular axis and will remain constant,
adding a term v′(r, t) = −zE0θ(t) to the Hamiltonian. We will here fo-
cus on the electron dynamics, and let the nuclei remain fixed in their equi-
librium positions. The functions G, Σ, h and I defined in the previous
section are all expanded in a molecular orbital basis, and the first step there-
fore consists of choosing these orbitals, e.g. by performing a Hartree-Fock
calculation. The resulting Green function is independent of this choice of
orbitals. Given this basis, the Green function is represented on matrix form,
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〈r|G(z, z′)|r′〉 =
∑

ij ϕi(r)Gij(z, z′)ϕ∗
j (r

′), where the indices i refer to the
molecular orbitals ϕi(r) = 〈r|ϕi〉. We then solve the Dyson equation for the
ground state, when the Hamiltonian (without the additional electric field) is
time-independent. The Matsubara Green function only depends on the differ-
ence between the two imaginary time-coordinates, and we consequently have
to solve the equation3

i
d
dτ

GM (τ − τ ′) = 1δ(τ, τ ′) + hGM (τ) +
[
ΣM � GM

]
(τ − τ ′) (3.42)

with the anti-periodic boundary condition GM (τ + iβ) = −e−βµGM (τ). In
this example, we have use the second-order approximation to the self-energy
Σ, as illustrated in Fig. 3.4(b). Since the self-energy depends on the Green
function, the Dyson equation should be solved to self-consistency, which can
be done with an iterative procedure [Dahlen 2005b, Ku 2002]. The Matsubara
Green function itself contains a wealth of information about the ground state
system, and quantities such as the energy, ionization potential and the density
matrix are readily given.

The time-propagation of the time-dependent matrix equations (3.40a)–
(3.40d) is relatively straightforward, the main difficulty rising from the fact
that the Green function G≶ has to be stored for all times t, t′ ≤ T . The self-
energy approximation used here, is given by the same second-order diagrams
that was used for the ground-state calculation. The plots in Fig. 3.3 show
the imaginary part of the matrix element G<

σg,σg
(t, t′) calculated for time-

variables within the square t, t′ ≤ T = 20.0 a.u., i.e., we have extended the
contour in Fig. 3.2 to T = 20 a.u. The time-variables are here represented on
an even-spaced grid. In the plot to the left, there is no added external po-
tential and the molecule remains in equilibrium. This means that the Green
function depends only on the difference t2−t1 (for t1, t2 ≥ 0) precisely like the
ordinary equilibrium Green functions. Time-propagation without any added
time-dependent field can in this way provide us with information about the
ground state of the system. For instance, the Fourier transformed Green func-
tion G(ω) =

∫
d(t1− t2)eiω(t1−t2)G(t1− t2) has poles at the ionization poten-

tials and electron affinities of the system [Fetter 1971]. The density matrix at
a time t is given by the time-diagonal, −iG<(t, t), and one can therefore define
time-dependent natural orbitals (and corresponding natural orbital occupa-
tion numbers) by diagonalizing the time-dependent density matrix. As the
Green function illustrated in Fig. 3.3(a) is largely diagonal in the HF orbital
indices, the frequency of the oscillations in the matrix element Gσg,σg

(t1, t2)
is for this reason practically identical to the first ionization potential of the
molecule. Also the value of −iG<

σg,σg
(t1, t1) = ImG<

σg,σg
(t1, t1) (the Green

function is imaginary on the diagonal), which is constant along the diagonal

3 This equation looks slightly different from how it usually appears in textbooks,
e.g. in [Fetter 1971]. The conventional form is obtained by redefining GM →
−iGM , ΣM → −iΣM and τ → −iτ . The new quantities are then all real.
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Fig. 3.3. The figures show the Green function Im G<
σg,σg

(t1, t2) in the double time-
plane, where the matrix indices refer to the groundstate σg Hartree–Fock orbital
of the molecule. The figure on the left shows the system in equilibrium, while the
system on the right has an additional electric field, θ(t)E0 along the molecular axis.
The times t1 and t2 on the axes are given in atomic units

ridge in Fig. 3.3, is almost identical to the occupation number of the 1σg

natural orbital.
The figure on the right shows the same matrix element, but now in the

presence of an additional electric field which is switched on at t = 0. The
oscillations along the ridge t1 = t2 can be interpreted as oscillations in the
occupation number. We emphasize that Fig. 3.3 only shows the evolution
of one matrix element. To calculate observables from the Green function we
must of course take all matrix elements into account.

3.7 Conserving Approximations

In the Dyson-Schwinger equations (3.38) and (3.39), we introduced the elec-
tronic self-energy functional Σ, which accounts for the effects of the electron
interaction. The self-energy is a functional of the Green function, and will
have to be approximated in practical calculations. Diagrammatic techniques
provide a natural scheme for generating approximate self-energies and for
systematically improving these approximations. There are no general pre-
scriptions for how to select the relevant diagrams, which means that this se-
lection must be guided by physical intuition. There are, however, important
conservation laws, like the number conservation law or the energy conserva-
tion law, that should always be obeyed. We will in the following discuss an
exact framework for generating such conserving approximations.

Let us first discuss the conservation laws obeyed by a system of interacting
electrons in an external field given by the electrostatic potential vext(r, t)
and vector potential Aext(r, t). An important relation is provided by the
continuity equation

(a) (b)



3 Introduction to the Keldysh Formalism 47

d
dt

n(r, t) + ∇ · j(r, t) = 0 . (3.43)

The density and the current density can be calculated from the Green func-
tion using (3.13) and (3.14). Whether these quantities will obey the continuity
equation will depend on whether the Green function is obtained from a con-
serving self-energy approximation. If we know the current density we can also
calculate the total momentum and angular momentum expectation values in
the system from the equations

P (t) =
∫

d3r j(r, t) and L(t) =
∫

d3r r × j(r, t) . (3.44)

For these two quantities the following relations should be satisfied

d
dt

P (t) = −
∫

d3r {n(r, t)E(r, t) + j(r, t) × B(r, t)} (3.45a)

d
dt

L(t) = −
∫

d3r {n(r, t)r × E(r, t) + r × [j(r, t) × B(r, t)]} . (3.45b)

where E and B are the electric and magnetic fields calculated from

E(r, t) = ∇vext(r, t) −
d
dt

Aext(r, t) and B(r, t) = ∇× Aext(r, t) .

(3.46)
The (3.45a) and (3.45b) tell us that the change in momentum and angular
momentum is equal to the total force and total torque on the system. In the
absence of external fields these equations express momentum and angular
momentum conservation. Since the right hand sides of (3.45a) and (3.45b)
can also directly be calculated from the density and the current and therefore
from the Green function, we may wonder whether they are satisfied for a given
approximation to the Green function.

Finally we consider the case of energy conservation. Let E(t) = 〈Ĥ(t)〉 be
the energy expectation value of the system, then we have

d
dt

E(t) = −
∫

d3r j(r, t) · E(r, t) . (3.47)

This equation tells us that the energy change of the system is equal to the
work done on the system. The total energy is calculated from the Green
function using the expression

E(t) = − i
2

∫
d3r 〈r|

[
i
d
dt

+ h(t)
]

G<(t, t′)|r〉
∣∣∣∣
t′=t

. (3.48)

The question is now whether the energy and the current calculated from an
approximate Green function satisfy the relation in (3.47).

Baym and Kadanoff [Baym 1961, Baym 1962] showed that conserving
approximations follow immediately if the self-energy is obtained as the func-
tional derivative,
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Fig. 3.4. Diagrams for the generating functional Φ[G], and the corresponding self-
energy diagrams. In (a) we have the exchange diagram, and (b) the second order
approximation. The diagrams in (c) and (d) belong to the GW approximation and
the T -matrix approximation respectively

Σ(1, 2) =
δΦ[G]

δG(2, 1)
. (3.49)

Here, and in the following discussion, we use numbers to denote the contour
coordinates, such that 1 = (r1, z1). A functional Φ[G] can be constructed,
as first shown in a seminal paper by Luttinger and Ward [Luttinger 1960],
by summing over irreducible self-energy diagrams closed with an additional
Green function line and multiplied by appropriate numerical prefactors,

Φ[G] =
∑

n,k

1
2n

∫
d1̄
∫

d2̄Σ(k)
n (1̄, 2̄)G(2̄, 1̄) . (3.50)

In this summation, Σ(k)
n denotes a self-energy diagram of n-th order, i.e., con-

taining n interaction lines. The time-integrals go along the contour, but the
rules for constructing Feynman diagrams are otherwise exactly the same as
those in the ground-state formalism [Fetter 1971]. Notice that the functional
derivative in (3.49) may generate other self-energy diagrams in addition to
those used in the construction of Φ[G] in (3.50). In Fig. 3.4 we show some
examples of typical Φ[G] diagrams. Examples of Φ-derivable approximations
include Hartree–Fock, the second order approximation (also known as the
second Born approximation), the GW approximation and the T -matrix ap-
proximation.

When the Green function is calculated from a conserving approximation,
the resulting observables agree with the conservation laws of the underlying
Hamiltonian, as given in (3.43), (3.45a), (3.45b), and (3.47). This guarantees
the conservation of particles, energy, momentum, and angular momentum.
All these conservation laws follow from the invariance of Φ[G] under specific
changes in G. We will here only outline the principles of the proofs, without
going into the details, which can be found in [Baym 1961, Baym 1962].

• Number conservation follows from the gauge invariance of Φ[G]. A gauge
transformation Aext(1) → Aext(1) + ∇Λ(1), where Λ(r, 0−) = Λ(r,−iβ)
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leaves Φ[G] unchanged. A consequence of the gauge invariance is that a
pure gauge cannot induce a change in the density or current. The invari-
ance is therefore closely related to the Ward-identities and to the f -sum
rule for the density response function [van Leeuwen 2004a].

• Momentum conservation follows from the invariance of Φ[G] under spa-
tial translations, r → r + R(z). The invariance is a consequence of the
electron interaction v(1, 2) = δ(z1, z2)/|r1 − r2| being instantaneous and
only depending on the difference between the spatial coordinates.

• Angular momentum conservation follows from the invariance of Φ[G] un-
der a rotation of the spatial coordinates.

• Energy conservation follows from the invariance of Φ[G] when described
by an observer using a “rubbery clock”, measuring time according to
the function s(z). The invariance relies on the electron interaction being
instantaneous.

3.8 Noninteracting Electrons

In this section we focus on noninteracting electrons. This is particularly rel-
evant for TDDFT, where the electrons are described by the noninteracting
Kohn-Sham system. While the Kohn-Sham Green function differs from the
true Green function, they both produce the same time-dependent density.
This is important since the density is not only an important observable in,
e.g., quantum transport, but also since the density is the central ingredient
in TDDFT. The use of NEGFs in TDDFT is therefore important due to the
relation between vxc and the self-energy.

For a system of noninteracting electrons V̂ee = 0 and it is straightfor-
ward to show that the Green function obeys the equations of motion (3.38)
and (3.39), with Σ = 0. For any z �= z′, the equations of motion can be
solved by using the evolution operator on the contour,

U(z, z′) = T̂c

{
e−i

∫ z
z′dz̄ h(z̄)

}
, (3.51)

which solves i d
dz U(z, z′) = h(z)U(z, z′) and −i d

dz′ U(z, z′) = U(z, z′)h(z′).
Therefore, any Green function

G(z, z′) = θ(z, z′)U(z, 0−)f>U(0−, z′) + θ(z′, z)U(z, 0−)f<U(0−, z′) ,
(3.52)

satisfying the constraint (3.17) on the form

f> − f< = −i1 , (3.53)

is a solution of (3.38)–(3.39). In order to fix the matrix f> or f< we impose
the KMS boundary conditions. The matrix h(z) = h0 for any z on the ver-
tical track, meaning that U(−iβ, 0−) = e−βh0 . Equation (3.16) then implies
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f< = −e−β(h0−µ)f>, and taking into account the constraint (3.53) we con-
clude that

f< =
i

eβ(h0−µ) + 1
= if(h0) , (3.54)

where f(ω) = 1/[eβ(ω−µ) + 1] is the Fermi distribution function. The matrix
f> takes the form f> = i[f(h0) − 1].

The Green function G(z, z′) for a system of noninteracting electrons is
now completely fixed. Both G> and G< depend on the initial distribution
function f(h0), as it should according to the discussion of Sect. 3.3. Another
way of writing −iG< is in terms of the eigenstates |ϕn〉 ≡ |ϕn(0)〉 of h0 with
eigenvalues εn. From the time-evolved eigenstate |ϕn(t)〉 = U(t, 0)|ϕn〉 we can
calculate the time-dependent wavefunction ϕn(r, t) = 〈r|ϕn(t)〉. Inserting∑

n |ϕn(0)〉〈ϕn(0)| in the expression for G< we find

− iG<(rt, r′t′) = −i
∑

m,n

〈r|U(t, 0)|ϕm〉〈ϕm|f<|ϕn〉〈ϕn|U(0, t′)|r′〉

=
∑

n

f(εn)ϕn(r, t)ϕ∗
n(r′, t′) , (3.55)

which for t = t′ reduces to the time-dependent density matrix. The Green
function G> becomes

−iG>(rt, r′t′) = −
∑

n

[1 − f(εn)]ϕn(r, t)ϕ∗
n(r′, t′) . (3.56)

Knowing the greater and lesser Green functions we can also calculate
GR,A. By definition we have

GR(t, t′) = θ(t− t′)[G>(t, t′) − G<(t, t′)] = −iθ(t− t′)U(t, t′) , (3.57)

and similarly

GA(t, t′) = iθ(t′ − t)U(t, t′) = [GR(t′, t)]† . (3.58)

In the above expressions the Fermi distribution function has disappeared.
The information carried by GR,A is the same contained in the one-particle
evolution operator. There is no information on how the system is prepared
(how many particles, how they are distributed, etc). We use this observation
to rewrite G≶ in terms of GR,A

G≶(t, t′) = GR(t, 0)G≶(0, 0)GA(0, t′) . (3.59)

Thus, G≶ is completely known once we know how to propagate the one-
electron orbitals in time and how they are populated before the system is
perturbed [Blandin 1976, Cini 1980, Stefanucci 2004a]. We also observe that
an analogous relation holds for G�,	
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G�(t, τ) = iGR(t, 0)G�(0, τ), G	(τ, t) = −iG	(τ, 0)GA(0, τ) . (3.60)

Let us now focus on a special kind of disturbance, namely h(t) = h0 +
θ(t)h1. In this case

GR(t, t′) = −iθ(t− t′)e−i(h0+h1)(t−t′) (3.61)

depends only on the difference between the time arguments. Let us define the
Fourier transform of GR,A from

GR,A(t, t′) =
∫

dω
2π

e−iω(t−t′)GR,A(ω) . (3.62)

The step function can be written as θ(t − t′) =
∫

dω
2πi

exp{iω(t−t′)}
ω−iη , with η an

infinitesimally small positive constant. Substituting this representation of the
θ-function into (3.61) and shifting the ω variable one readily finds

GR(ω) =
1

ω − h0 − h1 + iη
, (3.63)

and therefore GR(ω) is analytic in the upper half plane. On the other hand,
from (3.58) it follows that GA(ω) = [GR(ω)]† is analytic in the lower half
plane. What can we say about the greater and lesser components? Do they
also depend only on the difference t− t′? The answer to the latter question is
negative. Indeed, we recall that they contain information on how the system
is prepared before h1 is switched on. In particular the original eigenstates
are eigenstates of h0 and in general are not eigenstates of the Hamiltonian
h0 + h1 at positive times. From (3.59) one can see that G≶(t, t′) cannot be
expressed only in terms of the time difference t− t′. For instance

G<(t, t′) = e−i(h0+h1)t if(h0) ei(h0+h1)t
′
, (3.64)

and, unless h0 and h1 commute, it is a function of t and t′ separately.
It is sometimes useful to split h(t) in two parts4 and treat one of them per-

turbatively. Let us think, for instance, of a system composed of two connected
subsystems A + B. In case we know how to calculate the Green function of
the isolated subsystems A and B, it is convenient to treat the connecting
part as a perturbation. Thus, we write h(t) = E(t) + V(t), and we define g
as the Green function when V = 0. The function g is a solution of

{
i
d
dz

− E(z)
}

g(z, z′) = 1δ(z, z′) , (3.65)

and of the corresponding adjoint equation of motion. Furthermore, the Green
function g obeys the KMS boundary conditions. With these we can use g to
convert the equations of motion for G into integral equations
4 This can be done using projection operators. See [Stefanucci 2004a].
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G(z, z′) = g(z, z′) +
∫

γ

dz̄ g(z, z̄)V(z̄)G(z̄, z′)

= g(z, z′) +
∫

γ

dz̄ G(z, z̄)V(z̄)g(z̄, z′) ; (3.66)

the integral on z̄ is along the generalized Keldysh contour of Fig. 3.1. One
can easily check that this G satisfies both (3.38) and (3.39). G also obeys
the KMS boundary conditions since the integral equation is defined on the
contour of Fig. 3.1.

In order to get some familiarity with the above perturbation scheme,
we consider explicitly the system A + B already mentioned. We partition
the one-electron Hilbert space in states of the subsystem A and states of
the subsystem B. The “unperturbed” system is described by E, while the
connecting part by V and

E =

[
EAA 0

0 EBB

]
, V =

[
0 VAB

VBA 0

]
. (3.67)

Taking into account that g has no off-diagonal matrix elements, the Green
function projected on one of the two subsystems, e.g., GBB , is

GBB(z, z′) = gBB(z, z′) +
∫

γ

dz̄ gBB(z, z̄)VBA(z̄)GAB(z̄, z′) (3.68)

and
GAB(z, z′) =

∫

γ

dz̄ gAA(z, z̄)VAB(z̄)GBB(z̄, z′) . (3.69)

Substituting this latter equation into the first one, we obtain a closed equation
for GBB :

GBB(z, z′) = gBB(z, z′) +
∫

γ

dz̄
∫

dz̄′gBB(z, z̄)ΣBB(z̄, z̄′)GBB(z̄′, z′) ,

(3.70)
with

ΣBB(z̄, z̄′) = VBA(z̄)gAA(z̄, z̄′)VAB(z̄′) (3.71)

the embedding self-energy. The retarded and advanced component can now
be easily computed. With the help of Table 3.1 one finds

GR,A
BB = gR,A

BB + gR,A
BB · ΣR,A

BB · GR,A
BB . (3.72)

Next, we have to compute the lesser or greater component. As for the
retarded and advanced components, this can be done starting from (3.70).
The reader can soon realize that the calculation is rather complicated, due
to the mixing of pure real-time functions with functions having one real
time argument and one imaginary time argument, see Table 3.1. Below, we
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use (3.59) as a feasible short-cut. A closed equation for the retarded and
advanced component has been already obtained. Thus, we simply need an
equation for G≶(0, 0). Let us focus on the lesser component G<(0, 0) = if<.
Assuming that the Hamiltonian h0 is hermitian, the matrix (ω − h0)−1 has
poles at frequencies equal to the eigenvalues of h0. These poles are all on the
real frequency axis, and we can therefore write

G<(0, 0) = if(h0) =
∫

γ

dζ
2π

f(ζ)
1

ζ − h0
, (3.73)

where the contour γ encloses the real frequency axis.

3.9 Action Functional and TDDFT

We define the action functional

Ã = i ln Tr
{

eβµN̂ Û(−iβ, 0)
}

, (3.74)

where the evolution operator Û is the same as defined in (3.3). The action
functional is a tool for generating equations of motion, and is not interesting
per se. Nevertheless, one should notice that the action, as defined in (3.74) has
a numerical value equal to Ã = i lnZ, where Z is the thermodynamic partition
function. In the zero temperature limit, we then have limβ→∞ iÃ/β = E −
µN .

It is easy to show that if we make a perturbation δV̂ (z) in the Hamil-
tonian, the change in the evolution operator is given by

i
d
dz

δÛ(z, z′) = δV̂ (z)Û(z, z′) + Ĥ(z)δU(z, z′) . (3.75)

A similar equation for the dependence on z′, and the boundary condition
δÛ(z, z) = 0 gives

δÛ(z, z′) = −i
∫ z

z′
dz̄ Û(z, z̄)δV̂ (z̄)Û(z̄, z′) . (3.76)

We stress that the time-coordinates are on a contour going from 0 to −iβ. The
variation in, e.g., V (t+) is therefore independent of the variation in V (t−). If
we let δV̂ (z) =

∫
d3r δv(r, z)n̂(r), a combination of (3.74) and (3.76) yields

[compare to (3.4)] the expectation values of the density,

δÃ

δv(r, z)
=

i

Tr
{

eβµN̂ Û(−iβ, 0)
} δ

δv(r, z)
Tr
{

eβµN Û(−iβ, 0)
}

=
Tr
{

eβµN̂ Û(−iβ, 0)Û(0, z)n̂(r)Û(z, 0)
}

Tr
{

eβµN̂ Û(−iβ, 0)
} = n(r, z) . (3.77)
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A physical potential is the same on the positive and on the negative branch
of the contour, and the same is true for the corresponding time-dependent
density, n(r, t) = n(r, t±). A density response function defined for time-
arguments on the contour is found by taking the functional derivative of the
density with respect to the external potential. Using the compact notation
1 = (r1, z1), the response function is written

χ(1, 2) =
δn(1)
δv(2)

=
δ2Ã

δv(1)δv(2)
= χ(2, 1) . (3.78)

This response function is symmetric in the space and time-contour coordi-
nates. We again stress that the variations in the potentials at t+ and t− are
independent. If, however, one uses this response function to calculate the
density response to an actual physical perturbing electric field, we obtain

δn(r, t) = δn(r, t±) =
∫

γ

dz′
∫

d3r′ χ(rt±, r′z′)δv(r′, z′) , (3.79)

where γ indicates an integral along the contour. In this expression, the per-
turbing potential (as well as the induced density response) is independent
of whether it is located on the positive or negative branch, i.e., δv(r′, t′±) =
δv(r′, t′). We consider a perturbation of a system initially in equilibrium,
which means that δv(r′, t′) �= 0 only for t′ > 0, and we can therefore ignore
the integral along the imaginary track of the time-contour. The contour in-
tegral then consists of two parts: (i) First an integral from t′ = 0 to t′ = t,
in which χ = χ>, and (ii) an integral from t′ = t to t′ = 0, where χ = χ<.
Writing out the contour integral in (3.79) explicitly then gives

δn(r, t) =
∫ t

0

dt′
∫

d3r′
[
χ>(rt, r′t′) − χ<(rt, r′t′)

]
δv(r′, t′)

=
∫ ∞

0

dt′
∫

d3r′ χR(rt, r′t′)δv(r′, t′) . (3.80)

The response to a perturbing field is therefore given by the retarded response
function, while χ(1, 2) defined on the contour is symmetric in (1 ↔ 2).

If we now consider a system of noninteracting electrons in some external
potential vKS, we can similarly define a noninteracting action-functional ÃKS.
The steps above can be repeated to calculate the noninteracting response
function. The derivation is straightforward, and gives

χKS(1, 2) =
δ2ÃKS

δvKS(1)δvKS(2)
= −iGKS(1, 2)GKS(2, 1) . (3.81)

The noninteracting Green function GKS has the form given in (3.52), (3.55)
and (3.56). The retarded response-function is
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χR
KS(r1t1, r2t2) = −iθ(t1 − t2)

[
G>

KS(r1t1, r2t2)G<
KS(r2t2, r1t1)

−G<
KS(r1t1, r2t2)G>

KS(r2t2, r1t1)
]

= iθ(t1 − t2)
∑

n,m

[f(εm) − f(εn)]

× ϕn(r1, t1)ϕ∗
m(r1, t1)ϕm(r2, t2)ϕ∗

n(r2, t2) , (3.82)

where we have used (3.55) and (3.56) in the last step.
Having defined the action functional for both the interacting and the

noninteracting systems, we now make a Legendre transform, and define

A[n] = −Ã[v] +
∫

d1n(1)v(1) , (3.83)

which has the property that δA[n]/δn(1) = v(1). We also observe that the
functional Av0 [n] = A[n] −

∫
d1n(1)v0(1), where v0 is a fixed potential, is

variational in the sense that

δAv0 [n]
δn(1)

= v(1) − v0(1) = 0 (3.84)

when v = v0. This equation can be used as a basis for a variational principle
in TDDFT [von Barth 2005]. Similar to the Legendre transform in (3.83), we
define the action functional

AKS[n] = −ÃKS[vKS] +
∫

d1n(1)vKS(1) . (3.85)

with the property δAKS[n]/δn(1) = vKS(1). The Legendre transforms assume
the existence of a one-to-one correspondence between the density and the po-
tential. From these action functionals, we now define the exchange-correlation
part to be

Axc[n] = AKS[n] −A[n] − 1
2

∫
d1
∫

d2 δ(z1, z2)
n(1)n(2)
|r1 − r2|

. (3.86)

Taking the functional derivative with respect to the density gives

vKS[n](1) = v(1) + vH(1) + vxc[n](1) (3.87)

where vH(1) is the Hartree potential and vxc(1) = δAxc/δn(1). Again, for
time-arguments on the real axis, these potentials are independent of whether
the time is on the positive or the negative branch. If we, however, want to
calculate the response function from the action functional, then it is indeed
important which part of the contour the time-arguments are located on.

As mentioned in the beginning in the section, we can make a connec-
tion to ground state DFT if we restrict ourselves to a time-independent
Hamiltonian. In that case, the Kohn-Sham action takes the numerical value
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limβ→∞ iÃKS/β =
∑N

i=1(εi − µ) = TKS[n] +
∫

d3r n(r)vKS(r) − µN . Using
i/β

∫
d1n(1)vKS(1) =

∫
d3r n(r)vKS(r), we can obtain, for a fixed potential

v0,

Ev0 [n] − µN = − lim
β→∞

i
β
Av0 [n] = TKS[n] +

∫
d3r n(r)v0(r)

+
1
2

∫
d3r

∫
d3r′

n(r)n(r′)
|r − r′| + lim

β→∞

i
β
Axc − µN (3.88)

from which we identify the relation

Exc[n] = lim
β→∞

i
β
Axc[n] . (3.89)

As an example, we can consider the ALDA action functional defined according
to

AALDA
xc [n] =

∫
d1n(1)exc(n(1)) (3.90)

where exc is the exchange-correlation energy density. The resulting energy
expression is

ELDA
xc [n] = lim

β→∞

i
β

∫ −iβ

0

dτ

∫
d3r n(r)exc(n(r)) =

∫
d3r n(r)exc(n(r)) .

(3.91)
We mention that much more sophisticated approximations to the exchange-
correlation action functional can be derived using Green function techniques
[von Barth 2005].

We already described how to define response function on the contour, both
in the interacting (3.78) and the noninteracting (3.81) case. Given the exact
Kohn-Sham potential, the TDDFT response function should give exactly the
same density change as the exact response function,

δn(1) =
∫

d2χ(1, 2)δv(2) =
∫

d2χKS(1, 2)δvKS(2) . (3.92)

The change in the Kohn-Sham potential is given by

δvKS(1) = δv(1) +
∫

d2
δvH(1)
δn(2)

δn(2) +
∫

d2
δvxc(1)
δn(2)

δn(2)

= δv(1) +
∫

d2 fHxc(1, 2)δn(2)

= δv(1) +
∫

d2
∫

d3 fHxc(1, 2)χ(2, 3)δv(3) , (3.93)

where fHxc(1, 2) = δ(z1, z2)/|r1 − r2| + δvxc(1)/δn(2). Inserted in (3.92), we
obtain
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χ(1, 2) = χKS(1, 2) +
∫

d3
∫

d4χKS(1, 3)fHxc(3, 4)χ(4, 2) . (3.94)

This is the response function defined for time-arguments on the contour. If we
want to calculate the response induced by a perturbing potential, the density
change will be given by the retarded response function. Using Table 3.1, we
can just write down

χR(r1t1, r2t2) = χR
KS(r1t1, r2t2) +

∫
dt3
∫

dt4
∫

d3r3

∫
d3r4

χR
KS(r1t1, r3t3)fR

Hxc(r3t3, r4t4)χR(r4t4, r2t2) . (3.95)

The time-integrals in the last expression go from 0 to ∞. As expected, only
the retarded functions are involved in this expression. We stress the important
result that while the function fHxc(1, 2) is symmetric under the coordinate-
permutation (1 ↔ 2), it is the retarded function

fR
Hxc(r1t1, r2t2) =

δ(t1, t2)
|r1 − r2|

+ fR
xc(r1t1, r2t2) , (3.96)

which is used when calculating the response to a perturbing potential.

3.10 Example: Time-Dependent OEP

We will close this section by discussing the time-dependent optimized effective
potential (TDOEP) method in the exchange-only approximation. This is a
useful example of how to use functions on the Keldysh contour. While the
TDOEP equations can be derived from an action functional, we use here
the time-dependent Sham-Schlüter equations as starting point [van Leeuwen
1996]. This equation is derived by employing a Kohn-Sham Green function,
GKS(1, 2) which satisfies the equation of motion
{

i
d

dz1
+

∇2
1

2
− vKS(r1, z1)

}
GKS(r1z1, r2z2) = δ(z1, z2)δ(r1 − r2) , (3.97)

as well as the adjoint equation. The Kohn-Sham Green function is given
by (3.55) and (3.56) in terms of the time-dependent Kohn-Sham orbitals.
Comparing (3.97) to the Dyson-Schwinger (3.38), we see that we can write
an integral equation for the interacting Green function in terms of the Kohn-
Sham quantities,

G(1, 2) = GKS(1, 2)+
∫

d1̄
∫

d2̄GKS(1, 1̄) {Σ(1̄, 2̄) + δ(1̄, 2̄)[vext(1̄) − vKS(1̄)]}G(2̄, 2) . (3.98)
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It is important to keep in mind that this integral equation for G(1, 2) differs
from the differential equations (3.38) and (3.39) in the sense that we have
imposed the boundary conditions of GKS on G in (3.98). This means that if
GKS(1, 2) satisfies the KMS boundary conditions (3.16), then so will G(1, 2).

If we now assume that for any density n(1) = −iG(1, 1+) there is a po-
tential vKS(1) such that n(1) = −iGKS(1, 1+), we obtain the time-dependent
Sham-Schlüter equation,
∫

d1̄
∫

d2̄GKS(1, 1̄)Σ(1̄, 2̄)G(2̄, 1) =
∫

d1̄GKS(1, 1̄)[vKS(1̄) − vext(1̄)]G(1̄, 1) .

(3.99)
This equation is formally correct, but not useful in practice since solving it
would involve first calculating the nonequilibrium Green function. Instead,
one sets G = GKS and Σ[G] = Σ[GKS]. For a given self-energy functional, we
then have an integral equation for the Kohn-Sham equation. This equation
is known as the time-dependent OEP equation. Defining Σ = vH + Σxc and
vKS = vext + vH + vxc, the TDOEP equation can be written
∫

d1̄
∫

d2̄GKS(1, 1̄)Σxc[GKS](1̄, 2̄)GKS(2̄, 1) =
∫

d1̄GKS(1, 1̄)vxc(1̄)GKS(1̄, 1) .

(3.100)
In the simplest approximation, Σxc is given by the exchange-only self-

energy of Fig. 3.4a,

Σx(1, 2) = iG<
KS(1, 2)vee(1, 2) = −

∑

j

njϕj(1)ϕ∗
j (2)vee(1, 2) (3.101)

where nj is the occupation number. This approximation leads to what is
known as the exchange-only TDOEP equations [Ullrich 1995a, Ullrich 1995b,
Görling 1997] (see Chap. 9). Since the exchange self-energy Σx is local in
time, there is only one time-integration in (3.100). The x-only solution for
the potential will be denoted vx. With the notation Σ̃(3, 4) = Σx(r3t3, r4t3)−
δ(r3 − r4)vx(r3t3) we obtain from (3.100)

0=
∫ t1

0

dt3
∫

d3r3

∫
d3r4

[
G<

KS(1, 3)Σ̃(3, 4)G>
KS(4, 1)−G>

KS(1, 3)Σ̃(3, 4)G<
KS(4, 1)

]

+
∫ −iβ

0

dt3
∫

d3r3

∫
d3r4 G

�
KS(1, 3)Σ̃(3, 4)G	

KS(4, 1) . (3.102)

Let us first work out the last term which describes a time-integral from 0
to −iβ. On this part of the contour, the Kohn-Sham Hamiltonian is time-
independent, with vx(r, 0) ≡ vx(r), and ϕi(r, t) = ϕi(r) exp (−iεit). Since
Σx is time-independent on this part of the contour, we can integrate
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∫ −iβ

0

dt3 G
�
KS(1, r3t3)G

	
KS(r4t3, 1)

= −i
∑

i,k

ni(1 − nk)ϕi(1)ϕ∗
i (r3)ϕk(r4)ϕ∗

k(1)
eβ(εi−εk) − 1

εi − εk
. (3.103)

If we then use ni(1 − nk)(eβ(εi−εk) − 1) = nk − ni and define the function
ux,j by

ux,j(1) = − 1
ϕ∗

j (1)

∑

k

nk

∫
d2ϕ∗

j (2)ϕk(2)ϕ∗
k(1)vee(1, 2) , (3.104)

we obtain from (3.103) and (3.101)

i

∫ −iβ

0

dt3
∫

d3r3

∫
d3r4 G

�
KS(1, 3)Σ̃(3, 4)G	

KS(4, 1)

= −
∫

d3r2
∑

j

nj

∑

k �=j

ϕ∗
j (r2)ϕk(r2)
εj − εk

ϕj(1)ϕ∗
k(1) [ux,j(r2) − vx(r2)] + c.c.

(3.105)

The integral along the real axis on the l.h.s. of (3.102) can similarly be eval-
uated. Collecting our results we obtain the OEP equations on the same form
as in [Görling 1997],

0 = i
∑

j

∑

k �=j

nj

∫ t1

0

dt2
∫

d3r2 [vx(2) − ux,j(2)]ϕj(1)ϕ∗
j (2)ϕ∗

k(1)ϕk(2) + c.c.

+
∑

j

∑

k �=j

nj
ϕj(1)ϕ∗

k(1)
εj − εk

∫
d3r2 ϕ

∗
j (r2) [vx(r2) − ux,j(r2)]ϕk(r2) + c.c. .

(3.106)

The last term represents the initial conditions, expressing that the system is
in thermal equilibrium at t = 0. The equations have exactly the same form
if the initial condition is specified at some other initial time t0. The second
term on the r.h.s. can be written as a time-integral from −∞ to 0 if one
introduces a convergence factor. In that case the remaining expression equals
the one given in [van Leeuwen 1996, Ullrich 1995a, Ullrich 1995b]. The OEP
equation (3.106) in the so-called KLI approximation have been successfully
used by Ullrich et al. [Ullrich 1995b] to calculate properties of atoms in strong
laser fields (see Chap. 24).



4 Initial-State Dependence and Memory

N.T. Maitra

4.1 Introduction

In ground-state DFT, the fact that the xc potential is a functional of the den-
sity is a direct consequence of the one-to-one mapping between ground-state
densities and potentials. In TDDFT, the one-to-one mapping is between den-
sities and potentials for a given initial-state. This means that the potentials,
most generally, are functionals of the initial state of the system, as well as
of the density; and, not just of the instantaneous density, but of its entire
history. These dependences are explicitly displayed in (1.33) of Chap. 1. Of
particular interest is the xc potential, as that is the quantity that must be
approximated. This is the difference between the KS potential and the sum of
the external and Hartree potentials. The Hartree potential has no memory,
as the classical Coulomb interaction depends on the instantaneous density
only, but since both the interacting and non-interacting mappings can de-
pend on the initial state, the xc potential must be a functional of both the
initial states and density.

We use the term memory to refer to this dependence on quantities at
earlier times: there is memory due to initial-state dependence, and memory
due to the history-dependence of the density.

In a sense, memory arises in TDDFT because of the reduced nature of
the density as a basic variable: If the wavefunction of the system was known,
there would be no memory dependence, since the wavefunction at time t con-
tains the complete information about the system at time t, from which we
can determine any observable. The density however traces out much of the
information, desirably reducing the description in terms of 3N spatial vari-
ables plus time to a description in terms of 3 variables plus time. Analogously
to the theories of open systems, out of this tracing out of degrees of freedom
emerges memory dependence. In the treatment of open systems one traces
out the bath degrees of freedom in order to get a reduced description in terms
of system variables only: the effect of the bath is embodied in an influence
functional that is non-local in time. Much like in open system theory with a
low-dimensional bath, the TDDFT memory of early history persists at long
times: time does not wash it away (as it would if we were tracing out a bath
of a continuous spectrum).

N.T. Maitra: Initial-State Dependence and Memory, Lect. Notes Phys. 706, 61–74 (2006)
DOI 10.1007/3-540-35426-3 4 c© Springer-Verlag Berlin Heidelberg 2006
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Even before Runge and Gross (RG) formally established their theory
[Runge 1984], there were calculations of optical spectra that plugged the
instantaneous density into the LDA [Ando 1977a, Ando 1977b, Zangwill
1980a, Zangwill 1981]. This is an adiabatic approximation, as discussed in
Sect. 1.6, and neglects any memory dependence. Since the inception of the
RG theorem, there have been attempts to develop functionals with some
memory dependence, with varying degrees of success and applicability. The
earliest and simplest was the Gross-Kohn approximation (GK) for the xc
kernel [Gross 1985, Gross 1985, Gross 1990]. Non-local dependence in the
time domain translates into non-constant frequency dependence when a time-
frequency Fourier transform is done. Considering densities that are slowly
varying in space, GK bootstraps the local density approximation to finite
frequencies, i.e., the frequency-dependent kernel is approximated as the ho-
mogeneous electron gas response at finite frequency. In the mid-nineties, it
was realized, however, that a theory that depends on the density non-locally
in time must also depend on it non-locally in space; otherwise, exact con-
ditions are violated [Vignale 1995a, Dobson 1994a]. In particular, the GK
approximation violates the harmonic potential theorem (see also Chap. 5). Vi-
gnale and Kohn, in 1996, showed that a theory local in space and non-local in
time, is possible in terms of the current density [Vignale 1996, Vignale 1997].
Their functional, discussed in Chap. 5, has begun to be tested on a variety of
systems; some of these are discussed in Part IV of this book. Most of these
applications involve response properties, but the extension to the non-linear
regime by Vignale, Ullrich and Conti [Vignale 1997], has recently been studied
in quantum wells [Wijewardane 2005]. The idea that memory is locally car-
ried by the electron “fluid”, in a Lagrangian framework, was also exploited by
Dobson, Bünner, and Gross [Dobson 1997]. In 2003, Tokatly and Pankratov
[Tokatly 2003] extended the hydrodynamic formulation to the fully spatially-
and time-nonlocal regime, using Landau Fermi-liquid theory (see Chap. 8).
Most recently, Tokatly [Tokatly 2005a, Tokatly 2005b] further developed this,
formulating TDDFT based on exact quantum many-body dynamics in the
co-moving Lagrangian frame (see also Chap. 8). Also, Kurzweil and Baer
[Kurzweil 2004] have formulated a theory based on a “memory action func-
tional”.

Today, almost all applications of TDDFT utilize an adiabatic approxima-
tion, where the instantaneous density is used as input for the “ground-state”
density. For example, in the ubiquitous ALDA, vALDA

xc (r, t) = vunif
xc [n(r, t)].

Certainly, an adiabatic approximation will work well if the system is slowly-
varying enough that the system remains in a slowly-evolving ground-state,
but this is hardly the typical case in dynamics.

Yet, excitation energies are generally well approximated (to tenths of an
eV) when an adiabatic approximation is used in the linear response formalism.
An exception are states of double-excitation character, where indeed it is
the lack of memory dependence that dooms adiabatic TDDFT. Part of the
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reason for the success of adiabatic TDDFT in many excitations is that the KS
eigenvalues are themselves reasonably close to the true excitations. Species
in intense fields are a different story (see Part V), where memory dependence
can play a vital role.

The remainder of this chapter will be investigating memory properties of
the exact functional. Understanding how the exact functional behaves should
prove a useful tool in constructing accurate approximations.

4.2 History Dependence: An Example

Consider beginning a system in its ground state, which we will assume to be
non-degenerate. By virtue of the Hohenberg-Kohn theorem, a non-degenerate
ground-state is a functional of its own density: initial-state dependence need
not be explicitly included in the functional, provided that the functional space
is reduced to that where the initial state is a non-degenerate ground state.

So, putting aside initial-state dependence, we may ask how far back does
the system remember its past? How far back in time do observables at the
present time depend on the density in the past?

A useful tool to study this question is a time-dependent problem with at
least two electrons, for which both the Kohn-Sham system and the interact-
ing system are exactly, or exactly numerically, solvable. Two electrons in a
Mathieu oscillator provides a good case [Hessler 2002]; the external potential
has the form:

v(r) = k(t)r2/2, with k(t) = k̄ − ε cos(ωt) . (4.1)

The static version is often called the Hooke’s atom; a paradigm for studies
of exchange and correlation in the ground state [Taut 1993, Frydel 2000],
largely because, for some parameters, the interacting problem can be solved
analytically. For the exact interacting solution of the time-dependent prob-
lem, (4.1), we transform to center-of-mass and relative coordinates as this
renders the Hamiltonian separable. Due to the spherical symmetry, one needs
only to solve numerically two uncoupled one-dimensional time-dependent
Schrödinger equations. From the evolving wavefunction, which begins in the
ground state, the exact evolving density is obtained. The KS wavefunction
involves just one doubly-occupied spatial orbital, evolving in time. By re-
quiring its density to yield half the density of the interacting wavefunction,
one can invert the KS equation to obtain the KS potential in terms of the
evolving density [Hessler 2002].

One may then compare the exact calculation with that of an adiabatic
(albeit not self-consistent) one, where one inputs the instantaneous density
into a ground-state functional. The exact interacting dynamics in the Mathieu
oscillator has the useful property that the evolving density retains a Gaussian-
like profile, such that at each time t, it is very close to the density of a
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ground state of a certain Hooke’s atom of spring constant keff . This spring
constant is not equal to the actual spring constant in (4.1) at time t, except
when the latter is modulated slowly enough such that the state remains an
instantaneous ground state. In the general case, the state is not a ground
state, but its density is that of a ground state of some Hooke’s atom.

Many interesting phenomena arise [Hessler 2002]; one typically finds the
differences between the adiabatic approximation and the exact KS case to be
very large (except for very slow modulations). For example, the instantaneous
correlation energy can become positive, which is impossible in any adiabatic
approximation, since for ground states Ec is tied down below zero by the
variational principle.

Of particular interest for this chapter is that the correlation potential dis-
plays severe non-locality in time due to history dependence. Before demon-
strating this, we first note a simple way to track down the behavior in
time of the correlation potential. The first time-derivative of the correla-
tion energy, Ėc(t), is intimately related to the correlation potential, vc(t), via
[Hessler 1999]

Ėc(t) =
∫

d3r vc(r, t)ṅ(r, t) . (4.2)

This shows that if Ėc(t) depends not just on the density at and near time t,
but also on its earlier history, then vc(t) must too. That is, non-locality in Ėc

directly implies non-locality in the correlation potential vc(t). We turn now to
Fig. 4.1. In the top panel is a plot of the value of keff(t), which, as discussed
earlier, completely identifies the density profile. The density profiles for a
time range centered near t = 4.8 and centered near t = 28.9 are almost the
same, yet the values of Ėc(t) near those times are significantly different. The
density at times near t is not enough to specify Ėc: it depends on the entire
history and this is what we mean by non-locality in time. Likewise, the exact
correlation potential vc(t) is a highly non-local functional of the density. Any
adiabatic approximation has no history dependence and will fail to capture
this effect.

4.3 Initial-State Dependence

For a given time-dependent density n(r, t), how does the potential that yields
that density depend on the choice of the initial wave-function? Initial-state
dependence has only begun to be explored [Maitra 2001, Maitra 2002a, Holas
2002]; unlike the dependence on the density, there is no precedent for initial-
state dependence in ground-state DFT. For example, there is no analogue
of the adiabatic approximation that could be used as a starting point for
exploration.

One may wonder whether initial-state dependence actually exists. That is,
if we are constraining the density to evolve in a certain way, are the implicit
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Fig. 4.1. Non-locality in time: the top panel shows keff(t), middle panel Ėc, bottom
panel Ec. The parameters in (4.1) are k̄ = 0.25, ω = 0.75 and ε = 0.1. Atomic units
are used here, and throughout this chapter: energies are measured in Hartrees,
distances in Bohr radii, and times are in units of 2.419 × 10−17s

constraints on the initial-state enough to completely determine it? If this
were the case, then there would be no initial-state dependence: knowing the
history of the density would be enough to determine the functionals. We shall
argue shortly that this is in fact the case for one electron, but not for more
than one.

Let us first rephrase the question: Consider a many-electron density n(r, t)
evolving in time under an external time-dependent potential vext(r, t). Can
we obtain the same density evolution by propagating a different initial state
in a different potential?

One Electron Case

Consider one electron, evolving with density n(r, t). Let the electron’s wave-
function be ϕ(r, t), where n(r, t) = |ϕ(rt)|2. An alternate candidate wave-
function ϕ̃(r, t) that evolves with identical density (in a different potential)
must then be related to ϕ(r, t), by a (real) phase α(r, t):

ϕ̃(r, t) = ϕ(r, t)eiα(r,t) . (4.3)

The wavefunction at time t determines not just the density at time t but also
its first time-derivative through the continuity equation:
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ṅ(r, t) = −∇ · j(r, t) , (4.4)

where the current-density j(r, t) is determined from:

j(r, t) =
i
2
[ϕ(r, t)∇ϕ∗(r, t) − ϕ∗(r, t)∇ϕ(r, t)] . (4.5)

Because they evolve with the same density at all times, both ϕ(r, t) and
ϕ̃(r, t) share the same ṅ(r, t). From the continuity equation it follows that
they have identical longitudinal currents, so:

0 = ṅϕ(r, t) − ṅϕ̃(r, t) = ∇ · [n(r, t)∇α(r, t)] , (4.6)

where on the right-hand side we have inserted the difference in the currents
of ϕ̃ and ϕ, calculated using (4.5). Now if we multiply (4.6) by α(r, t) and
integrate over all space, we obtain

0 =
∫

d3r α(r, t)∇ · [n(r, t)∇α(r, t)] = −
∫

d3r n(r, t)|∇α(r, t)|2 (4.7)

In the last step, we integrated by parts, taking the surface term
∫

S
dσ en ·

(αn∇α), evaluated on a closed surface at infinity, to be zero. This will be
true for any finite system, where the electron density decays at infinity, while
any physical potential remains finite (or, if the potential grows, the density
decays still faster).

Because the integrand in (4.7) cannot be negative, yet it integrates to
zero, the integrand must be identically zero. Thus ∇α(r, t) = 0 everywhere.
This is true even at nodes of the wavefunction, where n(r0, t) = 0: If ∇α was
zero everywhere except at the nodes, then as a distribution it is equivalent to
being zero everywhere, unless it was a delta-function at the node – but in that
case the potential would be highly singular, and therefore unphysical. So, for
physical potentials, α(r, t) must be constant in space, i.e., the wavefunctions
ϕ(r, t) and ϕ̃(r, t) differ only by an irrelevant time-dependent phase. Thus,
only one initial-state (and one potential) can give rise to a particular density:
the evolving density is enough to completely determine the potential and the
initial states.

A note about the vanishing of the surface term in (4.7): This can be com-
pared with the requirement on the potential in the Runge-Gross theorem, as
discussed after (1.14). In [Maitra 2001], an example of a pathological initial
state is given, where the surface term does not vanish, even though the den-
sity decays exponentially at large distances: the potential in which it lives
plummets to minus infinity at large distances, yielding wildly oscillatory be-
havior in the tails of the decaying wavefunction, embodying infinite kinetic
energy and momentum. Such unphysical states are beyond consideration!
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Fig. 4.2. An example of initial-state dependence for two non-interacting electrons:
two different wavefunctions may evolve with the same density in different potentials.
In the top plot, the solid lines are the two occupied orbitals of one wavefunction,
which happens to be a stationary state of the harmonic oscillator potential, shown
in the lower plot as a solid line. The density is shown as the thick solid line in the top
figure. The dashed lines are the two orbitals of an alternative initial wavefunction,
that evolves with the same density in the potential which, at the initial time, is
shown as the dashed line in the lower figure

Many Electrons

For many electrons, initial-state dependence is real and alive: one can find
two or more more different initial-states which evolve with identical density
for all time in different external potentials.

A few simple examples of this are shown in Figs. 4.2 and 4.3. In Fig. 4.2,
the density (thick solid line) of two non-interacting electrons in one dimen-
sion in an eigenstate (thin solid line) of the harmonic potential is considered
[Maitra 2001, Holas 2002]. The two orbitals are the thin solid lines. If we keep
this potential constant, the density will remain constant. We then ask, can we
find another potential in which another non-interacting wavefunction evolves
with this same, constant density for all time? There are in fact an infinite
number of them, and one is shown here (dashed lines). The alternate poten-
tial was constructed using van Leeuwen’s prescription [van Leeuwen 1999],
and is shown here at the initial time. It is not constant in time: both the
alternate potential and the alternate orbitals evolve in time, in such a way
as to keep the density constant at all times.

The significance of this for TDDFT comes to light when we imagine the
density as the density of some interacting electronic system. For a KS cal-
culation, we are free to choose any initial KS state which has this initial
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Fig. 4.3. Top left panel: the real and imaginary parts of the driven harmonic
oscillator Floquet orbitals ϕ0(x, 0) (solid) and ϕ1(x, 0) (dotted) at time = 0, together
with their density (thick line). Middle left panel: The real and imaginary parts of the
alternative doubly-occupied Floquet orbital ϕ̃(x, 0) (dashed), which has the same
density shown (thick line). Bottom left panel: the two potentials, v is the solid, and
ṽ is dashed. The right hand side shows the same quantities at t = T/4

density: that is, both the potentials shown in the lower panel of Fig. 4.2,
along with their respective orbitals, are fair game. The difference between
these two KS potentials is exactly the difference in the xc potential, since
the Hartree and external potentials are the same [see (1.33)]. So depending
on this choice, the xc potentials are very different. Any functional without
initial-state dependence would predict the same potential in both cases.

A note about the construction of the potential: In [van Leeuwen 1999],
van Leeuwen answered the question of non-interacting v-representability in
TDDFT. That is, given a density evolution of an interacting system, does a
non-interacting system exist that can reproduce this? Given some restrictions
on the initial state, the answer is in the affirmative, and it is also shown there
how to construct such a potential for an appropriate choice of the initial state.

Figure 4.3 is another example of two different initial states that evolve
with the same density for all time. This example, again of two non-interacting
electrons, demonstrates that there is no one-to-one mapping between time-
periodic densities of Floquet states and time-periodic potentials [Maitra
2002a]. Consider a periodically driven harmonic oscillator, containing two
non-interacting electrons in a spin-singlet occupying two distinct quasi-energy
orbitals. One can show that the density then periodically sloshes back and
forth in the well. This is illustrated in the top panels of Fig. 4.3. The middle
panel of Fig. 4.3 shows a doubly-occupied Floquet orbital (real and imaginary
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parts are the dashed lines) whose density (solid line) evolves identically to the
density of the Floquet state in the top panel. This orbital sloshes back and
forth in its potential, in a similar way to the orbitals of the driven oscillator.
The lowest panel shows the potentials: the solid is the periodically driven
harmonic potential corresponding to the Floquet state of the top panel, and
the dashed is the periodically driven potential corresponding to that of the
middle panel. Now, assuming there corresponds an interacting electron sys-
tem whose density evolves exactly as shown, then both the Floquet state in
the top panel and the middle panel are possible Kohn-Sham wavefunctions,
and both the solid and dashed potentials in the lower panels are possible
Kohn-Sham potentials; again, their difference (the sloshing “bump” in the
figure) is the difference in the xc potential.

Not only any adiabatic approximation, but any density-functional approx-
imation that lacks initial-state dependence – even with history-dependence –
would incorrectly predict the same potential for all choices of KS initial states
that propagate with the same density. In the next section, we discuss how,
in many cases, one can eliminate the need for initial-state dependence alto-
gether, by transforming it into a history-dependence.

4.4 Memory: An Exact Condition

Part of what makes the memory dependence complex, is the intricate entan-
glement of initial-state and history effects. This has consequences even when
the initial state is a ground state. On the other hand, we shall see that due
to the entanglement, memory dependence can often be reduced to history
dependence alone.

Consider an interacting system, beginning with wavefunction Ψ(0) at time
0, and evolving in time, with density n(r, t). The xc potential at time t
is determined by the density at all previous times, the initial interacting
wavefunction, and the choice of the initial KS wavefunction Φ(0) for the KS
calculation. Now say we can calculate the interacting wavefunction at a later
time t′, where 0 < t′ < t. Then, we may think of t′ as the “initial” time for
the inputs into the functional arguments of vxc: that is,

vxc[nt′ , Ψ(t′), Φ(t′)](r, t) = vxc[n, Ψ(0), Φ(0)](r, t) for t > t′ , (4.8)

Here, Ψ(t′) = Û(t′)Ψ(0), where Û(t) is the unitary evolution operator, and
Φ(t′) = ÛKS(t′)Φ(0) where ÛKS(t′) is the KS evolution operator. The sub-
script on the density means that the density is undefined for times earlier than
the subscript, and it equals the evolving density n(r, t) for times t greater
than the subscript.

Equation (4.8) displays the entanglement of the memory effects: Any de-
pendence of the xc potential on the density at prior times may be transformed
into an initial-state dependence and vice versa.



70 N.T. Maitra

Like other exact conditions (discussed in Chap. 11), (4.8) may be used as a
test for approximate functionals, but it is a very difficult condition to satisfy.
For example, any of the recent attempts to include history-dependence, while
ignoring initial-state dependence, must fail. If we restrict their application to
systems beginning in the ground state, then (4.8) still produces a strict test
of such functionals: Imagine an exact time-dependent calculation beginning
in the ground state of some system. Later, when Ψ(t′) is no longer a ground
state, we evolve backwards in time in a different external potential, that leads
us backward to a different ground state at a different initial time. The history
during the time before t′ is different from the original history, but the xc po-
tential for all times greater than t′ should be the same for both the original
evolution and the evolution along the alternative path. The extent to which
these two differ is a measure of the error in a given history-dependent approx-
imation, even applied only to initial ground states. Note that any adiabatic
approximation ignoring initial-state dependence produces no difference. By
ignoring both history dependence and initial-state dependence, the ALDA
trivially satisfies (4.8).

A technical note: Although the RG theorem was proven only for ana-
lytic potentials (i.e., those that equal their Taylor series expansions at t in
a neighbourhood of t in [0,∞) for all t ≥ 0) [Runge 1984], it holds also for
piecewise analytic potentials, i.e., potentials that are analytic in each of a fi-
nite number of intervals [Maitra 2002b]. This means that alternative allowed
“pseudo-prehistories” can connect to the same wavefunction at some later
time.

This raises the possibility of eliminating the initial-state dependence al-
together: If we can evolve an initial interacting wavefunction that is not a
ground state, backwards in time to a non-degenerate ground state, then the
initial-state dependence may be completely absorbed into a history-depen-
dence along this pseudo-prehistory.

In the usual formulation of TDDFT, one may choose any initial KS state
which reproduces the density and divergence of the current of the interacting
initial state [van Leeuwen 1999]. Here, this choice is translated into the choice
of which ground state the interacting wavefunction Ψ(0) evolves back to,
together with the pseudo-prehistory of the density thus generated. One can
imagine that for a given wavefunction Ψ(0) there may be many paths which
evolve back to some ground state, each path generating a different pseudo-
prehistory. Only for those which result in the same KS wavefunction Φ(0) [and
of course interacting wavefunction Ψ(0)] will the xc potentials be identical
after time 0.

In the linear response regime, the memory formula (4.8) yields an exact
condition relating the xc kernel to initial-state variations [Maitra 2005a]. We
consider applying (4.8) in the perturbative regime, with the initial states at
time 0 (on the right-hand-side) being ground-states. The initial states on the
left-hand-side (i.e., the states at t′) are not ground-states. We wish to express
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deviations from the ground-state values through functional derivatives with
respect to the density and with respect to the initial states. Because the
initial state determines the initial density and its first time-derivative, and
puts constraints on higher-order time-derivatives of the density, the definition
of a partial derivative with respect to the initial state is not trivial: what
should be held fixed in the variation? The partial derivative with respect to
the density, holding the initial state fixed, is simpler; for example, for the
external potential this is a generalized inverse susceptibility, generalized to
initial states which are not ground-states [cf. 1.21]. Variations of the density
at times greater than zero are included. In order to define an initial-state
derivative, one considers an extension of the functionals to a higher space
in which the initial-state variable and density variable are independent: one
drops (1.5) and (1.9). Then one can show that

∑

α

∫
d3r1

δvKS[nt′ , Φt′ ](r, t)
δϕt′,α(r1)

∣∣∣∣
(nGS,ΦGS[nGS])

δϕt′,α(r1)

−
∫

dx1 . . .

∫
dxN

δvext[nt′ , Ψt′ ](r, t)
δΨt′(x1, . . . ,xN )

∣∣∣∣
(nGS,ΨGS[nGS])

δΨt′(x1, . . . ,xN ) + c.c.

=
∫

d3r1

∫ t′

0

dt1 fxc[nGS](r, r1, t− t1)δn(r1, t1) , 0 < t′ < t , (4.9)

where the variables xi = (ri, σi) represent spatial and spin coordinates,
δϕt′,α = δϕα(t′) = ϕα(t′)− ϕα,GS[nGS] represent the deviations at time t′ of
the spin orbitals of the KS Slater determinant away from the ground-state
values and δΨ is similarly the deviation of the interacting state away from
its ground-state. This equation demonstrates the entanglement of initial-state
dependence and history-dependence in the linear response regime: the expres-
sion for the xc kernel on the right is entirely expressed in terms of initial-state
dependence on the left.

4.5 Role of Memory in Quantum Control Phenomena

The challenges memory dependence presents to TDDFT emerge immediately
when we attempt to describe quantum control phenomena. In recent years
there have been huge advances in the control of chemical reactions, where
nuclei are manipulated. The development of attosecond laser pulses opens
the door to the possibility of manipulating electronic processes as well.

Let us say we are interested in driving a molecule from its ground state
Ψ0 in potential vext,0 to its mth excited state Ψm. Let us say we are lucky
enough to know the external time-dependent field that achieves this after a
time t̃. The field is then turned off at time t̃ so that the molecule remains
in the excited eigenstate. We now ask how this process is described in the
corresponding KS system, i.e., what is the KS potential? Initially, this is
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the ground-state potential vKS, 0 whose ground-state ΦKS, has density nGS,
the density of the interacting ground state of the molecule. The first obser-
vation is that the KS potential after time t̃ does not typically return to the
initial KS potential, in contrast to the case of the interacting system. This is
because, by definition, the density of the KS state equals the interacting den-
sity at all times; in particular, after time t̃ it is the density of the interacting
excited state of potential vext, 0, but this is not guaranteed to be the density
of the KS excited state of potential vKS, 0. Only the ground-state density of
an interacting system is shared by its KS counterpart, not the higher excited
states; the final KS state of the molecule will not typically be an eigenstate
of vKS, 0.

There are two possibilities for the KS potential after time t̃. The first is
that it does becomes static, and the static final density, call it ñ, is that of
an eigenstate of it. From the above argument, the KS potential is however
different from the initial, and does not equal the ground-state KS counter-
part of the interacting case. For example, if we are exciting from the ground
state of the helium atom to an excited state, the external potential of the
interacting system is both initially and finally −2/r. The initial KS potential
is the ground-state KS potential of helium, but the final is not; the final KS
eigenstate has the same density as the excited state of interest in helium. Now
we will argue that any adiabatic approximation, or indeed any potential that
is not ultranonlocal in time, is unlikely to do well. Consider a time t beyond t̃.
The density for times near t is constant, so any semi-local approximation for
the potential will be any one of the potentials for which the density ñ is the
density of some eigenstate of it. In particular, for an adiabatic approximation,
the potential is that for which the excited state density ñ is the density of its
ground state. There is no way for an approximate semi-local KS system to
know that it should be the potential corresponding to the interacting system
that has an mth excited state density of ñ. This information is encoded in the
early history of the density, from times 0 < t < t̃: the exact KS potential must
be ultranonlocal in time, since, as time gets very large, it never forgets the
early history. Alternatively, taking the “initial” time to be t̃ in the memory
formula (4.8), this effect is an initial-state effect where the initial interacting
(and non-interacting state) is not a ground-state.

The other possibility is that the KS (and xc) potential never becomes
constant: it continues to change in time, with KS orbitals and orbital-densities
changing in time in such a way that the total KS density remains static and
equal to ñ. It is clear that any semi-local approximation will fail here, because
for times beyond t̃, it will predict a constant potential since the density is
constant. The exact xc (and KS) potential will be ultranonlocal in time; as
time gets very large, one has to go way back in time, to times less than t̃, in
order to capture any time dependence in the density.

This extreme non-locality is very difficult for a density functional approx-
imation to capture: it may be that orbital functionals, which are implicit
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Fig. 4.4. In the top panel is the density (thick solid line) of the two electron singlet
excited state (solid lines) of the harmonic oscillator (solid line in the lower panel).
The dashed line is the doubly-occupied orbital resulting from evolving the singlet
ground-state to a state of the same density as the excited state. The potential in
which this is an eigenstate – the ground-state – is shown as the dashed line in the
lower panel

density functionals, provide a promising approach. Even so, there are cases
where TDDFT faces a formidable challenge. Consider two electrons, begin-
ning in a spin-singlet ground state (e.g. the ground state of helium). Imagine
now evolving the interacting state to a singlet singly-excited state (e.g. 1s2p
of helium). Now, the KS ground state is a single Slater determinant with a
doubly-occupied spatial orbital. This evolves under a one-body evolution op-
erator, the KS Hamiltonian, so must remain a single Slater determinant. But
a single excitation is a double Slater determinant, so can never be attained
even with an orbital-dependent functional. This is a case of severe static cor-
relation, where a single Slater determinant is inadequate to describe a truly
multi-determinantal state. A simplified model of this is shown in Fig. 4.4. Here
the density of the first excited state of two electrons in a harmonic oscilla-
tor, considered to be the final KS potential, is shown. Attempting to evolve
to this density from the ground state of the harmonic oscillator, which is a
doubly-occupied orbital, the best we can do is reach another doubly-occupied
orbital (dashed), whose potential is shown in the lower panel (dashed).

We note that such problems do not arise in linear response regime, where
we do not need to drive the system entirely into a single excited state: only
perturbations of the ground-state are needed which have a small, non-zero
projection on to the various excited states of the system.
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4.6 Outlook

Memory plays a very interesting role in the behaviour of functionals in
TDDFT. Here we have given some exact properties regarding initial-state
dependence and history-dependence, and explored some memory effects on
exactly solvable systems. For TDDFT to be used for time-dependent phe-
nomena as confidently as DFT is used for ground-state problems, more un-
derstanding and modeling of memory effects is required, along with develop-
ments of memory-dependent approximations such as those mentioned in the
introduction Sect. 4.1. In linear response, why the adiabatic approximation
works so well for many typical excitations is not well understood. Strong field
dynamics is especially the regime that TDDFT may be the only feasible ap-
proach, as wavefunction methods for more than a few interacting electrons
becomes prohibitively expensive. Yet it is in this regime that memory effects
appear to be significant, and fundamentally so for quantum control problems.



5 Current Density Functional Theory

G. Vignale

5.1 Introduction

The nonlocality of the exchange-correlation (xc) potential, i.e., the fact that
the xc potential at a certain position depends on the global distribution of
the particle density in space, is the curse of density functional theory. It is
mainly because of this fact that, even after years of intensive studies, the ex-
act form of the xc potential as a functional of the density remains unknown.
Nevertheless, it is true that many accurate and useful results can be obtained
from the use of an approximation – the local density approximation (LDA) –
which ignores the problem altogether. Apparently, the nonlocal dependence
of the Kohn-Sham orbitals on the density is sufficient in many cases to give
the right quantum chemistry. Furthermore, a number of successful strate-
gies have been designed to go beyond the LDA when needed: in one such
approach (the generalized gradient approximation – GGA) one goes beyond
the LDA by including the dependence of the xc potential on the gradient of
the local density; in another one expresses the xc potential as a functional
of the Kohn-Sham orbitals, and, finally, in the “meta-GGA” approach one
fights the problem by including additional local variables, such as the kinetic
energy density.

In this chapter we are going to see that the nonlocality problem affects
in a more severe form the time-dependent density functional theory. This
complication arises as a consequence of memory (see Chap. 4). The xc po-
tential at a time t (now) depends on the density at earlier times t′. But at
these earlier times a small volume element of the system, which is now lo-
cated at r, was located at a different position r′. Retardation in time thus
implies nonlocality in space (see Chap. 8). We will see that, when retar-
dation is taken into account, the local density approximation breaks down
even in the limit of slowly varying density. We will refer to this feature of the
time-dependent theory as ultranonlocality, to distinguish it from the ordinary
nonlocality, which becomes harmless in the limit of slowly varying density.
Furthermore, we will see that “ultranonlocality” is not related to the pres-
ence of a long-range interaction between the particles, but, more in depth,
implies that the particle density is not a well-chosen variable (although, in
principle a legitimate one) for the description of effects that involve retar-
dation in time. It is also evident that the inclusion of additional variables
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might cure the “disease”: for example, by looking at the current density of
an infinitesimal volume element of the fluid at position r at a certain time we
might be able to estimate its position at an earlier time, and thus arrive at
a local or quasi-local expression for the retarded xc potential. These general
ideas will be explored in some detail in the following sections.

5.2 First Hints of Ultranonlocality:
The Harmonic Potential Theorem

Historically, the first hint of ultranonlocality in TDDFT came from the work
of John Dobson [Dobson 1994a] on the collective dynamics of electrons in par-
abolic quantum wells. Under the action of a uniform time-dependent electric
field the density of such system oscillates back and forth without changing its
shape, i.e., one has n(r, t) = nGS(r−R(t)) where nGS(r) is the ground-state
density and R(t) is the position of the center of mass of the system. The latter
moves exactly as a single classical particle of mass m and charge −e under the
action of the external electric field: this is the content of the “harmonic po-
tential theorem” (HPT). It is easy to see that the exact TDDFT satisfies the
HPT for, according to the translational invariance condition (11.19) (see also
Appendix to this chapter), the xc potential created by the oscillating density
nGS(r−R(t)) is given by vxc(r, t) = vxc, GS(r−R(t)), where vxc, GS(r) is the
xc potential in the ground-state. In an accelerated frame of reference that
moves together with the center of mass of the system, the external electric
field is cancelled by the inertial force while the xc potential has exactly the
form that is needed to preserve the ground-state density distribution.

Dobson observed that a näıve application of the local density approxima-
tion, including a local but retarded xc potential [Gross 1985], leads to results
that are in conflict with the HPT. For example, one finds a density-dependent
shift in the frequency of the oscillatory motion of the center of mass, and this
motion becomes “damped”. The reason for this difficulty is that the local
density approximation is unable to distinguish between a situation in which
the density variation is due to local compression/rarefaction of the electron
liquid (as in the case of a long-wavelength plasmon) and the present one,
in which this variation is due to a global translation of a system, without
compression or rarefaction. The “obvious” choice of [Gross 1985] amounts to
choosing the first option in both cases: thus introducing fictitious dissipative
processes when none is present.

From a mathematical point of view, the link between ultranonlocality and
the HPT can be seen as follows [Vignale 1998]. First of all, notice that the
translational invariance identity (11.19) (which ensures satisfaction of the
HPT) is intimately related to the zero-force theorem, (11.11a), (and 5.25 in
the Appendix), which in turn implies that the exact xc kernel of any system
must satisfy the equation
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∫
d3r′ fxc(r, r′, ω)∇nGS(r′) = ∇vxc, GS(r) , (5.1)

where nGS(r) and vxc, GS(r) are the density and the xc potential in the
ground-state. Notice that the quantity on the right hand side of this equation
is frequency-independent, implying that the integral over r′ on the left hand
side must somehow “wash out” the frequency dependence of the integrand.
Now assume that fxc has a finite range in the sense that the integral

∫
d3r′ fxc(r, r′, ω) (5.2)

is finite. Indeed, this condition is satisfied by the xc kernel of a strictly homo-
geneous electron liquid, since it is known that the Fourier transform fxc(k, ω)
of the homogeneous xc kernel has finite limit for k → 0 (see discussion in
Sect. 5.5). Suppose now that nGS(r) is very slowly varying on the scale of the
range of fxc(r, r′, ω). Then we can pull ∇nGS(r′) out of the integral of (5.1)
and get

∇nGS(r)
∫

d3r′ fxc(r, r′, ω) = ∇vxc, GS(r) . (5.3)

In the limit that the density approaches uniformity, the integral on the left
hand of this expression ought to converge (if it converges at all) to the k → 0
limit of the homogeneous electron gas kernel fxc(k, ω), which, as we have
just stated, is a function of frequency. Since the right hand side of the ex-
pression is still frequency-independent we have arrived at a contradiction.
This proves the fallacy of the initial assumption, namely, the finiteness of
the integral (5.2) in a weakly inhomogeneous system. Indeed, the divergence
of the integral (5.2) is the mathematical signature of what we have dubbed
“the ultranonlocality problem”. Notice that, unlike ordinary nonlocality, this
problem is present in systems that are arbitrarily close to a homogenous
electron liquid, and has nothing to do with the range of the interaction.

5.3 TDDFT and Hydrodynamics

Looking at TDDFT with hindsight one can easily understand why the de-
scription of many-body forces as gradients of a density-dependent potential
led to the difficulties described in the previous section. It is not by acci-
dent that the two major classical theories of the dynamics of continuous
media, namely, elasticity, for solids, and hydrodynamics, for fluids, express
the many-body forces not as gradients of a scalar potential, but as diver-
gences of a stress tensor, which is a local functional of the displacement or
the velocity field. For example, in hydrodynamics the current density, j(r, t),
satisfies the Navier-Stokes equation [Landau 1987]

m

(
∂

∂t
+ v · ∇

)
j(r, t) = F (r, t) + ∇· ↔

σ (r, t) , (5.4)
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where the velocity field, v(r, t), is defined as the ratio of the current density to
the particle density, i.e., v(r, t) ≡ j(r, t)/n(r, t). Here F (r, t) is the external
volume force density (in which we also include the force density generated
by the Hartree potential) while the second term on the right hand-side is the
contact force exerted on the volume element by the surrounding medium.
The stress tensor is given by

σij(r, t) = −pδij + η

(
∂vi

∂rj
+

∂vj

∂ri
− 2

d
∇ · vδij

)
+ ζ∇ · v δij , (5.5)

where p is the equilibrium pressure associated with the local instantaneous
density (and temperature), d is the number of spatial dimensions, and the
coefficients η and ζ are, respectively, the shear viscosity and the bulk viscosity
of the fluid.

Notice that, by expressing the force density as the divergence of a stress
tensor, the Navier-Stokes equation is guaranteed to satisfy Newton’s third
law. Indeed, the net contact force exerted on a certain volume V of the fluid
by the fluid that surrounds it is given by

∫

V
d3r ∇· ↔

σ (r, t) =
∫

S

dΩ en·
↔
σ (r, t) , (5.6)

where the integral on the right hand side is done over the boundary surface
S of the volume under consideration and en is the unit vector normal to
this surface. The surface integral vanishes when V encloses the whole system
because

↔
σ vanishes at infinity: this is another way of saying that the system,

or each of its parts, does not exert a net force upon itself (the corresponding
result for the torque can be shown to follow from the symmetry relation
σij = σji, see [Landau 1987]).

In comparison to hydrodynamics, TDDFT seems to take a “back step”
since it attempts to represent the contact force density Fxc in terms of a
scalar exchange-correlation potential, i.e., Fxc = −n(r, t)∇vxc(r, t), where
vxc is a functional of the density. This is admissible in principle, but may
lead to a violation of Newton’s third law when an approximate form of vxc is
used.

To understand why it might be better to formulate the theory in terms
of the current density (and its conjugate field, the vector potential), consider
the continuity equation

∂n(r, t)
∂t

= −∇ · j(r, t) , (5.7)

which expresses the local conservation of particle number. Starting from this
equation it is relatively easy to get n(r, t) from j(r, t) by taking the di-
vergence of the latter and integrating over time. But the inverse problem,
getting j(r, t) from n(r, t), is far more difficult and does not possess a unique
solution (we can always add to the solution the curl of an arbitrary vector
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Fig. 5.1. Diagram showing the relation between current density functional theory
and density functional theory. The nonlocal relation between n and vxc is trans-
formed into a local relation between j and Axc by means of two non-local transfor-
mations from n to j and from vxc to Axc

field, i.e., a purely transverse vector field). Only the longitudinal part of j is
determined by the continuity equation and even this involves an integration
over the whole space, i.e., one has

jL(r, t) =
∫

d3r′
∂n(r′, t)

∂t
∇r

1
4π|r − r′| . (5.8)

This relation is highly nonlocal (as is the corresponding relation between a
scalar potential and the equivalent longitudinal vector potential, see (5.11)
below), and this is why we expect to be able to drastically reduce the non-
locality of the density-dependent scalar potential by re-expressing it as a
current-dependent vector potential. The idea is schematically depicted in
Fig. 5.1. As a byproduct, the formulation in terms of j gives also direct
access to the transverse component of the current density. This is important
because the transverse current cannot be reliably extracted from the Kohn-
Sham orbitals.

The path in front of us is now clear. In the next three sections we will
develop a time-dependent current-density functional theory (TD-CDFT) in
which the basic variable is the current density and the ordinary xc potential
is replaced by an xc vector potential. We will see that in this theory the
exchange-correlation force density has the form of the contact force density
of hydrodynamics, i.e., it is the divergence of a stress tensor, and that this
stress tensor can be safely approximated as a local functional of the current
density.

This theory will enable us to calculate not only the density but also the
current density from an effective Kohn-Sham equation. In order to accomplish
this we will have to generalize (5.5) by endowing the viscosity constants
η and ζ with both real and imaginary parts (the latter representing the
dynamical bulk and shear moduli of the liquid) and making them functions
of the frequency as well as the local particle density.
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Our discussion will be restricted to the linear response regime. By this we
mean that the time dependent density has the form

n(r, t) = nGS(r) + δn(r)e−iωt + c.c. , (5.9)

where nGS(r) is the ground-state (equilibrium) density, and δn(r) � nGS(r).
It will also be assumed that the frequency is high in the sense that ω � qvF

and ω � kvF where q−1 is the characteristic length scale for density variations
in the ground-state, k is the wave vector of the external field, and vF is the
local Fermi velocity.

5.4 Current Density Functional Theory

In time-dependent CDFT we consider a broader class of Hamiltonians than
those considered in the original Runge-Gross formulation, namely Hamilto-
nians of the form

Ĥ =
∑

i

{
1

2m

(
pi +

e

c
Aext, i

)2

+ vext, i

}
+ V̂ee , (5.10)

where Aext, i is the external vector potential evaluated at the position ri of
the ith particle, vext, i is the scalar potential at the position of the ith particle,
and V̂ee represents the electron-electron interaction. The reason why this is
a proper generalization of the Runge-Gross (RG) Hamiltonian is that every
scalar potential v(r) can be represented as a longitudinal vector potential
Av(r) by choosing the latter as the solution of the equation

e

c

∂Av(r, t)
∂t

= ∇v(r, t) . (5.11)

Of course, transverse vector potential represents different physics (magnetic
fields).

It can be easily proved that for Hamiltonians of the form (5.10) the time-
dependent current density, together with the initial state, uniquely determine
the scalar and the vector potential, up to a gauge transformation that leaves
the initial state unchanged. A first proof of this generalized RG theorem was
provided by Ghosh and Dhara [Ghosh 1988], and I have recently found a
simpler proof [Vignale 2004]. Therefore, following the usual arguments, one
expects to be able to construct, uniquely, a Kohn-Sham hamiltonian, ĤKS,
that produces the correct current of the many-body sytem. This hamiltonian
will have the form

ĤKS =
∑

i

{
1

2m

(
pi +

e

c
AKS, i

)2

+ vKS, i

}
, (5.12)

and notice that the effective vector potential AKS will have in general longi-
tudinal and transverse component even though the original external vector
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potential Aext was purely longitudinal. This equation (unlike the Kohn-Sham
equation of ordinary TDDFT) determines in principle the whole current –
not just its longitudinal component. The particle density is, of course, an
immediate by-product of the longitudinal current.

So far goes the formalism. Now in order to find a concrete expression for
AKS = Aext + Axc we resort to linear response theory; namely we assume
that we are close to equilibrium and therefore Axc can be approximated
as a linear functional of the current, with coefficients that depend on the
equilibrium density. In other words we assume that Axc has the form

Axc(r, ω) =
∫

d3r′
↔
f xc (r, r′, ω) · j(r′, ω) , (5.13)

where the tensor kernel
↔
f xc is a generalization of the scalar xc kernel of

TDFT. We will discuss its structure in the next section. It must be borne in
mind, however, that after doing the linear response approximation on Axc, we
lose control on the terms proportional to A2

xc, which arise from the expansion
of the kinetic energy operator in the Kohn-Sham equation.

5.5 The xc Vector Potential
for The Homogeneous Electron Liquid

Let us first consider the tensor exchange-correlation kernel
↔
f xc (r, r′, ω) in

a homogeneous electron liquid of density n. Translational invariance makes
↔
f xc (r, r′, ω) a function of r − r′ and we will therefore focus on its Fourier
transform

↔
f xc (k, ω) =

∫
d3r

↔
f xc (r, ω) eik·r . (5.14)

Furthermore, we make use of rotational invariance to express the full kernel
in terms of just two independent scalar functions of k = |k|, the longitudinal
component fxc, L(k, ω) and the transversal component fxc, T(k, ω):

[
↔
f xc (k, ω)]αβ =

[
fxc, L(k, ω)k̂αk̂β + fxc, T(k, ω)(δαβ − k̂αk̂β)

] ck2

eω2
, (5.15)

where k̂ is the unit vector in the direction of k. The factor ck2/eω2 is intro-
duced here as a matter of convenience, in order to make fxc, L(k, ω) coincide
with the xc kernel of the ordinary density functional theory.

Given the kernels fxc, L and fxc, T it is easy to construct the linear re-
sponse of the homogeneous electron liquid to an external vector potential
Aext(k, ω). As discussed in the previous section, this is just the response of
the non-interacting electron gas (at the same density n) to the effective field
Aext(k, ω) + Axc(k, ω). (Once again, the “external” field Aext is assumed to
include the Hartree potential AH(k, ω) = 4πe2k̂/ω2 in three dimensions.)
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Fig. 5.2. The imaginary and the real parts of fxc, L(ω) (in units of �ωp/n) in a
homogeneous electron liquid at rs = 3. The short-dashed line (NCT) is the result of
a mode-coupling calculation [Nifos̀ı 1998]. The long-dashed line (GK) [Gross 1985]
and the solid line (QV) [Qian 2002] are interpolation formulas based on exact
limiting forms

The connection between the xc kernels and the linear response functions
of the electron liquid is the basis of the microscopic calculation of fxc, L and
fxc, T [Nifos̀ı 1998, Qian 2002, Qian 2003]. These calculations are too technical
to be described here, but the following features should be noted:

(i) Both fxc, L(k, ω) and fxc, T(k, ω) tend to finite limits, denoted by fxc, L(ω)
and fxc, T(ω), when k → 0 at finite ω (this is a consequence of translational
invariance, as it implies that the electron liquid accelerates uniformly in
response to a uniform electric field)

(ii) The k = 0 kernels fxc, L(ω) and fxc, T(ω) have both real and imaginary
parts. The real parts have finite limiting values at ω = 0 and ω = ∞ and
may have either sign; the imaginary parts are negative at all frequencies
and tends to zero linearly for ω → 0 and as ω−d/2 for ω → ∞: the
coefficients of these asymptotic behaviors are known analytically.

Representative plots of the longitudinal kernel fxc L(ω) and of the transverse
kernel fxc, T(ω) vs ω are shown in Fig. 5.2 and Fig. 5.3.

Let us now return to the full xc vector potential. Combining the longitudi-
nal and transverse components, and making use of the existence of the k → 0
limit of fxc, L(T)(k, ω) we see that, up to order k2, the xc vector potential can
be written as

e

c
Axc(k, ω) = [fxc, L(ω)k̂ · j − fxc, T(ω)k̂ × (k̂ × j)]

k2

ω2
. (5.16)

From this we want to separate the adiabatic LDA contribution. Recall
that in the adiabatic LDA the xc potential is just the xc component of
the chemical potential, µxc, evaluated at the intantaneous local density
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Fig. 5.3. Same as the previous figure for the imaginary and real parts of fxc, T(ω)
at rs = 3

n = nGS + n1 exp{i(k · r − ωt)} + c.c. Thus, in the linear response approxi-
mation we have

vALDA
xc (k, ω) = µ′

xc(nGS)n(k, ω) , (5.17)

where the prime denotes a derivative with respect to n. Making use of the
continuity equation n(k, ω) = k · j(k, ω)/ω, and recasting vALDA

xc as a longi-
tudinal vector potential according to the formula

e

c
AALDA

xc (k, ω) =
k vALDA

xc (k, ω)
ω

, (5.18)

we arrive at

e

c
Axc(k, ω) =

e

c
AALDA

xc (k, ω)

+
{

[fxc, L(ω) − µ′
xc]k̂ · j − fxc, T(ω)k̂ × (k̂ × j)

} k2

ω2
. (5.19)

We are now very close to the promised hydrodynamic form. All that remains
to be done is to Fourier-transform the expression for Axc back to real space,
keeping in mind that under this transformation ik becomes the ∇ operator.
It is also convenient to focus on the force exerted by the vector potential on
the volume element rather than the vector potential itself: this is given by
Fxc(k, ω) = −neExc(k, ω) = −iωn e

cAxc(k, ω). (This is strictly speaking only
the electric force. The magnetic Lorentz force is neglected, being of higher
order in both j and k). Thus, after some straightforward algebra we arrive
at the following expression for the force density:

Fxc(r, ω) = F ALDA
xc (r, ω) −∇· ↔

σ xc (r, t) , (5.20)

where

[
↔
σ xc (r, t)]αβ = η̃

(
∂vα

∂rβ
+

∂vβ

∂rα
− 2

d
∇ · vδαβ

)
+ ζ̃∇ · vδαβ , (5.21)
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and η̃, ζ̃ are generalized viscosities that depend on the density and the fre-
quency and are related to the k → 0 limit of the xc kernel in the following
manner:

η̃ = −n2

iω
fxc, T(ω) , (5.22a)

ζ̃ = −n2

iω

[
fxc, L(ω) − 2(d− 1)

d
fxc, T(ω) − µ′

xc

]
. (5.22b)

Notice that, at variance with the original hydrodynamic viscosities of (5.5),
the generalized viscosities have both a real and an imaginary part:

η̃(ω) = η(ω) − Sxc(ω)
iω

(5.23a)

ζ̃(ω) = ζ(ω) − Bdyn
xc (ω)
iω

, (5.23b)

where η, ζ, Sxc, and Bdyn
xc are all real quantities. Clearly η(ω) and ζ(ω) de-

scribe the physical viscosity of the liquid. On the other hand, Sxc(ω) and
Bdyn

xc (ω) describe the elasticity of the electron liquid [Conti 1999]: they are
the dynamical shear modulus and the dynamical bulk modulus, respectively.
Notice that there is no static shear modulus in a liquid, hence the superscript
“dyn” is not needed for Sxc; on the other hand Bdyn

xc (ω) denotes the differ-
ence between the frequency-dependent bulk modulus, Bxc(ω) and its static
value Bxc(0) . These elastic constants are absent in hydrodynamics because
hydrodynamics deals with the collisional regime ωτ � 1 in which frequent
collisions between the particles, (occurring at a rate 1/τ) create a situation
of local equilibrium in a time that is short compared to the period of the
oscillations. But at frequencies higher than 1/τ the system is out of equilib-
rium, the Fermi surface is deformed, and there is a energy cost to pay for
such a deformation. The elastic constants of the electron liquid are precisely
the stiffnesses of the Fermi surface against deformations.

Based on the above discussion one could expect that Sxc and Bdyn
xc vanish

in the ω → 0 limit. This expectation is borne out for the dynamical bulk
modulus, but, surprisingly, not for the shear modulus. The reason is that
even a very small frequency ω � εF (where εF is the Fermi energy) is large in
comparison with the inverse relaxation time from electron-electron collisions,
which vanishes as T 2 when the temperature, T , tends to zero. Indeed, since
the real part of fxc, T(ω) tends to a finite limit for ω → 0, while the imaginary
part tends to zero, it turns out that the shear modulus is the dominant
contribution to the xc field in the ω → 0 limit. It is precisely this term
that makes the difference between CDFT and ordinary adiabatic LDA in the
calculation of the polarizability of long polymer chains, which is described
later in this book (Chap. 21). In any case, the lesson to be learned is that the
ω → 0 limit of the time-dependent CDFT is not the same as the adiabatic
ALDA, provided that the limit is taken in such a way that local equilibrium
is not reached.
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5.6 The xc Vector Potential
for the Inhomogeneous Electron Liquid

The main result of the previous section (5.20), is written so that it can imme-
diately be turned into a local density approximation for the xc electric field
of an inhomogeneous electron liquid through the replacement n → nGS(r),
where nGS(r) is the ground-state density of the inhomogeneous liquid. Of
course, the xc kernels must also be evaluated at the local density. The cor-
rectness of this procedure is confirmed by a careful study of the structure of
the tensor exchange-correlation kernel of a weakly inhomogeneous electron
liquid. This study was carried out by VK [Vignale 1996] and is reviewed in
[Vignale 1998]. In [Vignale 1996] VK considered an electron liquid modulated
by a charge-density wave of small amplitude γ and small wave vector q. The
wave vector k of the external field and q were assumed to be small not only
in comparison to the Fermi wave vector kF but also in comparison to ω/vF

(vF being the Fermi velocity). The second condition ensures that the phase
velocity of the density disturbance is higher than the Fermi velocity, so that
no form of static screening can occur. Under these assumptions, all the com-

ponents of the tensorial kernel
↔
f xc could be calculated, up to first order in

the amplitude of the charge density wave, and to second order in the wave
vectors k and q. The calculations were greatly facilitated by a set of sum
rules which are mathematically equivalent to the zero-force and zero-torque
requirements discussed in Chap. 11 and in the Appendix of this chapter. The
result of the analysis was a rather complicated but regular expression for the
various components of fxc in the limit of small k and q. Finally, this expres-
sion could be rearranged [Vignale 1997, Ullrich 2002b] in the elegant form

e

c
Axc(r, ω) =

e

c
AALDA

xc (r, ω) − 1
iωnGS(r)

∇· ↔
σ xc (r, t) , (5.24)

which is of course equivalent to (5.20).
As the occurrence of two spatial derivatives of the velocity field in the

second term on the right hand side of this equation is dictated by general
principles, (5.20), with the xc stress tensor given by (5.21), is expected to re-
main valid even for large values of the velocity, i.e., in the nonlinear regime,
provided v and n are slowly varying. The argument goes as follows: Suppose
we tried to extend (5.20) into the nonlinear regime by including terms of
order v2. Because the stress tensor must depend on first derivatives of v,
such corrections would have to go as (∇v)2. But then the force density, given
by the derivative of the stress tensor, would have to involve at least three
derivatives. Thus, for sufficiently small spatial variation of the density and
velocity fields, the nonlinear terms can be neglected. Since the ALDA is an
intrinsically nonlinear approximation, VUC proposed that (5.20), written in
the time domain, could provide an appropriate description of both linear and
nonlinear response properties. A nonlinear, retarded expression for δvxc was
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also proposed by Dobson et al. [Dobson 1997]. The two approximations coin-
cide in “one-dimensional systems” (i.e., when one has a unidirectional current
density field that depends only on one coordinate), but differ in the general
case. More recently, Ilya Tokatly has developed a more general and beautiful
theory, based on the use of Lagrangian coordinates, which is applicable also
when the gradient of the velocity field is not small. An accessible presentation
of his theory can be found in Chap. 8 of this book.

5.7 Applications

Several applications of time-dependent CDFT have appeared so far in the
literature and are described in Chaps. 18 and 19. Here I limit myself to a
very brief summary, illustrating how new effects can be described which were
not accessible by the standard TDDFT.

Collective Excitations in Semiconductor Quantum Wells – This is an ideal
application, because the electronic density profile of semiconductor quan-
tum wells is defined by electrostatic gating and is therefore slowly varying
in space. A particularly important problem is the characterization of inter-
subband transitions, which take place between two different levels of quan-
tized motion in the growth direction. These transitions are highly collective
(i.e., they consists of a complex superposition of electron-hole pairs) and
cannot be described within a single-particle picture. It turns out that the
ordinary TDDFT, in the adiabatic approximation, does a reasonably good
job of predicting the energy of these excitations. However, the calculation of
the linewidth is completely beyond the power of ordinary TDFT. Chapter 18
explains how the linewidth is calculated in TDCDFT, and how it can been
brought to excellent agreement with experiment by the inclusion of extrin-
sic effects such as impurity scattering and surface roughness. Unfortunately,
the excellent agreement found in simple quantum wells does not extend to
more complex structures, such as the double quantum well (a single well split
into two parts by a potential barrier). The non classical, low-density barrier
region is problematic because the velocity field has a large gradient there.
Thus double-well systems expose some of the limitations of the local current
density approximation.

Atoms – Ullrich and Burke[Ullrich 2004] have applied TDCDFT to the cal-
culation of the excitation energies of divalent atoms. The results are mixed.
For 1S →1 S transitions they find a small improvement upon the ordinary
DFT (in local density approximation), but for 1S →1 P transitions things
get worse. Furthermore, CDFT predicts a small but finite linewidth for all
atomic excitations. This is an artifact of the theory, since the linewidth arises
from the continuum excitation spectrum of the homogeneous electron gas to
which the electronic cloud of the atom is locally assimilated.
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Conjugated Polymers – TDCDFT has been applied, in the zero-frequency
limit, to the study of the static dielectric response of long insulating polymer
chains (polyacetylene and other Pi-conjugated polymers). The interest and
importance of the problem arises from the fact that the ordinary LDA-based
DFT leads to a serious overestimation of the dielectric polarizability – an
overestimation that grows with the length of the chain, and is due to the
ultra-nonlocality of the xc functional. Indeed, Hartree-Fock calculations, in
which the nonlocality of the potential is preserved, do not suffer from this
problem (at least not in such a serious form). In applying the TD-CDFT
one must keep in mind that the zero-frequency limit of this theory does not
coincide with the naive LDA. There is an additional term, which arises from
the elasticity of the electron liquid in the insulator, and this term is (within
the local current density approximation) taken to be equal to the dynamical
shear modulus of a uniform electron gas of the same density. The results
are quite spectacular for polyacetylene and other polymer chains which have
well extended electronic states at the top of the valence band: the new term
corrects the overestimation of the dielectric constant and brings the result
in excellent agreement with state-of-the art wave function methods (MP2
perturbation theory). The method is not equally successful for other polymer
chain (e.g., long H2 chains) which are characterized by much more localized
electronic states. In this case the improvement upon the LDA is marginal. It
is of course expected that the local approximation should be less effective in
dealing with systems that are further away from the homogeneous electron
liquid. A more detailed discussion of these results is provided in Chap. 19.

Optical Spectra of Semiconductors – The problem of calculating the optical
spectra of semiconductors (e.g. Si) is historically very important, for it ex-
poses one of the main weakness of DFT: its lack of accuracy in predicting
the value of the optical gap (LDA typically underestimates it by a signifi-
cant fraction). Can TDCDFT solve the band-gap problem? I think the jury
is still out on this important question. At the fundamental level the answer
is probably no. Although TDCDFT does possess the two features which are
known to be necessary for a renormalization of the band gap, namely, a finite
imaginary part and an infinite range in space of the xc kernel fxc, it appears
that the uniform electron-gas approximation is not sufficient to produce a
sharp change in the optical gap (in fact the present approximations predict
a finite absorption coefficient at all frequencies). In practice, however, one
could still obtain improved optical spectra, since the xc potential may alter
the oscillator strength of transitions near the gap in such a way as to simulate
an increase in the band gap. This is what seems to be happening in recent
calculations of the optical spectra carried out by the Groningen group. These
calculations, however, are still based on a frequency-independent exchange-
correlation kernel. More details will be found in Chap. 19.

Irreversible Dynamics and Transport – Finally, I mention that the inclusion of
the current in the xc potential makes the latter non-invariant under time re-
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versal, and thus opens the way to a first principle treatment of irreversible ef-
fects, such as the relaxation of an excited state [Wijewardane 2005, D’Agosta
2005b]. It is remarkable that the irreversible behavior of a global variable (the
current) can be computed without leaving the framework of the Kohn-Sham
equation, i.e., within a pure-state description of the system. TDCDFT can
also be applied to electrical transport problems, since it gives direct access to
the current and therefore to the resistance. Recently it has been shown that
the low-frequency viscosity gives a substantial contribution to the resistance
of molecular junctions and quantum point contacts [Sai 2005]. Remarkably,
the term in the xc potential which causes this effect in a conductor is the
same that modifies the dielectric polarizability in an insulator.

In conclusion, the time-dependent CDFT is a powerful and versatile tool
for the study of optical, dielectric, transport, and relaxational properties of
electronic systems. However, the local approximation upon which xc function-
als are based does have severe shortcomings, particularly in atomic systems.
More research is needed to produce functionals that work in difficult situa-
tions.
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Appendix – The Zero Force Theorem
and Generalized Translational Invariance

It is important to become familiar with the few known exact properties of
the exchange-correlation potential in TDDFT since they provide insight into
the structure of the theory and are useful constraints on approximations. The
simplest exact condition probably is the zero-force theorem, which states that

∫
d3r n(r, t)∇vxc(r, t) = 0 , (5.25)

i.e., the net force exerted by the xc potential on the system is zero [Vignale
1995a]. This is a fairly obvious statement, following from Newton’s third law,
and can be proved in a completely elementary manner [Gross 1996]. One
simply notices that the average center of mass coordinate of a system of N
identical particles of mass m, defined as

R ≡ 1
N

∫
d3r r n(r, t) , (5.26)

satisfies the equation of motion
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NmR̈(t) = −
∫

d3r n(r, t)∇vext(r, t) , (5.27)

where vext(r, t) is the external potential and R̈(t) denotes the second deriv-
ative of R(t) with respect to time. The internal particle-particle interactions
cancel out in pairs. Recalling that the Kohn-Sham system has precisely the
same density (and therefore precisely the same center of mass coordinate) as
the true many-particle system, we can also write

NmR̈(t) = −
∫

d3r n(r, t)∇[vext(r, t) + vH(r, t) + vxc(r, t)] . (5.28)

Subtracting (5.27) from (5.28), and noting that the Hartree potential explic-
itly satisfies the zero-force theorem, we immediately arrive at (5.25).

The zero-force theorem can also be cast in a differential form which turns
out to be useful in the analysis of linear response. To this end consider the
linear response regime n(r, t) = nGS(r) + δn(r, t) and vxc, GS(r) + δvxc(r, t),
with δn(r, t) � nGS(r) and vxc, GS(r) � δvxc(r, t), where nGS(r) is the
ground-state density and vxc, GS(r) is the xc potential associated with it.
Expanding (5.25) to first order in δn we get

∫
d3r nGS(r)∇δvxc(r, t) +

∫
d3r δn(r, t)∇vxc, GS(r) = 0 . (5.29)

The first term on the left hand side can be integrated by parts yielding
∫

d3r δvxc(r, t)∇nGS(r) =
∫

d3r δn(r, t)∇vxc, GS(r) . (5.30)

We now express δvxc in terms of δn according to the linear relation

δvxc(r, t) =
∫

dt′
∫

d3r′ fxc(r, r′, t− t′)δn(r′, t′) (5.31)

where fxc is the xc kernel of the ground-state, which depends only on the
difference t − t′ and vanishes for t < t′. Substituting this into (5.30) and
Fourier-transforming both sides with respect to time we arrive at
∫

d3r

∫
d3r′ fxc(r, r′, ω)δn(r′, ω)∇nGS(r) =

∫
dr′ δn(r′, ω)∇vxc, GS(r′) .

(5.32)
Finally, taking into account the arbitrariness of δn(r, ω) we see that the above
equation implies

∫
d3r fxc(r, r′, ω)∇nGS(r) = ∇vxc, GS(r′) . (5.33)

Furthermore, since fxc(r, r′, ω) is symmetric under interchange of r and r′

[Vignale 1998] we also have
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∫
dr′ fxc(r, r′, ω)∇nGS(r′) = ∇vxc, GS(r) . (5.34)

We make use of this form of the identity in the discussion of “ultranonlocality”
in Chap. 5.

Deep down, the above conditions are consequences of the fact that we
are free to choose an arbitrary reference frame to describe the time evolu-
tion of a many-particle system [Vignale 1995a]. Of course, the dynamics in
some reference frames will be more complicated than in others. However, the
transformation rules for the particle density and for the xc potential are eas-
ily worked out, and since the xc potential in one frame must be the same
universal functional of the density (and initial state) that it is in any other
frame, the knowledge of these transformation rules leads to exact constraints
on the form of the functional.

For example consider the transformation

r = r′ + R(t) , (5.35)

where R(t) is an arbitrary time-dependent vector. Evidently, the particle
density in the transformed frame is related to the particle density in the
original frame by

n′(r′, t) = n(r′ + R(t), t) . (5.36)

and the initial state is transformed according the unitary transformation

|ψ′〉 = exp

{
−i

N∑

i=1

mri · Ṙ(0)

}
exp

{
i

N∑

i=1

pi · R(0)

}
|ψ〉 , (5.37)

where ri and pi are the position and momentum operators of the i-th particle.
Then it can be shown [Vignale 1995a] that

vxc[|ψ′〉, |φ′〉, n′](r′, t) = vxc[|ψ〉, |φ〉, n](r′ + R(t), t) , (5.38)

where vxc[|ψ〉, |φ〉, n](r, t) is the xc potential at position r and time t pro-
duced by the density n in a system that starts its evolution in the initial
many-body state |ψ〉, with initial Kohn-Sham state |φ〉 (see Sect. 11.4.4). |φ′〉
and |ψ′〉 are related to |φ〉 and |ψ〉 respectively by the transformation (5.37).
Equation (5.38) can be interpreted as a “generalized translational invariance
condition”, telling us that the exchange-correlation potential “rides on top”
of a globally accelerating density, remaining a constant functional of the in-
stantaneous density. It can be shown that this leads to the zero-force theorem
[Vignale 1995a].

A similar set of conditions is arrived at by considering global rotations of
the system by an arbitrary time-dependent angle about an arbitrary axis. An
example is the “zero torque theorem” given by (11.11b). All these theorems
carry over to CDFT with the appropriate modifications. For example the
tensor xc kernel of CDFT for a system in the ground-state withdensity nGS(r)
satisfies the identity
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∫
d3r′ fxc, αβ(r, r′, ω)nGS(r′) = −∇α∇βvxc, GS(r)

ω2
, (5.39)

where α and β denote cartesian components. This is the generalization
of (5.34) in CDFT. We refer the reader to [Vignale 1998] for a detailed deriva-
tion and discussion of these identities.



6 Multicomponent Density-Functional Theory

R. van Leeuwen and E.K.U. Gross

6.1 Introduction

The coupling between electronic and nuclear motion plays an essential role in
a wide range of physical phenomena. A few important research fields in which
this is the case are superconductivity in solids, quantum transport where
one needs to take into account couplings between electrons and phonons, the
polaronic motion in polymer chains, and the ionization-dissociation dynamics
of molecules in strong laser fields. Our goal is to set up a time-dependent
multicomponent density-functional theory (TDMCDFT) to provide a general
framework to describe these diverse phenomena. In TDMCDFT the electrons
and nuclei are treated completely quantum mechanically from the outset.
The basic variables of the theory are the electron density n, which will be
defined in a body-fixed frame attached to the nuclear framework, and the
diagonal of the nuclear N-body density matrix Γ , which will depend on all
the nuclear coordinates. The chapter is organized as follows: We start out
by defining the coordinate transformations to obtain a suitable Hamiltonian
for defining our densities to be used as basic variables in the theory. We
then discuss the basic one-to-one correspondence between TD potentials and
TD densities, and subsequently, the resulting TD Kohn-Sham equations, the
action functional, and linear response theory. As an example we discuss a
diatomic molecule in a strong laser field.

6.2 Fundamentals

We consider a system composed of Ne electrons with coordinates {r} and Nn

nuclei with masses M1 . . .MNn , charges Z1 . . . ZNn , and coordinates denoted
by {R}. By convention, the subscripts “e” and “n” refer to electrons and
nuclei, respectively, and atomic units are employed throughout this chapter.
In non-relativistic quantum mechanics, the system described above is char-
acterized by the Hamiltonian

Ĥ(t) = T̂n({R}) + V̂nn({R}) + Ûext, n({R}, t) + T̂e({r}) + V̂ee({r})
+ Ûext, e({r}, t) + V̂en({r}, {R}) , (6.1)

R. van Leeuwen and E.K.U. Gross: Multicomponent Density-Functional Theory, Lect. Notes
Phys. 706, 93–106 (2006)
DOI 10.1007/3-540-35426-3 6 c© Springer-Verlag Berlin Heidelberg 2006
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where

T̂n = −1
2

Nn∑

α=1

∇2
α

Mα
and T̂e = −1

2

Ne∑

j=1

∇2
j (6.2)

denote the kinetic-energy operators of the nuclei and electrons, respectively,

V̂nn =
1
2

Nn∑

α,β=1
α�=β

ZαZβ

|Rα − Rβ |
, V̂ee =

1
2

Ne∑

i,j=1
i�=j

1
|ri − rj |

, (6.3)

and

V̂en = −
Ne∑

j=1

Nn∑

α=1

Zα

|rj − Rα|
(6.4)

represent the interparticle Coulomb interactions. Truly external potentials
representing, e.g., a laser pulse applied to the system, are contained in

Ûext, n(t) =
Nn∑

α=1

uext, n(Rα, t) (6.5a)

Ûext, e(t) =
Ne∑

j=1

uext, e(rj , t) . (6.5b)

Defining electronic and nuclear single-particle densities conjugated to the true
external potentials (6.5a) and (6.5b), a multicomponent density-functional
theory (MCDFT) formalism can readily be formulated on the basis of the
above Hamiltonian [Capitani 1982, Gidopoulos 1998]. However, as discussed
in [Kreibich 2000, Kreibich 2001a, Kreibich 2005], such a MCDFT is not
useful in practice because the single-particle densities necessarily reflect the
symmetry of the true external potentials and are therefore not characteristic
of the internal properties of the system. In particular, for all isolated systems
where the external potentials (6.5a) and (6.5b) vanish, these densities are
constant, as a consequence of the translational invariance of the respective
Hamiltonian. A suitable MCDFT is obtained by defining the densities with
respect to internal coordinates of the system [Kreibich 2001a, van Leeuwen
2004b]. To this end, new electronic coordinates are introduced according to

r′
j = R(α, β, γ) (rj − RCMN) j = 1 . . . Ne , (6.6)

where the nuclear center-of-mass is defined as

RCMN :=
1

Mnuc

Nn∑

α=1

MαRα , where Mnuc =
Nn∑

α=1

Mα . (6.7)

The quantity R is a three-dimensional orthogonal matrix representing the
Euler rotations. The Euler angles (α, β, γ) are functions of the nuclear coor-
dinates {R} and specify the orientation of the body-fixed coordinate frame.



6 Multicomponent Density-Functional Theory 95

They can be determined in various ways. One way is by requiring the in-
ertial tensor of the nuclei to be diagonal in the body-fixed frame. The
conditions that the off-diagonal elements of the inertia tensor are zero in
terms of the rotated coordinates R(Rα − RCMN) then give three deter-
mining equations for the three Euler angles in terms of the nuclear coor-
dinates {R} [Villars 1970]. A common alternative to determine the orien-
tation of the body-fixed system is provided by the so-called Eckart con-
ditions [Eckart 1935, Louck 1976, Bunker 1998] (for recent reviews see
[Sutcliffe 2000, Meyer 2002]) which are suitable to describe small vibrations
in molecules and phonons in solids [van Leeuwen 2004b]. A general and very
elegant discussion on the various ways the body-fixed frame can be chosen is
given in reference [Littlejohn 1997] . In this work we will not make a specific
choice, as our derivations are independent of such choice. The most important
point is that, by virtue of (6.6), the electronic coordinates are defined with
respect to a coordinate frame that is attached to the nuclear framework and
rotates as the nuclear framework rotates. The nuclear coordinates themselves
are not transformed any further at this point, i.e.,

R′
α = Rα α = 1 . . . Nn . (6.8)

Of course, introducing internal nuclear coordinates is also desirable. However,
the choice of such coordinates depends strongly on the specific situation to be
described: If near-equilibrium situations in systems with well-defined geome-
tries are considered, normal or – for a solid – phonon coordinates are most ap-
propriate, whereas fragmentation processes of molecules are better described
in terms of Jacobi coordinates [Meyer 2002, Schinke 1993]. Therefore, to keep
a high degree of flexibility, the nuclear coordinates are left unchanged for the
time being and are transformed to internal coordinates only prior to actual
applications of the final equations that we will derive.

As a result of the coordinate changes of (6.6), the Hamiltonian (6.1) trans-
forms into

Ĥ(t) = T̂n({R}) + V̂nn({R}) + Ûext, n({R}, t) + T̂e({r′}) + V̂ee({r′})
+ T̂MPC({r′}, {R}) + V̂en({r′}, {R}) + Ûext, e({r′}, {R}, t) . (6.9)

Since we transformed to a noninertial coordinate frame a mass-polarization
and Coriolis (MPC) term

T̂MPC :=
Nn∑

α=1

− 1
2Mα



∇Rα
+

Ne∑

j=1

∂r′
j

∂Rα
∇r′

j




2

− T̂n({R}) (6.10)

appears. Obviously, this MPC term is not symmetric in the electronic and
nuclear coordinates. However, this was not expected since only the electrons
refer to a noninertial coordinate frame, whereas the nuclei are still defined
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with respect to the inertial frame. Therefore, all MPC terms arise solely from
the electronic coordinates, representing fictious forces due to the electronic
motion in noninertial systems (for a detailed form of these terms within the
current coordinate transformation see [van Leeuwen 2004b]). The kinetic-
energy operators T̂n and T̂e, the electron-electron and nuclear-nuclear inter-
actions, as well as the true external potential Ûext, n acting on the nuclei are
formally unchanged in (6.9) and therefore given by (6.2) and (6.3) with the
new coordinates replacing the old ones, whereas the electron-nuclear interac-
tion now reads

V̂en({r′}, {R}) = −
Ne∑

j=1

Nn∑

α=1

Zα

|r′
j −R(α, β, γ)(Rα − RCMN)| . (6.11)

The quantity
R′′

α = R(α, β, γ)(Rα − RCMN) (6.12)

that appears in (6.11) is a so-called shape coordinate [Littlejohn 1997, van
Leeuwen 2004b], i.e., it is invariant under rotations and translations of the
nuclear framework. This is, of course, precisely the purpose of introducing
a body-fixed frame: The attractive nuclear Coulomb potential (6.11) that
the electrons in the body-fixed frame experience is invariant under rotations
or translations of the nuclear framework. As a further consequence of the
coordinate transformation (6.6), the true external potential acting on the
electrons now not only depends on the electronic coordinates, but also on all
the nuclear coordinates:

Ûext, e({r′}, {R}, t) =
Ne∑

j=1

uext, e(R−1r′
j + RCMN, t) . (6.13)

Therefore, in the chosen coordinate system, the electronic external potential
is not a one-body operator anymore, but acts as an effective interaction.
Consequences of this fact are discussed later.

6.2.1 Definition of the Densities

As already mentioned above, it is not useful to define electronic and nuclear
single-particle densities in terms of the inertial coordinates r and R, since
such densities necessarily reflect the symmetry of the corresponding true ex-
ternal potentials, e.g., they are constant for vanishing external potentials.
Instead, we use the diagonal of the nuclear Nn-body density matrix

Γ ({R}, t) =
∑

{s},{σ}

∫
d3r′1 · · ·

∫
d3r′Ne

∣∣Ψ{s}{σ}({R}, {r′}, t)
∣∣2 , (6.14)

and the electronic single-particle density referring to the body-fixed frame:
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n(r′, t) = Ne

∑

{s},{σ}

∫
d3R′

1 · · ·
∫

d3R′
Nn

∫
d3r′1 · · ·

∫
d3r′Ne−1

∣∣Ψ{s}{σ}({R}, {r′}, t)
∣∣2 . (6.15)

Here Ψ{s}{σ}({R}, {r′}, t) represents the full solution of the TD Schrödinger
equation with the Hamiltonian (6.9). The quantities {s} and {σ} denote
the nuclear and electronic spin coordinates. The electronic density (6.15)
represents a conditional density. It is proportional to the probability density
of finding an electron at postion r′ as measured from the nuclear center-of-
mass, given a certain orientation of the nuclear framework. Therefore the
electronic density calculated through (6.15) reflects the internal symmetries
of the system, e.g., the cylindrical symmetry of a diatomic molecule, instead
of the Galilean symmetry of the underlying space.

6.3 The Runge-Gross Theorem
for Multicomponent Systems

In order to set up a density-functional framework, our next task is to prove
the analogue of the Runge-Gross theorem [Runge 1984] for multicomponent
systems. To this end, we slightly modify the Hamiltonian (6.9) to take the
form

Ĥ(t) = T̂n({R}) + V̂nn({R}) + T̂e({r′}) + V̂ee({r′}) + T̂MPC({r′}, {R})
+ V̂en({r′}, {R}) + Ûext, e({r′}, {R}, t) + V̂ext, n({R}, t) + V̂ext, e({r′}, t).

(6.16)

The potentials V̂ext, n({R}, t) and V̂ext, e({r′}, t), given by

V̂ext, n({R}, t) = vext, n({R}, t) and V̂ext, e({r′}, t) =
Ne∑

j=1

vext, e(r′
j , t) ,

(6.17)
are potentials conjugate to the densities Γ ({R}, t) and n({r′}, t) and are in-
troduced to provide the necessary mappings between potentials and densities.
In the special case V̂ext, n({R}, t) = Ûext, n({R}, t) and V̂ext, e({r′}, t) = 0, the
external potentials reduce to those of the Hamiltonian (6.9). It is important
to note that the potential Ûext, e({r′}, {R}, t) depends on both the electronic
and nuclear coordinates and is therefore treated as a fixed many-body term
in Hamiltonian (6.16). The mass-polarization and Coriolis terms in T̂MPC

are complicated many-body operators. They are treated here as additional
electron-nuclear interactions which ultimately enter the exchange-correlation
functional. For Hamiltonians of the form (6.16) we can apply the proof of the
basic 1−1 correspondence along the same lines as Li and Tong [Li 1986]. Two
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sets of densities {Γ ({R}, t), n(r′, t)} and {Γ ′({R}, t), n′(r′, t)}, which evolve
from a common initial state Ψ0 at t = t0 under the influence of two sets of po-
tentials {vext, n({R}, t), vext, e(r′, t)} and

{
v′ext, n({R}, t), v′ext, e(r

′, t)
}

always
become different infinitesimally after t0 provided that at least one component
of the potentials differs by more than a purely time-dependent function:

vext, n({R}, t) �= v′ext, n({R}, t) +C(t) or vext, e(r′, t) �= v′ext, e(r
′, t) +C(t)

(6.18)
Consequently a one-to-one mapping between time-dependent densities and
external potentials,

{vext, n({R}, t), vext, e(r′, t)} ↔ {Γ ({R}, t), n(r′, t)} (6.19)

is established for a given initial state Ψ0. We again stress that since the
external potential acting on the electrons Ûext, e({r′}, {R}, t) in the body-
fixed frame attains the form of an electron-nuclear interaction, the 1 − 1
mapping is still functionally dependent on uext, e(r′, {R}, t).

6.4 The Kohn-Sham Scheme
for Multicomponent Systems

On the basis of the multi-component Runge-Gross (MCRG) theorem we can
set up the Kohn-Sham equations. For this we consider an auxiliary system
with Hamiltonian

ĤKS(t) = T̂n({R}) + T̂e({r′}) + V̂KS, n({R}, t) + V̂KS, e({r′}, t) , (6.20)

where we introduced the potentials

V̂KS, n({R}, t) = vKS, n({R}, t) and V̂KS, e({r′}, t) =
Ne∑

j=1

vKS, e(r′
j , t) .

(6.21)
This represents a system in which the interelectronic interaction as well
as the interaction between the nuclei and the electrons has been switched
off. According to the MCRG theorem there is at most one set of poten-
tials

{
V̂KS, n({R}, t), V̂KS, e({r′}, t)

}
(up to a purely time-dependent func-

tion) that reproduces a given set of densities {Γ ({R}, t), n(r′, t)}. The po-
tentials determined in this way are therefore functionals of the densities n
and Γ and will henceforth be denoted as the Kohn-Sham potentials for the
multicomponent system. The corresponding Hamiltonian of (6.20) will be de-
noted as the multicomponent Kohn-Sham Hamiltonian. In the Kohn-Sham
Hamiltonian the electronic and nuclear motion have become separated. If we
therefore choose the initial Kohn-Sham wavefunction ΦKS, 0 to be a product
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of a nuclear and an electronic wavefunction then the time-dependent Kohn-
Sham wavefunction will also be such a product, i.e.,

ΦKS, {s}{σ}({R}, {r′}, t) = Φe, {σ}({r′}, t) Φn, {s}({R}, t) (6.22)

and the corresponding densities are given by

Γ ({R}, t) =
∑

{s}

∣∣Φn, {s}({R}, t)
∣∣2 (6.23a)

n(r′, t) = Ne

∑

{σ}

∫
d3r′1 · · ·

∫
d3r′Ne−1

∣∣Φe, {σ}({r′}, t)
∣∣2 . (6.23b)

The electronic and nuclear Kohn-Sham wavefunctions satisfy the equations
{

i
∂

∂t
− T̂n({R}) − V̂KS, n[n, Γ ]({R}, t)

}
Φn, {s}({R}, t) = 0 (6.24a)

{
i
∂

∂t
− T̂e({r′}) − V̂KS, e[n, Γ ]({r′}, t)

}
Φe, {σ}({r′}, t) = 0 . (6.24b)

Note that the potential V̂KS, n in the nuclear Kohn-Sham equation (6.24a) is
an Nn-body interaction, whereas the electronic Kohn-Sham potential V̂KS, e

is a one-body operator. Hence, by choosing the initial electronic Kohn-Sham
wavefunction as a Slater determinant consisting of orbitals ϕj , the electronic
Kohn-Sham (6.24b) attains the usual form

{
i
∂

∂t
−
[
−1

2
∇′2 + vKS, e[n, Γ ](r′, t)

]}
ϕj(r′, t) = 0 (6.25a)

n(r′, t) =
Ne∑

j

|ϕj(r′, t)|2 . (6.25b)

The nuclear (6.23a) and (6.24a), together with the electronic (6.25a) and
(6.25b), provide a formally exact scheme to calculate the electronic density
n and Nn-body nuclear density Γ . For practical applications it remains to
obtain good approximations for the potentials vKS, n[n, Γ ] and vKS, e[n, Γ ].
More insight into this question is obtained from the multicomponent action
functional to be discussed in the next paragraph.

6.5 The Multicomponent Action

We start by defining a multicomponent action functional

Ã[vext, e, vext, n] = i ln〈Ψ0|T̂C exp
{
−i
∫

C

dt Ĥ(t)
}
|Ψ0〉 (6.26)
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The Hamiltonian in this expression is the one of (6.16). Furthermore Ψ0 is the
initial state of the system and T̂C denotes time-ordering along the Keldysh
time contour C running along the real time-axis from t0 to t and back to t0.
The time-dependent potentials vext, e and vext, n are correspondingly defined
on this contour. The case discussed here is for an initial pure state. In case
the initial system is in thermodynamic equilibrium the expectation value with
respect to Ψ0 can be replaced by a thermodynamic trace and the contour can
be extended to include a final vertical stretch running from t0 to t0 − iβ,
where β is the inverse temperature of the initial ensemble. In that case the
functional is closely related to the grand potential as is extensively discussed
in Chap. 3. The main property of the action (6.26) which is important for
multicomponent density-functional theory is that

δÃ

δvext, e(r, t)
= n(r, t) and

δÃ

δvext, n({R}, t) = Γ ({R}, t) . (6.27)

(From now on, for ease of notation, we will remove the prime from the elec-
tronic coordinate.) We now do a Legendre transform to obtain a functional
of n and Γ and we define

A[n, Γ ] = −Ã[vext, e, vext, n] +
∫

C

dt
∫

d3r n(r, t) vext, e(r, t)

+
∫

C

dt
∫

d3R1 · · ·
∫

d3RNn Γ ({R}, t) vext, n({R}, t) , (6.28)

where in this equation vext, e and vext, n (by virtue of the MCRG theorem) are
now regarded as functionals of n and Γ . From the chain rule of differentiation
we then easily obtain

δA

δn(r, t)
= vext, e(r, t) and

δA

δΓ ({R}, t) = vext, n({R}, t) . (6.29)

For the Hamiltonian ĤKS(t) of (6.20) we can now further define an action
functional analogous to (6.26)

ÃKS[vKS, e, vKS, n] = i ln〈Φ0|T̂C exp
{
−i
∫

C

dt ĤKS(t)
}
|Φ0〉 (6.30)

where Φ0 is the initial state of the auxiliary system. By a Legendre transform
we then obtain the functional AKS[n, Γ ]. With A[n, Γ ] and AKS[n, Γ ] well-
defined we now can define the exchange-correlation part Axc[n, Γ ] of the
action through the equation
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A[n, Γ ] = AKS[n, Γ ] − 1
2

∫

C

dt
∫

d3r1

∫
d3r2 vee(r1, r2)n(r1, t)n(r2, t)

−
∫

C

dt
∫

d3r

∫
d3R1 · · ·

∫
d3RNn [ven(r, {R})

+ uext, e(r, {R}, t)]n(r, t)Γ ({R}, t)

−
∫

C

dt
∫

d3R1 · · ·
∫

d3RNn vnn({R})Γ ({R}, t) −Axc[n, Γ ] , (6.31)

where we subtracted the Hartree-like parts of the electron-electron and
electron-nuclear interaction and the internuclear repulsion, using the defi-
nitions

ven(r, {R}) = −
Nn∑

α=1

Zα

|r −R(R − RCMN)| (6.32a)

uext, e(r, {R}, t) = uext, e(R−1r + RCMN, t) . (6.32b)

These Hartree terms are treated separately because they are expected to be
the dominant potential-energy contributions whereas the remainder, Axc[n, Γ ],
is expected to be smaller. No such dominant contributions arise from the
mass-polarization and Coriolis terms which are usually rather small. The con-
tributions coming from T̂MPC are therefore completely retained in Axc[n, Γ ].
Differentiation of (6.31) with respect to n and Γ then yields

vKS, e(r, t) = vext, e(r, t) +
∫

d3r′ vee(r, r′)n(r′, t)

+
∫

d3R1 · · ·
∫

d3RNn [ven(r, {R})

+ uext, e(r, {R}, t)]Γ ({R}, t) + vxc, e(r, t) , (6.33)

and

vKS, n({R}, t) = vext, n({R}, t) + vnn({R})

+
∫

d3r [ven(r, {R}) + uext, e(r, {R}, t)]n(r, t) + vxc, n({R}, t) , (6.34)

where we have defined the electronic and nuclear exchange-correlation poten-
tials as

vxc, e(r, t) =
δAxc[n, Γ ]
δn(r, t)

and vxc, n({R}, t) =
δAxc[n, Γ ]
δΓ ({R}, t) . (6.35)

The main question is now how to obtain explicit functionals for the exchange-
correlation potentials. One of the most promising ways of obtaining these
may be the development of orbital functionals as in the OEP approach. Such
functionals can be deduced by a diagrammatic expansion of the action func-
tionals.
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6.6 Linear Response and Multicomponent Systems

We will now consider the important case of linear response in the multicom-
ponent formalism. Such approach will, for instance, be very useful in the
weak field problems such as the electron-phonon coupling in solids. For con-
venience we first introduce the notation i = (ri, ti) and i = ({R}, ti). Let us
then define the set of response functions:

χ12 =

(
χee(1, 2) χen(1, 2)
χne(1, 2) χnn(1, 2)

)
=

(
δn(1)
δve(2)

δn(1)
δvn(2)

δΓ (1)
δve(2)

δΓ (1)
δvn(2)

)
. (6.36)

Similarly for the Kohn-Sham system we have

χKS, 12 =

(
χKS, ee(1, 2) 0

0 χKS, nn(1, 2)

)
=

(
δn(1)

δvKS, e(2)
δn(1)

δvKS, n(2)
δΓ (1)

δvKS, e(2)
δΓ (1)

δvKS, n(2)

)
, (6.37)

in which the mixed response functions χKS, en = χKS, ne = 0 since in the
Kohn-Sham system the nuclear and electronic systems are decoupled. The
two sets of response functions are related by an equation that is very similar
to that of ordinary TDDFT

χ12 = χKS, 12 + χKS, 13 · (v34 + fxc, 34) · χ42 (6.38)

where “·” denotes a matrix product and integration over the variables 3 and
4, respectively. The matrices fxc and v are defined as

fxc, 12 =

(
fxc, ee(1, 2) fxc, en(1, 2)
fxc, ne(1, 2) fxc, nn(1, 2)

)
=

(
δvxc, e(1)

δn(2)
δvxc, e(1)

δΓ (2)
δvxc, n(1)

δn(2)
δvxc, n(1)

δΓ (2)

)
(6.39a)

v12 =

(
vee(1, 2) ven(1, 2) + uext, e(1, 2)

ven(2, 1) + uext, e(2, 1) 0

)
. (6.39b)

The (6.38) is the central equation of the multicomponent response theory
and is readily derived by application of the chain rule of differentiation. As
an example we calculate

χee(1, 2) =
δn(1)
δve(2)

=
∫

d3
δn(1)

δvKS, e(3)
δvKS, e(3)
δvext, e(2)

+
∫

d3
δn(1)

δvKS, n(3)
δvKS, n(3)
δvext, e(2)

=
δn(1)

δvKS, e(2)
+
∫

d3
δn(1)

δvKS, e(3)
δvHxc, e(3)
δvext, e(2)

, (6.40)

From which readily follows
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χee(1, 2) = χKS, ee(1, 2) +
∫

d3 χKS, ee(1, 3)

×
{∫

d4
δvHxc, e(3)

δn(4)
χee(4, 2) +

∫
d4

δvHxc, e(3)
δΓ (4)

χne(4, 2)
}

, (6.41)

where vHxc, e = vKS, e − ve. We further have

δvHxc, e(3)
δn(4)

= vee(3, 4) + fxc, ee(1, 2) (6.42a)

δvHxc, e(3)
δΓ (4)

= ven(3, 4) + uext, e(3, 4) + fxc, en(3, 4) . (6.42b)

Inserting these expressions into (6.41) we have established one entry in the
matrix (6.38). The other entries can be verified analogously. We finally note
that (6.39b) still contains the term uext, e, which is inconvenient in practice.
However, to calculate the linear response to the true external field we anyway
need to expand further in powers of uext, e. If we do this we obtain (6.38) with
uext, e = 0 in (6.39b) and two additional equations for the response functions
δn/δuext, e and δΓ/δuext, e which will not be discussed here [Butriy 2005].
From the structure of the linear response equation (6.38) it is readily seen that
electronic Kohn-Sham excitations (poles of χee, KS) and nuclear vibrational
Kohn-Sham excitations (poles of χnn, KS) will in general mix. The exchange-
correlation kernels in fxc will then have to provide the additional shift such
that the true response functions in χ will contain the true excitations of the
coupled electron-nuclear system.

6.7 Example

As an application of the formalism we discuss the case of a diatomic molecule
in a strong laser field. The Hamiltonian of this system in laboratory frame
coordinates is given by

Ĥ(t) = − 1
2M1

∇2
R1

− 1
2M2

∇2
R2

− 1
2

Ne∑

i=1

∇2
i +ven +vee +vnn +vlaser(t) (6.43)

where

vnn({R}) =
Z1Z2

|R1 − R2|
(6.44a)

ven({r}, {R}) = −
Ne∑

i=1

{
Z1

|ri − R1|
+

Z2

|ri − R2|

}
(6.44b)

vlaser({r}, {R}, t) =

{
Ne∑

i=1

ri − Z1R1 − Z2R2

}
· E(t) (6.44c)

and where E(t) represents the electric field of the laser.
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We now have to perform a suitable body-fixed frame transformation to
refer the electron coordinates to a nuclear frame. For the diatomic molecule a
natural choice presents itself: We determine the Euler angles by the require-
ment that the internuclear axis be parallel to the z-axis in the body-fixed
frame, i.e., R(R) = Rez, where R = R1 − R2 and R = |R|. For the special
case of the diatomic molecule only two Euler angles are needed to specify
the rotation matrix R. From (6.6) and (6.7) we see that the electron-nuclear
interaction and the external laser field transform to

ven({r′}, {R}) = −
Ne∑

i=1

{
Z1

|r′
i − M2

M1+M2
Rez|

+
Z2

|r′
i + M1

M1+M2
Rez|

}
(6.45a)

vlaser(t) =

{
NeRCMN − Z1R1 − Z2R2 +

Ne∑

i=1

R−1r′
i

}
· E(t) .

(6.45b)

With these expressions the Kohn-Sham potentials of (6.33) and (6.34) attain
the form

vKS, e(r, t) =
∫

d3r′ vee(r, r′)n(r′, t)

+
∫

d3R1 · · ·
∫

d3RNn

[
ven(r, {R}) + R−1r · E(t)

]
Γ ({R}, t) + vxc, e(r, t)

(6.46)

and

vKS, n({R}, t) = [NeRCMN − Z1R1 − Z2R2] · E(t) + vnn({R})

+
∫

d3r
[
ven(r, {R}) + R−1r · E(t)

]
n(r, t) + vxc, n({R}, t) . (6.47)

Since the rotation matrix R only depends on R the nuclear Kohn-Sham
potential is readily seen to be separable in terms of the coordinates R and
RCMN. The nuclear Kohn-Sham wavefunction can then be written as

Φn, s1,s2(R1,R2, t) = Υ (RCMN, t)ξ(R, t)θ(s1, s2) (6.48)

where θ is a nuclear spin function of the nuclear spin coordinates s1 and s2

and Υ and ξ satisfy the equations
{

i∂t −
[
− 1
Mnuc

∇2
RCMN

+ QtotRCMN · E(t)
]}

Υ (RCMN, t) = 0 (6.49a)
{
i∂t −

[
− 1

2µ
∇2

R + v̄KS, n[n, Γ ](R, t)
]}

ξ(R, t) = 0 , (6.49b)

where we defined the total nuclear mass Mnuc = M1 + M2, the total charge
Qtot = Ne − Z1 − Z2 and the reduced mass µ = M1M2/(M1 + M2). The
potential v̄KS, n has the form
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v̄KS, n(R, t) = [−qnR + d(R, t)] · E(t) +
Z1Z2

R

−
∫

d3r n(r, t)

{
Z1

|r − M2
M1+M2

Rez|
+

Z2

|r + M1
M1+M2

Rez|

}
+ vxc, n(R, t) ,

(6.50)

where we have defined

qn =
M2Z1 −M1Z2

M1 + M2
(6.51a)

d(R, t) = R−1

∫
d3r n(r, t)r . (6.51b)

We see that the nuclear center-of-mass motion has been decoupled from the
nuclear relative motion. The nuclear center-of-mass wavefunction corresponds
to a so-called Volkov plane wave. If it is normalized to a volume V then the
nuclear density matrix can be written as

Γ (R1,R2, t) =
1
VN(R, t) , (6.52)

where we defined the density of the relative nuclear “particle” as

N(R, t) = |ξ(R, t)|2. (6.53)

In terms of this quantity, the electronic Kohn-Sham potential (6.46) attains
the form

vKS, e(r, t) = D−1r · E(t) +
∫

d3r′
n(r′, t)
|r − r′|

−
∫

d3RN(R, t)

{
Z1

|r − M2
M1+M2

Rez|
+

Z2

|r + M1
M1+M2

Rez|

}
+ vxc, e(R, t) ,

(6.54)

where
D−1 =

∫
d3RN(R, t)R−1 . (6.55)

We have now completely defined the multicomponent Kohn-Sham equa-
tions for a diatomic molecule in a laser field in the dipole approxima-
tion. The next task is to develop appropriate functionals for the exchange-
correlaton potentials, particularly for the electron-nuclear correlation. The
simplest approach is to treat the electron-nuclear correlation in the Hartree
approach where we put vxc, n = 0 in (6.50). This approach has been tested
[Kreibich 2004] in a one-dimensional model system for H+

2 which is a suit-
able testcase since (i) it can be compared to the exact solution of the
Schrödinger equation and, (ii) there are no electron-electron correlations.
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Fig. 6.1. Time-evolution (in units of optical cycles τ) of the nuclear density
N(R, t) obtained for a one-dimensional model H+

2 -molecule in a λ = 228 nm,
I = 5×1013 W/cm2 laser field from the exact solution, the time-dependent Hartree
approximation and a time-dependent correlated variational approach

When the model molecule is exposed to a strong laser field, the nuclear den-
sity N(R, t) shows a time-dependence as shown in Fig. 6.1. In this plot we
can clearly see that the exact nuclear wavepacket splits, and part of the
nuclear wavepacket moves away and decribes a dissociating molecule. How-
ever, within the Hartree approach to the electron-nuclear correlation, the
nuclear wavepacket remains sharply peaked around the molecular equilib-
rium bond distance. This means that electron-nuclear correlation beyond the
Hartree approximation is very important (for a more extensive discussion
see [Kreibich 2001a, Kreibich 2004]). This is corroborated by the fact that a
variational ansatz for the time-dependent wavefunction in terms of correlated
orbitals (denoted as “variational” in Fig. 6.1) does yield the qualitatively cor-
rect splitting of the nuclear wavepacket.

6.8 Conclusions

We showed how to set up a multicomponent density-functional scheme for
general systems of electrons and nuclei in time-dependent external fields. The
basic quantities in this theory are the electron density referred to a body-fixed
frame and the nuclear density matrix. Important for future applications will
be the development of functionals for electron-nuclear correlations. The first
steps in this direction have already been taken in the MCDFT for stationary
systems [Kreibich 2001a, Kreibich 2004]. The development of such functionals
for the time-dependent case is an important goal for the future.



7 Intermolecular Forces
and Generalized Response Functions
in Liouville Space

S. Mukamel, A.E. Cohen, and U. Harbola

7.1 Introduction

Consider two interacting sub-systems with nonoverlapping charge distrib-
utions. How can the properties of the combined system be expressed in
terms of properties of the individual sub-systems alone? This general prob-
lem appears in a wide variety of physical, chemical, and biological systems
[Joester 2003, Stone 1996, Moore 2001]. In this chapter we provide a prescrip-
tion for addressing this issue by the computation of (i) response functions
and (ii) correlation functions of spontaneous fluctuations of relevant degrees
of freedom in the individual sub-systems.

The computation of response and correlation functions is greatly simpli-
fied by using the density matrix in Liouville space [Mukamel 1995]. Hilbert
and Liouville spaces offer very different languages for the description of non-
linear response. Computing dynamical observables in terms of the wavefunc-
tion in Hilbert space requires both forward and backward propagations in
time. In contrast, the density matrix calculated in Liouville space should
only be propagated forward. The choice is between following only the ket,
moving it both forward and backward, or following the joint forward dynam-
ics of the ket and the bra. Artificial time variables (Keldysh loops) commonly
used in many-body theory [Haug 1996] are connected with the wavefunction.
The density matrix which uses the real laboratory time throughout the calcu-
lation offers a more intuitive picture. Wavefunction-based theories calculate
transition amplitudes, which by themselves are not observable. The density
matrix, on the other hand directly calculates physical observables. Moreover,
dephasing processes (damping of off-diagonal elements of the density matrix
caused by phase fluctuations) which are naturally included into the Liou-
ville space formulation may not be described in terms of the wavefunction.
The “causality paradox” of TDDFT [Gross 1996] can be clearly resolved in
Liouville space [Mukamel 2005].

In this chapter we present a method for expressing the joint response
of two interacting sub-systems in terms of their correlation and response
functions. This factorization appears quite naturally in Liouville space. The
pth order response of the individual systems is a linear combination of 2p

distinct (p + 1)-point correlation functions known as Liouville space path-
ways [Mukamel 1995], which differ by whether the interaction at each time
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is with the bra or the ket. The pth order contribution to the intermolecu-
lar interaction requires a different linear combination of these same Liou-
ville space pathways of both molecules. The 2p Liouville space pathways
are conveniently combined into p + 1 generalized response functions (GRFs)
[Cohen 2003, Cohen 2003b, Cohen 2005, Chernyak 1995]. One of the GRFs
is the ordinary (causal) response function. The other GRFs represent spon-
taneous fluctuations, and the response of such fluctuations to a perturbation,
and are therefore non-causal. The complete set of GRFs is calculated using
generalized TDDFT equations in Liouville space.

A direct DFT simulation of molecular complexes by treating them as
supermolecules is complicated because it requires nonlocal energy functionals
[Hult 1999, Lein 1999, Kohn 1998]. The response approach makes good use
of the perturbative nature of the coupling and recasts the energies in terms
of properties of individual molecules which, in turn, may be calculated using
local functionals [Dobson 1994b, Misquitta 2003].

7.2 Quantum Dynamics
in Liouville Space; Superoperators

In this section we introduce the notion of Liouville space superoperators and
review some of their useful properties. A detailed discussion of superoperators
is given in [Mukamel 2003]. The elements of an N × N density matrix in
Hilbert space are arranged as a vector of length N2 in Liouville space. An
operator in Liouville space then becomes a matrix of dimension N2 × N2,
and is called a superoperator. Two special superoperators, ĂL and ĂR, are
associated with every Hilbert space operator, Â, and implement “left” and
“right” multiplication on another operator X̂: ĂLX̂ ⇔ ÂX̂, ĂRX̂ ⇔ X̂Â.
These relations are not written as equalities because X̂ is a vector in Liouville
space and a matrix in Hilbert space.

It will be useful to define the symmetric Ă+ ≡ 1
2 (ĂL + ĂR) and antisym-

metric Ă− ≡ ĂL − ĂR combinations. Hereafter we shall use Greek indices
to denote superoperators Ăν with ν = +,−. Using ordinary Hilbert space
operators we get

Ă+X̂ ⇔ 1
2
(ÂX̂ + X̂Â), Ă−X̂ ⇔ ÂX̂ − X̂Â . (7.1)

A product of + and − superoperators constitutes a series of nested commu-
tators and anticommutators in Hilbert space. It is easy to verify that

(ĂB)− = Ă+B̆− + Ă−B̆+, (ĂB)+ = Ă+B̆+ +
1
4
Ă−B̆− . (7.2)

We now consider products of superoperators that depend parametrically
on time. We introduce a time ordering operator T̂ in Liouville space, which
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orders all superoperators to its right such that time decreases from left to
right. This natural time-ordering follows chronologically the various interac-
tions with the density matrix. We can freely commute operators following a
T̂ operation without worrying about commutations because in the end the
order will be determined by T̂ .

The expectation value of any superoperator, Ăν , is defined as,

〈Ăν(t)〉 = Tr{Ăν(t)ρ̂eq} , (7.3)

where ρ̂eq is the equilibrium density matrix. For any two operators Â and B̂,
we have

〈T̂ Ă+(t)B̆−(t′)〉 = 0 if t′ > t . (7.4)

〈T̂ Ă+(t)B̆−(t′)〉 is thus a retarded (i.e., causal) function. Equation (7.4) fol-
lows from the definitions (7.1): A “−” superoperator corresponds to a com-
mutator in Hilbert space, so for t < t′, 〈T̂ Ă+(t)B̆−(t′)〉 becomes a trace
of a commutator which vanishes. Similarly, the trace of two “−” operators
vanishes:

〈T̂ Ă−(t)B̆−(t′)〉 = 0 for all t and t′ . (7.5)

We next introduce the interaction picture for superoperators. To that end,
we partition the Hamiltonian, Ĥ = Ĥ0 + Ĥ1, into a reference part, Ĥ0, which
can be diagonalized, and the remainder, interaction part, Ĥ1. We define the
corresponding superoperators, H̆−, as H̆− = H̆−

0 + H̆−
1 . The time evolution

of the density matrix is given by the Liouville equation:

∂ρ̂

∂t
= − i

�
H̆−ρ̂ . (7.6)

The formal Green function solution of (7.6) is ρ̂(t) = Ŭ(t, t0)ρ̂(t0). Note that
the time evolution operator, Ŭ , acts only from the left, implying forward
evolution of the density matrix. The total time evolution operator

Ŭ(t, t0) = T̂ exp
{
− i

�

∫ t

t0

dτ H̆−(τ)
}

, (7.7)

can be partitioned as:

Ŭ(t, t0) = Ŭ0(t, t0)Ŭ1(t, t0) (7.8)

where Ŭ0 describes the time evolution due to Ĥ0

Ŭ0(t, t0) = θ(t− t0) exp
{
− i

�
H̆−

0 (t− t0)
}

, (7.9)

and Ŭ1 is the time evolution operator in the interaction picture

Ŭ1(t, t0) = T̂ exp
{
− i

�

∫ t

t0

dτ H̆I−
1 (τ)

}
. (7.10)
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The time dependent superoperator Ă(t) in the interaction picture, denoted
by a ĂI , is defined as

ĂIν(t) ≡ Ŭ†
0 (t, t0)Ăν(t0)Ŭ0(t, t0) . (7.11)

The equilibrium density matrix of the interacting system can be gener-
ated from the noninteracting density matrix ρ̂0 by adiabatically switching
the interaction H1, starting at time t = −∞: ρ̂I

eq = ŬI(0,−∞)ρ̂0. In the
wavefunction (Gell-Mann-Low) formulation of adiabatic switching, the wave-
function acquires a singular phase which must be cancelled by a denominator
given by the closed loop S matrix [Negele 1988]; this unphysical phase never
shows up in Liouville space.

For a set of operators {Âi}, the pth order generalized response functions
(GRF) are defined as

R
νp+1...ν1
ip+1...i1

(tp+1 . . . t1) =
(
−i
�

)p′

〈T̂ Ă
νp+1
ip+1

(tp+1) . . . Ăi1ν1(t1)〉0 , (7.12)

where 〈. . .〉0 represents a trace with respect to ρ̂0, and the indices νn = + or
−, and p′ denote the number of ‘−’ indices in the set {νp+1 . . . ν1}. There are
p+ 1, pth order GRFs, having different number of ‘−’ indices. Each member
of the pth order GRF represents to a different physical process. For example,
there are two first order GRFs,

R++
i2i1

(t2, t1) = 〈T̂ Ă+
i2

(t2)Ă+
i1

(t1)〉0 (7.13a)

R+−
i2i1

(t2, t1) =
−i
�
〈T̂ Ă+

i2
(t2)Ă−

i1
(t1)〉0 . (7.13b)

Recasting them in Hilbert space we have

R+−
i2i1

(t2, t1) =
−i
�
θ(t2 − t1)

[
Tr{Âi2(t2)Âi1(t1)ρ̂0} − Tr{Âi2(t2)Âi1(t1)ρ̂0}

]

= �
−1θ(t2 − t1)ImJ(t2, t1) (7.14a)

R++
i2i1

(t2, t1) = Tr{Âi1(t1)Âi2(t2)ρ̂0} + Tr{Âi2(t2)Âi1(t1)ρ̂0}
= ReJ(t2, t1) , (7.14b)

where J(t2, t1) = Tr{Âi2(t2)Âi1(t1)ρ̂0}. With the factor �
−1, the GRF R+−

has a well defined classical limit [Mukamel 2003]. R+− is causal [see (7.5)]
and represents the response of the system at time t2 to an external pertur-
bation acting at an earlier time t1. On the other hand, R++ is non-causal
and denotes the correlation of A at two times. Each ‘−’ index corresponds
to the interaction with an external perturbation while a ‘+’ index denotes
an observation. In general, time-ordered Liouville space correlation functions
with one ‘+’ and several ‘−’ indices, R+−, R+−−, R+−−−, etc., give response
functions; all ‘+’ correlation functions of the form R++, R+++, R++++, etc.
give ground state fluctuations, wheras R++−, R++−−, R+++−, etc. represent
changes in the fluctuations caused by an external perturbation.
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7.3 TDDFT Equations of Motion for the GRFs

Time dependent density functional theory is based on the effective one-body
Kohn-Sham (KS) Hamiltonian [Gross 1996],

ĤKS[n] = −�
2∇2

2m
+ vext(r1) + vH[n](r1, t) + vxc[n](r1, t) , (7.15)

where the four terms represent the kinetic energy, the nuclear potential, the
Hartree, and the exchange correlation potential, respectively.

We now introduce the reduced single electron density matrix ρ̂ [Tretiak
2002, Chernyak 1996, Ring 1980, Blaizot 1986, Berman 2003, Coleman 2000]
whose diagonal elements give the charge distribution, n(r1, t) = ρ(r1, r1, t)
and the off-diagonal elements, ρ(r1, r2) with r1 �= r2, represent electronic
coherences. We further denote the ground state density matrix by ρ̂GS.

The GRF corresponding to the charge density may be calculated by solv-
ing the time dependent generalized KS equation of motion for ρ̂ [Mukamel
2005, Harbola 2004],

i�
∂

∂t
δρ̂ = [ĤKS, ρ̂(t)] + vket(t)ρ̂(t) − ρ̂(t)vbra(t) , (7.16)

where δρ(r1, r2, t) ≡ ρ(r1, r2, t) − ρGS(r1, r2) is the change in the density
matrix induced by the external potentials vket and vbra. Equation (7.16)
differs from the standard TDDFT equations in that the system is coupled to
two external potentials, a “left” one vket acting on the ket and a “right” one
vbra acting on the bra.

We next define the new variables,

v−(r, t) ≡ 1
2

[vket(r, t) + vbra(r, t)] (7.17a)

v+(r, t) ≡ 1
2

[vbra(r, t) − vket(r, t)] , (7.17b)

and the diagonal matrices

v−(r1, r2) = v−(r1)δ(r1 − r2) , v+(r1, r2) = v+(r1)δ(r1 − r2) . (7.18)

We further introduce two matrices (operators) in real space V̂− and V̂+ with
elements v−(r1, r2) and v+(r1, r2), respectively. δρ̂ serves as a generating
function for GRFs, which are obtained by a perturbative solution of (7.16)
in v−(r, t) and v+(r, t) using Ĥ(0) = ĤKS as a reference, as we shall shortly
see. The reason for assigning the + and the − subscripts to v in (7.17a)
and (7.17b) is to keep track of the perturbative terms that arise from the
external potential that couples to the density matrix through commutators
and anticommutators.

Equation (7.16) can be recast in terms of superoperators,
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i�
∂

∂t
δρ̂ = H̆−

KSρ̂(t) + V̆−(t)ρ̂(t) − V̆+(t)ρ̂(t) , (7.19)

where

V̆−ρ̂ ≡ [V̂−, ρ̂], V̆+ρ̂ ≡ [V̂+, ρ̂]+, H̆−
KSρ̂ ≡ [ĤKS, ρ̂] . (7.20)

The pth order GRFs χνp+1...ν1 , are computed as the kernels in a pertur-
bative expansion of the charge density fluctuation, δn(r1, t) = δρ(r1, r1, t),
in the applied potentials, v+ and v−. Adopting the abbreviated space-time
notation xn ≡ (rn, tn), we get

〈δn+(xp+1)〉(p) ≡
∫

d3rp

∫
dtp . . .

∫
d3r1

∫
dt1

χνp+1νp...ν1(xp+1,xp, . . . ,x1) vνp
(xp)vνp−1(xp−1) . . . vν1(x1) . (7.21)

It follows from (7.16) and (7.21) that

χνp+1...ν1(xp+1 . . .x1) =
(
−i
�

)p′ 〈
T̂ δnνp+1(xp+1) . . . δnν1(x1)

〉
(7.22)

where p′ denotes the number of “minus” indices in the set {νp+1 . . . ν1}. To
first order (p = 1), we have

χ++(x1,x2) = 〈T̂ δn+(x1)δn+(x2)〉 (7.23a)
= θ(t1 − t2)〈δn+(x1)δn+(x2)〉 + θ(t2 − t1)〈δn+(x2)δn+(x1)〉

χ+−(x1,x2) =
−i
�
〈T̂ δn+(x1)δn−(x2)〉 (7.23b)

=
−i
�
θ(t1 − t2)〈δn+(x1)δn−(x2)〉 .

The standard TDDFT equations which only yield ordinary response func-
tions are obtained by setting vket = vbra so that V̆+ = 0 in (7.19). By allowing
vket to be different from vbra we can generate the complete set of GRF. The
ordinary response function χ+− represents the response of the density to an
applied potential v− [Mukamel 1995]. Similarly, χ++ can be formally ob-
tained as the response to the artificial external potential, v+, that couples to
the charge density through an anticommutator. χ++ represents equilibrium
charge fluctuations and is therefore non-retarded.

7.4 Collective Electronic Oscillator Representation
of the GRF

Since the TDDFT density matrix, ρ̂(t), corresponds to a many-electron wave-
function given by a single Slater determinant at all times, it can be separated
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into its electron-hole (interband) part ξ̂ and the electron-electron and hole-
hole (intraband) components, K̂(ξ̂) [Chernyak 1996, Thouless 1961].

δρ̂(t) = ξ̂(t) + K̂(ξ̂(t)) . (7.24)

Note that ρ̂(t) is the KS density matrix which corresponds to a noninteracting
system. It follows from the idempotent property, ρ̂2 = ρ̂, that K̂ (and δρ̂) is
uniquely determined by the interband part ξ̂ [Ring 1980, Chernyak 1996].

K̂(ξ̂) =
1
2
(2ρ̂GS − Î)

(
Î −

√
Î − 4ξ̂ξ̂

)
. (7.25)

The elements of ξ̂ (but not of δρ̂) can thus be considered as independent
oscillator coordinates for describing the electronic structure.

We next expand HKS in powers of δn(r, t):

ĤKS = Ĥ
(0)
KS + Ĥ

(1)
KS + Ĥ

(2)
KS + . . . (7.26a)

Ĥ
(0)
KS [n̄] = − �

2

2m
∇2 + vext(r1) + vH[n̄](r1, t) + vxc[n̄](r1, t) (7.26b)

Ĥ
(1)
KS [δn] =

∫
d3r2

{
e2

|r1 − r2|
+ fxc(r1, r2)

}
δn(r2, t) , (7.26c)

with fxc the first order exchange correlation kernel in the adiabatic approxi-
mation where it is assumed to be frequency independent (see Chap. 1)

fxc(r1, r2) =
δvxc[n](r1)
δn(r2)

∣∣∣∣
n̄

. (7.27)

The second order term in density fluctuations is,

Ĥ
(2)
KS [δn] =

∫
d3r2

∫
d3r3 gxc(r1, r2, r3)δn(r2, t)δn(r3, t) , (7.28)

with the kernel (in the adiabatic approximation),

gxc(r1, r2, r3) =
δ2vxc[n](r1)
δn(r2)δn(r3)

∣∣∣∣
n̄

. (7.29)

A quasiparticle algebra can be developed for ξ̂ by expanding it in the
basis set of collective electronic oscillator (CEO) modes, ξ̂α, which are the
eigenvectors of the linearized TDDFT eigenvalue equation with eigenvalues
Ωα [Chernyak 1996, Tretiak 2002].

L̆ξ̂α = Ωαξ̂α , (7.30)

The linearized Liouville space operator, L̆ is obtained by substitut-
ing (7.26) into (7.16),
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L̆ξ̂α = [Ĥ(0)
KS [n̄], ξ̂α] + [Ĥ(1)

KS [ξα], ρ̂GS] . (7.31)

Ĥ
(0)
KS and Ĥ

(1)
KS are diagonal matrices with matrix elements

H
(0)
KS [n̄](r1, r2) = δ(r1 − r2)H

(0)
KS [n̄](r1) (7.32a)

H
(1)
KS [ξα](r1, r2) = δ(r1 − r2)

×
∫

d3r3

{
e2

|r2 − r3|
+ fxc(r2, r3)

}
ξα(r3, r3) (7.32b)

The eigenmodes ξ̂α come in pairs represented by positive and negative values
of α, and we adopt the notation, Ω−α = −Ωα and ξ̂−α = ξ̂†α. Each pair of
modes represents a CEO and the complete set of modes ξ̂α may be used to
describe all response and spontaneous charge fluctuation properties of the
system.

By expanding ξ̂(t) of the externally driven system in the CEO eigenmodes,
ξ̂(t) =

∑
α z̄α(t)ξ̂α, where α runs over all modes (positive and negative) and

z̄α are numerical coefficients, and substituting in (7.25) and (7.24), we obtain
the following expansion for the density matrix

δρ(r1, r2, t) =
∑

α

µα(r1, r2)z̄α(t)+
1
2

∑

α,β

µα,β(r1, r2)z̄α(t)z̄β(t)+ . . . (7.33)

where we have introduced the auxiliary quantities, µ̂α = ξ̂α and µ̂αβ =
(2ρ̂GS − I)(ξ̂αξ̂β + ξ̂β ξ̂α).

Upon the substitution of (7.24) and (7.25) into (7.16) we can derive equa-
tions of motion for the CEO amplitudes z̄α which can then be solved succes-
sively order by order in the external potentials, vν1 . To second order we get

i�
dz̄α(t)

dt
= Ωαz̄α(t) + K−α(t) +

∑

β

K−αβ(t)z̄β(t) , (7.34)

with the coefficients,

K−α(t) =
∑

ν

∫
d3r1 vν(r1, t)µν

−α(r1) (7.35a)

K−αβ(t) =
∑

ν

∫
d3r1 vν(r1, t)µν

−αβ(r1) . (7.35b)

Here µ−
α (r1) ≡ µα(r1, r1), µ−

αβ(r1) ≡ µ̂αβ(r1, r1), µ+
α (r1) ≡ µ̄−α(r1, r1) =

1
2 (2ρ̂GS−Î)ξ̂α(r1, r1), andµ+

αβ(r1)≡ µ̄αβ(r1)= 1
2 (2ρ̂GS−Î)(ξ̂αξ̂β−ξ̂β ξ̂α)(r1, r1).

We further expand z̄α = zν1
α + zν1ν2

α + . . ., in powers of the external
potentials, where zν1ν2...νp denotes the nth order term in the potentials,
vν1vν2 . . . vνp

. By comparing the terms in both sides, we obtain equations
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of motion for z
ν1...νp
α for each order in the external potential. This gives to

first order,

i�
dzν1

α (t)
dt

= Ωαz
ν1
α (t) + K−α(t) . (7.36)

The solution of (7.36) gives the generalized linear response functions

χ++(r1t1, r2t2) = θ(t1 − t2)
∑

α

µα(r1)µ̄−α(r2)e−
i
�

Ωα(t1−t2)

+ θ(t2 − t1)
∑

α

µα(r2)µ̄−α(r1)e
i
�

Ωα(t1−t2) (7.37a)

χ+−(r1t1, r2t2) = − i
�
θ(t1 − t2)

∑

α

sαµα(r1)µ−α(r2)e−
i
�

Ωα(t1−t2) , (7.37b)

with sα = sign(α). Higher order GRF can be obtained by repeating this
procedure [Harbola 2004].

We further consider the generalized susceptibilities defined by the Fourier
transform of the response functions to the frequency domain,

〈δn+(rp+1, ωp+1)〉(p) =
∫

d3rp

∫ ∞

−∞
dωp . . .

∫
d3r1

∫ ∞

−∞
dω1

vνp
(rp, ωp) . . . vν1(r1, ω1)χνp+1...ν1(rp+1ωp+1, rpωp, . . . , r1ω1) , (7.38)

where the frequency transform is defined as

χν1ν2(r1ω1, r2ω2) =
∫ ∞

−∞
dt1
∫ ∞

−∞
dt2 ei(ω1t1+ω2t2)χν1ν2(x1,x2) . (7.39)

Equation (7.39) together with (7.37) gives

χ++(r1ω1, r2ω2) = i�δ(ω1 + ω2)
∑

α

[
µα(r1)µ̄−α(r2)
ω2 −Ωα + iη

− µα(r2)µ̄−α(r1)
ω2 + Ωα − iη

]

(7.40a)

χ+−(r1ω1, r2ω2) = δ(ω1 + ω2)
∑

α

sαµα(r1)µ−α(r2)
ω2 + Ωα − iη

. (7.40b)

The CEO representations of the ordinary response functions to third order
were given in [Tretiak 2002] and the GRF to second order were given in
[Harbola 2004].

The linear GRFs,χ++ andχ+−, are connected by the fluctuation-dissipation
relation,

χ++(r1ω; r2 − ω) = coth
(
β�ω

2

)
χ+−(r1ω, r2 − ω) . (7.41)

To linear order, the ordinary response function χ+− provides the complete
information. However such fluctuation-dissipation relations are not that ob-
vious for the higher order response functions [Wang 2002] and the complete
set of GRF are required to describe all possible fluctuations and response
functions of the charge density.
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7.5 GRF Expressions
for Intermolecular Interaction Energies

We now show how the GRF may be used to compute the energy of two inter-
acting systems a and b with nonoverlapping charge distributions. Wavefunc-
tion based theories for intermolecular forces (polarization theory, symmetry-
adapted perturbation theory and many-body symmetry-adapted theory) are
well developed [Jeziorski 1994]. The response function based formulation pre-
sented here can be applied to study non-equilibrium effects (e.g., when the
two sub-systems are at different temperaturs) as well as coupling to nuclear
degrees of freedom [Cohen 2003]. At time t = −∞ we take the density ma-
trix to be a direct-product of the density matrices of the individual molecules
(sub-systems), ρ̂a

0 and ρ̂b
0, ρ̂

GS
0 = ρ̂a

0 ρ̂
b
0. The Liouville space time-evolution op-

erator transforms this initial state into a correlated state. The GRF allow us
to factorize the time-evolution operator into a sum of terms that individually
preserve the purity of the direct-product form.

We start with the total hamiltonian of two interacting molecules Ĥλ =
Ĥa+Ĥb+λĤab, where Ha and Hb represent the Hamiltonians for the individ-
ual molecules and their coupling Ĥab is multiplied by the control parameter
λ, 0 ≤ λ ≤ 1, where λ = 1 corresponds to the physical Hamiltonian. Primed
and unprimed indices will correspond to molecules a and b, respectively. The
charge densities of molecules a and b at space points r and r′ will be denoted
by na(r) and nb(r′), respectively. Ĥab is the Coulomb interaction

Ĥab = −
∫

d3r

∫
d3r′ vee(r − r′)na(r)nb(r′) −

∑

k,k′

vee(Rk − Rk′)ZkZk′

+
∑

P,k

∫
d3r′ vee(Rk − r′)Zknb(r′) , (7.42)

where vee(r − r′) ≡ 1/|r − r′| and Rk (Rk′) represents the position of kth
(k′th) nucleus in molecule a (b) with charge Zk (Zk′). The symbol

∑
P rep-

resents the sum over single permutation of primed and unprimed quantities
together with indices a and b. The interaction energy of the coupled system
is obtained by switching the parameter λ from 0 to 1 [Kohn 1998]

Eab =
∫ 1

0

dλ 〈Ĥab〉λ . (7.43)

Here 〈. . .〉λ denotes the expectation value with respect to the λ-dependent
ground state many-electron density matrix of the system, ρ̂λ. We next par-
tition the charge densities of both molecules as, na(r)= n̄a(r) +δna(r),
nb(r′)= n̄b(r′) +δnb(r′), where n̄ is the average density, n̄a(r) = ρ0

a(r, r),
and n̄b(r′) = ρ0

b(r
′, r′). Thus the total interaction energy can be written as,

Eab = E
(0)
ab + E

(I)
ab + E

(II)
ab , where
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E
(0)
ab = −

∫
d3r

∫
d3r′ vee(r − r′)n̄a(r)n̄b(r′) −

∑

k,k′

vee(Rk − Rk′)ZkZk′

+
∑

P,k

∫
d3r′ vee(Rk − r′)Zkn̄b(r′) , (7.44)

is the average electrostatic energy, and the remaining two terms represent
the effects of correlated fluctuations.

E
(I)
ab = −

∫ 1

0

dλ
∫

d3r

∫
d3r′ vee(r − r′) [n̄a(r)〈δn̂b(r′)〉λ + n̄b(r′)〈δn̂a(r)〉λ]

+
∑

P,k

∫
d3r′ vee(Rk − r′)Zk(Rk)〈δn̂b(r′)〉λ (7.45a)

E
(II)
ab = −

∫ 1

0

dλ
∫

d3r

∫
d3r′ vee(r − r′)〈δn̂a(r)δn̂b(r′)〉λ . (7.45b)

The expectation values 〈δn̂a(r1)〉λ and 〈δn̂a(r1)δn̂b(r′
2)〉λ can be com-

puted perturbatively in λĤab in the interaction picture. The interaction λĤab

is switched on adiabatically to generate the interacting ground state density
matrix in terms of the non-interacting one. Substituting for Ĥab from (7.42),
and expanding in powers of λ yields a perturbation series in terms of the pth

order joint response function, using x′
n = (r′

n, tn),

R(p)
a (x,xp,x

′
p . . .x1,x

′
1) = 〈T̂ δn̂I +

a (x)[n̂I
a(xp)n̂I

b(x
′
p)]

−

. . . [n̂I
a(x1)n̂I

b(x
′
1)]

−〉0 . (7.46)

Making use of (7.2) and the fact that the initial density matrix is a direct
product of the density matrices of the individual molecules, R(p) can be
factorized in terms of GRFs of the individual molecules. For example, the
first order joint response function is:

R(1)
a (x,x1,x

′
1) =

〈
T̂ δn̂I +

a (x)[n̂I
a(x1)n̂I

b(x
′
1)]

−
〉

0

= Tr
{
T̂ δn̂I +

a (x)[n̂I
a(x1)n̂I

b(x
′
1)]

−ρ̂0
aρ̂

0
b

}
. (7.47)

Substituting nI ν
a (x) = n̄ν

a(x) + δnI ν
a (x), nI ν

b (x′) = n̄ν
b (x′) + δnI ν

b (x′), and
using the identities, 〈δnI ν

a (x)〉0a = 0 and 〈n̄+
a (x)〉0a = n̄a(x), we obtain

R(1)
a (x,x1,x

′
1) = in̄b(r′

1)χ
+−
a (x,x1) , (7.48)

where χ+−
a represents the linear order GRF for molecule a [see (7.22)]. Sim-

ilarly, second and higher order joint response functions can be expressed in
terms of the GRFs of the individuals molecules.

In the present work we have ignored the contributions due to the interac-
tions with nuclei in (7.42). The quantities 〈δn̂a(r1)〉λ and 〈δn̂a(r1)δn̂b(r′

1)〉λ,
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and consequently the interaction energies E
(I)
ab and E

(II)
ab can be expanded

perturbatively in terms of the GRFs of the individual molecules [Harbola
2004]. We shall collect terms in E

(I)
ab and E

(II)
ab by their order with respect

to charge fluctuations. The total energy is then, Eab =
∑

j E
(j)
ab , where E

(j)
ab

represents contribution from jth order charge fluctuation. W (0) was given
in (7.44) and E

(1)
ab = 0. E(j)

ab to sixth order are given in [Harbola 2004].

E
(2)
ab = −1

2

∑

P

∫ t1

−∞
dt2

∫
d3r1

∫
d3r2 n̄b(r′

1)n̄b(r′
2)χ

+−
a (x1,x2)vee(s1)vee(s2)

(7.49a)

E
(3)
ab =

1
6

∑

P

∫ t1

−∞
dt2
∫ t1

−∞
dt3

∫
d3r1

∫
d3r2

∫
d3r3 vee(s1)vee(s2)vee(s3)

× n̄b(r′
1)χ

+−−
a (x1,x2,x3)n̄b(r′

2)n̄b(r′
)3 (7.49b)

E
(4)
ab =

1
6

∑

P

∫ t1

−∞
dt2
∫ t1

−∞
dt3

∫
d3r1

∫
d3r2

∫
d3r3 vee(s1)vee(s2)vee(s3)

×
[
n̄a(r2)n̄b(r′

3)χ
+−
a (x1,x3)χ+−

b (x′
1,x

′
2)

+ n̄b(r′
1)n̄a(r3)χ+−

a (x1,x2)χ+−
b (x′

2,x
′
3)
]

− 1
2

∑

P

∫ t1

−∞
dt2

∫
d3r1

∫
d3r2 vee(s1)vee(s2)χ++

a (x1,x2)χ+−
b (x′

1,x
′
2)

(7.49c)

E
(5)
ab =

1
6

∑

P

∫ t1

−∞
dt2
∫ t1

−∞
dt3

∫
d3r1

∫
d3r2

∫
d3r3 vee(s1)vee(s2)vee(s3)

×
{
χ+−−

b (x′
1,x

′
2,x

′
3)
[
n̄a(r1)χ++

a (x2,x3) + n̄a(r2)χ++
a (x1,x3)

+ n̄a(r3)χ++
a (x1,x2) + n̄a(r1)χ+−

a (x1,x3)
]

+ χ++−
b (x′

1,x
′
2,x

′
3)[n̄a(r2)χ+−

a (x1,x3) + n̄b(r′
3)χ

+−
b (x′

1,x
′
2)]
}

(7.49d)

E
(6)
ab =

1
6

∑

P

∫ t1

−∞
dt2
∫ t1

−∞
dt3

∫
d3r1

∫
d3r2

∫
d3r3 vee(s1)vee(s2)vee(s3)

×
[
χ+++

a (x1,x2,x3)χ+−−
b (x′

1,x
′
2,x

′
3)

+ χ++−
a (x1,x2,x3)χ++−

b (x′
1,x

′
2,x

′
3)
]
, (7.49e)

where for brevity we have used the notations,
∫

d3rn =
∫

d3rn

∫
d3r′n and

vee(sn) = vee(rn − r′
n).

We have now at hand all the ingredients necessary for computing the
intermolecular energies using the GRF of the individual molecules calculated
at the TDDFT level.
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The second term in (7.49c) reproduces McLachlan’s expression for the
van der Waals intermolecular energy [Misquitta 2003, McLachlan 1963a,
McLachlan 1963b]. Since χ+− and χ++ are related by the fluctuation-
dissipation theorem, the McLachlan expression may be recast solely in terms
of the ordinary response of two molecules, χ+−

a and χ+−
b .

E
(4)
vdW = − 1

2�

∫ ∞

−∞
dω

∫
d3r1

∫
d3r2 vee(s1)vee(s2)

coth
(
β�ω

2

)
α+−

a (r1, r2, ω)α+−
b (r′

1, r
′
2, ω) , (7.50)

where χν2ν1(r2ω2, r1ω1) = (�−1)p′
αν2ν1

a (r1, r2, ω1)δ(ω1+ω2). Equation (7.50)
gives

E
(4)
vdW =−kBT

∞∑

n=0

∫
d3

∫
d3r1 r2vee(s1)vee(s2)α+−

a (r1, r2, iωn)α+−
b (r′

1, r
′
2, iωn) ,

(7.51)
where ωn = (2πnkBT/�) are the Matsubara frequencies. However, life is not
as simple for the higher order responses. The (p + 1), pth order generalized
response functions, χνp+1νp...ν1 , cannot all be related to the fully retarded or-
dinary response, χ+−...−. The complete set of generalized response functions
is thus required to represent the intermolecular forces.

By combining (7.49a)–(7.49e) with the CEO expansion, we can finally
express the intermolecular energies in terms of CEO modes of the separate
molecules. For example, substituting for χ+− and χ++ from (7.37) in (7.49c),
the fourth order term is obtained in terms of CEO modes as

E
(4)
ab = − 1

2�

∑

P

∫
d3r1

∫
d3r2

1
|r1 − r′

1||r2 − r′
2|

×
∑

αα′

sα′ µ̄−α(r1)µα(r2)µ−α′(r′
1)µα′(r′

2)
(Ωα + Ωα′)

− 1
6�2

∑

P

∫
dr1

∫
dr2

∫
d3r3

1
|r1 − r′

1||r2 − r′
2||r3 − r′

3|
n̄b(r′

3)

×
∑

αα′

sαsα′µα(r3)µα′(r′
1)µ−α′(r′

2)
ΩαΩα′

[n̄a(r1)µα(r2) + n̄a(r2)µα(r1)] .

(7.52)

Expansions of higher order terms in CEO modes are given in [Harbola 2004].
The GRF therefore provide a compact and complete description of intermole-
cular interactions. Both response and correlation functions can be described
in terms of Liouville space pathways and can thus be treated along the same
footing.
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Part II

Approximate Functionals



8 Time-Dependent Deformation
Approximation

I.V. Tokatly

8.1 Introduction

One of the most important conceptual achievements of DFT is the possibil-
ity to formulate the many-body problem in a form of a closed theory that
contains only a restricted set of basic variables, such as the density in the
static DFT, or the density and the current in TDDFT. In classical physics,
a theory of this type is known for more than two centuries. This is classi-
cal hydrodynamics. In fact, the Runge-Gross mapping theorem in TDDFT
[Runge 1984] proves the existence of the exact quantum hydrodynamics. In
this respect, static equilibrium DFT should be viewed as the exact quantum
hydrostatics. It is indeed known that the condition of the energy minimum
is equivalent to the condition for a local compensation of the external and
the internal stress forces exerted on every infinitesimal volume element of
the system in equilibrium [Bartolotti 1980]. Interestingly, the equations of
TDDFT in the hydrodynamic formulation can be also considered as a force
balance condition, but in a local noninertial reference frame moving with the
flow. In the time-dependent case there is a local compensation of the exter-
nal, inertial, and internal stress forces. This demonstrates a close similarity
of static DFT and TDDFT in the co-moving frame. The above similarity
was the main motivation to reconsider the formulation of TDDFT from the
point of view of a local observer in the co-moving Lagrangian reference frame
[Tokatly 2005a, Tokatly 2005b]. One of the goals of this work is to present
the Lagrangian formulation of TDDFT in a compact and physically transpar-
ent form. Simple numerical illustrations of this approach for one-dimensional
dynamics can be found in a recent paper [Ullrich 2006].

Practical applications of any DFT rely on the Kohn-Sham (KS) con-
struction [Kohn 1965, Dreizler 1990], which maps the calculation of basic
observables in the interacting system to the solution of an auxiliary nonin-
teracting KS problem. Noninteracting KS particles move in a self-consistent
exchange-correlation (xc) potential that is adjusted to reproduce the correct
values of the basic variables, i.e., the density and the current in TDDFT.
From the hydrodynamical point of view, the KS construction allows one to
compute exactly the kinetic part of the internal stress force, while treating
the xc contribution to the stress in an approximate fashion. Thus, the cen-
tral problem of any practical DFT reduces to the construction of adequate

I.V. Tokatly: Time-Dependent Deformation Approximation, Lect. Notes Phys. 706, 123–136
(2006)
DOI 10.1007/3-540-35426-3 8 c© Springer-Verlag Berlin Heidelberg 2006
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approximations for the xc potentials. In the static DFT a good starting point
is provided by the local density approximation (LDA). On one hand, the sta-
tic LDA, by itself, gives quite reasonable results, and, on the other hand, it
allows for further modifications and refinements. The construction of a sim-
ilar basic local approximation in TDDFT turns out to be problematic. The
reason for these problems is the inherent nonlocality of the nonadiabatic non-
equilibrium DFT. General arguments [Vignale 1995a, Vignale 1995b], based
on the harmonic potential theorem [Dobson 1994a], require that any consis-
tent nonadiabatic xc potential must be a strongly nonlocal functional of the
density. Otherwise the harmonic potential theorem is violated.

An important step in resolving the nonlocality problem was made by
Vignale and Kohn (VK) [Vignale 1996] who showed that at least in the lin-
ear response regime switching the basic variable from the density n to the
current j allows one to construct a consistent local nonadiabatic approxi-
mation. Shortly afterwards, Vignale, Ullrich, and Conti [Vignale 1997] found
that the velocity v = j/n is a more natural variable, as it allows to represent
the complicated VK expression in a physically transparent viscoelastic form.
The reformulation of TDDFT in the co-moving Lagrangian frame, which is
presented in this work, makes the next step in that direction.

We show that the most natural complete set of basic variables in a general
nonlinear TDDFT consists of the Lagrangian coordinate ξ, the symmetric
Green’s deformation tensor gµν , and the skew-symmetric vorticity tensor F̃µν .
These three quantities, one vector, one symmetric and one skew-symmetric
tensor, contain twelve numbers that are required for the complete local char-
acterization of a deformed state of any continuous medium [Masson 1964].
Namely, ξ, gµν and F̃µν describe respectively the translation, deformation
and rotation of an infinitesimal fluid element. On the other hand, they de-
scribe generalized inertia forces in the Lagrangian frame. All three quantities
are functionals of the velocity in accordance with the Runge-Gross mapping
theorem [Runge 1984]. The new formulation of TDDFT relates the local
stress in the system, and thus the xc potential, to the dynamic deformations
in the quantum many-body system. Therefore, the functional dependence of
the xc potential on the basic variables acquires a clear physical meaning. It
corresponds to the stress-deformation relation, which is very natural from
the point of view of continuum mechanics. If spatial derivatives of the defor-
mation tensor are small, the stress-deformation relation becomes local and
we get the local approximation for the xc potential in TDDFT. In the linear
response regime the general stress-deformation relation reduces to the linear
Hooke’s law, which exactly coincides with the visco-elastic VK approximation
[Vignale 1996, Vignale 1997].
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8.2 DFT as Exact Quantum Continuum Mechanics

In this section we discuss a hydrodynamic formulation of DFT and introduce
a definition of the xc potential in terms of local stress forces.

8.2.1 Conservation Laws and the Hydrodynamic Formulation
of DFT

Let us consider a system of N interacting fermions in the presence of a time-
dependent external potential vext(r, t). The hydrodynamic formulation of
DFT follows from the equations of motion for the density n(r, t) and for
the current j(r, t),

∂

∂t
n(r, t) − i〈[Ĥ, n̂(r, t)]〉 = 0 (8.1a)

∂

∂t
j(r, t) − i〈[Ĥ, ĵ(r, t)]〉 = 0 , (8.1b)

where n̂(r, t) and ĵ(r, t) are the corresponding Heisenberg operators, and Ĥ is
the Hamiltonian of the system. Angle brackets in the above formulas stand for
the averaging with the exact density matrix. Equations (8.1a) and (8.1b) can
be represented in the form of hydrodynamics balance equations (see [Tokatly
2005a] for a detailed derivation),

Dtn + n
∂

∂rµ
vµ = 0 (8.2a)

mnDtvµ +
∂

∂rν
Pµν + n

∂

∂rµ
(vext + vH) = 0 , (8.2b)

where rν are the components of the vector r. Equation (8.2a) is the usual
continuity equation, while (8.2b) corresponds to the local momentum con-
servation law. In these equations, v = j/n is the velocity of the flow, and
Dt = ∂t + v∇ is the convective derivative. The exact stress tensor in (8.2b),

Pµν(r, t) = Tµν(r, t) + V ee
µν(r, t) , (8.3)

contains the kinetic, Tµν , and the interaction, V ee
µν , contributions. In [Tokatly

2005a] we derived the following explicit representations for the stress tensors
(see also [Martin 1959, Kadanoff 1962, Puff 1968, Zubarev 1974])

Tµν(r) =
1

2m

[
lim

r′→r

(
q̂∗µq̂

′
ν + q̂∗ν q̂

′
µ

)
ρ(r, r′) − δµν

2
∇2n(r)

]
(8.4a)

V ee
µν(r) = −1

2

∫
d3r′

r′µr′ν

r′
∂vee(r′)

∂r′

∫ 1

0

dλ G2(r + λr′, r − (1 − λ)r′) (8.4b)
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where q̂ = −i∇−mv is the operator of “relative” momentum, vee(r) is the
potential of a pairwise interparticle interaction, ρ(r, r′) is the one-particle
density matrix, and G2(r, r′) is the pair correlation function.

Equations (8.2a) and (8.2b) represent the exact local conservation laws
which must be satisfied for an arbitrary evolution of the system. Let us ap-
ply them to TDDFT. The first, less restrictive part of the TDDFT mapping
theorem [Runge 1984, Li 1985] states the existence of a unique and invert-
ible map: j → vext or, equivalently, v → vext. This implies that the exact
many-body density matrix ρ̂(t) for a given initial condition, ρ̂(0) = ρ̂0, is a
functional of the velocity v. Hence the stress tensor of (8.3) is a functional
of v and of the initial density matrix: Pµν [ρ̂0,v]. Therefore (8.2a) and (8.2b)
constitute a formally closed set of exact quantum hydrodynamics equations
with the memory of the initial many-body correlations. It is interesting to
note that the usual classical hydrodynamics can be viewed as a particular
limiting form of TDDFT. In this limiting case the stress tensor functional is
known explicitly – it takes the usual Navier-Stokes form [Landau 1987].

In the equilibrium system, (8.2b) reduces to the static force balance equa-
tion

∂

∂rν
Pµν + n

∂

∂rµ
(vext + vH) = 0 . (8.5)

This equation shows that the force produced by the external and the Hartree
potentials is compensated by the force of internal stresses. The net force
exerted on every infinitesimal fluid element is zero, which results in zero
current density and a stationary particle density distribution. According to
the Hohenberg-Kohn theorem [Hohenberg 1964, Dreizler 1990] any equilib-
rium observable, in particular the stress tensor, is a functional of the density:
Pµν = Pµν [n]. Hence (8.5) is, in fact, the equation of the exact quantum
hydrostatics that uniquely determines the density distribution in the equilib-
rium system. In the semiclassical limit, (8.5) reduces to the usual hydrostatics
equation [Landau 1987]. (For a degenerate high density Fermi gas we recover
the Thomas-Fermi theory.)

8.2.2 Definition of the xc Potentials

An important part of any DFT is the KS construction. The current and the
density in the interacting system can be reproduced in a system of nonin-
teracting KS particles, moving in a properly chosen self-consistent potential
vKS = vext+vH+vxc. The hydrodynamic formulation of TDDFT allows us to
relate the xc potential vxc to the stress density. The hydrodynamics balance
equations for the KS system take the form

Dtn + n
∂

∂rµ
vµ = 0 (8.6a)

mnDtvµ +
∂

∂rν
TKS

µν + n
∂

∂rµ
(vext + vH + vxc) = 0 , (8.6b)
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where the kinetic stress tensor of the KS system, TKS
µν , is given by (8.4a), but

with the averaging over the state of noninteracting particles. Comparing (8.2)
with (8.6) we find that the velocity v and the density n of the noninteracting
and the interacting systems coincide if the xc potential vxc(r, t) satisfies the
equation

∂vxc

∂rµ
=

1
n

∂

∂rν

(
Pµν − TKS

µν

)
≡ 1

n

∂

∂rν
P xc

µν , (8.7)

where P xc
µν is the xc stress tensor. Equation (8.7) demonstrates the physical

significance of vxc. The xc potential should produce a force that compensates
for the difference of the internal stress forces in the real interacting system
and in the auxiliary noninteracting KS system. By the continuity equation,
the density n is a functional of the velocity. Therefore (8.7) defines vxc (up
to an inessential constant) as a functional of v.

Apparently the above stress definition of the xc potential apply equally
well both to TDDFT and to the static/equilibrium DFT. For practical ap-
plications it is possibly more convenient to represent the force definition of
vxc, (8.7), in the familiar form of a Poisson equation

∇2vxc(r, t) = 4πρxc(r, t) , (8.8)

where the quantity ρxc(r, t),

ρxc =
1
4π

∂

∂rµ

(
1
n

∂

∂rν
P xc

µν

)
, (8.9)

can be interpreted as an xc “charge” density. In this context the xc stress
force, n−1∂νP

xc
µν , has the clear meaning of an xc “polarization” density. The

additional differentiation in (8.8) requires an additional boundary condition.
The most natural condition, which we should impose on the solution of (8.8),
is the requirement of being bounded at infinity.

Equation (8.7) or, equivalently, (8.8) and (8.9) reduce the problem of
approximating vxc to the construction of approximations for the xc stress
tensor P xc

µν . Since the stress density has a clear physical and microscopic
meaning, there is hope that the latter problem is more tractable.

8.3 Geometric Formulation of TDDFT

8.3.1 Preliminaries: Static LDA vs. Time-Dependent LDA

Let us first derive the standard static LDA from the force definition of vxc,
(8.7). Formally, the static vLDA

xc (r) is the solution of (8.7) in lowest order of
the gradient expansion. If the density distribution is a semiclassically slowly
varying function in space, a small volume element, located at some point r,
can be considered as an independent homogeneous many-body system. The
density in this homogeneous system equals the density n(r) at the location of
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the element. By solving the homogeneous many-body problem for the inter-
acting and noninteracting systems we find the corresponding stress tensors,
Pµν [n] = δµνP (n) and TKS

µν [n] = δµν P0(n), where P and P0 are the pres-
sure of the interacting system and of an ideal gas, respectively. Therefore, to
lowest order in the density gradients we get

P xc
µν [n](r) = δµν [P (n(r)) − P0(n(r))] = δµνPxc(n(r)) . (8.10)

Substituting (8.10) into (8.7), and using the common thermodynamic rela-
tions, dP = ndµ, µ = ∂E/∂n, we immediately recover the standard static
LDA [Dreizler 1990].

The situation in the time-dependent theory is much more complicated.
Even if at any instant t the density distribution n(r, t) is a slow function
in space, a small volume element, located at some point r, can not be con-
sidered as a system independent of the surrounding space. In the case of
nonadiabatic dynamics, particles arriving at the point r from other regions
bring information about other spatial points. This is the physical reason for
the well known ultranonlocality of TDDFT [Vignale 1995a, Vignale 1995b].
Clearly, any näıve attempt to extend the above derivation of the static LDA to
the time-dependent case fails. Indeed the homogeneous many-body problem,
which we get by formally separating a small volume element, corresponds to
an infinite system with strongly nonconserved number of particles. Obviously,
this problem is meaningless.

Below we show that the problem of nonlocality can be resolved by chang-
ing the “point of view” of the nonequilibrium many-body system. Any flow
in the system can be considered as a collection of small fluid elements moving
along their own trajectories. It is possible to divide the system into elements
in such a way that the number of particles in every element is conserved. In-
deed, by proper deformation and rotation of a fluid element one can always
adjust its shape to the motion of particles and thus prevent the flow through
its surface. Let us look at the system from a local reference frame attached
to one of those moving elements. The motion of the origin compensates the
translational motion of the fluid element. By properly changing scales and
directions of the coordinate axes we can compensate both the deformations
and the rotation. This means that an observer in the new frame will see no
currents in the system, but a stationary density distribution. Thus, from the
point of view of the co-moving observer, the nonequilibrium system looks
very similar to the equilibrium system viewed by a stationary observer in the
laboratory reference frame. This similarity is of course not complete since the
particles in the co-moving frame should experience inertia forces. However,
these inertia forces are determined only by the local geometric characteristics
of the frame. The locality of inertia forces and the stationarity of the density
allow us to consider a small volume element in the co-moving frame as an
independent many-body system. Therefore we can extend the derivation of
the static LDA to the time-dependent case.
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8.3.2 TDDFT in the Lagrangian Frame

Formally, the transformation to the co-moving Lagrangian frame is defined
as follows. Let v(r, t) = j(r, t)/n(r, t) be the velocity of the flow. By solving
the following initial value problem

∂r(ξ, t)
∂t

= v(r(ξ, t), t), r(ξ, 0) = ξ , (8.11)

we find the function r(ξ, t) that determines the trajectory of a fluid element.
The initial point, ξ, of the trajectory can be used as a unique label of the
element. This initial position of an infinitesimal fluid element is called the
Lagrangian coordinate. The transformation from the original r-space to the ξ-
space of initial positions corresponds to the transformation from the Eulerian
to the Lagrangian description of a fluid [Masson 1964]. On the other hand,
since the equation r = r(ξ, t) – which maps r to ξ – describes the trajectory of
a fluid element, the transformation from r to ξ is exactly the transformation
to the frame attached to this element.

Nonlinear transformation of the coordinates induces a change of met-
ric. The new metric in ξ-space is described by Green’s deformation tensor
gµν(ξ, t) [Tokatly 2005a]

gµν =
∂rα

∂ξµ

∂rα

∂ξν
, gµν =

∂ξµ

∂rα

∂ξν

∂rα
. (8.12)

The determinant, g, of gµν determines the ratio of unit volumes in the lab-
oratory and in the Lagrangian frames: d3r =

√
g d3ξ. Therefore the density

(the number of particles per unit volume) ñ(ξ, t) in the Lagrangian frame is
related to the density n(r, t) in the laboratory frame as follows:

ñ(ξ, t) =
√

g(ξ, t) n(r(ξ, t), t) . (8.13)

Another important quantity is the velocity vector transformed to the La-
grangian frame ṽµ(ξ, t),

ṽµ(ξ, t) =
∂ξµ

∂rν
vν(r(ξ, t), t) . (8.14)

In the equations of many-body theory in the Lagrangian frame, the vec-
tor mṽν = mgµν ṽ

µ plays the role of an effective “vector potential”, while
the quantity −mṽµṽµ/2 enters the theory as an effective “scalar potential”
[Tokatly 2005a]. The effective potentials and a nontrivial metric tensor de-
scribe generalized inertia forces in the local noninertial frame. The tensor
gµν produces the “geodesic” force, which is responsible for the motion of
a free particle along the geodesic in ξ-space. The “vector potential” mṽν

generates the Coriolis force (an effective Lorentz force) and the linear ac-
celeration force (an effective electric field). The Coriolis force is determined
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by the skew-symmetric vorticity tensor F̃µν = ∂ν ṽµ − ∂µṽν (local angular
velocity of the frame or an effective magnetic field). The “scalar potential”
−mṽµṽµ/2 produces the generalized centrifugal force.

The main property of the Lagrangian frame is that the inertia forces ex-
actly compensate the difference of the external force and the force of internal
stress. The local force balance equation can be obtained by transforming the
local momentum conservation law (8.2b) to the Lagrangian frame

m
∂ṽµ

∂t
−m

2
∂ṽν ṽ

ν

∂ξµ
+

∂

∂ξµ
(vext + vH)+

1
ñ

∂
√
gP̃ ν

µ

∂ξν
−

√
g

2ñ
∂gαβ

∂ξµ
P̃αβ = 0 , (8.15)

where P̃µν is the stress tensor in the Lagrangian frame (the last two terms
form the covariant divergence of the stress tensor [Dubrovin 1984]). The first
two terms in (8.15) are the linear acceleration force and the generalized cen-
trifugal force, while the last two terms correspond to the force of internal
stress. Equation (8.15) has precisely the same physical significance as the sta-
tic force balance equation (8.5) – it shows that the net force exerted on every
infinitesimal fluid element in the Lagrangian frame is exactly zero. There-
fore the current density in every point of the Lagrangian space vanishes, and
the density of particles remains stationary during the whole evolution of the
system: ñ(ξ, t) = n0(ξ), where n0(r) is the initial density distribution.

Since the linear acceleration force and the generalized centrifugal force are
the same for all particles in a given fluid element, these two forces explicitly
enter the balance (8.15). In contrast, the “geodesic” force and the Corio-
lis force depend on the velocity of a particular particle. Therefore they are
present in (8.15) only implicitly via the stress tensor. In fact [Tokatly 2005b],
the stress tensor P̃µν is a universal functional of the deformation tensor gµν

and the vorticity tensor F̃µν (which determine the “geodesic” and the Coriolis
force respectively):

P̃µν = P̃µν [gµν , F̃µν ](ξ, t) . (8.16)

Since the stress tensor is uniquely related to the xc potential, the latter is also
a universal functional of gµν and F̃µν . Therefore (8.16) can be viewed as a re-
formulation of TDDFT in terms of new basic variables. Both gµν and F̃µν are
functionals of the velocity in agreement with the Runge-Gross theorem. How-
ever, the physical interpretation of the new formulation of TDDFT becomes
much more transparent. The symmetric Green’s deformation tensor and the
skew-symmetric vorticity tensor completely characterize the deformed state
of any system in the Lagrangian description. Hence (8.16) can be interpreted
as the exact nonequilibrium “equation of state”, which relates the stress ten-
sor to the dynamical deformation.

The main formal advantage of the reformulation of TDDFT in the La-
grangian frame is the stationarity of the density, which allows to derive in a
consistent manner the time-dependent local approximation.
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8.4 Time-Dependent Local Deformation Approximation

8.4.1 General Formulation of the TDLDefA

By construction, the current density is zero at every point of Lagrangian
space. Hence, in the limit of vanishingly small deformation gradients, an
infinitesimal volume located at some point ξ can be considered as an inde-
pendent homogeneously deformed many-body system. The density and the
metric (deformation) tensor in this homogeneous system are given by n0(ξ)
and gµν(ξ, t), respectively. The corresponding Hamiltonian takes the form

H̃ =
∑

k

gµν(t)
kµkν

2m
ã†kãk +

1
2
√

g(t)

∑

p,k,q

vee(‖q‖)ã†kã†pãp+qãk−q , (8.17)

where ‖q‖ =
√

gµν(t)qµqν is the wave vector norm in the “deformed” mo-
mentum space.

By definition, the stress tensor is proportional to the derivative of the
energy with respect to the metric tensor:

√
g P̃µν = 2〈δH̃/δgµν〉 [Rogers

2002, Tokatly 2005a]. Calculating the derivative of (8.17) we arrive at the
following microscopic expression for the stress tensor:

P̃µν =
∑

k

{
1
√
g

kµkν

m
f̃(k) +

1
2g

[
kµkν

‖k‖ v′ee(‖k‖) + gµνvee(‖k‖)
]
G̃2(k)

}
,

(8.18)
where f̃(k) = 〈ã†kãk〉 is the Wigner function, G̃2(k) is the Fourier component
of the pair correlation function, and v′ee(x) = dvee(x)/dx.

By solving the many-body problem defined by (8.17) we find the Wigner
function f̃(k, t), and the pair correlation function G̃2(k, t). Substitution of
f̃(k, t) and G̃2(k, t) into (8.18) yields the stress tensor functional P̃µν [gµν , n0].
By repetition of the above procedure for the noninteracting system [i.e., us-
ing (8.17), (8.18) with vee = 0] we find the KS stress tensor, T̃KS

µν [gµν , n0],
and, finally, the xc stress tensor

P̃ xc
µν [gµν(ξ, t), n0(ξ)] = P̃µν − T̃KS

µν . (8.19)

The last step is to transform P̃ xc
µν of (8.19) back to the laboratory frame and

to substitute it into the force definition of the xc potential (8.8).
The xc stress tensor P̃ xc

µν , given by (8.19), is a spatially local functional
of the deformation tensor. Therefore it is natural to name the approxima-
tion (8.19) time-dependent local deformation approximation (TDLDefA).

Stress Tensor of the Noninteracting System

A necessary step in the derivation of the TDLDefA is to compute the stress
tensor, T̃KS

µν , in the noninteracting system. This problem can be solved ex-
actly. In general, the equation of motion for the Wigner function takes the
form
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∂f̃(k)
∂t

= −i
∑

p,q

vee(‖q‖)√
g(t)

〈ã†p(ã†kãk−bq − ã†k+qãk)ãp+q〉 . (8.20)

In the noninteracting case (vee = 0) the right-hand side of (8.20) vanishes.
Therefore the distribution function of noninteracting particles in the La-
grangian frame is time-independent:

f̃(k, t) = f̃(k, 0) = nF
k , (8.21)

where we assumed for definiteness that the system evolves from the equilib-
rium state (nF

k is the Fermi function). Substituting (8.21) into (8.18) (with
vee = 0) we get the kinetic stress tensor of the noninteracting system in the
Lagrangian frame,

T̃KS
µν (ξ, t) =

δµν√
g(ξ, t)

P0(n0(ξ)) , (8.22)

where the function P0(n) is the equilibrium pressure of a noninteracting ho-
mogeneous Fermi gas.

For the practical calculation of the xc potential in TDLDefA we need
the stress tensor TKS

µν (r, t) in the laboratory frame. Application of the usual
tensor transformation rules [Dubrovin 1984],

Pµν(r, t) =
∂ξα

∂rµ

∂ξβ

∂rν
P̃αβ(ξ(r, t), t) , (8.23)

to the stress tensor (8.22) yields the result

TKS
µν (r, t) = ḡµν(r, t)

√
ḡ(r, t) P0

(
n(r, t)√
ḡ(r, t)

)
, (8.24)

where ḡµν(r, t) is the Cauchy’s deformation tensor [Masson 1964]

ḡµν(r, t) =
∂ξα

∂rµ

∂ξα

∂rν
. (8.25)

It is quite natural that the stress tensor in the laboratory frame depends on
ḡµν(r, t) since the Cauchy’s deformation is the usual way of characterizing
deformations in the Eulerian formulation of continuum mechanics.

8.4.2 Exchange-Only TDLDefA

The most difficult part in the derivation of an explicit TDLDefA is the so-
lution of the interacting problem defined by the Hamiltonian (8.17). In this
subsection we find the exact solution of this problem in the exchange-only
approximation. In the x-only case the pair correlation function G̃2(k, t) is
completely determined by the one-particle distribution function f̃(k, t)
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G̃2(k, t) = −
∑

p

f̃(k + p, t)f̃(p, t) . (8.26)

Performing the mean field decoupling of the four-fermion terms in (8.20) we
find that the right hand side of this equation cancels out. Hence in the x-only
approximation both the Wigner function and the pair correlation function in
the Lagrangian frame preserve their initial (equilibrium) form

f̃(k, t) = nF
k , G̃2(k, t) = Gx

2(n0; k) = −
∑

p

nF
k+pn

F
p . (8.27)

Here, k = |k| =
√

kµkµ is the usual modulus of k, and Gx
2(n; k) is the

exchange pair correlation function for an equilibrium Fermi gas of density
n. Substituting (8.27) into (8.18) and subtracting the noninteracting stress
tensor (8.22) we obtain the exchange contribution to the local stress density
in the Lagrangian frame:

P̃ x
µν =

1
2g

∑

k

[
kµkν

‖k‖ v′ee(‖k‖) + gµνvee(‖k‖)
]
Gx

2(n0; k) . (8.28)

Using the transformation rule (8.23) we get the exchange stress tensor in the
laboratory frame:

P x
µν(n, ḡαβ) =

√
ḡ

2

∑

p

[
pµpν

p
v′ee, p + δµνvee, p

]
Gx

2

(
n√
ḡ
;
√

ḡαβpαpβ

)
.

(8.29)
Equations (8.29), (8.9) and (8.8) uniquely determine the local potential
vx(r, t) in x-only TDLDefA. Clearly the exchange potential vx(r, t) is a local
(both in space and in time) functional of the density n(r, t) and Cauchy’s
deformation tensor ḡµν(r, t). In the equilibrium system (ḡµν = δµν) the po-
tential, defined by (8.29), (8.9), and (8.8), reduces to that of the usual static
local exchange approximation.

8.4.3 Inclusion of Correlations: Elastic TDLDefA

Exchange-Correlation Stress Tensor in the Elastic TDLDefA

The elastic TDLDefA is based on the assumption that both the Wigner func-
tion and the pair correlation function in the Lagrangian frame preserve their
initial form. This corresponds to dynamics with extremely pronounced mem-
ory that is not destroyed by effects of collisional relaxation. To get the stress
tensor for the system evolving from the equilibrium state we have to sub-
stitute the equilibrium values f̃(k, t) = feq(n0; k) and G̃2(k, t) = Geq

2 (n0; k)
into (8.18). Transforming the result of this substitution to the laboratory
frame and subtracting the KS stress tensor (8.24) we obtain the following xc
stress tensor in the physical r-space:
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P xc
µν =

2ḡµν

d

√
ḡExc

kin

(
n√
ḡ

)
+

√
ḡ

2

∑

p

[pµpν

p
v̄′ee, p + δµν v̄ee, p

]

×Geq
2

(
n√
ḡ
;
√

ḡαβpαpβ

)
, (8.30)

where Exc
kin(n) is the xc kinetic energy of the interacting homogeneous Fermi

system. Equation (8.30) determines the xc stress tensor as a function of the
time-dependent density n(r, t), and Cauchy’s deformation tensor ḡµν(r, t).
The tensor ḡµν(r, t) is responsible for the memory related ultranonlocality of
P xc

µν . The “elastic” xc potential is the solution to the Poisson equation (8.8),
where the xc “charge density” is defined after (8.9) and (8.30).

In the exchange approximation the stress tensor P xc
µν , given by (8.30),

reduces to the x-only tensor P x
µν of (8.29) that is exact in the weak coupling

limit. In the linear response regime, the corrections to the density and to
Cauchy’s deformation tensor are proportional to the displacement vector u =
r − ξ,

n = n0 −∇n0u, ḡµν = δµν − ∂uµ

∂rν
− ∂uν

∂rµ
. (8.31)

Linearizing the stress tensor (8.30) and using (8.31) we recover the VK ap-
proximation [Vignale 1996, Vignale 1997]:

δP xc
µν = −δµν

∂P

∂n0
u∇n0 + δµνK

∞
xc

1
2
δgαα + µ∞

xc

(
δgµν − δµν

d
δgαα

)
, (8.32)

where K∞
xc and µ∞

xc are the high frequency limits of the xc bulk and shear
moduli, respectively [Conti 1999, Nifos̀ı 1998, Qian 2002]. Thus, the VK ap-
proximation is nothing but Hooke’s law in our quantum continuum mechan-
ics.

Self-Consistent Kohn-Sham Equations

Let us formulate the complete set of self-consistent KS equations in the elastic
TDLDefA. The Kohn-Sham formulation of TDDFT allows to calculate the
density n(r, t) and the velocity v(r, t) in the interacting N -particle system
using the ideal gas formulas

n(r, t) =
N∑

j=1

|ϕj(r, t)|2, v(r, t) =
i

2nm

N∑

j=1

[
ϕj∇ϕ∗

j − ϕ∗
j∇ϕj

]
. (8.33)

The single particle orbitals ϕj(r, t) satisfy the time-dependent KS equation

i
∂ϕj

∂t
= −∇2

2m
ϕj + {vext + veff [n, ḡµν ]}ϕj , (8.34)

where vext(r, t) is the external potential. For the practically important case of
a 3D system with Coulomb interaction the effective potential veff [n, ḡµν ](r, t)
is the solution of the following Poisson equation:
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∇2veff = 4π{e2n + ρxc[n, ḡµν ]}. (8.35)

The first term in the brackets in (8.35) generates the Hartree potential, vH,
while the second term is responsible for the xc potential. The xc “charge
density”, ρxc, is a local functional of n and ḡµν ,

ρxc =
1
4π

∂

∂rµ

[
1
n

∂

∂rν
P xc

µν(n, ḡµν)
]
, (8.36)

where P xc
µν(n, ḡµν) is a function of n(r, t) and ḡµν(r, t), which is defined

by (8.30). One can show [Tokatly 2005b] that for a Coulomb system (8.30)
simplifies as follows:

P xc
µν =

2
3
ḡµν

√
ḡExc

kin

(
n√
ḡ

)
+ Lµν(ḡαβ)Epot

(
n√
ḡ

)
, (8.37)

where Epot is the potential energy of a homogeneous electron gas, and
Lµν(ḡαβ) is a purely geometric factor that involves only angle integrations.
Therefore, the dependence of P xc

µν(n, ḡµν) on ḡµν and on n/
√
ḡ is completely

factorized, which should significantly simplify practical applications. The ki-
netic and potential energies of the homogeneous electron gas, Exc

kin(n) and
Epot(n), can be expressed in terms of the xc energy per particle, εxc(n) (see,
for example, [Conti 1999]). Hence, our nonadiabatic TDLDefA requires only
knowledge of the function εxc(n) for the homogeneous electron gas, exactly
as the static LDA.

The new basic variable, Cauchy’s deformation tensor ḡµν , is uniquely
determined by the velocity v(r, t). Using the definition of ḡµν (8.25) and
the trajectory equation (8.11) we find the following equation of motion for
Cauchy’s deformation tensor ḡµν(r, t):

(
∂

∂t
+ vα ∂

∂rα

)
ḡµν = −∂vα

∂rµ
ḡαν − ∂vα

∂rν
ḡαµ, ḡµν(r, 0) = δµν . (8.38)

The system (8.33–8.38) constitutes the complete set of self-consistent KS
equations in the nonlinear elastic TDLDefA. In the equilibrium situation
(ḡµν = δµν) this system reduces to the usual static KS equations with the
LDA xc potential, while in the linear regime it recovers the results of the VK
approximation. The nonadiabatic memory effects are described by Cauchy’s
deformation tensor, which satisfies (8.38). It should be noted that from a
computational point of view, the solution of this equation should not intro-
duce any additional difficulties. Formally (8.38) has the same structure as the
time-dependent KS equation (8.34). Hence (8.34) and (8.38) can be solved
simultaneously by the same method.

Very recently, the VK approximation has been successfully applied to the
description of optical and polarization properties of many different systems,
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such as atoms, molecules, semiconductors and polymers [de Boeij 2001, van
Faassen 2002, van Faassen 2003a, Ullrich 2004, van Faassen 2003b]. Since
the VK approximation is a linearized version of our theory, we hope that
the general TDLDefA also will become a useful tool for studying nonlinear
time-dependent phenomena.



9 Exact-Exchange Methods
and Perturbation Theory
along the Adiabatic Connection

A. Görling

9.1 Preliminary Remarks

In this chapter we consider time-dependent density functional methods that
are based on exact exchange (EXX) functionals, i.e., EXX potentials and
EXX kernels. Moreover a systematic route to the construction of correlation
potentials and kernels is discussed.

The EXX functionals are derived by perturbation theory along the adia-
batic connection [Görling 1994, Görling 1995b, Görling 1996, Görling 1997,
Görling 1998a, Görling 2005]. This perturbation theory represents a quite
general formal framework. In first order it yields EXX functionals, while
higher orders give rise to correlation functionals. In infinite order, the exact
exchange-correlation (xc) functionals and exact density functional methods
are obtained, provided that the perturbative series converges. However, as
it often happens in perturbation theory approaches, convergence is an open
question [Seidl 2000]. Moreover, the expressions for the higher order terms
become increasingly complicated and unmanageable in practical applications.
As a result, so far, apart from a few exceptions, only first order perturbation
theory was performed and the resulting EXX methods were implemented and
applied.

Density functionals of time-dependent density functional theory (TDDFT)
were originally defined in analogy to static density functional theory (DFT)
as functional derivatives of the quantum mechanical action with respect to
the time-dependent electron density [Ullrich 1995a, Gross 1996, Petersilka
1996a, Colwell 1996, Petersilka 1998]. In these definitions, the quantum me-
chanical action corresponds to the energy in static DFT. TDDFT is most
often applied within the response regime, in particular within the linear re-
sponse regime which yields excitation energies and dynamic linear polar-
izabilities [Stott 1980, Zangwill 1980b, Mahan 1980, Mahan 1990, Casida
1995a, van Gisbergen 1995, Jamorski 1996, Casida 1996, Bauernschmitt
1996a, Stratmann 1998, Görling 1999b, Heinze 2000, Hirata 1999a, Tozer
1999, Yabana 1999a]. The working equation underlying most linear density
functional response methods, the density-matrix based coupled Kohn-Sham
(KS) equation [Görling 1999b], was also originally derived within the quan-
tum mechanical action formalism [Casida 1995a, Jamorski 1996]. Later it was
shown that the xc kernel, the time-dependent functional derivative of the xc

A. Görling: Exact-Exchange Methods and Perturbation Theory along the Adiabatic Connec-
tion, Lect. Notes Phys. 706, 137–159 (2006)
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Fig. 9.1. Comparison of LDA and EXX band gaps (in eV) of various semiconduc-
tors with experimental data [Städele 1999]. (EXX band gaps were obtained with
exact exchange potentials plus LDA correlation potentials)

potential with respect to the electron density, within the action formalism
violates basic causality requirements in time [Gross 1996, van Leeuwen 1998]
because in the action formalism it is obtained as the second functional deriva-
tive of the xc part of the quantum mechanical action. Definitions and deriva-
tions within the action formalism are thus questionable from a formal point
of view. A derivation of the density-matrix based coupled KS equations which
does not rely on the quantum mechanical action formalism can be found in
[Görling 1999b, Görling 1998b, Furche 2001a], while definitions of linear and
higher order xc kernels not invoking the quantum mechanical action are given
in [Görling 1998a, Görling 1998b, Kim 2002b, Heinze 2002]. The perturbation
theory approach considered here also does not rely on the quantum mechan-
ical action formalism and is therefore not affected by any causality problems
in time.

Density functional response methods consist of two steps. First, a KS
calculation for the ground state of the electronic system under consideration
has to be performed. This yields the KS orbitals or one-particle functions and
their eigenvalues. These are the input for the second step, the actual response
calculation, which, in first order response, leads to polarizabilities, excitation
energies, and oscillator strengths, i.e., to the linear optical properties. Higher
order response yields non-linear optical properties, e.g., hyperpolarizabilities.
The density functionals needed for the response calculations are, for the first
step – the ground-state calculation – the xc potential; for the second step, in
the case of linear response, the xc kernel. For higher order response properties,
higher order xc kernels are required. While the xc potential does not depend
on time or frequency, the xc kernels do.
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Static exact exchange KS methods [Görling 1994, Görling 1995b, Sharp
1953, Talman 1976, Sahni 1982, Shaginyan 1993, Görling 1996, Grabo 1998,
Engel 1999, Görling 1999a, Ivanov 1999, Hamel 2001, Veseth 2001, Kotani
1995, Städele 1997, Städele 1999, Magyar 2004, Rinke 2005, Qteisch 2005,
Sharma 2005, Kresse 2005, Yang 2002, Kümmel 2003] have a number of ad-
vantages compared to conventional KS methods based on the local density
approximation or generalized gradient approximations. First, of course, the
exchange energy and potential do not need to be approximated. As a result,
unphysical self-interactions of electrons present in the Coulomb energy are
exactly canceled. In LDA or GGA methods this cancelation is not complete
and, as a consequence, the effective KS potential is too repulsive and does
not exhibit the correct asymptotic behavior. Accordingly, LDA and GGA
orbital and eigenvalue spectra are qualitatively wrong. They, e.g., do not
have a Rydberg series and, in the case of semiconducting or insulating solids,
too small band gaps are obtained. With EXX methods, on the other hand,
physically reasonable and qualitatively correct KS orbitals and eigenvalues
are obtained [Görling 1999a, Ivanov 1999]. Furthermore, the EXX eigenval-
ues and eigenvalue differences are well-defined zeroth order approximations
for ionization [Chong 2002, Gritsenko 2002, Gritsenko 2003] and excitation
[Görling 1996, Filippi 1997] energies, respectively.

Figure 9.1, moreover, shows that EXX methods yield band gaps close
to the experimental ones for semiconductors. Also for organic polymers, in
particular for trans-polyacetylene, band gaps are obtained which are much
closer to the experimental values than those from LDA or GGA methods
[Rohra 2005]. However, for solid noble gases [Magyar 2004] and also for dia-
mond, see Fig. 9.1, EXX band gaps are larger than LDA- or GGA-band gaps
but still clearly smaller than experimental band gaps. In this context it should
be noted that even the exact KS band gap does not equal the experimental
band gap but differs from it by the derivative discontinuity of the xc poten-
tial at integer particle numbers [Perdew 1983, Sham 1983]. The agreement
between EXX and experimental band gaps displayed in Fig. 9.1 shows that
for simple semiconductors the effect of neglecting the derivative discontinuity
plus the effect of approximating the correlation potential within the LDA,
in sum, is very small. Whether both effects cancel or are individually small
remains to be investigated. It should, however, be noted that a complete
neglect of the correlation potential or a GGA treatment of the correlation
potential changes the band gaps only marginally. This suggests that at least
presently available approximate correlation potentials have little effect on the
band gap [Städele 1999].

Because KS orbitals and eigenvalues are the input quantities for DFT
response methods, the accuracy of the latter depends crucially on the quality
of the former. On the basis of LDA or GGA orbitals and eigenvalues, e.g.,
it is not possible to treat excitations into states with Rydberg character
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[Casida 1998a, Della Sala 2003a]. This problem is fundamentally solved by
employing EXX orbitals and eigenvalues [Della Sala 2003a].

So far the experience with time-dependent EXX methods is quite lim-
ited. It results from two EXX response calculations, one considering solids
the other considering molecules, which are reported in [Kim 2002a] and
[Hirata 2002]. Full EXX-TDDFT methods beyond the linear regime so far
have not been implemented. However, steps towards such methods includ-
ing numerical results can be found in [Ullrich 1996] and [Marques 2001].
These first experiences for the most part are positive. Moreover, the basic
formulas of EXX-TDDFT [Görling 1997, Görling 1998a, Ullrich 1995a, Gross
1996, Petersilka 1996a, Görling 1998b, Kim 2002b] show that EXX-TDDFT
goes distinctively beyond LDA- or GGA-TDDFT. EXX-TDDFT, in contrast
to LDA- or GGA-TDDFT, contains memory effects in time. Thus, EXX-
TDDFT represents a highly promising new line of development.

In the following section we will derive an integral equation, the static
EXX equation, for the static exchange potential, and we will consider how
this equation and approximations to it can be used in practice. In the subse-
quent section the derivation of time- and frequency-dependent EXX equations
for the time-dependent exchange potential and for the frequency-dependent
exchange kernel is presented.

9.2 Exact Exchange Methods
and Static Perturbation Theory

9.2.1 Perturbation Theory along the Adiabatic Connection
and the Static Exact Exchange Equation

The starting point of a perturbation theory along the adiabatic connection
[Görling 1994, Görling 1995b, Görling 1996, Görling 1997, Görling 1998a] is
the many-electron Schrödinger equation

[
T̂ + V̂ λ + λ V̂ee

]
Ψλ

0 = Eλ
0 Ψλ

0 . (9.1)

In (9.1), T̂ is the operator of the kinetic energy, V̂ee is the operator of the
electron-electron interactions, V̂ λ is the operator generated by the local mul-
tiplicative potential vλ(r), Ψλ

0 is the ground-state electronic wave function,
Eλ

0 is the corresponding ground-state energy, and λ is the coupling constant
(with values between zero and one), which switches on and off the electron-
electron interaction. This means that (9.1) only describes real electrons for
λ = 1, while for λ < 1 it describes model electrons with a reduced interaction.
The potential vλ(r) is determined by the conditions that (i) the ground-state
electronic density, the electronic density associated to the wave functions Ψλ

0 ,
is independent of the coupling constant λ, and that (ii) vλ(r) for λ = 1 equals
the external potential vext(r) of the real electron system under consideration.
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This is, usually, the potential created by the nuclei of the atom, molecule or
solid being studied. This means that (9.1) turns into the Schrödinger equation
of the real electronic system for λ = 1 and that the ground-state electronic
density n(r) equals the ground-state density of the real electronic system, in-
dependently of λ. For λ = 0, (9.1) becomes the corresponding many-electron
KS equation [

T̂ + V̂KS

]
Φ0 = EKS,0 Φ0 (9.2)

with vKS(r) = vλ=0(r), Φ0 = Ψλ=0
0 , and EKS, 0 = Eλ=0

0 . The Hohenberg-
Kohn theorem [Hohenberg 1964] guarantees the uniqueness of the KS poten-
tial vKS(r) and generally of the potential vλ(r).

Next we expand the potential vλ(r) in a Taylor series with respect to the
coupling constant λ

vλ(r) =
∞∑

p=0

λpv(p)(r)

= vKS(r) + λ v(1)(r) + λ2v(2)(r) + . . . (9.3)

In order to define the exchange potential, we write the first order potential
v(1)(r) as

v(1)(r) = −vx(r) − vH(r) , (9.4)

i.e., as the negative of the exchange potential vx(r) plus the negative of the
Hartree potential vH(r) =

∫
d3r′ n(r′)/|r − r′|. This defines the exchange

potential as
vx(r) = −v(1)(r) − vH(r) . (9.5)

The sum
∑∞

p=2 v
(p)(r) represents the negative of the correlation potential.

With the Taylor expansion (9.3), the Hamiltonian operator of the adia-
batic connection Schrödinger (9.1) turns into

T̂ + V̂KS + λ
[
V̂ee − V̂x − V̂H

]
+ λ2V̂ (2) + . . . (9.6)

In this adiabatic connection perturbative expansion, the KS Hamiltonian op-
erator (T̂ + V̂KS) in (9.6) describes the unperturbed system, whereas the
perturbation is given by the terms depending on the coupling constant λ.
Perturbation theory along the adiabatic connection exhibits some peculiar-
ities: (i) The Hamiltonian operator of the unperturbed system is unknown
because, for a given real system, the KS potential is, initially, not known. (ii)
The perturbation is also unknown because neither the exchange potential vx

nor the higher order potentials v(p) are known in the beginning. (iii) The
perturbation is not linear in the coupling constant λ.

Concerning point (i), the KS potential vKS is given by

vKS(r) = vext(r) + vx(r) + vH(r) − v(2)(r) − . . . (9.7)
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and thus is the sum of the known external potential vext with the potentials
representing the perturbation. Therefore, these perturbation potentials are
required right from the beginning, in collision with point (ii) above. To solve
this problem we formally expand the ground-state electronic density into a
Taylor series with respect to λ

nλ(r) =
∞∑

p=0

λpn(p)(r) . (9.8)

However, by construction, the ground-state density nλ(r) is independent of
the coupling constant λ and equals the ground-state density n(r) of the real
electronic system. For the contributions nλ(r) hence follows

n(0)(r) = n(r) , (9.9)

and
n(p)(r) = 0 for p ≥ 1 . (9.10)

Equations (9.10) are central for the perturbative scheme we are trying to es-
tablish. For each order, the corresponding equation (9.10) leads to an integral
equation determining the potential v(p). Here we will consider only the first
order.

Textbook perturbation theory yields the expression

∑

j

′
Φj

〈Φj |V̂ee − V̂x − V̂H|Φ0〉
EKS, 0 − EKS, j

+ c.c. (9.11)

for the first-order contribution to the wave function Ψλ
0 due to the perturba-

tion V̂ee− V̂x− V̂H. In (9.11) Φj stands for excited states of the many-electron
KS (9.2) with energies EKS, j . The summation in (9.12) runs over all excited
states of the KS (9.2), i.e., all eigenstates of (9.2) except Φ0. The prime in
the summation indicates that Φ0 is not included. The first order contribu-
tion (9.11) to the wave function yields the first order contribution n(1)(r) to
the density and, after substitution into (9.10), we get

0 =
∑

j

′ 〈Φ0|n̂(r)|Φj〉〈Φj |V̂ee − V̂x − V̂H|Φ0〉
EKS, 0 − EKS, j

+ c.c. . (9.12)

In (9.12) n̂(r) denotes the density operator. The many-electron KS equa-
tion (9.2) leads to one-particle KS equations

[
T̂ + V̂KS

]
ϕi = εiϕi , (9.13)

for the KS orbitals ϕi from which the many-electron KS wave functions Φj

are constructed. If the Φj are expressed by their orbitals, after rearrange-
ment, (9.12) turns into the EXX equation
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∫
d3r′ χKS(r, r′)vx(r′) = Λ(r) , (9.14)

where

χKS(r, r′) = 2
occ∑

i

unocc∑

a

ϕ∗
i (r)ϕa(r)ϕ∗

a(r′)ϕi(r′)
εi − εa

+ c.c. (9.15)

is the response function of the KS system and

Λ(r) = 2
occ∑

i

unocc∑

a

ϕ∗
i (r)ϕa(r)〈ϕa|V̂ NL

x |ϕi〉
εi − εa

+ c.c. . (9.16)

The nonlocal exchange operator V̂ NL
x is of the form of the Hartree-Fock ex-

change operator but is constructed from KS orbitals, i.e., it is an integral
operator defined by

[
V̂ NL

x ϕk

]
(r) = −

∫
d3r′

occ∑

j

ϕj(r)ϕ†
j(r

′)ϕk(r′)
|r − r′| . (9.17)

In (9.15) and (9.16) ϕi and ϕa denote occupied and unoccupied KS orbitals,
with eigenvalues εi and εa, and ϕk denotes an arbitrary, i.e., occupied or
unoccupied, orbital. The factor 2 appears due to the spin degrees of freedom.

The EXX equation (9.14) determines the exchange potential. Integral
equations determining the contributions to the correlation potential, i.e., the
higher order potentials v(p), have the same form as the EXX equation (9.14),
merely the right hand side differs and is becoming increasingly complicated
for higher orders.

In an exact exchange KS calculation, instead of evaluating an approximate
expression for the exchange potential in terms of the electronic density and,
in the case of generalized gradient approximations, of the derivatives of the
electronic density, we have to solve the EXX integral (9.14).

9.2.2 Implementations of Static Exact Exchange KS Methods

The first EXX method was implemented in the 1970s by Talman and Shad-
wick as an approximation to the Hartree-Fock method [Talman 1976]. The
implementation solves the exact exchange KS equations including the EXX
equation (9.14) on a numerical grid and is restricted to spherical systems, i.e.,
atoms. Much later, EXX implementations for solids [Kotani 1995, Görling
1996, Städele 1997, Städele 1999] as well as molecules [Görling 1999a, Ivanov
1999] were introduced, which expand the KS orbitals as well as the exchange
potential in basis sets. In fact, two different basis sets are used, one for rep-
resenting the KS orbitals, and an auxiliary basis set for representing the
quantities in the EXX equation (9.14), i.e., the exchange potential vx, the
response function χKS, and the right hand side Λ.
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Within the auxiliary basis set {fk}, the EXX equation (9.14) turns into
the matrix equation [Görling 1996]

χKSvx = Λ (9.18)

with matrix elements

χKS, k� =
∫

d3r

∫
d3r′ f∗

k (r)χKS(r, r′)f�(r′) (9.19)

and
Λk =

∫
d3r f∗

k (r)Λ(r) . (9.20)

The components vx, k of vx are the expansion coefficients of the exchange
potential in the auxiliary basis:

vx(r) =
∑

k

vx, kfk(r) . (9.21)

Alternatively, an exchange charge density nx(r) can be defined [Görling
1999a] as the charge distribution that yields as its electrostatic potential the
exchange potential

vx(r) =
∫

d3r′
nx(r′)
|r − r′| . (9.22)

The exchange charge density nx(r) is then related by a Poisson equation to
the exchange potential,

nx(r) = (−1/4π)∇2vx(r) . (9.23)

After expanding the exchange charge density in the auxiliary basis set

nx(r) =
∑

k

nx, kfk(r) , (9.24)

it is straightforward to obtain the EXX matrix equation

χ̃KSnx = Λ̃ , (9.25)

with matrix elements

χ̃KS, k� =
∫

d3r1

∫
d3r2

∫
d3r3

∫
d3r4

f∗
k (r1)χKS(r2, r3)f�(r4)
|r1 − r2||r3 − r4|

(9.26)

and

Λ̃k =
∫

d3r1

∫
d3r2

f∗
k (r1)Λ(r2)
|r1 − r2|

. (9.27)

In the matrix elements (9.26) and (9.27) the Coulomb norm 1/|r1 − r2| was
used throughout in integrations in order to obtain an EXX matrix (9.25)



9 Exact-Exchange Methods and Perturbation Theory 145

with a symmetric matrix χ̃KS. The components nx, k of nx are the expansion
coefficients of the exchange charge density in the auxiliary basis [see (9.24)].

The determination of the exchange potential via the exchange charge
density, for molecules, has the advantage that the exchange potential exhibits
a 1/r-asymptotic, provided that the exchange charge density integrates to
minus one. In molecular programs, moreover, integrals with respect to the
Coulomb norm, like the integrals in (9.26) and (9.27), are usually available.
This facilitates the implementation of EXX approaches for molecules relying
on the exchange charge density.

Similarly to the exchange charge density, also a correlation charge density
nc(r) can be defined as the charge distribution which yields as electrostatic
potential the correlation potential. The sum of the electron density, the ex-
change charge density, and the correlation charge density gives the effective
density distribution which is, literally speaking, the density seen by an elec-
tron of the system due to the presence of the other electrons, and which takes
into account many-body effects. This effective density might be of interest in
the interpretation of electronic structures.

For solids a natural choice for both the orbital basis set and the auxil-
iary basis set are plane waves. However, the cutoff of the auxiliary basis set
has to be chosen much smaller than that of the orbital basis set in order to
avoid numerical instabilities due to unphysical small eigenvalues in the KS
response matrix χKS. For molecules, different Gaussian basis sets are used to
represent the orbitals on the one hand, and the exchange potential or the ex-
change charge on the other. By now, several plane wave EXX KS implementa-
tions for solids have been presented [Magyar 2004, Rinke 2005, Qteisch 2005]
in addition to the one of [Städele 1997, Städele 1999]. For solids, an EXX KS
implementation within the atomic sphere approximation has also been intro-
duced already several years ago [Kotani 1995]. Very recently, EXX KS imple-
mentions within the fully linearized augmented plane wave approach [Sharma
2005] and within the projector augmented wave approach [Kresse 2005] were
presented. For molecules, a number of Gaussian basis set EXX KS implemen-
tations were developed in recent years [Hamel 2001, Veseth 2001, Yang 2002]
besides those of [Görling 1999a] and [Ivanov 1999]. Furthermore, a numerical
grid EXX KS approach for molecules was recently introduced [Kümmel 2003].

9.2.3 Static Effective Exact Exchange KS Methods

While plane wave EXX KS methods are numerically stable, EXX KS meth-
ods employing Gaussian basis sets suffer from numerical instabilities [Hamel
2001, Görling 1995a, Schipper 1997, Hirata 2001, Della Sala 2003b]. The re-
sulting exchange energies and thus, also the total energies and the occupied
orbitals, are numerically stable. Exchange potentials, however, exhibit highly
oscillatory unphysical features which affect the unoccupied orbitals and their
eigenvalues. Because the latter are among the input quantities of density
functional response methods for the calculation of, e.g., excitation energies,
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these numerical problems limit severely the scope and usefulness of EXX KS
methods based on Gaussian functions.

There are two known potential sources of the numerical problems. First,
the EXX (9.14) is known to be inherently unstable from a numerical point
of view [Schipper 1997]. Small changes on the right hand side Λ can lead to
huge changes in the resulting exchange potentials vx. If the right hand side
Λ of the EXX (9.14) is expanded in Gaussian functions, it will exhibit small
oscillations in space around the correct values. Such oscillations are known
to be strongly magnified in the solution of the EXX equation, i.e., in vx.
Secondly, it can happen that linear combinations of auxiliary basis functions
couple only poorly to the response function [Görling 1995a]. In the limit that a
linear combination of auxiliary functions does not couple at all to the response
function, i.e., it is an eigenfunction of the response function with eigenvalue
zero, the solution of the EXX equation is undefined with respect to addition
of this linear combination. In this context, it should be noted that the validity
of the Hohenberg-Kohn theorem is limited if orbitals are expanded in a finite
basis set. This is an often overlooked fact. As an example let us consider a KS
calculation of a molecule using a Gaussian basis set. The Gaussian basis set
is usually localized in the vicinity of the molecule. This, however, means that
the KS potential can be arbitrarily changed outside the region in the vicinity
of the molecule where the basis set is localized without changing the resulting
KS orbitals. Similary, certain combinations of auxiliary basis functions might
be added to the KS potential without changing the KS orbitals if the orbital
and the auxiliary basis set are not balanced. Such a balancing is easily possible
for plane wave basis sets by chosing for the auxiliary basis set a much smaller
cutoff than for the orbital basis set. For Gaussian basis sets, however, a simple
balancing scheme, at present, is not known.

So far, a convincing solution for the numerical problems of the EXX KS
implementations using Gaussian basis sets could not be found. Note that
the problems do not result from the method by which the EXX equation is
solved. The unphysical oscillatory features are exhibited by mathematically
correct solutions of the EXX equation for given combinations of auxiliary
and orbital basis sets. Thus, any approach which yields the full solution of
the EXX equation should suffer from the numerical problems, be it direct
solutions of the EXX equation or iterative ones.

In order to avoid such numerical problems and to decrease the numer-
ical effort, effective exact exchange KS schemes have been devised [Della
Sala 2003b, Krieger 1992a, Della Sala 2001a, Della Sala 2002a, Della Sala
2002b, Gritsenko 2001, Vitale 2005]. One such effective EXX method was
originally derived by making the approximation that the exact exchange-
only KS determinant and Hartree-Fock determinant were identical [Della
Sala 2001a]. The resulting expression for the effective EXX potential, the
localized Hartree-Fock (LHF) exchange potential vLHF

x , is given in the case
of real valued orbitals by
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vLHF
x (r) = vSlater

x (r) + 2
occ∑

(i,j)�=(N,N)

ϕi(r)ϕj(r)
n(r)

〈ϕj |V̂ LHF
x − V̂ NL

x |ϕi〉 . (9.28)

with the Slater potential

vSlater
x (r) = 2

occ∑

ij

ϕi(r)ϕj(r)
n(r)

∫
d3r

ϕj(r′)ϕi(r′)
|r − r′| . (9.29)

In (9.28), V̂ LHF
x denotes the operator generated by the LHF exchange po-

tential vLHF
x . The potential vLHF

x can be considered as a localization of the
nonlocal Hartree-Fock exchange potential. Therefore the method is called lo-
calized Hartree-Fock method. When (9.28) is derived, at first, the summation
runs over all pairs of occupied orbitals including the pair consisting of twice
the HOMO, which is denoted by (i, j) = (N,N), with N being the number of
occupied orbitals. This original equation, however, determines the LHF ex-
change potential only up to an additive constant because both vLHF

x (r) and
vLHF
x (r) + C, with C being an arbitrary constant, obey (9.28). By removing

the pair (i, j) = (N,N) from the summation, the additive constant is fixed
and a unique exchange potential is determined by (9.28). This potential ex-
hibits a 1/r-asymptotic far from the system, except on the nodal planes of
the HOMO.

The LHF exchange potential vLHF
x occurs on both sides of (9.28). This

suggests an iterative solution. Alternatively, (9.28) can be cast into a linear
equation which can be solved, for example, by a conjugate gradient approach.
The solution of (9.28) not only leads to numerically stable exchange potentials
but, moreover, can be carried out quite efficiently. An advantage of the LHF
approach is that it requires only occupied orbitals, whereas the full EXX ap-
proaches require the use of unoccupied orbitals either by explicit summation
over unoccupied orbitals or by the construction of Green functions through
the solution of linear equations.

An independent alternative derivation of (9.28) makes the approxima-
tion of setting all energy denominators in the original EXX (9.14), or more
precisely in the response function χKS, (9.15), and in the right hand side
Λ, (9.16), to a common value and was therefore named common energy de-
nominator approximation (CEDA) [Gritsenko 2001]. It is quite amazing and,
up to now, not well understood that two very different approximations lead
to the same approximate exchange potential vLHF

x .
The response function χKS can be alternatively written as

χKS(r, r′) = 2
occ∑

i

∑

k

′ϕ∗
i (r)ϕk(r)ϕ∗

k(r′)ϕi(r′)
εi − εk

+ c.c. (9.30)

In contrast to the original expressions (9.15), the second summation now runs
over all orbitals except orbital i. Both expressions for the response function
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are identical because the additional terms in expression (9.30) cancel each
other. The sum over unoccupied orbitals in the right hand side, Λ, (9.16),
can be similarly expanded. If, however, a common energy denominator ap-
proximation is applied to the EXX equation with the expanded range for the
second summation, it no longer results in the LHF expression (9.28) for the
exchange potential, but in another approximation, named KLI approximation
after its authors [Krieger 1992a]. The KLI approximation for the exchange
potential can be obtained from the LHF approximation by omitting in the
summation in expression (9.28) all terms with orbital indices i �= j. A fun-
damental flaw of the KLI approximation, however, is that it is not invariant
with respect to unitary transformations of the occupied orbitals among them-
selves. Because the density is invariant with respect to such transformations,
also all density functionals should exhibit this invariance. The basic LHF ex-
pression, i.e., the expression before removing the (i, j) = (N,N) pair in the
summation of (9.28), is invariant with respect to unitary transformations of
the occupied orbitals.

The reason why the common energy denominator approximation yields
different results, the LHF and the KLI exchange potential, when applied to
equivalent forms of the EXX equation, the forms with or without an ex-
panded summation, is that it sets energy denominators of the same mag-
nitude but different sign to the same common value and thus prevents the
cancelations of those terms which result from an expansion of the second
summations in (9.15) and (9.16). This problem can be avoided by assign-
ing an average value not to the eigenvalue differences themselves but only
to their magnitudes while retaining their signs. Such an approximation of
an average magnitude of energy denominators (AMED) [Della Sala 2003b]
yields the LHF exchange no matter to which form of the EXX equation
it is applied to. Moreover, it can be applied to the case of open-shell sys-
tems which contain, besides fully occupied and empty orbitals, also partially
occupied ones. With the help of the AMED approximation, an open-shell
LHF method was recently derived [Della Sala 2003b] on the basis of a sym-
metrized Kohn-Sham formalism [Görling 1993b] that enables a proper treat-
ment of the energetically lowest state of each symmetry of open-shell systems.
Within the framework of the generalized adiabatic connection KS approach
[Görling 1999c, Görling 2000] also a self-consistent treatment of excited states
became possible at the effective EXX level within the open-shell LHF scheme
[Vitale 2005]. This generalized adiabatic connection open-shell LHF approach
is no longer based on the Hohenberg-Kohn theorem but on a more general
theorem relating electronic densities and potentials [Görling 1999c], and rep-
resents an alternative to TDDFT for the treatment of excited states.
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9.3 Time-Dependent Perturbation Theory
and the Exact Exchange Kernel

9.3.1 Time-Dependent Perturbation Theory along the Adiabatic
Connection and the Time Dependent Exact Exchange Equation

The starting point of a perturbation theory along the adiabatic connection in
the time-dependent case [Görling 1997, Görling 1998a] is the time-dependent
many-electron Schrödinger equation

i
d
dt

Ψλ(t) =
[
T̂ + V̂ λ(t) + λV̂ee

]
Ψλ(t) , (9.31)

together with the specification of initial conditions

Ψλ(t0) = Ψλ
0 (9.32)

for the wave functions Ψλ(t) at some, for the moment arbitrary, time t0.
The wave functions Ψλ

0 have to be chosen in such a way that all, indepen-
dently of the value of the coupling constant λ, yield the same electronic
density n0(r). Apart from this condition, the Ψλ

0 can be chosen arbitrarily at
this point. The subscript 0 of the initial state wave functions Ψλ

0 and their
electronic density n0(r) refers to the initial time t0 and does not indicate
that Ψλ

0 is a ground-state wave function of any Schrödinger equation or that
n0(r) is a ground-state electronic density. For a given initial condition (9.32)
the potential vλ(r, t) generating the operator V̂ λ(t) is determined up to a
time-dependent constant through the Runge-Gross theorem [Runge 1984] by
the conditions that (i) the time-dependent electronic density n(r, t) of the
wave functions Ψλ(t) is independent of the coupling constant λ, and that (ii)
vλ(r, t) for λ = 1 equals a given external potential vext(r, t) of an electronic
system with real, i.e., fully interacting, electrons. That is, for λ = 1, (9.31)
represents a Schrödinger equation for real electrons. For λ = 0, (9.31) turns
into the corresponding time-dependent many-electron KS equation

i
d
dt

Φ(t) =
[
T̂ + V̂KS(t)

]
Φ(t) (9.33)

together with the initial condition

Φ(t0) = Ψλ=0(t0) = Ψλ=0
0 = Φ0 (9.34)

and with vKS(r, t) = vλ=0(r, t) and Φ(t) = Ψλ=0(t).
An important difference to the static case discussed in the previous section

is that, in the time-dependent case, the adiabatic connection for a given sys-
tem of interacting electrons depends on the choice of initial conditions (9.32).
Thus, the wave functions Ψλ(t) and potentials vλ(r, t) are not defined by only
specifying vext(r, t) = vλ=1(r, t) and the value of the coupling constant λ; ad-
ditionaly, also the initial conditions have to be specified. On the other hand,
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the wave functions Ψλ(t) are not required to be ground-state wave functions
or to evolve from an eigenstate or from the ground state.

Like in the static case, we expand the potential vλ(r, t) in a Taylor series
with respect to the coupling constant λ

vλ(r, t) =
∞∑

p=0

λpv(p)(r, t)

= vKS(r, t) + λ v(1)(r, t) + λ2v(2)(r, t) + . . . (9.35)

By writing the first order potential v(1)(r, t) as

v(1)(r, t) = −vx(r, t) − vH(r, t) , (9.36)

i.e., as the negative of the exchange potential vx(r, t) plus the negative of the
Hartree potential vH(r, t) =

∫
d3r′ n(r′, t)/|r − r′|, the exchange potential

vx(r, t) = −v(1)(r, t) − vH(r, t) (9.37)

is defined in analogy to the static case. The sum
∑∞

p=2 v
(p)(r, t) again repre-

sents the negative of the correlation potential.
Additionally, we expand the initial state wave function Ψλ

0 in a Taylor
series with respect to the coupling constant λ

Ψλ
0 =

∞∑

p=0

λ(p)Ψ
(p)
0 = Φ0 + λΨ

(1)
0 + λ2Ψ

(2)
0 + . . . (9.38)

With the Taylor expansion (9.35), the Hamiltonian operator of the adia-
batic connection Schrödinger (9.31) turns into

T̂ + V̂KS(t) + λ
[
V̂ee − V̂x(t) − V̂H(t)

]
+ λ2V̂ (2)(t) + . . . (9.39)

Analogously to the static case, the KS potential vKS(t) is given by

vKS(r, t) = vext(r, t) + vx(r, t) + vH(r, t) − v(2)(r, t) − . . . (9.40)

In order to derive a time-dependent EXX equation for the exchange potential
vx(r, t), and corresponding integral equations for the higher order potentials
v(2)(r, t), we again expand the electronic density in a Taylor series with re-
spect to the coupling constant λ

nλ(r, t) =
∞∑

p=0

λpn(p)(r, t) . (9.41)

and exploit the fact that all but the zeroth order terms in λ have to vanish,
i.e.,
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n(p)(r, t) = 0 for p ≥ 1 , (9.42)

as the electronic density, by construction, is independent of the coupling con-
stant λ. In the time-dependent case, however, the terms n(p)(r, t) of such
Taylor series depend on the initial conditions and are therefore more compli-
cated to derive than in the static case. As a first step, the choice of the initial
wave functions Ψλ

0 , (9.32), has to be made.
From now on we choose initial wave functions Ψλ

0 which are the ground
states of a static coupling constant Schrödinger equation, i.e., of an equa-
tion similar to (9.1). In order to avoid confusion between static and time-
dependent potentials, from now on, we denote the potential of the static
coupling constant Schrödinger equation by uλ(r) instead of vλ(r). Thus the
initial wave functions Ψλ

0 are eigenstates of the Schrödinger equation
[
T̂ + ûλ + λV̂ee

]
Ψλ

0 = Eλ
0 Ψ

λ
0 . (9.43)

This means that the subscript 0 of the wave functions Ψλ
0 can be interpreted

both in the sense that it refers to the initial time t0 and in the sense that
Ψλ

0 are ground-state wave functions of (9.43). The initial KS wave function
Φ0 = Ψλ

0 then obeys the many-electron KS equation
[
T̂ + ÛKS

]
Φ0 = EKS, 0Φ0 (9.44)

with the operator ÛKS generated by the KS potential uKS(r). Equation (9.44)
equals (9.2) except that the KS potential and the corresponding operator
are denoted by ÛKS and uKS(r), respectively, instead of V̂KS and vKS(r), in
order to avoid confusion with the corresponding time-dependent quantities.
Note that the static potentials uλ(r) and uKS(r) and the time-dependent
potentials vλ(r, t) and vKS(r, t), at this point, are independent of each other.
In particular, it is not required, that vλ(r, t0) equals uλ(r) or that vKS(r, t0)
equals uKS(r).

Time-dependent perturbation theory then yields the first order contribu-
tion

(−i)
∑

j

∫ t

t0

dt′ Φj(t′)〈Φj(t′)|V̂ee − V̂x(t′) − V̂H(t′)|Φ(t′)〉

+
∑

j

′
Φj(t)

〈Φj |V̂ee − Ûx − ÛH|Φ0〉
EKS, 0 − EKS, j

(9.45)

to the wave function Ψλ(t) due to the first order perturbation V̂ee − V̂x(t) −
V̂H(t) and to the first order term of the initial state Ψ

(1)
0 . The latter is

given by (9.45), and the wave functions Φj(t) are those solutions of the
time-dependent KS equation (9.33) that evolve from the excited states Φj

of the static KS (9.44). This means that, depending on whether the wave
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functions are written as functions Φj(t) of time or simply as Φj without
time-dependence, they are solutions of the time-dependent KS (9.33) or of the
static KS (9.44). The relation Φj(t0) = Φj holds. Strictly, the time-dependent
KS wave function Φ(t) that evolves from Φ0 should then be written Φ0(t).
However, the subscript 0 is omitted in order to stick to the notation used
when (9.33) was introduced. The prime in the second summation of expres-
sion (9.45) indicates that the KS ground state Φ0 is omitted from the sum.
The potential ux(r) generating the operator Ûx is the exchange potential
corresponding to the static adiabatic connection defined by (9.43), while the
operator ÛH is generated by the corresponding Hartree potential. The first
term in (9.45) arises because the potential vλ(r, t), which equals the KS po-
tential vKS(r, t) at λ = 0, changes if the coupling constant λ = 0 is turned
on; the second term arises because the initial wave function Ψλ

0 , which equals
the KS wave function Φ0 at λ = 0, changes if λ = 0 is turned on. The
first-order contribution n(1)(r, t) to the density resulting from the first-order
contribution (9.45) of the wave function equals zero according to (9.42), i.e.,

0 = (−i)
∑

j

′
∫ t

t0

dt′ 〈Φ(t′)|n̂(r)|Φj(t′)〉〈Φj(t′)|V̂ee−V̂x(t′)−V̂H(t′)|Φ(t′)〉+c.c.

+
∑

j

′
〈Φ(t)|n̂(r)|Φj(t)〉

〈Φj |V̂ee − Ûx − ÛH|Φ0〉
EKS, 0 − EKS, j

+ c.c. (9.46)

The time-dependent KS wave functions Φj(t), like the static KS wave
functions Φj , are Slater determinants constructed from orbitals ϕi(t) and ϕi,
respectively, because the KS (9.33) and (9.44) decouple in corresponding one-
particle equations for the orbitals, i.e., in (9.13) for the static KS orbitals ϕi

and in
i
d
dt

ϕi(t) =
[
T̂ + V̂KS(t)

]
ϕi(t) (9.47)

for the time-dependent KS orbitals ϕi(t). If these orbitals are substituted
into (9.46) and the terms are rearranged, we obtain the time-dependent EXX
equation ∫ t

t0

dt′
∫

d3r′ χKS(rt, r′t′)vx(r′, t′) = Λ(r, t) . (9.48)

The time-dependent EXX equation contains the time-dependent response
function of the KS system,

χKS(rt, r′t′) = 2(−i)
occ∑

i

unocc∑

a

ϕ∗
i (r, t)ϕa(r, t)ϕ∗

a(r′, t′)ϕi(r′, t′) + c.c. (9.49)

The right hand side is given by
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Λ(r, t) = 2(−i)
occ∑

i

unocc∑

a

ϕ∗
i (r, t)ϕa(r, t)

∫ t

t0

dt′ 〈ϕa(t′)|V̂ NL
x (t′)|ϕi(t′)〉 + c.c.

+ 2
occ∑

i

unocc∑

a

ϕ∗
i (r, t)ϕa(r, t)

〈ϕa|ÛNL
x |ϕi〉

εi − εa
+ c.c. (9.50)

and the time-dependent nonlocal exchange operator V̂ NL
x (t), is an integral

operator defined by

[
V̂ NL

x (t)ϕk(t)
]
(r) = −2

∫
d3r′

occ∑

j

ϕj(r, t)ϕ∗
j (r

′, t)ϕk(r′, t)
|r − r′| . (9.51)

The corresponding static nonlocal exchange operator ÛNL
x is defined accord-

ing to (9.16). The EXX (9.48) takes into account memory effects through
the time integrations contained in it. Moreover, it explicitly depends on the
choice of the initial state through the second term on the right hand side
of (9.50). Time-dependent LDA or GGA approximations, on the other hand,
employ the adiabatic approximation, i.e., they construct the xc potential at
a given time taking into account the KS orbitals or the electronic density at
this time only, and therefore neglect memory effects and exhibit no explicit
initial state dependence. The EXX potential thus differs from common ap-
proximations for the xc potential with respect to the behavior in both space
and time.

Equation (9.48) yields the exact time-dependent exchange potential, as
required in time-dependent KS methods that carry out real time propagation
of KS orbitals. In practice, full EXX real time KS propagations so far could
not be carried out because of its high complexity. This complexity arises, in
particular, from the time integrations in the EXX (9.48) responsible for the
accounting of memory effects. An approach which can be considered as a first
step towards EXX real time KS propagations is presented in [Ullrich 1996]
and [Marques 2001] and employs an adiabatic KLI exchange potential for the
propagation in time.

9.3.2 The Exact Exchange Kernel

An EXX equation for the exchange kernel [Gross 1996, Görling 1997, Görling
1998a, Görling 1998b, Kim 2002b] can be derived by taking the functional
derivative of the time-dependent EXX (9.48) with respect to the KS potential
vKS(r, t) [Görling 1997, Görling 1998a, Görling 1998b, Kim 2002b]. To that
end, we note that the orbitals ϕ∗

i (r, t) and ϕ∗
a(r, t) occuring in the EXX (9.48)

are determined by the initial condition at t0, i.e., by the static one-particle
KS (9.13), and by the time-dependent KS potential vKS(r, t) via the time-
dependent one-particle KS (9.47). The initial conditions will be kept fixed
when taking the functional derivative of the EXX (9.48) with respect to the
KS potential vKS(r, t).
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Time-dependent perturbation theory yields the functional derivative of
the KS orbitals with respect to the KS potential as

δϕk(r, t)
δvKS(r′, t′)

=
∑

�

ϕ�(r, t)ϕ∗
� (r

′, t′)ϕk(r′, t′)θ(t− t′) . (9.52)

In (9.52) the index k labels a KS orbital which can be either occupied or
unoccupied, while the summation over ! runs over all KS orbitals. By θ(t−t′)
we denote the usual step function with θ(t−t′) = 1 for t ≥ t′ and θ(t−t′) = 0
for t < t′.

Next, we consider the point where the functional derivative with respect
to the KS potential is taken. This means we consider the time-dependent
EXX equation (9.48) for the KS orbitals corresponding to a certain choice
of the KS potential vKS(r, t), and then take the functional derivative at this
point, i.e., at this KS potential. We choose

vKS(r, t) = uKS(r) . (9.53)

Thus we take the functional derivative at the special point where the KS
potential vKS(r, t) equals the KS potential of (9.44) defining the initial con-
dition. In this special case the KS potential vKS(r, t) is no longer time-
dependent. The time-dependent EXX (9.48) is, of course, also valid for this
special case; in fact, it reduces to the static EXX (9.14). We, however, consider
the time-dependent EXX equation (9.48) for this special case and take the
time-dependent functional derivative with respect to the KS potential. For
this special case, i.e., for the time-dependent KS potential chosen according
to (9.53), the time-dependent KS orbitals are simply given by

ϕk(r, t) = ϕk(r)e−iεk(t−t0) . (9.54)

The exchange kernel is required in density functional response methods,
i.e., in methods using TDDFT in the response regime in order to calculate
polarizabilities and excitation energies. Density functional response methods
usually do not work in the time domain but in the frequency domain. There-
fore, we will derive here the exact frequency-dependent, and not the exact
time-dependent exchange kernel. Switching from time to frequency domain is
not trivial due to the causality requirements in time that have to be obeyed
by the time-dependent exchange kernel. In order to obtain the frequency-
dependent exchange kernel, the functional derivative of the time-dependent
EXX (9.48) has to be taken with respect to variations of the time-dependent
KS potential given by

δvKS(r, t) =
∫

dω δvKS(r, ω) e−iωt eηt , (9.55)

with
vKS(r,−ω) = v∗KS(r, ω) . (9.56)
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In (9.55), ω stands for the frequency and eηt with η → 0+ is a convergence
factor that guarantees that the perturbation is switched on adiabatically if
the initial time t0 is chosen as t0 → −∞. The condition (9.56) guarantees
that the variations δvKS(r, t) are real valued. Equations (9.55) and (9.56)
together with the choice t0 → −∞ lead to variations δvKS(r, t) compatible
with density functional response theory. Equation (9.52) together with

δvKS(r, t)
δvKS(r′, ω)

= e−iωt eηtδ(r − r′) (9.57)

following from (9.55), give the functional derivative of the KS orbitals with re-
spect to variations δvKS(r′, ω) of the Fourier components of the KS potential

δϕk(r, t)
δvKS(r′, ω)

= e−iωt eηt
∑

�

ϕ�(r)e−iεk(t−t0)
ϕ∗

� (r
′)ϕk(r′)

εk − ε� + ω + iη
. (9.58)

If now the functional derivative of the time-dependent EXX equation (9.48)
with respect to variations δvKS(r′, ω) of the Fourier components of the KS
potential is taken, then (9.58) gives the derivative of all terms which depend
on the time-dependent KS orbitals, i.e., of the orbitals themselves, of the re-
sponse function χKS(rt, r′t′), and of the nonlocal exchange potential V̂ NL

x (t′).
The only derivative not obtained is the derivative

δvx(r, t)
δvKS(r′, ω)

=
δvx(r′, ω)
δvKS(r′, ω)

e−iωt eηt (9.59)

of the exchange potential with respect to the KS potential. The right hand
side of (9.59) follows because in the linear response regime variations of
Fourier components of potentials or densities are only coupled if they be-
long to the same frequency.

Taking the functional derivative of the time-dependent EXX equation (9.48)
with respect to variations δvKS(r′, ω), carrying out all time integrations
in (9.48), and rearranging the terms, leads to

∫
d3r′′ χKS(r, r′′, ω)

δvx(r′′, ω)
δvKS(r′, ω)

= hx(r, r′, ω) , (9.60)

where the frequency-dependent response function is given by

χKS(r, r′, ω) =
occ∑

i

unocc∑

a

ϕ∗
i (r)ϕa(r)ϕ∗

a(r′)ϕi(r′)
εi − εa + ω + iη

+
occ∑

i

unocc∑

a

ϕ∗
a(r)ϕi(r)ϕ∗

i (r
′)ϕa(r′)

εi − εa − ω − iη
. (9.61)

The right hand side, hx(r, r′, ω), collects all terms with known functional
derivative, i.e., all terms except the one on the left hand side containing the
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exchange potential. For obtaining (9.60) we took into account that according
to (9.56) a change δvKS(r′, ω) is accompanied by a change δvKS(r′,−ω) =
δv∗KS(r′, ω).

The right hand side hx(r, r′, ω) of (9.60) is quite complex. It can be
decomposed into four terms hp

x(r, r
′, ω) with p = 1, 2, 3, 4:

hx(r, r′, ω) =
∑

p=1,4

hp
x(r, r

′, ω) . (9.62)

The four terms are given by:

h1
x(r, r

′, ω) = −2
occ∑

ij

unocc∑

ab

[
ϕ∗

i (r)ϕa(r)〈aj|bi〉ϕ∗
t (r

′)ϕb(r)
(εi − εa + ω + iη)(εj − εb + ω + iη)

+
ϕ∗

a(r)ϕi(r)〈ib|ja〉ϕ∗
b(r

′)ϕt(r)
(εi − εa − ω − iη)(εj − εb − ω − iη)

]
, (9.63)

h2
x(r, r

′, ω) = −2
occ∑

ij

unocc∑

ab

[
ϕ∗

i (r)ϕa(r)〈ab|ji〉ϕ∗
j (r

′)ϕb(r)
(εi − εa + ω + iη)(εj − εb − ω − iη)

+
ϕ∗

a(r)ϕi(r)〈ij|ba〉ϕ∗
b(r

′)ϕj(r)
(εi − εa − ω − iη)(εj − εb + ω + iη)

]
, (9.64)

h3
x(r, r

′, ω) = −2
occ∑

ij

unocc∑

a

[
ϕ∗

i (r)ϕa(r)〈j|V̂ NL
x − V̂x|i〉ϕ∗

a(r′)ϕj(r)
(εi − εa + ω + iη)(εj − εa + ω + iη)

+
ϕ∗

a(r)ϕi(r)〈i|V̂ NL
x − V̂x|j〉ϕ∗

j (r
′)ϕa(r)

(εi − εa − ω − iη)(εj − εa − ω − iη)

]

+2
occ∑

i

unocc∑

ab

[
ϕ∗

i (r)ϕa(r)〈a|V̂ NL
x − V̂x|b〉ϕ∗

b(r
′)ϕi(r)

(εi − εa + ω + iη)(εi − εb + ω + iη)

+
ϕ∗

a(r)ϕi(r)〈b|V̂ NL
x − V̂x|a〉ϕ∗

i (r
′)ϕb(r)

(εi − εa − ω − iη)(εi − εb − ω − iη)

]
,

(9.65)

and
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h4
x(r, r

′, ω) = −2
occ∑

ij

unocc∑

a

[
ϕ∗

j (r)ϕa(r)〈a|V̂ NL
x − V̂x|i〉ϕ∗

i (r
′)ϕj(r)

(εj − εa + ω + iη)(εi − εa)

+
ϕ∗

j (r)ϕi(r)〈i|V̂ NL
x − V̂x|a〉ϕ∗

a(r′)ϕj(r)
(εi − εa)(εj − εa + ω + iη)

+
ϕ∗

a(r)ϕj(r)〈i|V̂ NL
x − V̂x|a〉ϕ∗

j (r
′)ϕi(r)

(εj − εa − ω − iη)(εi − εa)

+
ϕ∗

i (r)ϕj(r)〈a|V̂ NL
x − V̂x|i〉ϕ∗

j (r
′)ϕa(r)

(εi − εa) (εj − εa − ω − iη)

]

−2
occ∑

i

unocc∑

ab

[
ϕ∗

i (r)ϕb(r)〈a|V̂ NL
x − V̂x|i〉ϕ∗

b(r
′)ϕa(r)

(εi − εb + ω + iη)(εi − εa)

+
ϕ∗

a(r)ϕb(r)〈i|V̂ NL
x − V̂x|a〉ϕ∗

b(r
′)ϕi(r)

(εi − εa)(εi − εb + ω + iη)

+
ϕ∗

b(r)ϕi(r)〈i|V̂ NL
x − V̂x|a〉ϕ∗

a(r′)ϕb(r)
(εi − εb − ω − iη)(εi − εa)

+
ϕ∗

b(r)ϕa(r)〈a|V̂ NL
x − V̂x|i〉ϕ∗

i (r
′)ϕb(r)

(εi − εa)(εi − εb − ω − iη)

]
. (9.66)

Matrix elements of the type 〈aj|bi〉 are defined by

〈aj|bi〉 =
∫

d3r

∫
d3r′ ϕ∗

a(r)ϕ∗
j (r

′)ϕb(r)ϕ∗
i (r

′)/|r − r′| . (9.67)

The functional derivative of the exchange potential with respect to the KS
potential can be expressed with the help of the chain rule as

δvx(r, ω)
δvKS(r′, ω)

=
∫

d3r′′
δvx(r, ω)
δn(r′′, ω)

δn(r′′, ω)
δvKS(r′, ω)

=
∫

d3r′′ fx(r, r′′, ω)χKS(r′′, r′, ω) . (9.68)

The second line of (9.68) follows because the functional derivative of the
exchange potential with respect to the electronic density is, by definition, the
exchange kernel

fx(r, r′, ω) =
δvx(r, ω)
δn(r′, ω)

, (9.69)

the quantity we are interested in. If (9.68) is inserted into (9.60), we obtain
the EXX equation for the frequency-dependent exchange kernel
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∫
d3r2

∫
d3r3 χKS(r1, r2, ω) fx(r2, r3, ω) χKS(r3, r4, ω) = hx(r1, r4, ω) .

(9.70)
Compared to the EXX equations (9.14) and (9.48) for the the static

and time-dependent exchange potential, respectively, the EXX (9.70) for the
frequency-dependent kernel is more complicated: the response functions oc-
curs twice in the integral equation and the right hand side, hx(r1, r4, ω), is
quite complicated, see above.

In order to demonstrate why the EXX kernel is qualitatively superior to
LDA or GGA kernels we consider the density-matrix based coupled KS equa-
tion [Casida 1995a, Heinze 2000] solved in most density functional response
methods to calculate excitation energies

[
ω2 + 4ω1/2K(ωq)ω1/2

]
Fq = Ω2

qFq , (9.71)

with

Kia,jb(ω) =
∫

d3r

∫
d3r′ ϕ∗

i (r)ϕ∗
a(r)

[
1

|r − r′| + fxc(r, r′, ω)
]
ϕj(r′)ϕb(r′) ,

(9.72)
and

ωia,jb = δia,jb(εa − εi) . (9.73)

Above, Ωk denotes the q-th excitation frequency, and Fq stands for the cor-
responding eigenvector that yields the oscillator strengths and characterizes
the excitation. Equation (9.71) is a matrix equation of a dimensionality given
by the number of occupied times unoccupied orbitals; the matrix and vector
elements are labeled by the superindices ia and jb. Within the adiabatic LDA
or GGA the xc kernel assumes the simplified form

fxc(r, r′, ω) ≈ fLDA/GGA
xc (r)δ(r − r′) . (9.74)

This means that LDA or GGA kernels effectively depend on only one and
not two spatial variables and thus have an oversimplified structure. Moreover,
due to the adiabatic approximation, LDA or GGA kernels do not depend on
the frequency. As a result, the LDA or GGA coupled KS (9.71) is a linear
equation, a standard eigenvalue equation, while the true coupled KS equation
is not linear in frequency. The adiabatic approximation and the accompanying
linearity means that the number of excitations which can be obtained by
the LDA or GGA coupled KS (9.71) is given by the number of occupied
times unoccupied orbitals. This equals the number of excitations which, in
an independent particle picture, are described by single-particle excitations.
The true number of excitations, due to the double- and multiple-particle
excitations is, however, much higher. An exact density functional response
treatment would yield all excitations. This, however, is only possible due to
the nonlinearity of the exact coupled KS equation. With the EXX kernel, the
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coupled KS (9.71) is nonlinear as required, and can thus yield more than just
single-particle excitations.

The nonlinearity of the coupled KS (9.71) also constitutes an impor-
tant difference between EXX density-functional response and time-dependent
Hartree-Fock approaches. One could assume that both approaches should be
somehow similar because both treat exchange exactly, even though a differ-
ently defined exchange, and neglect correlation. The time-dependent Hartree-
Fock equation is, however, linear and, due to the same dimensionality reasons
as those discussed above, can only describe single-particle excitations or linear
combinations of the latter, like excitations with plasmon character, whereas
multiple-particle excitations can not be described. The nonlinearity of EXX
TDDFT with the possibility to obtain a number of excitation higher than
the number of single-particle excitations therefore is a fundamental advan-
tage over time-dependent Hartree-Fock.

So far the EXX kernel was employed in practice only in two
cases [Kim 2002a, Hirata 2002]. Within a plane wave implementation, the
absorption spectrum of silicon was calculated with the adiabatic EXX kernel
[Kim 2002a], i.e., the zero-frequency limit of the full EXX kernel. The results
were encouraging because the excitonic structures of the silicon spectrum,
which are missing in LDA or GGA spectra, were obtained. It was, however,
necessary to omit certain long-range Coulomb terms in the construction of
the kernel in order to achieve good results, a point which requires further in-
vestigations. Within a Gaussian basis set implementation, the use of the adi-
abatic EXX kernel leads to results for excitation energies of small molecules
which were not better than those obtained with standard TDDFT methods
[Hirata 2002]. The Gaussian basis set implementation, however, was most
likely strongly impaired by numerical problems and therefore the results ob-
tained are probably of limited significance. In any case, further investigations
of the performance of the exact-exchange TDDFT method seem to be highly
desirable, in particular with the full frequency-dependent exchange kernel.



10 Approximate Functionals
from Many-Body Perturbation Theory

A. Marini, R.D. Sole, and A. Rubio

10.1 Motivations

As discussed in previous chapters, one of the main ingredients in TDDFT is
the exchange-correlation (xc) kernel, fxc(r, r′, ω), that includes all the many-
body effects beyond the Hartree approximation.

In contrast with the original static derivation of density functional the-
ory (DFT), that is not applicable to excited state properties, TDDFT has
become a promising and appealing approach to the study of linear response
properties. TDDFT is appealing because fxc is a functional of the ground-
state density only. Moreover, in TDDFT there exists an exact and simple
relation between fxc and the polarization function χ. TDDFT is promis-
ing because it gives excellent results in several cases even using simple ap-
proximations for fxc [Onida 2002]. In particular, the photoabsorption cross
section and polarizabilities of simple metal clusters and biomolecules is
well reproduced by the standard time-dependent local-density approxima-
tion (TDLDA) [Onida 2002, Marques 2003a]. For these systems, like in the
case of atoms and molecules, the Hartree term is dominant and the TDLDA
only modifies slightly the result of a simpler calculation performed within the
random-phase approximation (RPA). However, the scenario changes rapidly
if we increase the size of the system towards a periodic structure in one, two,
and three dimensions (i.e., polymers, slabs, surfaces, or solids). Difficulties
arise, for example, in long conjugated molecular chains, where the strong
non-locality of the exact functional is not well reproduced in the local and
semi-local approximations. A related problem appears for semiconductors
and insulators where these functionals fail to describe the optical absorption
experiments. As we will discuss in the next section, the reason for this has
been traced to the fact that the xc kernel fxc should behave asymptotically,
in momentum space, as 1/q2 when |q| → 0 [Onida 2002], which is not the
case for the adiabatic LDA or GGA [Perdew 1996b].

An alternative, more traditional, approach to the study of correlation
in many-body systems is given by many-body perturbation theory (MBPT)
[Abrikosov 1975] where the response function χ is expanded in powers of
the screened electron-electron interaction W . At variance with TDDFT, W ,
in MBPT, is a well defined quantity, but there is not a simple relation be-
tween W and χ. In practical applications, the calculation of χ within MBPT
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can be cumbersome, but the results are often in very good agreement with
experiment, both for finite and infinite systems [Onida 2002].

Thus the question is: can we benefit in some way of the good performance
of MBPT to derive a more efficient approximation to fxc? In what follows we
will discuss different approaches to link TDDFT and MBPT: from the Bethe-
Salpeter kernel (Sect. 10.3.1) or using the fully interacting response function
(Sect. 10.3.2). Both approaches will be revisited in Sect. 10.4 in the spirit of
a more general link between TDDFT and MBPT based on the many-body
vertex function and Hedin’s equations. We also discuss some possible ideas
for further developments and establish contact with other approaches based
on the EXX or the Sham-Schlüter equation.

10.2 Hedin’s Equations and the Vertex Function

MBPT is a rigorous approach to describe the excited-state properties of con-
densed matter based on the Green’s function method [Abrikosov 1975], and
provides a proper framework for accurately computing excited state prop-
erties. For example, knowledge of the one-particle and two-particle Green’s
functions yields information, respectively, on the quasiparticle (QP) spectrum
and optical response of a system.

For details of the Green’s function formalism and many-body techniques
applied to condensed matter, we refer the reader to several comprehensive
papers in the literature [Onida 2002, Abrikosov 1975, Hedin 1965, Hedin 1999,
Hedin 1969, Aryasetiawan 1998, Aulbur 2000, Strinati 1988]. Here we shall
just present some of the main equations used for the quasiparticle and optical
spectra calculations. (To simplify the presentation, we use in the following
atomic units, e = � = m = 1.)

The basic brick in a perturbative expansion is the reference, non-interacting
system whose Green’s functions G0, that are known, enter in the terms of
the perturbative expansion of G.

For the sake of simplicity, we consider here a non relativistic N -electrons
system whose Hamiltonian Ĥ is decomposed into a non-interacting part plus
a term containing the remaining electron-electron interaction. The system is
assumed to interact with an external scalar potential through the operator

Ĵ(t) =
∫

d3r ψ̂†(r)J(r, t)ψ̂(r) . (10.1)

Following the equation of motion approach [Strinati 1988], or alternatively
the standard diagrammatic technique [Abrikosov 1975] the exact Green’s
function G is found to satisfy the Dyson equation

G−1(1, 2) = G−1
0 (1, 2) − J(1)δ(1, 2) −Σ(1, 2) , (10.2)

that, connecting G to G0, defines the self-energy operator Σ (numbers stands
for space, time, and spin coordinates)
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Σ(1, 2) = −i
∫

d3
∫

d4 vee(1+, 3)G2(13, 43+)G−1(4, 2) . (10.3)

All operators are in the interaction representation [Abrikosov 1975] (ψ̂(1) =
exp{iĤt1}ψ̂(r1) exp{−iĤt1}, ĴI(t) = exp{iĤt}Ĵ(t) exp{−iĤt}) and G2 is
the two-particle Green’s function

G2(12, 34) = (−i)2〈Ψ |T̂ {Û ψ̂(1)ψ̂(2)ψ̂†(4)ψ̂†(3)}|Ψ〉 , (10.4)

with Û = exp{−i
∫∞
−∞dt ĴI(t)}. It is interesting to note that the self-energy

Σ, even if directly connected to the single-particle Green’s function (10.2)
contains a reference to the two-particle Green’s function. This is the source of
the difficulties in developing simple approximations to Σ, as this corresponds
to finding simple approximations to the complicate two-body operator G2.

An important step forward in the derivation of simple and efficient ap-
proximations to Σ has been done in the Hedin’s equations [Hedin 1965, Hedin
1969] where G2 in is rewritten in terms of more “physical” quantities related
to microscopic polarization effects. We derive shortly this set of equations
using the identity

G2(13, 23+) = G(1, 2)G(3, 3+) − δG(1, 2)
δJ(3)

, (10.5)

and introducing the total potential V (1) = J(1) − i
∫

d3 vee(1, 3)G(3, 3+).
After some mathematical manipulations of (10.3), Σ can be rewritten as

Σ(1, 2) ≡ ΣH(1, 2) − i
∫

d3
∫

d4
∫

d5 vee(1+, 3)G(1, 4)
δG−1(4, 2)

δV (5)
δV (5)
δJ(3)

.

(10.6)

Here ΣH(1, 2) is the Hartree self-energy

ΣH(1, 2) = δ(1, 2)
[
−i
∫

d3 vee(1, 3)G(3, 3+)
]
. (10.7)

Equation (10.6) introduces two important quantities: (i) the scalar (irre-
ducible) vertex function Γ̃ (12, 3)

Γ̃ (12, 3) ≡ −δG−1(1, 2)
δV (3)

; (10.8)

(ii) the inverse (longitudinal) dielectric function ε−1

ε−1(1, 2) =
δV (1)
δJ(2)

. (10.9)

The self-energy can be rewritten in terms of Γ̃ and ε−1 as



164 A. Marini et al.

Σ(1, 2) ≡ ΣH(1, 2) + i
∫

d3
∫

d4W (1+, 3)G(1, 4)Γ̃ (42, 3) , (10.10)

with W (1, 2) =
∫

d3 ε−1(1, 3)vee(3, 2) the screened electron-electron interac-
tion. Γ̃ is a key quantity in Hedin’s equations. The relation between ε−1 and
Γ̃ follows from the introduction of the reducible polarization function χ

ε−1(1, 2) = δ(1, 2) +
∫

d3 vee(1, 3)χ(3, 2) , (10.11)

with χ(1, 2) = χ̃(1, 2) +
∫

d3
∫

d4 χ̃(1, 3)vee(3, 4)χ(4, 2) and χ̃ the irreducible
response function

χ̃(1, 2) ≡ δ〈n̂(1)〉
δV (2)

= −i
∫

d3
∫

d4G(1, 3)G(4, 1)Γ̃ (34, 2) . (10.12)

Within the linear response theory formalism, the inverse dielectric function
ε−1(ω) (10.9) relates the total effective potential to the external perturbation
vext applied on an electronic system. χ describes the dynamical properties
of ε−1(ω) relating the charge response (δn) to the external potential: δn =
χδvext.

Now the scheme is clear: once an approximated expression for Γ̃ is given
the response function χ(1, 2) and the self-energy Σ are fully defined.

In practical implementations, the so-called GW approximation (GWA),
the self-energy operator Σ is taken to be the first order term of a series
expansion in terms of the screened Coulomb interaction W and the dressed
Green function G

Σ(1, 2) = ΣH(1, 2) + iG(1, 2)W (1+, 2) . (10.13)

Vertex corrections are not included in this approximation that corresponds
to the simplest approximation for Γ̃ : the vertex is assumed to be diagonal
in space and time coordinates Γ̃ (12, 3) ∼ δ(1, 2)δ(1, 3). Most ab-initio GW
applications solve the Dyson equation at the GW level non self-consistently,
finding the poles of G corresponding to the quasiparticle energies, while keep-
ing fixed the wavefunctions at the DFT level. This corresponds to the G0W0

scheme for the calculation of quasiparticle energies as a first-order perturba-
tion to the Kohn-Sham energy [Aryasetiawan 1998].

10.2.1 The Bethe-Salpeter Equation

As we have already discussed, the GWA to the self-energy uses a rather
rough approximation to the vertex function. More importantly the corre-
sponding expression for χ, the random-phase approximation (RPA), evalu-
ated from (10.12) with Γ̃ (12, 3) ∼ δ(1, 2)δ(1, 3), does not yield optical absorp-
tion spectra in good agreement with experiments for several insulating and
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metallic systems [Onida 2002, Albrecht 1998, Benedict 1998a, Rohlfing 1998a,
Rohlfing 2000a, Marini 2003a]. The reason is that the absorption intensity is
given by the �[ε(ω)], that is related to the response function via (10.11). The
response function χ measures the change in the electronic density induced
by the external applied potential. In a non-interacting system the RPA for
χ is exact, but when self-energy corrections are included the electronic den-
sity n(1) ≡ −iG(1, 1+) changes and, consequently, the RPA approximation
is not valid anymore. This change is reflected in the vertex function, as can
be devised from (10.8)

Γ̃ (12, 3) = −δG−1(1, 2)
δV (3)

= δ(1, 2)δ(1, 3) + i
δ[G(1, 2)W (1+, 2)]

δV (3)
(10.14)

Thus, the vertex function can be viewed as the linear response of the self-
energy to a change in the total potential of the system. The vertex correc-
tions account for xc effects between an electron and the other electrons in
the screening density cloud. In particular this includes the electron-hole at-
traction (excitonic effects) in the dielectric response. Indeed, neglecting terms
proportional to δW/δV in (10.14) and using the chain rule we obtain

Σ̃(12, 3) = δ(1, 2)δ(1, 3) + iW (1, 2)
δG(1, 2)
δV (3)

. (10.15)

Then using the identity

δG(1, 2)
δV (3)

= −
∫

d4
∫

d5G(1, 4)
δG−1(4, 5)

δV (3)
G(5, 2) , (10.16)

to get the final closed equation for Γ̃ :

Γ̃ (12, 3) = δ(1, 2)δ(1, 3) + iW (1, 2)
∫

d6
∫

d7G(1, 6)G(7, 2)Γ̃ (67, 3) .

(10.17)

This is the Bethe-Salpeter equation (BSE) for the irreducible vertex func-
tion. The BSE defines a consistent method to go beyond the RPA. When
the vertex Γ̃ , solution of (10.2.1), is inserted in (10.12), the corresponding
expression for χ (and thus for ε) describes correctly the experimental spectra
for a wide range of materials, including wide-gap insulators characterized by
the presence of excitons (bound electron-hole states) [Onida 2002, Albrecht
1998, Marini 2003a]. The Bethe-Salpeter approach to the calculation of two-
particle excited states is a natural extension of the GWA for the calculation
of one-particle excited states, within the same theoretical framework and set
of approximations (the GW -BSE scheme). The GW -BSE approach has suc-
cessfully yielded the absorption spectra for a wide range of systems from
molecules to nanostructures, from bulk semiconductors to surfaces and one-
dimensional polymers and nanotubes [Onida 2002].
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10.3 The xc Kernel: Different Schemes Based on MBPT

After the short review on MBPT, the aim of this section is to show how the
knowledge gleaned in MBPT can be translated into a practical xc kernel, i.e,
the challenge is now to construct fxc using MBPT.

In TDDFT the exact, irreducible, response function is given by [Gross
1996, Petersilka 1996a, Petersilka 1996b]

χ̃(r1, r2, ω) = χKS(r1, r2, ω)

+
∫

d3r3

∫
d3r4 χKS(r1, r3, ω)fxc(r3, r4, ω)χ̃(r4, r2, ω) , (10.18)

with fxc ≡ δvxc/δn, and χKS the Kohn-Sham response function. The chal-
lenge is now how to link (10.18) with the BSE and construct fxc using MBPT.

A first difficulty is χKS and the xc potential vxc. In MBPT there is a
clear distinction between the self-energy and the electron-electron interac-
tion effects. To obtain a final response function in agreement with experi-
ment, the single-particle Green’s functions entering the BSE must have poles
corresponding to the physical quasiparticle states (10.2). This is not true
in TDDFT, as the exact vxc is not supposed to give the measurable quasi-
particle energies. However, while χKS differs from χQP in MBPT, the final
response function is exact in both frameworks. This means that looking at
TDDFT from the MBPT point of view, any discrepancy between the KS and
quasiparticle eigenvalues must be accounted for by fxc.

This point had a strong impact on the development of many-body based
fxc’s. Two different classes of approaches can be identified: (i) methods based
on approximated xc functionals [Städele 1997, Ullrich 1995a] or on the Sham-
Schlüter equation (that impose the many-body density to be equal to the
DFT one [Tokatly 2002, Stubner 2004]), (ii) methods that assume that the
DFT Green’s functions to be the same as the QP ones [Marini 2003b, Adragna
2003, Reining 2002, Sottile 2003, Del Sole 2003, Sottile 2005]. In the first
class of methods, the xc potential and the kernel are derived consistently.
As a consequence, fxc contains terms that account for the difference between
the bare and the KS states. In the second group of methods, the attention
is concentrated on the the effect of the electron-hole interaction in order to
prove that fxc can account for the excitonic effects provided by the BSE. To
this end, the KS and the QP states are assumed to be the same.

In the next two sections we discuss two methods (contained in the second
group of approaches) where the idea is to benefit from the good performance
of MBPT response functions. We will analyze, in particular, the many-body
properties of fxc and the relation between its perturbative character and the
inclusion of self-energy terms coming from vxc.
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10.3.1 Static Long-Range Kernels

A pioneering study of the link between MBPT and TDDFT was done by
Reining et al. [Reining 2002], analyzing the structure of the BSE and
of (10.18) when both are rewritten in the same electron-hole basis. The
point is that the TDDFT equation for χ̃ can be expanded in the transi-
tion space, i.e., transformed using a basis of pairs of single-particle states.
This allowed Reining et al. [Reining 2002] to compare directly (10.19) to the
BSE scheme, for which this formulation is naturally adopted [Albrecht 1998,
Benedict 1998a, Rohlfing 1998a, Rohlfing 2000a].

To start, we rewrite the Dyson-like matrix equation for χ̃ as

ˆ̃χ(q, ω) = χ̂KS(q, ω) + χ̂KS(q, ω)f̂xc(q, ω) ˆ̃χ(q, ω) , (10.19)

with q the transferred momentum and χ̂KS(q, ω) the matrix of the reciprocal
space components of χKS:

[χKS(q, ω)]G,G′ = − 2
ΩNk

∑

cvk

ξ∗cvk(q,G)ξcvk(q,G′)
ω − εKS

ck + εKS
vk−q + i0+

. (10.20)

Here we have considered only the resonant part (positive energy poles). The
oscillators ξ are given by ξcvk(q,G) = 〈ck| exp{i(q + G) · r}|vk − q〉, in
terms of the conduction and valence Kohn-Sham states with energies εKS

ck

and εKS
vk−q.

If we introduce the interacting, resonant, and irreducible electron-hole
Green’s function L̃ as

[χ̃(q, ω)]G,G′ = − 2
ΩNk

∑

cvk
c′v′k′

ξ∗cvk(q,G)ξc′v′k′(q,G′)L̃cvk,c′v′k′(q, ω) (10.21)

the BSE can be rewritten as an equation for L̃

ˆ̃L(q, ω) = L̂QP(q, ω) + L̂QP(q, ω)Ŵ (q) ˆ̃L(q, ω) , (10.22)

with [LQP]cvk, c′v′k′(q, ω) = iδcc′δvv′δk,k′(ω−εQP
ck −εQP

vk−q +i0+)−1, in terms
of the QP energies (εQP). All quantities in (10.22) are matrices in the electron-
hole basis. Ŵ (q) is the Coulombic part of the Bethe-Salpeter kernel,

Wcvk,c′v′k′(q) = i〈ck, vk − q|W (r1, r2)|c′k′, v′k′ − q〉 , (10.23)

with W (r1, r2) the statically screened electron-hole interaction, W (r1, r2) =∫
d3r3 ε

−1(r1, r3, ω = 0)vee(r3, r2).
Following the same approach, (10.19) can be expanded in the |cvk〉 basis

using the expression for χ̃ given in (10.21)

ˆ̃L(q, ω) = L̂KS(q, ω) + L̂KS(q, ω)F̂ (q) ˆ̃L(q, ω) , (10.24)
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with

[F̂ (q, ω)]cvk,c′v′k′ ≡
∑

G,G′

ξcvk(q,G)[fxc(q, ω)]G,G′ξ∗c′v′k′(q,G′) . (10.25)

A comparison of the TDDFT equation (10.24) and the BSE (10.22) tells us
immediately that the BSE and TDDFT equations yield the same spectrum
if

[F (q)]cvk,c′v′k′ = −Iδcc′δvv′δkk′

[
εQP

ck − εQP
vk − εKS

ck + εKS
vk

]
+ Wcvk,c′v′k′(q) .

(10.26)

It is important to note that a static fxc in reciprocal (or real) space fol-
lows exactly from (10.26) only if the oscillators ξ can be inverted in (10.25)
generating a one to one relation between [fxc]GG′ ↔ [F ]cvk,c′v′k′ . In prac-
tice this has been proved to hold only for a model case [Sottile 2003], while
a more general approach presented in [Sottile 2003] has shown how to ob-
tain a frequency-dependent fxc imposing (10.26) at the level of the response
function.

Nevertheless, the static kernel derived by Reining et al. [Reining 2002],
given in (10.26) has been of great importance to discuss some of its features,
and in particular its long-range behavior. In fact, for valence (v,k) and con-
duction (c,k + q) states, ξcvk(q,G) goes to zero like q for small q. Since
Wvck,v′c′k′ in this limit behaves as a constant, an fxc(q,G = G′ = 0) ob-
tained from (10.26) must behave as 1/q2. There is in fact a positive long-range
contribution stemming from the QP shift of eigenvalues (as also predicted in
[Gonze 1997a]), and a negative one resulting from the electron-hole interac-
tion.

To show the crucial importance of the long-range tail of fxc, a simple
calculation using a model fxc(r, r′) ∼ −α/|r − r′|, with the empirical value
α = 0.2 works pretty well in the case of silicon (see Fig. 10.1 and the extended
discussion in Chap. 20 of this book).

10.3.2 A Perturbative Scheme

In the past section we have seen that it is possible to link fxc with the BSE
using the electron-hole basis and comparing directly the TDDFT and Bethe-
Salpeter kernel [(10.26)]. An important property of the static kernel of (10.26)
and of its dynamical extension [Sottile 2003] is that it is to first order in W . In
this section, we introduce a more general approach for deriving a perturbative
expansion of fxc, without the assumption of linearity between fxc and W .

The idea is to benefit from the good performance of MBPT response func-
tions and build an fxc that mimics those results. The kernel fxc is derived
by imposing TDDFT to reproduce the perturbative expansion of the BSE
in terms of the screened Coulomb interaction at any order. In practice this
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Fig. 10.1. Silicon, optical absorption spectra. Dots: experiment. Dot-dashed curve:
TDLDA result. Dashed curve: result obtained through the Bethe-Salpeter method.
Continuous curve: TDDFT result using the long-range model fxc described in the
text. (Adapted from [Reining 2002])

means that we assume χ̂KS(q, ω) = χ̂QP(q, ω), i.e, the “exact” Kohn-Sham
DFT response function is approximated by the independent-quasiparticle re-
sponse. Second, we assume that there exists an f̂xc(q, ω) that reproduces the
BSE spectra [Del Sole 2003], i.e., we impose

ˆ̃χBSE(q, ω) ≡ ˆ̃χTDDFT(q, ω) . (10.27)

From (10.19) we obtain an equation for the reciprocal-space matrix compo-
nents of fxc [Del Sole 2003]

f̂xc(q, ω) = χ̂−1
KS(q, ω)δ ˆ̃χ(q, ω) ˆ̃χ−1(q, ω) , (10.28)

with δ ˆ̃χ given by ˆ̃χ = χ̂KS + δ ˆ̃χ. More explicitly, from (10.21) and (10.22) we
have

[δχ̃(q, ω)]G,G′ = − 2
ΩNk

∑

c1v1k1,c2v2k2
c3v3k3

ξ∗c1v1k1
(q,G)ξc3v3k3(q,G

′) (10.29)

×[LKS(q, ω)]c1v1k1Wc1v1k1,c2v2k2 [L̃(q, ω)]c2v2k2,c3v3k3 ,
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with LKS = LQP. From (10.28) it follows that fxc is exactly first-order in W

only if δ ˆ̃χ/ ˆ̃χ = O(W ), but this is not true in general (as we will see shortly).
To inspect the analytic form of the perturbative series for fxc obtained

by (10.28) we note that

ˆ̃χ−1(q, ω) = [χ̂KS(q, ω) + δ ˆ̃χ(q, ω)]−1

= χ̂−1
KS(q, ω) − χ̂−1

KS(q, ω)δ ˆ̃χ(q, ω) ˆ̃χ−1(q, ω) . (10.30)

Thus, (10.28) can be rewritten as an equation for fxc(q, ω)

f̂xc(q, ω) = χ̂−1
KS(q, ω)δ ˆ̃χ(q, ω)χ̂−1

KS(q, ω) − χ̂−1
KS(q, ω)δ ˆ̃χ(q, ω)f̂xc(q, ω) .

(10.31)
The advantage of (10.31) is that, for any order of the perturbative expansion
in W , it is possible to write an iterative form of the p-th order [f̂ (p)

xc (q, ω)]
contribution to fxc, i.e., f̂xc(q, ω) =

∑
p f̂

(p)
xc (q, ω), when all the lower order

terms of the BSE are known:

f̂ (p)
xc (q, ω) = χ̂−1

KS(q, ω)δ ˆ̃χ(p)(q, ω)χ̂−1
KS(q, ω)

−
p−1∑

m=1

χ̂−1
KS(q, ω)δ ˆ̃χ(m)(q, ω)f (p−m)

xc (q, ω) , (10.32)

when p > 1, while the 1st order is simply given by

f̂ (1)
xc (q, ω) = χ̂−1

KS(q, ω)δ ˆ̃χ(1)(q, ω)χ̂−1
KS(q, ω) . (10.33)

The scheme proposed in [Reining 2002, Del Sole 2003, Sottile 2003] appears
naturally as an approximate solution of (10.32). Moreover in the case of a
fully invertible relation between fxc and F , in (10.25), it can be easily shown
that only the first order survives in (10.32). This shows the equivalence of
the first-order version of (10.31) with the approach of Reining et al. [Reining
2002]. Such an equivalence was rather unexpected, in view of the different
assumptions underlying the two methods.

At this stage, it is important to note the work done by Sottile et al.
[Sottile 2005] in seeking alternative expressions for f

(1)
xc , based on the flexi-

bility in the definition of χKS in (10.33). The idea is to use, instead of χKS,
a less singular function that, yielding the same optical spectra, reduces the
numerical instabilities and complexity in evaluating f

(1)
xc .

Another, correlated, many-body based approach to fxc is through the
Sham-Schlüter equation [Sham 1983] (SSE). We refer the reader to the orig-
inal paper and subsequent extensions [van Leeuwen 1996] for mode details.
Here we want to stress that this method links MBPT and TDDFT through
the density operator (exact in both schemes). Thus, starting from an expres-
sion for the xc energy functional, a perturbative series for vxc and fxc is con-
sistently derived. As showed by Stubner et al. [Tokatly 2002, Stubner 2004],
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the expression for f
(p)
xc given in (10.32) is consistent with the SSE when only

irreducible single-particle propagators are considered in the perturbative ex-
pansion. More importantly, Stubner et al. derive an integral equation for fxc

(derived from the vertex function) that is equivalent to the iterative proce-
dure of (10.32).

As noted by in [Sottile 2003], the first order f
(1)
xc allows for a straight-

forward comparison with the EXX kernel of Kim and Görling [Kim 2002a,
Kim 2002b]. Assuming that the EXX-KS states are equal to the Hartree-Fock
states, the EXX kernel fx corresponds to f

(1)
xc with, however, W replaced by

the bare Coulomb interaction. The empirical cutoff in [Kim 2002a, Kim 2002b]
can therefore be seen as a way to simulate the missing screening, which would
be contained in further correlation terms of their expansion.

10.3.3 The fxc Perturbative Series: Convergence
and Cancellations

The theoretical scheme presented in the last section allows to construct fxc

order by order. If the corresponding series converges, the polarization func-
tion calculated through the BSE is, by hypothesis, exactly reproduced by
TDDFT, (10.19).

However, fxc, to be useful, should be well described with only a few orders
of the perturbative expansion, (10.32). Unfortunately, possible cancellations
that can enhance the lower orders terms are difficult to prove from (10.32).
We may note that, with the exception of the first order, all other contributions
to fxc [f̂ (2)

xc (ω), f̂ (3)
xc (ω), . . . ] contain an even number of terms that, as we will

see shortly, tend to cancel each other. But this is not enough, as the direct
application of (10.32) leads to spurious oscillations in the calculated optical
spectra. Those oscillations are moderate in the case of weakly interacting
systems (like diamond) but they tend to destroy the spectra for the case of
materials with strong electron-hole attraction, like LiF (showed in Fig. 10.2).

The intensity of the oscillations in ε(ω) increases with the order of f̂ (p)
xc

and eventually gives rise to non-physical regions of negative absorption. The
reason for this numerical pathology stems from the way the Bethe-Salpeter
kernel acts on the spectra: (i) redistributing the optical oscillator strength,
(ii) shifting rigidly the spectra to account for the diagonal of the Bethe-
Salpeter kernel, ∆cvk(q) = Wcvk,cvk(q), that should vanish in the limit of
infinite k-point sampling. However, with a finite k-point grid corresponding
to a fully converged BSE spectrum, we get ∆q→0 ∼−0.9 eV in LiF. The di-
agonal of Ŵ appears in fxc through a series expansion in ∆q, f̂∆

xc that can
be isolated from (10.32). If we note that ∆cvk(q) ∼ ∆q for all states (cvk)
we obtain

f̂∆
xc(q, ω) = −

∑

p

∆p
q

∂p

∂ωp
[χ̂KS(q, ω)]−1 . (10.34)



172 A. Marini et al.

10 12 14 16 18 20 22
Energy [eV]

-1

0

1

2

3

4

5

6

7

8

Im
[ε

(ω
)]

Fig. 10.2. Optical absorption spectra of LiF. Dots: BSE. Continuous curve:
TDDFT using f

(1)
xc . Dashed curve: TDDFT using f

(1)
xc + f

(2)
xc . While the first order

fxc reproduces quite well the main features of the BSE spectra, the second (and
higher) order approximations to fxc give unphysical negative absorption intensities

that is meaningful only when ∆q is sufficiently small. This series, in general,
oscillates and cannot be treated perturbatively. As this is not the case for
SiO2 and LiF, natural oscillations are found in the näıve application of the
perturbative expansion of (10.32). To circumvent this issue we included the
diagonal part of Ŵ (q) into the independent QP response function χ̂KS(q, ω)
and let f (1)

xc account explicitly for the off-diagonal contributions to the Bethe-
Salpeter kernel. Using this idea, the higher order corrections to f

(1)
xc are not

only well defined, but numerically stable for all orders with the same k-point
sampling used in a standard BSE calculation.

The same holds for the description of the QP-shifts. Indeed, if we do not
assume that the QP levels are equal to the KS ones, an additional contribution
to ∆(q) comes from the difference χQP −χKS in the form of a positive ∆QP

q ,
that is small if and only if the QP and the KS energies are very similar.
The interpretation of the above result is straightforward: An important gap
correction due to a remarkable difference between the QP and the KS energy
levels cannot be described with a perturbative (read finite order) fxc.

The clear instability of the fxc series when gap correction terms are in-
cluded is extremely meaningful. Even if we consider approaches like the SSE
or EXX, where vxc and fxc are consistently derived, fxc will always contain
terms that renormalize the electronic gap. In the EXX, for example, the fx

includes a ∆(q) that is related to the difference between the Hartree-Fock
self-energy and the EXX potential.
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The last point we want to discuss in this paragraph is the numerical
evaluation of δ ˆ̃χ(1)(ω) that constitutes the most cumbersome part of f (1)

xc :

[δχ̃(1)(q, ω)]G,G′ = − 2
ΩNk

∑

c1v1k1,c2v2k2

ξ∗c1v1k1
(q,G)ξc3v3k3(q,G

′)(10.35)

×[LKS(q, ω)]c1v1k1Wc1v1k1,c2v2k2 [LKS(q, ω)]c2v2k2 ,

So we have to perform two square matrix, and two rectangular matrix multi-
plications for every frequency. However, by looking at the analytic properties
of δ ˆ̃χ(1)(q, ω) (for an explicit expression see [Del Sole 2003]) we can single out
the contribution of degenerate non-interacting electron-hole states in (10.35)
and write a general expression for f

(1)
xc [Marini 2003b]:

f̂ (1)
xc (q, ω) =

2
Ω
χ̂−1

KS(q, ω′)
∑

cvk

[
R̂

(q)
cvk + R̂

(q)†
cvk

ω′ − E
(q)
cvk + i0+

+
Q̂

(q)
cvk

(ω′ − E
(q)
cvk + i0+)2

]
χ̂−1

KS(q, ω′) . (10.36)

Here, ω′ = ω + ∆q, E(q)
cvk = εQP

c1k1
− εQP

v1k1−q, and the sum runs through all
independent electron-hole states with residual

[R(q)
cvk]G1,G2 =

∑

c′v′k′

E
(q)
c′v′k′ �=E

(q)
cvk

ξ∗cvk(q,G1)Wcvk,c′v′k′(q)ξc′v′k′(q,G2)

E
(q)
cvk − E

(q)
c′v′k′

, (10.37)

for non-degenerate states, and

[Q(q)
cvk]G1,G2 =

∑

c′v′k′

E
(q)
c′v′k′=E

(q)
cvk

ξ∗cvk(q,G1)Wcvk,c′v′k′(q)ξc′v′k′(q,G2) , (10.38)

for degenerate states. Equation (10.36) is very fast to compute as it has the
form of a non-interacting polarization function with modified residuals (Q,R)
that are evaluated only once as a result of two simple matrix-vector multipli-
cations. Also, (10.36) can be made causal and be extended to higher orders
of the perturbative expansion of fxc.

10.4 The Vertex Function Γ̃ : a TDDFT-Based Approach

The validity of the GWA is based on the physical argument that the long-
range collective excitations dominate the screening process. Consequently,
the screened interaction is assumed to be at the RPA level and any effect
due to the direct electron-hole interaction (short-range effects) is neglected.
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However, we have seen how strong W can be, for example, in insulators, where
χ̃ largely deviates from χ̃RPA. This corresponds to a non negligible kernel in
the BSE, (10.17), that modifies both the polarization function, (10.12) and
the self-energy operator, (10.10). The interplay between those two effects
has been strongly debated in the last years, using different approximations
for Γ̃ , and different levels of self-consistency in the solution of the Dyson
equation. Regarding the vertex function, two main classes of approximations
can be identified: the first reduces the spatial non-locality of Γ̃ (the vertex is a
three-point function) using two-point DFT-based expressions [Mahan 1989,
Hindgren 1997, Del Sole 1994], while the second takes only the first order
terms in the vertex expansion [Bobbert 1994, Ummels 1994, Shirley 1996].
While those approximations can be justified in the case of the homogeneous
electron gas or simple semiconductors, they are inadequate in the case of
wide-gap insulators (e.g., LiF). To discuss more extensively this point, we will
present recent approaches to Γ̃ that, based on a “cooperation” of MBPT and
TDDFT, respect the spatial and dynamical properties of the vertex function,
without truncating its perturbative expansion.

We start the derivation recalling the definition of the irreducible response
function in terms of Γ̃ , (10.12)

χ̃(1, 2) = −i
∫

d3
∫

d4G(1, 3)G(4, 1)Γ̃ (34, 2) . (10.39)

Even if Γ̃ is an highly non-local, three-point function, we have seen in
Sect. 10.3.2 that, as long as we are interested in the two-point polarization
function χ̃, (10.39) can be cast in terms of fxc

χ̃(1, 2) = χKS(1, 2) +
∫

d3
∫

d4χKS(1, 3)fxc(3, 4)χ̃(4, 2) . (10.40)

At this point if we take the xc potential corresponding to fxc as a local
approximation to the self-energy, then the vertex function can be easily con-
tracted into a two-point function: Γ̃ (67, 3) ≡ Γ̃loc(6, 3)δ(6, 7) [Mahan 1989,
Hindgren 1997, Del Sole 1994], with

Γ̃loc(1, 2) =
[
δ(1, 2) −

∫
d3 fxc(1, 3)χKS(3, 2)

]−1

. (10.41)

Thus (10.10) gives

Σ(1, 2) = iWTDDFT(1+, 2)GKS(1, 2) , (10.42)

in terms of the TDDFT effective potential

WTDDFT(1, 2) =
∫

d3 vee(1, 3)

×
{
δ(3, 2) −

∫
d4 [vee(3, 4) + fxc(3, 4)]χKS(4, 2)

}−1

.(10.43)
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This expression for the self-energy is extremely appealing and simple to im-
plement in actual calculations [Del Sole 1994]. As an example we take the QP
lifetimes, that, for a generic conduction state c with momentum k is given
by

τ−1
ck = −2Ω−1

∑

G1,G2

∑

q,c′

ξcc′k(qG1)ξ∗cc′k(qG2)

×�[WTDDFT(q, εck − εc′k−q)]G1G2 , (10.44)

Thus, using the fxc given in (10.33), we would have a simple expression for Σ
that also corresponds to an accurate response function. This is an important
difference compared to previous expressions for Γ̃loc [Hindgren 1997, Mahan
1989, Del Sole 1994] that produce optical spectra very similar to the RPA.

A crucial property of fxc is its long-range behavior,

fxc(r, r′, ω) ∼ − α(ω)
|r − r′| . (10.45)

The stronger the electron-hole effects are, the larger is the correction embod-
ied in α. In the case of wide-gap insulators like LiF there is a large region of
frequencies and transfer momenta q where fxc is stronger than the Hartree
term (i.e., α > 1). This leads to unphysical linewidths: for a large energy
range, �Σ, and hence τ−1, has the wrong sign ! This result is visualized by
noticing that with respect to a GW calculation a change of sign of τ−1 is
controlled by sign(vee + fxc), that is proportional to [1 − α(ω)]. A similar
result was obtained in [Hindgren 1997] looking at the high q limit of the
TDLDA kernel that goes as fxc ∼ q2. The reason for this important failure
of the two-point vertex function is connected to the imposed reduction of
the non-locality from the original, three-point vertex function. In physical
terms, Γ̃loc overestimates the intensity of the vertex correction because two
incoming particles (entering in 1 and 2 in the exact vertex function Γ̃ ) are
supposed to coexist at the same space-time point.

To overcome this difficulty, we have to release the constraint on the spatial
locality, and define a TDDFT vertex function Γ̃TDDFT(12, 3) such that, for a
given approximation of order n in W , f (p)

xc (1, 2), Γ̃TDDFT is consistent with
(10.40). By inspecting (10.39) and (10.40) we obtain

Γ̃
(1)
TDDFT(12, 3) ≡ δ(1, 2)δ(2, 3) + iW (1, 2)

∫
d4G(1, 4)G(4, 2)Γ̃loc(4, 3) ,

(10.46)
It is crucial to observe that Γ̃

(1)
TDDFT is not a first order vertex, as Γ̃loc, but

it sums an infinite number of diagrams. Equation (10.46) can be easily gen-
eralized to give higher order approximations for Γ̃ , consistent with the high
order corrections to fxc, f

(p)
xc .

As it is commonly done, we neglect dynamical effects in the BSE [Marini
2003a], i.e., we assume W (1, 2) ≈ W (r1, r2, ω = 0) in (10.46). This static
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Fig. 10.3. LiF: the exact vertex function Γ̃ is compared with the local approxi-
mation Γ̃loc and the first-order TDDFT-based Γ̃

(1)
TDDFT in two of the possible scat-

tering configurations. Left panel: the vertex describes an electron-hole scattering,
involved in the BSE dynamics of an electron-hole pair (polarization function). Right
panel: the vertex describes an electron-electron scattering, typical of the self-energy
process. The dramatically failure of Γ̃loc in the right panel, that overestimates the
true vertex function, shows the crucial importance of the vertex spatial non-locality

approximation has been showed to be well-motivated when the BSE is used
to calculate χ [Marini 2003a], while there are no a priori reasons to confirm
its validity in the vertex case, it remains a reasonable approximation in the
present case as the dynamical part of W is not excited when we consider
only low-energy excitations in Σ. This analysis is confirmed by an important
property of Γ̃

(p)
TDDFT that can be devised from (10.46) when a dynamical

W is used. From [Marini 2003a] we know that the BSE kernel embodies
the correct unscreening effect that undresses the QP renormalization factors
Z entering the response function. The very same property, extended to Γ̃
gives the correct 1/Z behavior expected on the basis of the Ward identities
[Strinati 1988]. This property suggests and confirms the stringent relation
between the dynamical properties of Γ̃ and the self-consistent solution of the
Dyson equation.

The performance of Γ̃ (1)
TDDFT is exemplified in Fig. 10.3, where the quantity

Γ̃nn′k(q,G, ω) ≡
∫

dt
∫

d3r1

∫
d3r2 ei[ωt+(q+G)·r3]

ϕ∗
nk(r1)ϕn′k−q(r2)Γ̃ (r1r2, r3, t) (10.47)

has been introduced. Γ̃nn′k describes the scattering amplitude of two states
|nk〉, |n′k − q〉 whose dynamics are governed by the BSE. In the case of



10 Approximate Functionals from MBPT 177

(n, n′) = (c, v) ([left panel of Fig. 10.3]) the process is an electron-hole attrac-
tion, relevant to the polarization function. From Fig. 10.3 it is clear the Γ̃loc is
an excellent approximation to the real vertex Γ̃ . This confirms and provides
a deeper explanation of the cancellations we have seen in Sect. 10.3.2 that ap-
pear in the fxc perturbative expansion. However, in the case of (n, n′) = (c, c′)
([right panel of Fig. 10.3]) Γ̃loc dramatically overestimates the real vertex am-
plitude (as discussed above) while Γ̃

(1)
TDDFT is still a very good approximation

to Γ̃ . There is a clear message coming from Fig. 10.3: Even if the vertex
function entering the BSE for the response function is analytically identical
to the vertex entering the self-energy, the processes described in the two cases
are completely different. Consequently, any approximation to Γ̃ derived in a
TDDFT context, even if corresponding to a correct response function, must
be carefully compared with the real vertex, and the approximation involved
(especially the imposed spatial nonlocality) must be attentively verified.

The expression for Σ corresponding to Γ̃
(1)
TDDFT can be calculated explic-

itly [Marini 2004]. The effect of the vertex corrections on the QP lifetimes of
LiF is showed in Fig. 10.4. The overall effect is huge: the linewidths up to 3 eV
above the forbidden region display a linear dependence with energy while in
the RPA are almost zero because of the slow rise of the RPA loss function. A

Fig. 10.4. Left panel: calculated DFT band-structure of LiF (here ECBM and
Egap stand for the DFT conduction band minimum energy and the energy gap).
Right panel: Electron linewidths calculated “on mass-shell” as function of the single-
particle energy. Boxes: RPA G0W0. Circles: TDDFT-based vertex correction to the
self-energy, i.e, a G0WΓ̃

(1)
TDDFT approach that turn out to be very close to a simpler

G0W calculation (see text). The dashed area denotes the forbidden energy region
for quasiparticle decay into electron-hole pairs. Error bars represent the theoretical
uncertainty. (Adapted from [Marini 2004])
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similar energy dependence has been observed in highly correlated materials
[Smith 2001]. Instead, the present linear dependence of the linewidths is due
to the combination of an almost constant density of states close to the con-
duction band minimum and to a “step-like” energy dependence of the loss
function.

10.4.1 Including Density-Functional Concepts into MBPT

In this section we shortly review a very important step towards the rational-
ization of previous results, as well as to how to incorporate some concepts
from density-functional theory into MBPT, in order to derive simplify ex-
pression for the electron self-energy and vertex corrections. The theory has
been presented in [Bruneval 2005]. The fundamental idea is that the essential
physics to describe excitations is captured in the density variations. There-
fore, one can use an alternative chain rule in Hedin’s equations to express
δΣ/δV , namely (δΣ/δn)(δn/δV ). By doing that, the equation for the vertex
looks like

Γ̃ (12, 3) = δ(1, 3)δ(2, 3) +
δΣ(1, 2)
δn(4)

χ̃(4, 3) , (10.48)

where χ̃ = δn/δV is nothing but the irreducible polarizability that is usually
calculated by solving the Bethe-Salpeter equations discussed above for the
vertex function. Integrating with two Green’s functions G, one obtains

χ̃(1, 2) = χKS(1, 2) + χKS(1, 3)feff
xc (3, 4)χ̃(4, 2) , (10.49)

with χKS(12) = −iG(12)G(21) and the two-point kernel that appears in the
TDDFT-like response function formulation

f eff
xc (3, 4) = −iχ−1

KS(3, 6)G(6, 5)G(5′, 6)
δΣ(5, 5′)
δn(4)

. (10.50)

Finally, the self-energy becomes

Σ(1, 2) = iG(1, 2)WTC−TC(2, 1)+iG(1, 4)
δΣ(4, 2)
δn(5)

χ(5, 3)vee(3, 1+) . (10.51)

where the reduced polarizability χ is obtained by χ = χ̃ + χ̃veeχ, and
WTC−TC = (1+veeχ)vee corresponds to the test-charge test-charge screening
function [not to be confused with the test-charge test-electron screen function
WTDDFT discussed above in the context of a perturbative vertex function Γ̃
in (10.46)]. Following [Bruneval 2005], it is convenient to reformulate the
vertex equation as

Γ̃ (12, 3) = δ(1, 3)δ(2, 3) + δ(1, 2)fxc(1, 4)χ̃(4, 3) + ∆Γ̃ (12, 3) , (10.52)

where
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∆Γ̃ (12, 3) =
{
δΣ(1, 2)
δn(4)

− δ(1, 2)fxc(1, 4)
}
χ̃(4, 3) . (10.53)

The dominant terms in the polarization function dynamics are in fact con-
tained in the first two (one- and two-point) contributions to Γ̃ . On the con-
trary, as discussed in Sect. 10.4, the highly non–local character of Γ̃ cannot
be neglected in the self–energy operator. Nevertheless, (10.51) is a promising
path to go beyond GW for many interesting applications as it represents a
consistent approach to derive efficient approximations to the vertex function.

From the previous section, it is now clear that the TDDFT fxc kernel
consists of two terms, namely f

(1)
xc and f

(2)
xc : f

(1)
xc changes the Kohn-Sham

response function into the independent QP one (band gap problem); f
(2)
xc

accounts for the electron-hole interaction [Tokatly 2002, Stubner 2004]. By
using the GW approximation for the self-energy, as it is customary done in the
MBPT calculations, we can reproduce an approximate xc kernel [Bruneval
2005] that accounts for the electron-hole part, and looks like

f (2)
xc (3, 4) = f eff

xc (3, 4)

= χ−1
KS(3, 6)G(6, 5)G(5′, 6)W (5, 5′)G(5, 7)G(7, 5′)χ−1

KS(7, 4) .
(10.54)

This kernel coincides with the approximated kernels presented in previous
works [Marini 2003b, Adragna 2003, Reining 2002, Sottile 2003], derived here
in a more elegant, DFT–based approach.

10.5 Conclusions and Perspectives

In this chapter we have reviewed several promising attempts to include Many–
Body effects in the TDDFT xc kernel. As it will be shown in 20 already a first
order, simplified kernel provides a very good description of excitonic effects
in both extended as well as low dimensional systems. As the present theory
stands, the main drawback is the use of the quasiparticle wavefunctions and
eigenstates for building the kernel. A major step forward would be to device
an fxc that describes both effects simultaneously and that can be derived
from the functional derivative of a given action functional. Work along those
lines is in progress in different groups and we expect some important results
to come up in the near future.

In addition to the “standard” use of the TDDFT kernel within the lin-
ear response regime we have also discussed how MBPT can benefit of the
simple two-points structure of fxc to derive efficient expressions for the self-
energy vertex function. These expressions are promising, as they constitute
non perturbative schemes to go beyond the usual GW approximation.
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In conclusion, the main goal of this chapter is to illustrate that TDDFT
and MBPT can be fruitfully combined to provide a better description of corre-
lation effects both in single and in the two-particles dynamics with important
application in the predicting power of the ab-initio techniques.



11 Exact Conditions

K. Burke

11.1 Introduction

In this chapter, we collect and discuss several of the exact conditions known
about time-dependent density functional theory. The subject of TDDFT is
still much less developed than its ground-state counterpart, and this is re-
flected in the number and usefulness of exact conditions known.

11.2 Review of the Ground State

In ground-state DFT, the unknown exchange-correlation energy functional,
Exc[n], plays a crucial role. In fact, it is really this energy that we typically
wish to approximate with some given level of accuracy and reliability, and
not the density itself. Using such an approximation in a modern Kohn-Sham
ground-state DFT calculation, we can calculate the total energy of any con-
figuration of the nuclei of the system, and so extract the bond lengths and
angles of molecules, and deduce the lowest energy lattice structure of solids.
We can also extract forces in simulations, vibrational frequencies, phonons,
and bulk moduli. We can also discover response properties to both exter-
nal electric fields and magnetic fields (using spin DFT). The accuracy of the
self-consistent density is irrelevant to most of these uses.

Given the central role of the energy, it makes sense to devote much effort
to its study as a density functional. Knowledge of its behavior in various limits
can be crucial to restraining and constructing accurate approximations, and
to understanding their limitations. This task is greatly simplified by the fact
that the total ground-state energy satisfies the variational principle. Many
exact conditions use this in their derivation.

Let us quickly review some of the more prominent exact conditions. They
almost all concern the energy functional, which, as mentioned above, is crucial
for good KS-DFT calculations. We do not give original references here, but
refer the interested reader to [Perdew 2003] for a thorough discussion.

11.2.1 Basic Conditions

These conditions are very elementary, and any sensible approximation should
satisfy them.

K. Burke: Exact Conditions, Lect. Notes Phys. 706, 181–197 (2006)
DOI 10.1007/3-540-35426-3 11 c© Springer-Verlag Berlin Heidelberg 2006
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• Coordinate scaling: By defining nγ(r) = γ3 n(γr), one can easily show

Ex[nγ ] = γ Ex[n] . (11.1)

• Virial theorem:

Exc + Tc = −
∫

d3r n(r) r · ∇vxc(r) , (11.2)

where Tc is the kinetic contribution to the correlation energy.
• Coupling constant: In DFT, one imagines varying the strength of the

electron-electron repulsion, while keeping the density fixed, and defines
quantities as a function of λ. One finds:

Eλ
xc[n] = λ2Exc[n(1/λ)] , (11.3)

i.e., altering the coupling constant is simply related to scaling the density.
• Adiabatic connection formula: By using the Hellmann-Feynman

theorem, one can show:

Ec[n] =
∫ 1

0

dλUλ
c [n]/λ , (11.4)

where Uλ
c is the potential contribution to the correlation energy.

11.2.2 Finite Systems

The next set of conditions are derived for finite systems, just as the Hohenberg-
Kohn theorem is.

• Coordinate scaling: Coordinate scaling of the correlation is less simple
than exchange:

Ec[nγ ] > γ Ec[n] (γ > 1)

Ec[nγ ] = E(2)
c [n] + E(3)

c [n]/γ + · · · (γ → ∞) (11.5)

Ec[nγ ] = γB[n] + γ3/2C[n] + · · · (γ → 0) ,

where E
(2)
c [n], E(3)

c [n], B[n] and C[n] are all scale-invariant functionals.
Not all popular approximations satisfy these conditions.

• Self-interaction: For any one-electron system,

Ex[n] = −EH[n], Ec = 0 (N = 1), (11.6)

where EH is the Hartree energy.
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• Asymptotic behavior of potential: Far from a Coulombic system

vxc(r) → −1/r (r → ∞) , (11.7)

and
εHOMO = −I , (11.8)

where εHOMO is the eigenenergy of the highest occupied KS molecular
orbital, and I the ionization potential. These results are intimately related
to the self-interaction of one electron.

• Lieb-Oxford bound: For any density,

Exc ≥ 2.273 ELDA
x . (11.9)

11.2.3 Uniform and Nearly Uniform Gas

This last set of conditions involve the properties of the uniform or nearly
uniform electron gas.

• Uniform density: When the density is uniform, Exc = eunif
xc (n) V, where

eunif
xc (n) is the xc energy density of a uniform electron gas of density n,

and V is the volume.
• Slowly varying density: For slowly varying densities, Exc should re-

cover the gradient expansion.
• Linear response of uniform gas: Another generic limit is when a weak

perturbation is applied to a uniform gas, and the resulting change in
energy is given by the static response function, χ(q, ω = 0). This function
is known from accurate quantum Monte Carlo calculations [Moroni 1995],
and approximations can be tested against it.

11.2.4 Finite Versus Extended Systems

Note the distinction above between extended systems (like the uniform gas
or any bulk system) and finite systems. The basic theorems of DFT are
proven for finite quantum mechanical systems, with densities that decay at
large distances from the center. Their extension to extended systems, even
those as simple as the uniform gas, requires careful thought. For ground-state
properties, one can usually take results directly to the extended limit without
change, but not always. For example, the high-density limit of the correlation
energy in (11.5) fails for a uniform gas.

11.2.5 Types of Approximations

Despite a plethora of approximations [Perdew 2005], no present-day approx-
imation satisfies all these conditions, and so one chooses which conditions to
impose on a given approximate form. Nonempirical approaches attempt to
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fix all parameters via exact conditions [Perdew 1996a, Perdew 1996b], while
good empirical approaches might include one or two parameters that are fit
to some data set [Becke 1988b, Lee 1988, Becke 1993b].

There are two basic flavors of approximations: pure density functionals,
which are often designed to meet conditions on the uniform gas, and orbital-
dependent functionals [Grabo 1998], which meet the finite-system conditions
more naturally. The most sophisticated approximations being developed to-
day use both [Tao 2003].

11.3 Conditions and Approximations

The time-dependent problem is much more diverse than the ground-state
problem, making the known exact conditions more difficult to classify. We
make the basic distinction between general time-dependent perturbations, of
arbitrary strength, and weak fields, where linear response applies. The former
give conditions on the xc potential for all time-dependent densities, the latter
yield conditions directly on the xc kernel, which is a functional of the ground-
state density alone. Of course, all of the former also yield conditions in the
special case of weak fields.

11.3.1 Role of the Energy

In the time-dependent problem, we do not have the energy playing a cen-
tral role. Formally, the action plays an analogous role (see Chap. 2), but
in practice, we never evaluate the action in TDDFT calculations (as it is
identically zero on the real time evolution). In TDDFT, our focus is truly the
time-dependent density itself, and so, by extension, the potential determining
that density. Thus many of our conditions are in terms of the potential.

Note also that most pure density functionals for the ground-state problem
produce poor approximations for the details of the potential. Such approxima-
tions work well only for quantities integrated over space, such as the energy.
Thus approximations that work well for ground-state energies are sometimes
very poor as adiabatic approximations in TDDFT. For example their fail-
ure to satisfy (11.7) leads to large errors in the KS energies of higher-lying
orbitals.

In place of the energy, there are a variety of physical properties that people
wish to calculate. On the one hand, quantum chemists are most often focused
on first few low-lying excitations, which might be crucial for determining
the photochemistry of some biomolecule. Then the adiabatic generalization
of standard ground-state approximations is often sufficient (see Chaps. 17,
22 and 23). At the other extreme, very often people who study matter in
strong laser fields are very focused on ionization probabilities, and there the
violation of (11.8) makes density approximations too crude, and requires
orbital-dependent approximations instead.
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11.3.2 Approximations

As we go through the various exact conditions, we will discuss whether the
simplest approximations in present use satisfy them. The most important
are:

• ALDA: Adiabatic local density approximation, the simplest pure den-
sity functional, commonly used in many calculations, and described in
Chap. 1.

• AA: “Exact” adiabatic approximation, in which we imagine using the
exact ground-state potential for a given density (see Chap. 1).

• EXX: Exact exchange, the orbital-dependent functional, treated as an
implicit density functional (see Chap. 9).

A key aim of today’s methodological development is to build in correlation
memory effects. Exact exchange (for more than two unpolarized electrons)
has some memory when considered as a density functional. We will discuss
two attempts at memory inclusion, both limited to the linear response regime:

• GK: The Gross-Kohn approximation is simply to use the local frequency-
dependent kernel of the uniform gas, funif

xc (q → 0, ω) instead of its adia-
batic limit as used in ALDA.

• VK: The Vignale-Kohn approximation is simply the gradient expansion
in the current density for a slowly-varying gas (see Chap. 5).

The approximations suggested in the rest of this Part (Chaps. 8 and 10) could
be tested for satisfaction of the conditions below, and perhaps improved.

11.4 General Conditions

In this section, we discuss conditions that apply no matter how strong the
time-dependent potential is.

11.4.1 Adiabatic Limit

The most essential exact condition in TDDFT is the adiabatic limit. For any
finite system, or an extended system with a finite gap, the deviation from
the instantaneous ground-state during a perturbation (of arbitrary strength)
can be made arbitrarily small, by slowing down the time-evolution, i.e., if the
perturbation is v(t), replacing it by v(t/τ) and making τ sufficiently large.
This is the adiabatic theorem of quantum mechanics.

Similarly, as the time-dependence becomes very slow (or equivalently, as
the frequency becomes small), for such system the functionals reduce to their
ground-state counterparts:

vxc(r, t) → vxc[n(t)](r) (τ → ∞) (11.10)
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where vxc[n](r) is the exact ground-state xc potential of density n(r).
Clearly, any adiabatic approximation satisfies this theorem, and so also

does EXX, by reducing to their ground-state analogs for slow variations. On
the other hand, if an approximation to vxc(r, t) were devised that was not
based on ground-state DFT, this theorem could be used in reverse to define
the corresponding ground-state functional.

11.4.2 Equations of Motion

In this section, we discuss some elementary conditions that any reasonable
TDDFT approximation should satisfy. Because almost all approximations do
satisfy these conditions, they are best applied as tests of propagation schemes
(see Part III). Satisfaction of these conditions by propagation schemes can be
used to interpret their quality. For schemes that do not automatically satisfy
a given condition, then a numerical check of its validity provides a test on the
accuracy of the solution. A simple analog is the check of the virial theorem
in ground-state DFT in a finite basis.

These conditions are all found via a very simple procedure. They be-
gin with some operator that depends only on the time-dependent density,
such as the total force on the electrons. The equations of motion for the
operator in both the interacting and the KS systems are written down, and
subtracted. Since the time-dependent density is the same in both systems,
the difference vanishes. Usually, the Hartree term also separately satisfies the
resulting equation, and so can be subtracted from both sides, yielding a con-
dition on the xc potential alone. This procedure is well-described in Chap. 5
for the zero xc force theorem.

Zero xc Force and Torque: These are very simple conditions saying
that interaction among the particles cannot generate a net force [Vignale
1995a, Vignale 1995b]:

∫
d3r n(r, t) ∇vxc(r, t) = 0 (11.11a)

∫
d3r n(r, t) r ×∇vxc(r, t) =

∫
d3r r × ∂jxc(r, t)

∂t
, (11.11b)

where jxc(r, t) is the difference between the interacting current density and
the KS current density [van Leeuwen 2001]. The second condition says that
there is no net xc torque, provided the KS and true current densities are
identical. This is not guaranteed in TDDFT (but is in TDCDFT).

xc Power and Virial: By applying the same methodology to the equa-
tion of motion for the Hamiltonian, we find [Hessler 1999]:

∫
d3r

dn(r, t)
dt

vxc(r, t) =
dExc

dt
. (11.12)

while another equation of motion yields the virial theorem, which intriguingly
has the exact same form as in the ground state, (11.2):
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Exc[n](t) + Tc[n](t) = −
∫

d3r n(r, t) r · ∇vxc[n](r, t) . (11.13)

These conditions are so basic that they are trivially satisfied by any rea-
sonable approximation, including the ALDA, AA, and EXX. Thus they are
more useful as detailed checks on a propagation scheme. The correlation con-
tribution to the latter is very small, and makes a very demanding test. But
because the energy does not play the same central role as in the ground-state
problem (and the action is not simply the time-integral of the energy – see
Chap. 2), that is all they are used for so far.

11.4.3 Self-Interaction

For any One-Electron System,

vx(r, t) = −
∫

d3r′
n(r, t′)
|r − r′| , vc(r, t) = 0, (N = 1) . (11.14)

These conditions are automatically satisfied by EXX, but are violated by
ALDA, GK, and VK.

11.4.4 Initial State Dependence

There is a simple condition based on the principle that any instant along a
given density history can be regarded as the initial moment [Maitra 2002b,
Maitra 2005a] (see Chap. 4). This follows very naturally from the fact that
the time-dependent Shrödinger equation is first order. When applied to both
interacting and non-interacting systems, we find:

vxc[nt′ , Ψ(t′), Φ(t′)](r, t) = vxc[n, Ψ(0), Φ(0)](r, t) for t > t′ , (11.15)

This is discussed in much detail in Chap. 4. Here we just mention that any
adiabatic approximation, by virtue of its lack of memory and lack of initial-
state dependence, automatically satisfies it. Interestingly, although EXX is
instantaneous in the orbitals, it will have memory (and so initial-state depen-
dence) as a density functional (when applied to more than two unpolarized
electrons).

But this condition provides very difficult tests for any functional with
memory. Consider any two known evolutions of an interacting system, which
after some time, t̃, become identical. This result states they must have identi-
cal xc potentials at that time and forever after, even though they had different
histories before then. An approximate functional with memory is unlikely, in
general, to produce such identical potentials.
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11.4.5 Coupling-Constant Dependence

Because of the lack of a variational principle for the energy, there is no sim-
ple analog of the adiabatic connection formula, (11.4), or definite results as
limits are approached, (11.5). But there remains a simple connection between
scaling and the coupling constant [Hessler 1999]. For exchange, analogous to
(11.1), the relation is linear:

vx[nγ , Φγ(0)](r, t) = γ vx[n,Φ(0)](γr, γ2t) , (11.16)

where Φ(0) is the initial state of the Kohn-Sham system and, for time-
dependent densities,

nγ(r, t) = γ3 n(γr, γ2t) . (11.17)

There is no simple correlation scaling, but we can relate the coupling
constant to scaling and find, analogous to (11.4):

vλ
c [n, Ψ(0), Φ(0)](r, t) = λ2vc[n(1/λ), Ψ(1/λ)(0), Φ(1/λ)(0)](λr, λ2t) , (11.18)

where Ψ(0) is the initial state of the interacting system. It seems likely that,
taking the limit λ → 0, makes the exchange term dominant for finite systems
(just as in the ground-state) [Hessler 2002], but this has yet to be proven.

11.4.6 Translational Invariance

Consider a rigid boost R(t) of a system starting in its ground state at t =
0, with R(0) = dR/dt(0) = 0. Then the exchange-correlation potential of
the boosted density will be that of the unboosted density, evaluated at the
boosted point, i.e.,

vxc[n′](r, t) = vxc[n](r − R(t), t) , n′(r, t) = n(r − R(t), t) , (11.19)

This condition is universally valid [Vignale 1995a], and played a crucial role
in the development of the VK approximation.

11.5 Linear Response

In the special case of linear response, all information is contained in the
kernel. All the general conditions of Sect. 11.4 also yield results for the xc
kernel.

11.5.1 Adiabatic Limit

For any finite system, the exact kernel satisfies:

fxc(r, r′, ω → 0) → δ2Exc

δn(r)δn(r′)
(11.20)

where Exc is the exact xc energy. Obviously, any approximate functional
satisfies this, with its corresponding ground-state approximation on the right.
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11.5.2 Zero Force and Torque

The exact conditions on the potential of Sect. 11.4.2 also yield conditions
on fxc, when applied to an infinitesimal perturbation (see Chap. 5). Taking
functional derivatives of (11.11a) yields

∫
d3r n(r) ∇fxc(r, r′, ω) = −∇′vxc(r′) (11.21)

and ∫
d3r n(r) r ×∇fxc(r, r′, ω) = −r′ ×∇′vxc(r′) , (11.22)

the latter again assuming no xc transverse currents.
Again, these are satisfied by ground-state DFT with the static xc kernel,

so they are automatically satisfied by any adiabatic approximation. Similarly,
in the absence of correlation, they hold for EXX.

The equations employing energies do not produce directly useful results
in the linear response regime, because the functional derivative of the exact
time-dependent xc energy is not the xc potential.

11.5.3 Self-Interaction Error

For one electron, functional differentiation of (11.14) yields:

fx(r, r′, ω) = − 1
|r − r′| , fc(r, r′, ω) = 0, (N = 1) (11.23)

These conditions are trivially satisfied by EXX, but violated by the density
functionals ALDA, GK, and VK.

11.5.4 Initial-State Dependence

The initial-state condition, (11.15), leads to very interesting restrictions on
fxc for arbitrary densities. But the information is given in terms of the initial-
state dependence, which is very difficult to find.

11.5.5 Coupling-Constant Dependence

The exchange kernel scales linearly with coordinates, as found by differenti-
ating (11.16):

fx[nγ ](r, r′, ω) = γfx[n](γr, γr′, ω/γ2) . (11.24)

A functional derivative and Fourier-transform of (11.18) yields [Lein 2000b]

fλ
c [nGS](r, r′, ω) = λ2fc[n0,(1/λ)](λr, λr′, ω/λ2) . (11.25)
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A similar condition has recently been derived for the coupling-constant de-
pendence of the vector potential in TDCDFT [Dion 2005].

These conditions are trivial for EXX. They can be used to test the deriva-
tions of correlation approximations in cases where the coupling-constant de-
pendence can be easily deduced. More often, they can be used to generate
the coupling constant dependence when needed, such as in the adiabatic con-
nection formula of (11.4).

11.5.6 Symmetry

Because the susceptibility is symmetric, so must also be the kernel:

fxc(r, r′, ω) = fxc(r′, r, ω) . (11.26)

This innocuous looking condition is satisfied by any adiabatic approxima-
tion by virtue of the kernel being the second derivative of an energy, and is
obviously satisfied by EXX.

11.5.7 Kramers-Kronig

The kernel fxc(r, r′, ω) is an analytic function of ω in the upper half of the
complex ω-plane and approaches a real function fxc(r, r′,∞) for ω → ∞.
Therefore, defining the function

∆fxc(r, r′, ω) = fxc(r, r′, ω) − fxc(r, r′,∞) , (11.27)

we find

�∆fxc(r, r′, ω) = IP
∫

dω′

π

�fxc(r, r′, ω′)
ω′ − ω

(11.28)

�fxc(r, r′, ω) = −IP
∫

dω′

π

�∆fxc(r, r′, ω′)
ω′ − ω

, (11.29)

where IP denotes the principal part of the integral. Also, since fxc(x,x′) is
real-valued,

fxc(r, r′, ω) = f∗
xc(r, r

′,−ω) . (11.30)

The simple lesson here is that any adiabatic kernel (no frequency dependence)
is purely real, and any kernel with memory has an imaginary part (or else is
not sensible). Putting it the other way round, to produce a complex kernel
requires memory.

Thus, any adiabatic approximation must have a real kernel, which they do.
And EXX, to the extent that it has any frequency-dependence (for more than
2 electrons), must have a complex kernel. Both GK and VK have complex
kernels satisfying these conditions.
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11.5.8 Adiabatic Connection

A beautiful condition on the exact xc kernel is given simply by the adiabatic
connection formula for the ground-state correlation energy:

−1
2

∫
d3r

∫
d3r′ vee(r′, r)

∫ 1

0

dλ
∫ ∞

0

dω
π

[χλ(r, r′, iω) − χKS(r, r′, iω)] = Ec

(11.31)
Combined with the Dyson-like equation of Chap. 1 for χλ as a function of
χKS and fxc, this is being used to generate new and useful approximations
to the ground-state correlation energy (see Chaps. 28, 29 and 30), although
at considerable computational cost.

But it provides an obvious exact condition on any approximate xc ker-
nel for any system. Thus every system for which the correlation energy is
known can be used to test approximations for fxc. Note that, e.g., using
ALDA for the kernel does not yield the corresponding ELDA

xc , but rather a
much more sophisticated functional. Even insertion of fx yields correlation
contributions to all orders in Ec. And lastly, even the exact adiabatic ap-
proximation, fxc[nGS](r, r′, ω = 0), does not yield the exact Exc[nGS]. In
Chap. 28, this condition is used to test several approximations, but only for
the uniform gas.

11.6 Finite Versus Extended Systems, and Currents

As mentioned in Sect. 11.2.4, care must be taken when extending exact
ground-state DFT results to extended systems. This is even more the case for
TDDFT. The first half of the RG theorem (Chap. 1) provides a one-to-one
correspondence between potentials and current densities, but a surface condi-
tion must be invoked to produce the necessary correspondence with densities.
With hindsight, this is very suggestive that time-dependent functionals may
contain a non-local dependence on the details at a surface. As such, they
are more amenable to local approximations in the current rather than the
density.

As discussed elsewhere (Chap. 5) and first pointed out by Dobson [Dobson
1994a], the frequency-dependent LDA (GK approximation) violates the
translational invariance condition of Sect. 11.4.6. One can trace this fail-
ure back to the non-locality of the xc functional in TDDFT. But, by going to
a current formulation, everything once again becomes reasonable. The gra-
dient expansion in the current, for a slowly varying gas, was first derived by
Vignale and Kohn [Vignale 1996], and later simplified by Vignale, Ullrich,
and Conti [Vignale 1997], and is discussed in much detail in Chap. 5.

For our purposes, the most important point is that, by construction, VK
satisfies translational invariance. The frequency-dependence shuts off (it re-
duces to ALDA) when the motion is a rigid translation, but turns on when
there is a true (non-translational) motion of the density [Vignale 1996].
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11.6.1 Gradient Expansion in the Current

Any functional with memory should recover the VK gradient expansion in
this limit, or justify why it does not. However, the VK approximation is only
the gradient expansion. In the ground-state, the gradient expansion in the
density was found to give poor results, and afterwards discovered to violate
several important sum rules [Burke 1998a]. Fixing those sum-rules led to the
development of generalized gradient approximations.

11.6.2 Response to Homogeneous Field

A decade ago, GGG [Gonze 1995b] caused a stir by pointing out that the
periodic density in an insulating solid in an electric field is insufficient to de-
termine the one-body potential, in apparent violation of the Hohenberg-Kohn
theorem [Hohenberg 1964]. In fact, this effect appears straightforwardly in
TDCDFT, and is even estimated by calculations using the VK approxima-
tion [van Faassen 2003a, Maitra 2003a]. When translated back to TDDFT
language, one finds a 1/q2 dependence in fxc, where q is the wavevector cor-
responding to r− r′ (see Chaps. 10 and 20). Thus this effect arises naturally
in the static limit of TDCDFT (see Chaps. 5 and 19).

However, it implies a need for a kernel that has the same degree of non-
locality as the Hartree kernel, and this is missed by any local or semilocal
approximation, such as ALDA, but is built in to EXX [Kim 2002a] or AA
and many-body derived kernels (see Chap. 10).

11.7 Odds and Ends

11.7.1 Functional Derivatives

A TDDFT result ought to come from a TDDFT calculation, but this is not
always the case. By a TDDFT calculation, we mean the result of an evolution
of the TDKS equations with some approximation for the xc potential that
is a functional of the density. This implies that the xc kernel should be the
functional derivative of some xc potential, which also reduces to the ground-
state potential in the adiabatic limit.

All the approximations discussed here satisfy this rule. But calculations
that intermix kernels with potentials in the solution of Casida’s equations
violate this condition, and run the risk of violating underlying sum-rules.

11.7.2 Infinite Lifetimes of Eigenstates

This may seem like an odd requirement. When TDDFT is applied to calculate
a transition to an excited state, the frequency should be real. This is obviously
true for ALDA and EXX, but not so clear when memory approximations are
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used. As shown in Sect. 11.5.7, Kramers-Kronig relations mean that memory
implies imaginary xc kernels, and these can yield imaginary contributions to
the transition frequencies. Exactly these effects were seen in calculations using
the VUC for atomic transitions [Ullrich 2004]. Indeed, very long lifetimes were
found when VUC was working well, and much shorter ones occurred when
VUC was failing badly.

11.7.3 Single-Pole Approximation for Exchange

This is another odd condition, in which two wrongs make something right. Us-
ing Görling-Levy perturbation theory [Görling 1993a], one can calculate the
exact exchange contributions to excited state energies [Filippi 1997, Zhang
2004a]. To recover these results using TDDFT, one does not simply use fx,
and solve the Dyson-like equations. As noted in Sect. 11.5.8, the infinite it-
eration yields contributions to all orders in the coupling constant.

However, the single-pole approximation (SPA) truncates this series after
one iteration, and so drops all other orders. Thus, the correct exact exchange
results are recovered in TDDFT from the SPA solution to Casida’s equations,
and not by a full solution [Gonze 1999]. This procedure can be extended to
the next order [Appel 2003].

11.8 Memory Correlation Approximations

The first approximation that went beyond adiabatic is the Gross-Kohn ap-
proximation, as mentioned above, which was replaced by the VK approxima-
tion, when it was realized that it violated translational invariance.

11.8.1 Double Excitations and Branch Cuts

Maitra et al. [Maitra 2004, Cave 2004] argued that a strong ω-dependence
in fxc allows double excitation solutions to Casida’s equations. Similarly,
the second ionization of the He atom implies a branch cut in its fxc at the
frequency needed [Burke 2005a]. Under limited circumstances, this frequency
dependence can be estimated, but a generalization [Casida 2005] has been
proposed. It would be interesting to check its compliance with the conditions
listed in this chapter.

11.8.2 Beyond Linear Response

A major point of interest is to go beyond the linear response regime for non-
adiabatic approximations. The first such attempt was the bootstrap approach
of [Dobson 1997]. More recent attempts are described in Chap. 8 and in
[Kurzweil 2004].
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11.9 Summary

What lessons can we take away from this brief survey?

1. In the ground-state theory, the xc energy dominates, and many conditions
are proven for that functional. This is not so for TDDFT.

2. The adiabatic approximation satisfies many exact conditions by virtue of
its lack of memory. Inclusion of memory may lead to violations of con-
ditions that adiabatic approximations satisfy. This is reminiscent of the
ground-state problem, where the gradient expansion approximation vio-
lates several key sum rules respected by the local approximation. Explicit
imposition of those rules led to the development of generalized gradient
approximations.

3. Explicit density functionals have poor quality potentials, but it is the
time-dependent density that counts. The potential is a far more sensitive
functional of the density than vice versa. Thus, while we have enumerated
many conditions on the xc potential, it is important to determine which
conditions significantly affect the density.

As shown in several chapters in this book, many people are presently
testing the limits of our simple approximations, and very likely, these or
other exact conditions will provide guidance on how to go beyond them.
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12 Propagators for the Time-Dependent
Kohn-Sham Equations

A. Castro and M.A.L. Marques

12.1 Introduction

The main practical result of the Runge-Gross theorem are the time-dependent
Kohn-Sham (TDKS) equations: a set of coupled one-particle Schrödinger-like
equations with the form (atomic units are used hereafter)

i
∂ϕi(t)
∂t

= [T̂ + V̂KS(t)]ϕi(t) , (12.1a)

vKS(r, t) = vext(r, t) +
∫

d3r′
n(r′, t)
|r − r′| + vxc[n](r, t) . (12.1b)

In these equations, the index i runs through all the occupied Kohn-Sham
states ϕi; T̂ is the kinetic operator; vext is any (possibly time-dependent)
external potential acting on the electronic system; vxc[n] is the exchange and
correlation potential – which is a functional of the time-dependent density

n(r, t) =
〈
Φ(t)

∣∣∣
∑

i

δ(r − r̂i)
∣∣∣Φ(t)

〉
=
∑

i

|ϕi(r, t)|2 . (12.2)

During the last years, most applications of TDDFT were performed within
linear response theory, where the response properties of the system are usu-
ally obtained in frequency domain. One may, however, work directly in the
time-domain, propagating (12.1a). This has the advantage of allowing the in-
clusion of intense external perturbations, beyond the linear response regime.
Of course, this “real-time” formulation of TDDFT requires the use of an
algorithm to propagate Schrödinger-like equations.

Not surprisingly, the study of efficacious algorithms for this purpose has
a long history, and multiple answers. We are concerned with a very general
problem, yet we must beware of general purpose solutions: one expects that
the efficiency depends strongly on the characteristics of the time-independent
part of the Hamiltonian, on the time-dependent perturbation, and also on the
initial state. From all possible approaches, we focus in this chapter on the
ones most relevant to the propagation of the TDKS equations. This case has
several important features:
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• The Hamiltonian is intrinsically time-dependent, which is obvious since
it depends parametrically on the time-dependent density.

• This time dependence is not known a priori, since it is deduced from the
solution density itself, vKS = vKS[n]. The problem may then be formulated
as follows: given ϕ(τ) and Ĥ(τ) for τ ≤ t, calculate ϕ(t+∆t) for some ∆t.
This unpleasant fact is usually not taken into account in most studies of
Schrödinger’s equation, and adds extra difficulties, since all approximators
will require the knowledge of the Hamiltonian in the interval [t, t + ∆t].

• Typically, one works with very large basis sets, where the Hamiltonian is
represented as a very large, sparse matrix. This happens for instance in
the real-space representations we have used.

• The Hamiltonian is usually Hermitian. Also, it is unbounded – and this
fact is one of the roots of the numerical difficulties.

In this chapter, we give a pedagogical introduction to the problem of
propagating the Kohn-Sham equations, and to some of its solutions. We have
been enlightened by several sources, not all of them focused on TDDFT. Most
of the literature refers to nuclear wavepacket propagation, either in quan-
tum, semi-classical, or mixed schemes. The equations are, nevertheless, iden-
tical, and experience from this field may be translated to others. We learned
from Kosloff’s review [Kosloff 1988], from the work of Lubich and cowork-
ers [Lubich 2002, Hochbruck 1998, Hochbruck 1999], from the comparisons of
Truong and others [Truong 1992], and from other references that will be cited
when appropriate. For the particular problem of TDDFT, we would like to
refer to the work of Sugino and Miyamoto [Sugino 1999]. It is also important
to mention here the advances in the simulation of (adiabatic) molecular dy-
namics using the Car-Parrinello approach [Car 1985]. The time-integration is
effectively performed using modified Verlet and Gaussian dynamics includ-
ing multiple time-scale methodologies [Tuckerman 1994a, Tuckerman 1994b].
However, those works do not address the real electron dynamics of a sys-
tem but a fictitious one determined by an effective electron mass, and need
to impose the orthogonality constraint for the wavefunctions (which is au-
tomatically fulfilled in the unitary propagation schemes to be described be-
low). Finally, we also refer the reader to our previous work on the subject
[Castro 2004a], where on top of the algorithmic discussion that we present
here, a quantitative analysis of some of the possible solutions is also given.

We have implemented some of the most common approaches to the prop-
agation of a quantum wave-packet in our computer code octopus,1 a general
purpose pseudopotential, real-space code.2 The routines that implement these
1 The octopus project is aimed at describing the electron-ion dynamics in finite

and extended systems under the influence of time-dependent electromagnetic
fields. The program can be freely downloaded from http://www.tddft.org/

programs/octopus/. For details see [Marques 2003b].
2 By real-space, or direct-space, we mean that all functions are discretized on a

grid, and that the Laplacian is approximated by finite differences [Beck 2000].
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techniques are available from the octopus web-site and can be used in more
general contexts than the ones discussed here.

12.2 Formulation of the Problem

The Schrödinger equation may be rewritten in terms of its linear propagator
Û(t, t0), which obeys the equation

i
d
dt

Û(t, t0) = Ĥ(t)Û(t, t0) . (12.3)

The solution of the time-dependent Schrödinger equation, for a given initial
state ϕ(t0), is then written as ϕ(t) = Û(t, t0)ϕ(t0). The differential equa-
tion (12.3) may be rewritten as an integral equation

Û(t, t0) = 1̂ − i
∫ t

t0

dτ Ĥ(τ)Û(τ, t0) . (12.4)

It is then easy to derive a Dyson’s series – whose convergence is, unfortu-
nately, not guaranteed – to formally solve the problem:

Û(t, t0) = 1̂ +
∞∑

n=1

(−i)n

∫ t

t0

dt1
∫ t1

t0

dt2 . . .
∫ tn−1

t0

dtnĤ(t1) . . . Ĥ(tn) . (12.5)

By making use of the time-ordering operator T̂ , this series takes on a form
that vaguely reminds us of the definition of the exponential:

Û(t, t0) = 1̂ +
∞∑

n=1

(−i)n

n!

∫ t

t0

dt1
∫ t

t0

dt2 . . .
∫ t

t0

dtnT̂ [Ĥ(t1) . . . Ĥ(tn)] . (12.6)

Due to this resemblance, one normally defines the time-ordered exponential to
encapsulate the expression: Û(t, t0) = T̂ exp{−i

∫ t

t0
dτĤ(τ)} . This, of course,

only hides the ugliness of (12.6). The series expansion can be simplified if the
Hamiltonian commutes with itself at different times, in which case we are
left with a simple exponential: Û(t, t0) = exp{−i

∫ t

t0
dτĤ(τ)} . Moreover, if

the Hamiltonian does not depend on time, we can get rid of the integration:
Û(t, t0) = exp{−i(t − t0)Ĥ} . Unfortunately, as mentioned before, none of
these simplifications applies in the case of TDDFT.

The evolution operator has some important properties that can be derived
directly from its definition, and that any good approximator should preserve:

• For a Hermitian Hamiltonian, the evolution operator is unitary, i.e.

Û†(t + ∆t, t) = Û−1(t + ∆t, t) . (12.7)

This mathematical property is linked to the conservation of probability
of the wavefunction. Any desirable approximate propagator should be
unitary, at least approximately, for Hermitian Hamiltonians.
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• Another important property fulfilled by the exact evolution propagator is
time-reversal symmetry:

Û(t + ∆t, t) = Û−1(t, t + ∆t) . (12.8)

Note that this property does not hold if a magnetic field is present; it
must not be enforced if one wants to handle magnetic cases. However,
any desirable algorithm should respect this property in the particular
case where no magnetic field is applied.

• For any three instants t1, t2, t3, Û(t1, t2) = Û(t1, t3)Û(t3, t2).

This last property permits us to break the simulation into pieces. In prac-
tice, it is usually not convenient to obtain ϕ(t) directly from ϕ0 for a long
interval [0, t]. Instead, one breaks [0, t] into smaller time intervals:

Û(t, 0) =
N−1∏

i=0

Û(ti + ∆ti, ti) , (12.9)

where t0 = 0, ti+1 = ti +∆ti and tN = t. Typically, the time step is taken to
be constant, i.e., ∆ti = ∆t. However, it is possible to use variable time-step
methods, especially if the implemented algorithm is able to make an optimal
choice of the time step, to enhance the efficiency without compromising the
accuracy. In any case, we deal with the problem of performing the short-time
propagation

ϕ(t + ∆t) = T̂ exp

{
−i
∫ t+∆t

t

dτ Ĥ(τ)

}
ϕ(t) . (12.10)

There are good reasons for dividing [0, t] into smaller intervals: (i) First
of all, the time dependence of Ĥ becomes less critical, and the norm of the
exponential argument is reduced (it increases linearly with ∆t). This makes
it easier to approximate the propagator, as the errors of the approximations
depend critically on this norm. (ii) There is a natural limit to the maximum
size of ∆t: If ωmax is the maximum frequency that we want to discern, ∆t
can not be larger than ≈ 1/ωmax = ∆tmax.

Obviously, we seek the most effective algorithm. Below ∆tmax, we are
free to choose ∆t considering performance reasons. If p(∆t) is the cost of
propagating ∆t for a given method, one should then choose the ∆topt that
minimizes p(∆t)/∆t, the cost of propagating the wave function per unit time.
The optimal cost number of a given method is p(∆topt)/∆topt, so the method
that minimizes this optimal cost number can be viewed as the “best” method.

The value of ωmax is either determined by the energy spectrum of the
ground-state many-body Hamiltonian or by the frequency of the applied elec-
tromagnetic field. In the former case, the maximum frequency of the Hamil-
tonian is typically determined by the kinetic term. If the wave functions are
expanded in a plane-wave representation, ωmax is related to the maximum
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reciprocal lattice vector Gmax used in the expansion; On the other hand, if
we choose to work with a real-space discretization of the Hamiltonian, ωmax

is determined by the mesh spacing h. We have therefore

ωmax =
G2

max

2
=

2π2

h2
. (12.11)

Note that the choice of either h or Gmax is in turn determined by the hardness
of the potentials that define the Hamiltonian. In many cases the evolution
will not probe the very high-frequencies – the highest-energies states are not
significantly populated – and so we can choose ∆t to be larger than 1/ωmax.

From a numerical point of view, the algorithm used to perform the time
propagation should be “stable” and “accurate”. The term “stable” is fre-
quently used in a rather loose form. It is, however, possible to give it a
precise definition: A propagator is stable below ∆tmax if, for any ∆t < ∆tmax

and n > 0, Ûn(t + ∆t, t) is uniformly bounded. One way to assure that
the algorithm is stable is by making it “contractive”, which means that
||Û(t + ∆t)|| ≤ 1. Of course, if the algorithm is unitary, it is also contrac-
tive and hence stable; but if the algorithm is only approximatively unitary,
it is better if it is contractive. The reason for this is easy to understand: the
error is typically proportional to the norm. A contractive algorithm will re-
duce the norm, and consequently also reduce the error; on the other hand, a
non-contractive scheme will yield larger errors at each time-step. The adverb
“unconditionally” is sometimes added to these concepts to refer to algorithms
that possess a given property independently of ∆t and of the spectral char-
acteristics of Ĥ (e.g., unconditionally stable, etc.).

As mentioned before, the time dependence of the Hamiltonian does
not allow us to write the evolution propagator as a simple exponential:
Û(t + ∆t, t) �= exp{−i∆tĤ(t)}. Nevertheless, quite a few methods rely on
algorithms to approximate the exponential of an operator, exp(Â) – where
for example Â has the form −i∆tĤ(τ) for a given time τ . For this rea-
son, our discussion is separated in two parts: First we look at several al-
gorithms to approximate exp(Â), where Â is a time-independent operator.
In particular, polynomial expansions, projection in Krylov subspaces, and
split-operator methods. We then discuss different approximations for the full
time-evolution operator, like the mid-point and implicit rules, and Magnus
expansions. Split-operator techniques can also be modified to approximate
the full time-dependent propagator.

12.3 Approximations to the Exponential of an Operator

In principle, the most desirable algorithm to calculate exp(Â)v, where v is an
arbitrary vector, would begin with the evaluation of exp(Â). In this way, we
would be able to easily apply the exponential of the matrix Â to any arbitrary
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vector. Unfortunately, the methods that exist to calculate the exponential
of a matrix are computationally limited to matrices of order less than a
few thousand (for a recent review, please consult [Moler 2003]). In a typical
plane-wave or real-space calculation the Hamiltonian matrix can be of the
order ≈105−106, and therefore way too large to apply any of these methods.
In fact, the size of the Hamiltonian may not even permit its full storage in
matrix form.3

The alternative is to use iterative methods that yield directly exp(Â)v for
a particular choice of the vector v. These methods have a much better scaling
with the order of the matrix. We will focus on three different techniques that
dominate the literature: polynomial expansion of the exponential – either in
the standard base or in the Chebychev base, splitting schemes, and Krylov
subspace projection techniques.

12.3.1 Polynomial Expansions

The exponential of a matrix Â is defined by the Taylor expansion

exp(Â) =
∞∑

n=0

1
n!

Ân , (12.12)

a series that is unconditionally convergent for any matrix Â. This suggests
an obvious method to approximate the exponential:

Taylork{Â, v} =
k∑

n=0

1
n!

Ânv . (12.13)

For a given k, the method is of order k and requires k matrix-vector opera-
tions. It amounts to expanding the exponential function in the standard base
of polynomials, {1, x, x2, . . . }. The truncation of the infinite series at a given
k breaks the unitarity of the exponential. It turns out that k = 4 is particu-
larly suited for our applications [Giansiracusa 2002]: k = 2 is unconditionally
unstable; k = 4 is conditionally stable; k = 6 is also conditionally stable but
for smaller values of ∆t.

The standard base of polynomials is not the only choice; one can use
any given (complete and orthonormal) base {Pn(x)}∞n=0. It is well known
that Chebychev polynomial approximations are optimal for approximating
functions [Smirnov 1968], so we define:

Chebk{Â, v} =
k∑

n=0

cn Tn(Â) v , (12.14)

3 A similar situation appears when solving the linear system Âx = v: The eval-
uation of Â−1 would allow the solution of the linear system for any vector v.
However, the effort to invert the matrix Â grows as N3, where N is the dimen-
sion of the matrix.
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where cn are the coefficients of the expansion, and Tn is the Chebychev
polynomial of order n. For a skew-Hermitian matrix Â of the form −iĤ∆t
the Chebychev expansion reduces to [Tal-Ezer 1984]:

Chebk{−iĤ∆t, v} =
k∑

n=0

(2 − δn0)(−i)nJn(∆t)Tn(Ĥ)v , (12.15)

where Jn are the Bessel functions. The resulting method is also of order
k, and, thanks to Clenshaw’s algorithm [Clenshaw 1955], requires k matrix-
vector operations. As the Chebychev polynomials are only defined in the
range [−1, 1], the Hamiltonian has to be scaled so that its spectrum lies within
this range before using (12.15). The application of Chebychev polynomials to
Chemistry was pioneered by Kosloff [Kosloff 1988]; more recent studies can
be found in [Baer 2001, Chen 1999].

12.3.2 Krylov Subspace Projection

The m-th Krylov subspace, Km{Â, v}, for a given operator Â and vector v,
is defined as:

Km{Â, v} = span{v, Âv, Â2v, . . . , Âm−1v} . (12.16)

Note that dim Km{Â, v} may be smaller than m if v does not have non-null
components of at least m distinct eigenvectors of Â. The Lanczos procedure
generates recursively an orthonormal base {vi}m

i=1 such that:

ÂV̂m = V̂mĤm + hm+1,mvm+1e
T
m , (12.17)

where V̂m = [v1, . . . , vm], Ĥm is an m×m symmetric tridiagonal matrix with
components hi,j (upper Heisenberg if Ĥ is non-Hermitian), and ei is the
i-th unit vector in C

m. Ĥm is the projection of Â onto Km{Â, v} and is the
upper-left part of Ĥm+1. By induction, it can be proved [Saad 1992] that for
any polynomial pm−1 of degree ≤ m− 1

pm−1(Â)v = V̂mpm−1(Ĥm)V̂ T
mv = V̂mpm−1(Ĥm)e1 . (12.18)

This suggests a method to approximate any function, and specifically the
exponential

Lanczosk{Â, v} = V̂k exp(Ĥk)e1 . (12.19)

Very good approximations are often obtained for relatively small k. The cal-
culation of exp(Ĥk) can be computed by any of the methods described in
[Moler 2003]. The Krylov subspace projection is an order k method that
requires k matrix-vector operations. To within our knowledge, it was Park
and Light [Park 1986] who first applied the Lanczos algorithm to Chem-
istry; Hochbruck and Lubich [Hochbruck 1997] made a thorough mathemat-
ical analysis of the technique.
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12.3.3 Splitting Techniques

The split-operator (SO) technique takes advantage of the fact that the Hamil-
tonian is composed of two terms, one diagonal in Fourier space – the kinetic
operator T̂ , and the other diagonal (or almost diagonal) in real space – the
potential operator V̂ . The idea is to approximate the propagator by the fol-
lowing product of exponentials:

split{−i∆tĤ, v} = S2(−i∆tĤ)v

= exp
{
−i

∆t

2
T̂

}
exp

{
−i∆tV̂

}
exp

{
−i

∆t

2
T̂

}
v . (12.20)

This decomposition neglects terms involving the commutator [T̂ , V̂ ] and
higher order commutators, and is of O(∆t2). Equation (12.20) is sometimes
called “potential referenced split operator”, since the potential term appears
sandwiched between the two kinetic terms. A “kinetic referenced” scheme is
equally legitimate. Since the three exponentials may be computed exactly, it
is always unitary and unconditionally stable, providing a very reliable sec-
ond order method. The split operator was first introduced in Physics and
Chemistry by Feit and coworkers [Feit 1982a, Feit 1982b].

Besides the simple SO method, a wide variety of other splitting schemes
have been proposed [Suzuki 1993, Suzuki 1992b, Mikhailova 1999]. One of
these, the fourth order symmetric decomposition, was studied and applied to
TDDFT by Sugino and Miyamoto [Sugino 1999]:

Suzuki{−i∆tĤ, v} =
5∏

j=1

S2(−ipj∆tĤ)v , (12.21)

where the pj are a properly chosen set of real numbers. Henceforth we will
call this scheme “Suzuki-Trotter” (ST), following the nomenclature of [Sugino
1999].

12.4 Analysis of Integrators for the TDSE

Let us now recall the definition of the full problem: finding an approximation
for ϕ(t + ∆t) from the knowledge of ϕ(τ) and Ĥ(τ) for 0 ≤ τ ≤ t. In the
following, we briefly describe several possible propagators.

However, before moving on, it is worth noting that most methods also
require the knowledge of the Hamiltonian at some points in time between
t ≤ τ ≤ t+∆t, and in a TDDFT calculation this is not known a priori, since
the Hamiltonian is a functional of the time-dependent density. To obtain this
quantity, one can, e.g., extrapolate the Hamiltonian using a polynomial fit
to n previous steps. However, this can reduce the accuracy of the propa-
gator. To be fully consistent the following predictor-corrector method can
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be employed: (i) obtain Ĥ(τ) through extrapolation; (ii) propagate ϕ to get
ϕ(t + ∆t); (iii) from ϕ(t + ∆t) calculate Ĥ(t + ∆t); (iv) obtain Ĥ(τ) by
interpolating between Ĥ(t) and Ĥ(t + ∆t); (v) repeat steps (ii)–(iv) until
self-consistency is achieved. For small time intervals, step (i) may be suf-
ficient. For the theoretical description of the properties of the propagators
(unitarity, time-reversibility), we will assume that Ĥ(τ) is properly obtained
using the above-mentioned self-consistent procedure, and that all numerical
operations (calculation of the exponential of an operator, solution of a linear
system, etc.) are performed exactly.

12.4.1 “Classical” Propagators

In the literature of partial differential equations, one can find a family of
methods, such as the symmetric second order differencing scheme (SOD),
the implicit midpoint rule [also known as Crank-Nicholson (CN) method],
implicit or explicit Runge-Kutta, multistep algorithms, etc. This family of
approximators are often referred to as “classical propagators”. These propa-
gators are of “general purpose”, and have well known numerical properties.
However, in the Chemistry and Physics communities, the typical form of the
Hamiltonian matrix, made up of a kinetic term (diagonal in Fourier space)
and a potential term (diagonal or almost diagonal in real space), has tradi-
tionally favored the use of splitting techniques or other methods.

We will mention the SOD and CN methods mainly for historical reasons,
since they are probably the most popular. They are easy to implement, re-
liable, and reasonably efficient. However, our experience and that of others
[Lubich 2002] suggest the use of different techniques.

The SOD [Kosloff 1988] requires the storage of two time slices:

ϕ(t + ∆t) = ϕ(t−∆t) − 2i∆tĤ(t)ϕ(t) . (12.22)

It preserves time-reversal symmetry (in fact, it is designed with this idea in
mind), and is conditionally stable.

The implicit midpoint rule is defined by

ÛCN(t + ∆t, t) =
1 − i

2∆tĤ(t + ∆t/2)

1 + i
2∆tĤ(t + ∆t/2)

. (12.23)

The problem of propagating an orbital with this scheme is usually cast in the
solution of the linear system:

L̂ ϕ(t + ∆t) = b , (12.24)

where L̂ = Î + i∆
2 Ĥ(t + ∆t/2) and b = [Î − i∆t

2 Ĥ(t + ∆t/2)]ϕ(t). The
CN scheme is second-order in ∆t, and is unitary and preserves time-reversal
symmetry.
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12.4.2 Exponential Midpoint Rule

The exponential midpoint (EM) rule consists in approximating the propaga-
tor by the exponential calculated at time t + ∆t/2

ÛEM(t + ∆t, t) ≡ exp{−i∆tĤ(t + ∆t/2)} . (12.25)

The actual propagation can then be done by any of the methods described in
Sect. 12.3. If we assume that the exponential is calculated exactly, and that
Ĥ(t + ∆t/2) is obtained self-consistently, then this method is also unitary
and time-reversible.

12.4.3 Time-Reversal Symmetry Based Propagator

In a time-reversible method, propagating backwards ∆t/2 starting from ϕ(t+
∆t) or propagating forwards ∆t/2 starting from ϕ(t) should lead to the same
result. By using the simplest approximation to the propagator, this statement
leads to the condition

exp
{

+i
∆t

2
Ĥ(t + ∆t)

}
ϕ(t + ∆t) = exp

{
−i

∆t

2
Ĥ(t)

}
ϕ(t) . (12.26)

Rearranging the terms, we arrive at an approximation to the propagator

ÛETRS(t + ∆t, t) = exp
{
−i

∆t

2
Ĥ(t + ∆t)

}
exp

{
−i

∆t

2
Ĥ(t)

}
. (12.27)

We call this method the enforced time-reversal symmetry (ETRS) method.

12.4.4 Splitting Techniques

The splitting techniques have been described in Sect. 12.3.3 as a way to ap-
proximate the exponential of a time-independent Hamiltonian. By combining
them, e.g., with the above mentioned EM or ETRS methods, one obtains an
approximation for the full propagator based on either the split-operator or on
the Suzuki-Trotter scheme. There is, however, an alternative way to improve
the splitting schemes with small added computational cost.

Watanabe and Tsukada [Watanabe 2002] have recently combined the EM
approximation with the split-operator method. In practice, this consists in
setting V̂ = V̂ (t + ∆t/2) in (12.20). If this potential is obtained accurately
we end up with an order two method, otherwise the method is of first order.
There is, however, a simpler alternative:

ÛSO(t + ∆t, t) = S2(−i∆t(T̂ + ˆ̃
V ))

= exp
{
−1

2
i∆tT̂

}
exp

{
−i∆t

ˆ̃
V
}

exp
{
−1

2
i∆tT̂

}
, (12.28)
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where the potential operator ˆ̃
V is defined by:

ṽ = vext(r, t + ∆t/2) +
∫

d3r′
ñ(r′)
|r − r′| + vxc[ñ](r, t) . (12.29)

In this expression ñ is the density built after applying the first kinetic ex-
ponential in (12.28). In other words, the modified SO method is: (i) apply
the first kinetic term; (ii) recalculate the density and obtain the Kohn-Sham
potential, and (iii) apply the potential term and the second kinetic term. In
this simple way we recover an order two method.

For the higher order Suzuki-Trotter technique, Suzuki provided a time-
dependent version:

ÛST(t + ∆t, t) =
5∏

j=1

S2(−ipj∆tĤ(tj)) , (12.30)

where the times tj are related to the set pj trough tj = t+(p1+ · · ·+pj/2)∆t.
Once again, the potential between t and t+∆t has to be properly extrapolated
to obtain a true order four technique (similar for higher order expansions).

12.4.5 Magnus Expansions

As noted previously, Û(t+∆t, t) does not reduce to a simple exponential of the
form exp{−i∆tĤ(t)} unless the Hamiltonian is time-independent. One may
ask if there exists an operator Ω̂(t+∆t, t) such that Û(t+∆t, t) = exp{Ω̂(t+
∆t, t)}. Magnus answered this question affirmatively in 1954 [Magnus 1954]:
there exists an infinite series, convergent at least for some local environment
of t, that provides us with this operator:

Ω̂(t + ∆t, t) =
∞∑

k=1

Ω̂k(t + ∆t, t) . (12.31)

There also exists a procedure to generate the exact Ω̂k operators [Klarsfeld
1989]:

Ω̂k(t + ∆t, t) =
k−1∑

j=0

Bj

j!

∫ t+∆t

t

dτ Ŝj
k(τ) , (12.32)

where Bj are Bernoulli numbers, and the operators Ŝ are generated recur-
sively as

Ŝ0
1(τ) = −iĤ(τ) ; Ŝ0

k(τ) = 0 (k > 1) (12.33a)

Ŝj
k(τ) =

k−j∑

m=1

[
Ω̂m(t + ∆t, t), Ŝj−1

k−m(τ)
]

(1 ≤ j ≤ k − 1) . (12.33b)
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For example, the first two terms of the recurrence are:

Ω̂1(t + ∆t, t) =
∫ t+∆t

t

dτ1[−iĤ(τ1)] (12.34a)

Ω̂2(t + ∆t, t) =
∫ t+∆t

t

dτ1
∫ τ1

t

dτ2[−iĤ(τ1),−iĤ(τ2)] . (12.34b)

In general, the k-th term will be a k-dimensional integral of a sum of commu-
tators of Ĥ at different times. An approximation of order 2n to the full Mag-
nus operator (and hence, to the evolution operator) is achieved by truncating
the Magnus series to nth order, and approximating the integrals through a
nth order quadrature formula. The exponential midpoint rule can be regarded
as the second order Magnus expansion, ÛEM = ÛM(2), since

Ω̂M(2)(t + ∆t, t) = −iĤ(t + ∆t/2)∆t . (12.35)

The fourth order Magnus expression is constructed by taking the first two
terms in the Magnus series and using, for example, a two-point Gaussian-
Legendre quadrature to approximate the integrals. The result is

Ω̂M(4)(t + ∆t, t) = −i
∆t

2
[Ĥ(t1) + Ĥ(t2)] −

√
3∆t2

12
[Ĥ(t2), Ĥ(t1)] , (12.36)

where t1,2 = t+
[
(1/2) ∓

√
3/6

]
∆t are the Gauss quadrature sampling points.

For the specific case of the Kohn-Sham Hamiltonian, the fourth order Magnus
propagator has the form

ÛM(4)(t + ∆t, t) = exp{−i∆tĤM(4)(t,∆t)} . (12.37)

The modified Hamiltonian operator ĤM(4)(t,∆t) is defined as

ĤM(4)(t,∆t) = H(t,∆t) + i[T̂ + V̂ nonlocal
ext ,∆V (t,∆t)] , (12.38)

where only the non-local components of the Kohn-Sham Hamiltonian con-
tribute to the commutator, and with the definitions

H(t,∆t) = T̂ +
1
2
{V̂KS(t1) + V̂KS(t2)} , (12.39a)

∆V (t,∆t) =
√

3
12

∆t{V̂KS(t2) − V̂KS(t1)} . (12.39b)

Expression (12.38) assumes that the non-local part of the Kohn-Sham
Hamiltonian does not vary significantly in the interval of interest (t, t+∆t).
This non-local component is part of the ionic pseudopotentials used in elec-
tronic structure calculations and in consequence its variation is associated
with the ionic movement. In principle, this movement should be negligible
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in the electronic time scale that determines ∆t, which justifies the above
assumption.

The fourth order Magnus expansion involves the computation of one com-
mutator. The number of such commutators grows rapidly with increasing
order, although some work has recently been devoted to significantly reduce
this number [Blanes 2000]. The Magnus expansion has received a great deal of
attention from the Chemistry and Physics community. A very recent in-depth
study of the scheme may be found in [Hochbruck 2003]. The first application
to the field of quantum molecular systems was made by Milfeld and Wyatt
[Milfeld 1983] in 1983. However, we could not find any application of the
Magnus expansions in the field of electronic structure calculations.

12.5 Conclusions

We have dedicated a previous paper [Castro 2004a] to a comparison of the
numerical efficiency of some of the algorithms described above, in the context
of a TDDFT implementation. Our experience is, however, not conclusive: we
did not find an “always optimal” algorithm for the propagation of the time-
dependent Kohn-Sham equations. The final choice depends on the internal
characteristics of the physical system, and on the frequency and intensity of
any existing external fields. Furthermore, the final performance of any method
also depends on the specific implementation of the equations, and possibly
also on the computer architecture. (For example, we have observed strong
variations on the performance of the fast Fourier transforms, which have
a definitive influence on the cost of the splitting techniques.) Nevertheless,
and keeping in mind all these observations, we believe that the exponential
midpoint rule combined with the Lanczos exponential approximator yields
a very good algorithm to represent the time propagator for a wide range of
systems. Moreover, if the problem involves high frequencies, it is also worth
trying the higher order Magnus expansion.

Even if our numerical results were obtained using a TDDFT code based
on real-space methods, we expect them to be applicable to other imple-
mentations (e.g., plane waves). Furthermore, some of the knowledge may
safely be transported to the numerical implementation of other theories
where either Schrödinger-like propagators or methods to approximate the
action of exponential of operators are sought – we mention the diffusion
Monte-Carlo method, or the recently investigated idea of obtaining accu-
rate electronic wave functions through exponentials of two-body operators
[Nooijen 2000, Nakatsuji 2000, van Voorhis 2001, Piecuch 2003], as examples
where these findings may be useful.
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13 Solution of the Linear-Response Equations
in a Basis Set

P.L. de Boeij

13.1 Introduction

The induced density can be obtained within a linear response calculation
by solving a coupled set of equations, in which the first order change in
the density δn(r, ω) follows from the first order change in the self-consistent
potential δvKS(r, ω) and vice versa. Here the induced density can be given
as,

δn(r, ω) =
∫

d3r′ χKS(r, r′, ω)δvKS(r′, ω) , (13.1)

in which the Kohn-Sham response kernel can be expressed in terms of the
unperturbed orbital functions ϕi(r), orbital energies εi, and occupation num-
bers ni, using the Lehmann representation,

χKS(r, r′, ω) =
∑

i,j

(nj − ni)
ϕ∗

j (r)ϕi(r)ϕ∗
i (r

′)ϕj(r′)
εj − εi + ω + iη

. (13.2)

Here each term is a product of factors that depend only on either r or r′. The
positive infinitesimal η ensures causality of the response function. The first-
order change in the self-consistent potential is given in terms of the induced
density by,

δvKS(r, ω) = δvext(r, ω) +
∫

d3r′
{

1
|r − r′| + fxc(r, r′, ω)

}
δn(r′, ω) ,

(13.3)
in which we recognize the usual external, Hartree, and exchange-correlation
terms. Together with (13.1) and (13.2) this relation completes the self-
consistent field scheme for the linear response.

13.2 An Expansion in Orbital Products

By inserting the Lehmann expansion in (13.1), it becomes clear that the
factorization of the terms allows to directly integrate the product of the
response function and the first order change in the potential. The induced
density can then be written as an expansion in terms of orbital products,

P.L. de Boeij: Solution of the Linear-Response Equations in a Basis Set, Lect. Notes Phys.
706, 211–215 (2006)
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δn(r, ω) =
∑

i,j

δPij(ω)ϕ∗
j (r)ϕi(r) , (13.4)

in which the expansion coefficients follow from

δPij(ω) =
nj − ni

εj − εi + ω + iη

∫
d3r ϕ∗

i (r)δvKS(r, ω)ϕj(r) . (13.5)

These coefficients need to be evaluated only for combinations of occupied and
virtual orbitals, i.e., for nj �= ni, and only for those combinations for which
the integrals do not vanish on the basis of symmetry alone. Moreover, we
only need to consider positive ω by using the relation δPij(ω) = δP ∗

ji(−ω).
The self-consistent field equations can now in principle be solved directly

in terms of these expansion coefficients δPij(ω). Inserting expansion (13.4)
for the induced density in the expression for the induced potential (13.3),
and using the result to evaluate the integrals in (13.5), this yields a closed
expression, given by

∑

k,l

{
(εj − εi + ω)δikδjl − (nj − ni)KHxc

ij,kl(ω)
}
δPkl(ω)

= (nj − ni)
∫

d3r ϕ∗
i (r)δvext(r, ω)ϕj(r) . (13.6)

In this linear set of equations a coupling matrix KHxc
ij,kl(ω) enters. It has two

contributions being the Hartree term, which is defined as

KH
ij,kl(ω) =

∫
d3r

∫
d3r′ ϕ∗

i (r)ϕj(r)
1

|r − r′|ϕ
∗
k(r′)ϕl(r′) , (13.7)

and the exchange-correlation contribution, which is defined as

Kxc
ij,kl(ω) =

∫
d3r

∫
d3r′ ϕ∗

i (r)ϕj(r)fxc(r, r′, ω)ϕ∗
k(r′)ϕl(r′) . (13.8)

13.3 An Efficient Solution Scheme

A first (näıve) estimate for the work needed to solve (13.6) is the amount
of elementary operations needed to evaluate all coupling matrix elements,
which amounts to a number of floating point operations in the order of
N6

atomn̄2
occn̄

2
unoccn̄

2
grid. Here Natom is the number of atoms in the system,

and n̄occ respectively n̄unocc are the average number of occupied and unoc-
cupied states per atom. n̄grid is the average number of grid points per atom
needed to do the integrations. This N6

atom-scaling becomes prohibitive for
larger systems.

Rather then solving the set of linear equations (13.6) directly, a more effi-
cient scheme is possible by using an iterative algorithm [Olsen 1988] like the
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conjugate gradient method or the direct inversion of the iterative subspace
[Pulay 1980, Pulay 1982] technique. Such methods involve only repeated cal-
culations of the matrix-vector products, which can be performed rather effi-
ciently due to the factorized form of the coupling matrix elements. As initial
vector one often chooses to use the uncoupled solution obtained by setting
KHxc(ω) = 0, i.e.,

δP
(0)
ij (ω) =

nj − ni

εj − εi + ω + iη

∫
d3r ϕ∗

i (r)δvext(r, ω)ϕj(r) . (13.9)

In the iteration procedure more accurate vectors are constructed in each
cycle, until a converged result is obtained. Usually the number of iterations
needed is much smaller than the dimension of the linear set of equations that
we want to solve.

The matrix-vector multiplications are best performed in three consecutive
steps. As first step the induced density is constructed on a grid of points using
the expansion in (13.4). Since the molecular orbitals are often expressed as a
linear combination of atom-centered basis functions φµ(r),

ϕi(r) =
∑

µ

cµiφµ(r − Rµ) , (13.10)

one can use a similar expansion in terms of the atom-centered functions,

δn(r, ω) =
∑

ν,µ

φ∗
ν(r − Rν)φµ(r − Rµ)δP̄µν(ω) . (13.11)

The new coefficients follow from δP̄µν(ω) =
∑

ij c
∗
µicνjδPij(ω). One can

choose to work with the total density, or to break it up into atom-pair den-
sities, and treat each of them in the following steps separately. These atom-
pair densities are obtained by grouping the terms in (13.11) per atom pair.
These densities are well-localized in space and their expansions contain only
few numbers of µ, ν-combinations with non-vanishing overlap, as the atomic
functions have exponential tails. This will facilitate the use of distance ef-
fects needed to get a linear scaling of the computational cost with increasing
system size.

The next step is to evaluate the Coulomb potential for this density. This
can be done most efficiently [Baerends 1973] by introducing an auxiliary set
of (atom-centered) functions, fλ(r), for which the Coulomb integrals can be
evaluated analytically,

fC
λ (r) =

∫
d3r′

fλ(r′)
|r − r′| . (13.12)

By fitting the density using these functions, i.e., by expressing the density
as δn(r, ω) ≈

∑
λ c̄λfλ(r − Rλ) where the coefficients can be obtained by

minimizing the total fit error, one gets
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δvH(r, ω) =
∑

λ

c̄λf
C
λ (r − Rλ) . (13.13)

In order not to introduce spurious long-range terms, it is important to use a
constrained fit, in which the charge of the fitted density is exactly reproduced
in the fit. If the orbital functions are expressed on a basis of Gaussian-type
functions, additional fit functions are not needed, as the atom-pair density can
be expressed exactly in terms of Gaussian functions, for which the potentials
are known analytically.

The exchange correlation contribution to the potential can now also be
evaluated. For the simplest adiabatic local density approximation, for in-
stance, we get,

δvxc(r, ω) =
∫

d3r′ fALDA
xc (r, r′, ω) δn(r′, ω)

=
d2(nexc(n))

dn2

∣∣∣∣
nGS(r)

δn(r, ω) , (13.14)

in which exc(n) is the exchange-correlation energy density of the homogeneous
electron gas.

The third and final step is the evaluation of the matrix elements of the
induced potential,

∑

k,l

KHxc
ij,kl(ω)δPkl(ω) =

∫
d3r ϕ∗

i (r)δvHxc(r, ω)ϕj(r)

=
∑

µ,ν

c∗µicνj

∫
d3r φ∗

µ(r − Rµ)δvHxc(r, ω)φν(r − Rν) . (13.15)

Here too, distance effects can be used by introducing the expansion of the
orbitals in terms of atom-centered basis functions.

Each of the steps above involves at maximum in the order of N3
atomn̄occ

n̄unoccn̄grid floating point operations in case one chooses to work with the
total induced density. If instead one uses the atom-pair approach, this fac-
tor can be modified to Natomn̄pairsn̄

2
basn̄grid for the evaluation of the density

and the matrix elements, and to N2
atomn̄fitn̄grid for the potential. Here the

construction of the potential is one order in Natom more expensive as the po-
tential functions fC

λ (r) decay only slowly, and need to be evaluated at all grid
points in the system. By expressing the long tails in a multipole expansion
this unfavorable scaling can be cured [Greengard 1987, White 1994]. Here
n̄pairs is the average number of pairs that have overlapping basis functions,
n̄bas and n̄fit are the average number of basis and fit functions per atom, and
n̄grid is the average number of grid points needed per atom(-pair). Although
the atom-pair approach will become more favorable for larger systems, the
total density approach can fully utilize the symmetry. Not only can whole
blocks of matrix elements be known in advance to vanish due to symmetry,
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the grid needed to integrate the remaining terms can also be reduced to cover
the irreducible wedge only. In the atom-pair approach symmetry can in gen-
eral only be used to identify equivalent integrals. A careful analysis of the
prefactors involved is needed to determine which approach is more favorable.
This will depend on many technical details of the implementation and on the
size and symmetry of the system under study.



14 Excited-State Dynamics in Finite Systems
and Biomolecules

J. Hutter

14.1 Introduction

Linear response in time-dependent DFT gives access to electronic excitations.
By solving Casida’s eigenvalue equation [Casida 1996] excitation energies
and oscillator strengths of molecular systems can be calculated. Information
on vertical excitation spectra is obtained either starting from an optimized
ground state geometry or by sampling excitations from configurations gath-
ered during molecular dynamics on the ground state energy surface. We ob-
tain a definition for the total excited state energy by adding the excitation
energy to the ground state energy of the system. This energy as a function
of the molecular coordinates defines excited state potential energy surfaces

Eω({R}) = EGS({R}) + ω({R}) , (14.1)

where {R} denotes the coordinates of all atoms. Exploring the potential en-
ergy surface is of interest for many fields of application ranging from standard
spectroscopy to photochemistry and biochemistry. Understanding photophys-
ical and chemical processes, for example, requires detailed knowledge of at
least special points on the potential energy surface. Fluorescence is associ-
ated with relaxed geometrical structure in the excited state. The shape of
absorption bands may depend on structural changes upon electronic exci-
tation. Normal mode analysis in the excited state can be used to describe
the fine structure of absorption bands using the Franck-Condon principle or
give direct access to analyze excited state vibrational spectra. The dynam-
ics of excited states is needed for the simulation of photochemical reactions.
Newtonian dynamics requires the calculation of first derivatives with respect
to atomic positions. These derivatives are also needed in most efficient algo-
rithms to locate special points on potential energy surfaces. Going beyond
adiabatic dynamics, for example by using surface hopping techniques requires
also the calculation of coupling matrix elements.

In the next sections we will show how derivatives of excitation energies can
be calculated efficiently. The derivation is limited to the case of the adiabatic
approximation to the xc kernel.
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14.2 Lagrangian of the Excited State Energy

We use the equivalent but more flexible variational formulation [Furche 2001a]
of linear response within TDDFT instead of Casida’s eigenvalue equation.
Excitation energies are defined as the stationary points of the functional

G[x, y, w] =
1
2
[
x†(A + B)x + y†(A−B)y

]
+

w

2
(
x†y + y†x− 2

)
. (14.2)

The Lagrange multiplier w is real valued and is, as we will see below, equal to
the excitation energy ω at the stationary points. The indices of vectors x and y
are running over all values of q, where q is shorthand for the index triple (iaσ).
Here σ denotes one of the two spin states (α, β). In this chapter we make use
of the convention that indices i, j, . . . and a, b, . . . are running over all occupied
and unoccupied states of this spin state, respectively, indices r, s, . . . denote
general orbitals and corresponding sums extend over all orbitals, occupied
and unoccupied. The first order response of the one-particle density matrix
γ(1)(r, r′) is related to the vectors x and y

γ(1)(r, r′) =
1
2

∑

q

[(xq + yq)Φq(r, r′) + (xq − yq)Φq(r′, r)] . (14.3)

The basis functions are defined by Φq(r, r′) = ϕaσ(r)ϕiσ(r′) and the orthog-
onal KS orbitals ϕpσ(r) are solutions to the static KS equations. Canonical
KS orbitals are related to eigenvalues εpσ. In the absence of magnetic fields
we can assume the KS orbitals to be real. The matrices A and B are defined
by

Aqq′ = Aiaσ,jbσ′ = (Fabσδij − Fijσδab) δσσ′ + Bqq′ , (14.4a)
Bqq′ = Biaσ,jbσ′ = 〈q | fHxc(r, r′) | q′〉 . (14.4b)

In this equation Fpqσ denotes the KS matrix in the basis of KS orbitals
ϕpσ(r).

From the variational principle the following stationarity conditions for
G[x, y, w] are obtained

δG

δxq
=
∑

q′

(A + B)qq′xq′ − wxq = 0 , (14.5a)

δG

δyq
=
∑

q′

(A−B)qq′yq′ − wyq = 0 , (14.5b)

δG

δw
=
∑

q

xqyq − 1 = 0 . (14.5c)

If canonical KS orbitals are used as a basis set, solving (14.5a) and (14.5b)
with the constraint (14.5c) leads to Casida’s eigenvalue equation. We can also
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see from these equations that, within the adiabatic approximation to the xc
kernel, the Lagrange multiplier w takes the value of the excitation energy ω.
For a more general basis when A − B is not a diagonal matrix, x and y are
the right and left eigenvectors of the non-Hermitian matrix (A−B)(A+B).

We assume now that the ground state KS equations and the linear re-
sponse (14.5a)–(14.5c) have been solved for a specific state ω and its solution
vectors x and y are known. In other words, the functional G and its deriva-
tives have to be evaluated at the stationary point (x, y, ω).

Properties are defined as derivatives of ground or excited state energies
with respect to an external perturbation. We will denote this perturbation by
a superscript η. If η is an atomic coordinate, the derivative leads to nuclear
forces needed in molecular dynamics or algorithms to locate special points
on potential energy surfaces. However, perturbations like a static electrical
field allow the calculation of other properties, dipole moments in this case.
Excited state properties are calculated as the sum of derivatives of ground
state energy and excitation energy

Eη
ω = Eη

GS + ωη . (14.6)

The contribution from the ground state KS energy can be calculated using
well established methods. Therefore we will concentrate in the following on
the contribution from the excitation energy. In terms of the functional G this
derivative is given by

ωη = Gη[x, y, w] =
1
2
{
x†(A + B)ηx + y†(A−B)ηy

}
. (14.7)

Due to the variational nature of G we don’t have to evaluate the deriv-
atives of x, y, and w with respect to η, only derivatives of the operators A
and B appear. However, the straightforward calculation of these derivatives
includes derivatives of the KS orbitals. These derivatives are needed as the
operators clearly depend on the KS orbitals and contrary to the ground state
KS energy are not variational in the KS orbitals. The orbital derivatives pose
a problem insofar as they directly depend on the perturbation. For exam-
ple, the case of nuclear gradients requires the calculation of three times the
number of atoms derivatives for each orbital.

The calculation of these derivatives can be circumvented by the introduc-
tion of relaxed densities, that can be computed independently of the per-
turbation. In quantum chemistry this is usually achieved using the Stern-
heimer interchange method leading to the so-called z-vector equations [van
Caillie 1999]. The lengthy derivation of the z-vector equations can be simpli-
fied considerably [Furche 2002a] by using auxiliary Lagrangian functions.

We define the excited state Lagrangian L as the auxiliary functional

L[x, y, w, ϕ, z, t] = G[x, y, w] +
∑

q

zqFq −
∑

rsσ
r≤s

trsσ (Srsσ − δrs) . (14.8)
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The last sum runs over all KS orbital index pairs and Srsσ = 〈ϕrσ | ϕsσ〉 is the
overlap matrix of KS orbitals. This functional is stationary with respect to all
its parameters x, y, w, ϕ, z, and t. The sum of the ground state KS Lagrangian
and L is therefore a fully variational expression for the excited state energy
functional. Variation of L with respect to x, y, and w leads back to the already
considered variation of G. The additional Lagrange multipliers z and t enforce
the conditions that the orbitals ϕi satisfy the static KS equations and are
orthogonal

∂L

∂zq
= Fq = 0 , (14.9a)

∂L

∂trsσ
= Srsσ − δrs = 0 . (14.9b)

These conditions fix the KS orbitals for all possible values of the external per-
turbation. The remaining Lagrange multipliers z and W are then determined
from the remaining conditions

∂L

∂ϕpσ(r)
= 0 . (14.10)

Solving this equation replaces the calculation of the KS orbital derivatives.
Note that this equation is independent of the perturbation.

Once all the parameters have been determined from the stationary con-
ditions, derivatives of the excitation energy are calculated from

ωη = Lη[x, y, w, ϕ, z, t] = Gη[x, y, w]

+
∑

q

zqF
η
q −

∑

rsσ

trsσ (Sη
rsσ − δrs) . (14.11)

The advantage of this formulation over the direct calculation of the deriva-
tives from (14.6) is that L is an explicit functional of any external pertur-
bation, whereas G implicitly depends on the perturbation through the KS
orbitals. The direct consequence is that for a basis set expansion of the KS
orbitals

ϕi(r) =
∑

α

cαiφα(r) , (14.12)

only derivatives of the explicit dependence of the basis functions φα(r) on
the perturbations have to be considered.

14.3 Lagrange Multipliers
and Relaxed One-Particle Density Matrix

From the stationarity condition of the Lagrangian we can derive a linear
equation for z (the z-vector equation)
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∑

q′

(A + B)qq′zq′ = −rq . (14.13)

The right-hand-side r of this equation is defined by

riaσ =
∑

b

xibσK
(1)
abσ[nX ] −

∑

j

xjaσK
(1)
jiσ[nX ] + K

(1)
iaσ[nU ] + 2K(2)

iaσ[nX ] ,

(14.14)
where we have used the following quantities: the unrelaxed difference density
matrix U

Uabσ =
1
2

∑

i

(xiaσxibσ + yiaσyibσ) , (14.15a)

Uijσ = −1
2

∑

a

(xiaσxjaσ + yiaσyjaσ) , (14.15b)

Uiaσ = Uaiσ = 0 , (14.15c)

the kernel functional evaluated for densities nX(r) and nU (r)

K(1)
rsσ[n] =

∫
d3r

∫
d3r′ ϕ∗

rσ(r) [fHxc(r, r′)n(r′)] ϕsσ(r) (14.16a)

nX(r) =
∑

rsσ

Xrsσ ϕ∗
rσ(r)ϕsσ(r) (14.16b)

nU (r) =
∑

rsσ

Ursσ ϕ∗
rσ(r)ϕsσ(r) , (14.16c)

and the corresponding matrix elements of the functional derivative of the xc
kernel

K(2)
rsσ[nX ] =

∫
d3r

∫
d3r′

∫
d3r′′ϕ∗

rσ(r)

×
[
δfxc(r, r′)
δn(r′′)

nX(r′)nX(r′′)
]
ϕsσ(r) , (14.17)

where X is the matrix

Xiaσ = xiaσ; Xaiσ = xiaσ; Xiiσ = Xaaσ = 0 . (14.18)

Once the z-vector equation has been solved, the relaxed difference one-particle
density matrix P can be calculated from

P = U + Z , (14.19)

and the corresponding relaxed difference density is

nP (r) =
∑

rsσ

Prsσ ϕ∗
rσ(r)ϕsσ(r) , (14.20)
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where Z is defined by

Ziaσ = ziaσ; Zaiσ = ziaσ; Ziiσ = Zaaσ = 0 . (14.21)

The Lagrange multipliers t can directly be calculated from

tijσ =
1

1 + δij

{
ω
∑

a

(xiaσyjaσ + yiaσxjaσ) −
∑

a

εaσ (xiaσxjaσ + yiaσyjaσ)

}

+ K
(1)
ijσ[nP ] + 2K(2)

ijσ[nX ] (14.22a)

tabσ =
1

1 + δab

{
ω
∑

i

(xiaσyibσ + yiaσxibσ) −
∑

i

εiσ (xiaσxibσ + yiaσyibσ)

}

(14.22b)

tiaσ =
∑

j

xjaσK
(1)
jiσ[nX ] + εiσziaσ , (14.22c)

where we have given formulas for the special case of a basis from canonical
KS orbitals.

14.4 Molecular Dynamics

The Born–Oppenheimer separation between the motions of nuclei and elec-
trons is at the heart of most electronic structure calculations. This separation
allows the description of the dynamics of the nuclei with classical mechanics
while the electronic structure remains in an adiabatic eigenstate of the sys-
tem. For systems in the electronic ground state, the coupling of Newtonian
dynamics with DFT has become a very successful simulation method. Using
a standard integration scheme, Newton’s equations of motion

MIR̈Iα = − ∂E

∂RIα
, (14.23)

are solved starting from an initial configuration. When combined with DFT,
this requires the solution of the KS equations and the calculation of the first
derivative with respect to atomic positions at each time step. Alternatively, an
extended Lagrangian technique introduced by Car and Parrinello [Car 1985]
can be used. In this method, the KS orbitals are propagated along with the
nuclear positions and a re-optimization of the KS orbitals is avoided. However,
smaller time-steps are needed for an accurate integration of orbital degrees
of freedom.

The method of adiabatic dynamics can easily be applied to other states
than the ground state. Having defined an excited state energy surface as the
sum of the ground state energy and an excitation energy from linear response
within TDDFT, we only need the nuclear forces to follow the system in time.
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Applying (14.23) restricts the dynamics to the initially chosen adiabatic state.
This restriction together with the neglect of the quantum mechanical behavior
of the nuclei often limits the scope of the simulations. Quantum effects such
as tunneling, interference and level quantization may be important for certain
systems. The single state approximation will be much more severe for excited
states than it is for the ground state, and transitions between electronic states
have to be taken into account for most problems of interest. When such
transitions occur, the forces experienced by the nuclei may change drastically.
This effect has to be properly incorporated into the dynamics and is crucial
for describing many dynamical effects like photochemistry, electron transfer
in molecules, or radiationless transitions.

In cases where the adiabatic approximation fails, the non-adiabatic cou-
pling vector

dfi = 〈Ψi | ∇R | Ψf 〉 , (14.24)

also called derivative coupling between the adiabatic states Ψi and Ψf be-
comes the central quantity linking the change of the electronic state with
nuclear motion. Explicit use of the coupling vector is made in molecular dy-
namics with quantum transitions (surface hopping) method [Tully 1990] for
the determination of the switching probabilities and velocity rearrangements.
But also in the characterization of the potential energy surface near avoided
crossings and conical intersections dfi plays an important role.

The exact or approximate calculation of the non-adiabatic coupling vec-
tor in TDDFT will not be discussed here. Recent work on approaches based
on DFT can be found in the literature [Baer 2005, Billeter 2005]. We will
now return to the derivative calculation of the excited state energy. Equa-
tion (14.11) can be turned into the following form

ωη =
∑

µνσ

hη
µνPµνσ −

∑

µνσ

Sη
µνtµνσ +

∑

µνσ

V xc (η)
µνσ Pµνσ

+
∑

µνσ

∑

κλσ′

(µν | κλ)η (PµνσDκλσ′ + XµνσXκλσ′)

+
∑

µνσ

∑

κλσ′

+f
xc (η)
µνσκλσ′XµνσXκλσ′ . (14.25)

In (14.25) all quantities have been transformed into the basis set represen-
tation from (14.12). The quantities hµν and Sµνσ are the core Hamiltonian
and overlap matrix, (µν | κλ) is a two-electron Coulomb integral in Mulliken
notation, and Dµνσ is the ground state KS density matrix. Finally, matrix
elements of the xc potential and kernel are defined as

V xc
µνσ =

∫
d3r φ∗

µ(r)
δExc

δnσ(r)
φν(r) , (14.26a)

fxc
µνσκλσ′ =

∫
d3r

∫
d3r′ φ∗

µ(r)φ∗
ν(r)

δ2Exc

δnσ(r)δnσ′(r′)
φ∗

κ(r′)φ∗
λ(r′) . (14.26b)
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All terms in (14.25) have to be considered for the case of a basis set that de-
pends on atomic positions. This is the case for basis sets in standard quantum
chemistry applications, where linear combinations of Gaussian or exponen-
tial functions are used. If an othonormal basis set independent of the atomic
positions [Hutter 2003] is used, (14.25) reduces to

ωη =
∑

µνσ

hη
µνPµνσ =

∫
d3r nP (r)

∂vext(r)
∂η

. (14.27)

Plane wave basis sets, as used in computational solid state physics, are a
prominent example. However, such basis sets need usually a large amount
of functions to accurately describe the KS orbitals. This makes it numeri-
cally very inconvenient to calculate all unoccupied KS orbitals as needed to
solve the linear response eigenvalue equation and the z-vector equation. The
explicit use of the unoccupied KS orbitals can be avoided [Baroni 1987] by
employing a projector Q on the space of unoccupied orbitals in the basis
function

Qµνσ = δµν −Dµνσ . (14.28)

This scheme leads also to algorithms that allow us to make use of locality
and therefore reduce the scaling.

14.5 Coupling to Classical Force Fields

Many chemical reactions take place in condensed phase and therefore an ac-
curate theoretical description of solvent effects is of utmost importance in
computational quantum chemistry. Enzymatic catalysis is a prominent ex-
ample of how a solvent environment with complex structure and dynamics
can steer the properties and chemical reactions of a solute molecule. Theoret-
ical descriptions have to account for the fact that the solvent structure and
dynamics are too complex to be covered by continuum models. However, due
to computational limitations, the representation of the environment can often
not be based on quantum mechanics. On the other hand, the active center
of the system where a chemical reaction or an optical excitation takes place
requires an accurate treatment using quantum mechanics. Molecular dynam-
ics simulations have been used and extended for increasingly complicated
molecular systems ranging from aqueous solutions of simple ions to those
of lipid membranes or proteins. Intramolecular force fields for wide classes
of macromolecules have been developed, which decompose these molecules
into local chemical bonding motives whose mechanical properties are then
described by simple empirical formulas. These bonded forces are combined
with non-bonded van der Waals and electrostatic interactions of fixed point
charges (see Sect. 22.4.1).

One route to the simulation of large condensed systems is the combina-
tion of electronic structure theory methods with empirical force fields (see
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Sect. 22.4.2). The idea behind this combined quantum mechanics/molecular
mechanics (QM/MM) methods is to describe a part of the molecule/system
quantum mechanically and the rest within the empirical force field approach.
In this QM/MM approach we can write the total energy of the systems as

Etot = EQM + EMM + EQM−MM , (14.29)

where EQM is the energy of the QM part of the system, EMM the energy of the
MM system, and EQM−MM describes the coupling of the two parts. We will
be concerned here with the case where EQM is given by (14.1) and we don’t
have to discuss EMM further. However, the coupling term EQM−MM has to be
investigated. If the boundary of the QM and MM regions intersects covalent
bonds, special precautions have to be taken. Popular approaches [Sherwood
2000] use either so-called link-atoms or pseudo-potentials to saturate the
bonding pattern of the quantum system, and the bonds across the QM/MM
boundary are modeled by empirical force fields. The force field parameters, as
well as van der Waals parameters were optimized to describe the interaction
of a ground state system. It is therefore important to ensure that in the case of
the description of excited states with TDDFT, the actual excitation region is
well separated from the QM–MM boundary. The important interaction term
in our case is the electrostatic interaction of the classical point charges with
the electronic charge density of the quantum system

Eel
QM−MM =

∑

I

∫
d3r

nQM(r)qI(RI)
|r − RI |

. (14.30)

The sum in (14.30) runs over all point charges qI at position RI . If we now
define the charge density of the QM system as the derivative of the total
energy with respect to the external potential

nω(r) =
∂Eω

∂vext(r)
= n(r) + nP (r) , (14.31)

we see that it is the relaxed density that acts as the true charge density of
the system in the excited state. Replacing nQM(r) with nω(r) in the defin-
ition of Eel

QM−MM also ensures that the calculation of the excitation energy
and nuclear forces is still consistent. If we add the interaction term to the
Lagrangian (14.8) the additional external potential from the classical point
charges appears in the definition of A (14.4a) and the KS matrix F .

The scheme outlined above, based on an interaction energy given by
(14.30) applies also to other situations where a subsystem treated by TDDFT
is embedded into a charge density. A prominent case of such a method is
the KS method with constrained electron density embedding by Wesolowski
[Wesolowski 1993]. An extension of this method for TDDFT has been formu-
lated [Casida 2004] and has been used to calculate the solvatochromic shift
of excitation energies for molecules in solution [Neugebauer 2005]. The elec-
tron density of solvent molecules was frozen, i.e. not allow to relax according
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to the environment. Different configurations were sampled from a trajectory
generated by a standard Car–Parrinello MD simulation. The frozen density
approach has also been used by Barker and Sprik [Barker 2003] for molecular
dynamics simulations. A combination of these two approaches would allow
for a scheme for excited state dynamics based on the methods outlined in
this chapter.



15 Time Versus Frequency Space Techniques

M.A.L. Marques and A. Rubio

15.1 Introduction

Let us imagine a young student (or a not so young professor who still has
time to do research by him- or herself) who wants to make an ab-initio study
of the excitation properties of one of those fashionable nanostructures that
fill high-impact journals nowadays. The student has heard of TDDFT, and
believes that it’s just the right tool for the job. The first thing to do is
to make sure that his fancy molecule is not part of the set of the difficult,
“pathological” cases – not a bulk semiconductor, check!; the system does
not involve charge-transfer excitations, check!; not a “strongly-correlated”
system, check! As everything looks fine, the student starts the quest to find
an adequate computer program to use in his or her research.

After a couple of hours googling, the student comes up with 15 different
programs that seem to be adequate for his problem. All the programs appear
to be quite easy to compile/install, and they all have nice, simple interfaces
that make working with them a pleasure and not a torture. Digging a bit
further, the student finds that these programs use very different techniques
to obtain the excitations of the system: some use Green’s functions and linear
response theory, some use linear response theory but without the Green’s
functions, others propagate in time the TDDFT equations. What to choose?
Reading the documentation of the programs is not much of a help, as they
all claim to be the fastest and least memory consuming. So, what is the
most efficient method? The answer to this question is quite tricky, not only
due to the “political” issues that any answer could provoke, but also because
“efficiency” is a very ill-defined concept in the world of numerics. A more
pragmatic measurement is computer time, but this, of course, depends on
the method used, the implementation, the hardware, the size of the problem,
and sometimes even on the phase of the moon!

In this article, we try to give a hand to our student by comparing different
methods to calculate excitation energies within TDDFT. Our purpose is to
show how these methods scale with the size (i.e. number of atoms) of the
system, namely in what concerns CPU time and memory requirements.
Clearly, our approach is not exhaustive, and is mostly determined by our
own scientific background. Furthermore, we concentrate on finite systems,
and leave the exercise of adding the extra factor nk (the number of k-points)
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706, 227–243 (2006)
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and use of complex wavefunctions to the Reader. Five different methods are
reviewed: (i) real-time propagation; (ii) Sternheimer’s approach; (iii) Casida’s
equation; (iv) solution of the response equation in momentum/frequency
space; and (v) solution of the response equation in a mixed space. These
schemes can be divided between those that use only the knowledge of the
occupied subspace (i and ii) and between those that need both occupied and
unoccupied states (iii, iv, and v); and those that work in real time (i and
v) or in frequency space (ii, iii, iv, and v). The two latter methods (iv and
v) are mostly used for the calculation of the response of solids where they
have some advantages. However, as they can and have been used successfully
for the study of finite systems using super-cell methods, we have decided to
include them in this review.

Finally, a word on basis sets. Different representations of the wave func-
tions are regularly used by the community. Those based on the linear com-
bination of localized orbitals (LO) have been been used in the literature to
address the linear and nonlinear response of molecules with quite a good suc-
cess (see, e.g., [Casida 1998a, van Gisbergen 1997]). As compared to grid or
plane-wave based representations, the main advantage of this representation
stems from the small number of basis functions needed to expand the wave
functions and Hamiltonian matrix elements. On the other hand, the system-
atic convergence with respect to the size of the localized basis set is rather
difficult. Which representation is best depends on the precision required and
on the dimensionality and inhomogeneity of the system under study, in par-
ticular in which representation the response function is more sparse. In this
article, we chose to put more emphasis on methods using the mesh representa-
tion (in direct or Fourier space). However, most of our results are completely
general and applicable to either case.

While discussing the merits of the different approaches we will not take
into account the computational requirements to perform the ground state
calculations and to obtain the occupied and unoccupied orbitals. Note, how-
ever, that for very large systems the calculation of a large set of unoccupied
wave functions can be a major bottleneck, as it scales in some cases with the
cube of the number of atoms.

15.1.1 Notation

We shall use the symbol N with subscripts for quantities that scale roughly
as the size of the physical system, and M for quantities that may be large
but are independent of the system size.1 Important quantities common to
all methods are the number of electrons Ne and the number of mesh points,
NR and NG for real space and reciprocal space, and NLO for the number of
1 We follow the notation given in [Bertsch 2000], where a preliminary comparison

of the different methods discussed here was presented.



15 Time Versus Frequency Space Techniques 229

Table 15.1. Symbols used for the relevant quantities that determine the compu-
tational effort required by the various algorithms for TDDFT calculations

Symbol Meaning Symbol Meaning

Ne number of occupied states MT number of time steps

Nc unoccupied states Mω number of frequencies

NR real-space points MH nonzero elements in a row of Ĥ

NG reciprocal-space points Mit iterations in the iterative schemes

NLO size of localized basis set Mimpl implementation dependent number

localized orbitals. On the other hand, some methods require the knowledge
of Nc unoccupied states.

Additional quantities that play a role are the number of frequencies to cal-
culate Mω, and the number of time steps in the real-time method, MT . Also,
in methods that rely on sparse matrix multiplication, we need the number
MH of nonzero entries in a row of the Hamiltonian. Furthermore, for meth-
ods that rely on iterative techniques, like conjugated gradients, we need an
estimate of the number of iterations Mit. Finally, we define a number Mimpl,
independent of the size of the system, but that may vary between different
implementations.

All symbols are summarized in Table 15.1.

15.2 Time-Evolution Scheme

This method was introduced in detail in Chaps. 1 and 12 as a direct approach
to compute both the linear and non-linear response in physical systems. The
idea is to excite the ground-state with a perturbing potential and then follow
the evolution of the system by solving the TDKS equations in real time.
As a final result, we get the induced density δn(r, t) from which, by Fourier
transformation to frequency space, we can compute the different responses of
the system. Note that from the Fourier transform we obtain all frequencies
at once, and therefore this is not the method of choice if only one particular
frequency is desired.

The implementation of this idea to obtain absorption spectra requires
several steps: (i) First, one needs to get the ground-state occupied wave-
functions. (ii) The ground-state is then perturbed by multiplying each of the
single-particle Kohn-Sham wave-functions by a phase eiκz. This phase-factor
shifts the momentum of the electrons, giving then a coherent velocity field
that causes the appearance of a polarization as the system evolves in time.
Note that to study the linear dipole response, the external wave-number κ,
i.e. the strength of the applied homogeneous electric field, has to be much
smaller than the inverse radius of the system. (iii) The system is propagated
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until some finite time T . The dynamics of the system can be analyzed in
terms of the time-dependent induced dipole moment of the electron cloud

D(t) =
occ∑

i=1

〈ϕi(t)|r|ϕi(t)〉 , (15.1)

where ϕi(t) are the TDKS wave-functions. (iv) The linear absorption spec-
trum can then be computed from the time Fourier transform of D(t).

With this technique, we can extract information on the response func-
tions of the system without as much bookkeeping as in the usual perturba-
tive formalism and using only information concerning the occupied ground-
state orbitals. It has been implemented both in real-space [Marques 2003b,
Castro 2004b, Yabana 1996, Yabana 1999b, Yabana 1999c, Yabana 1999a]
and Fourier-space [Sugino 1999].

Many approximations to the time-evolution operator exp(−iĤ∆t) require
the consecutive multiplication of the Hamiltonian matrix by a (complex) vec-
tor representing the wave function [Castro 2004a]. For example, a simple but
effective scheme is given by the Taylor series expansion (to fourth order) of
the time-evolution operator [Giansiracusa 2002]. A predictor-corrector cy-
cle usually requires two such operations. Therefore, the method requires 8
matrix-vector multiplications. The dimensionality of the vector is given by
the number of mesh points NR times the number of electron orbitals Ne.
The operator Ĥ is a sparse matrix with MH nonzero elements per row.
This sparseness of the Hamiltonian matrix in a real space formulation is
determined by the finite difference formula for the kinetic energy (a seven
or nine-point formula in most cases [Marques 2003b]); and by the nonlocal
parts of the potential. In most cases, however, it is the non-local part of the
pseudopotential that determines MH . Thus, the basic matrix-vector multi-
plication requires around MHNeNR complex floating point operations. (In
the case of using a Fourier space representation for the wave-functions, the
matrix vector multiplication has a slightly different scaling with the number
of atoms, namely NeNR log(NR), due to the use of fast-Fourier transforms.)
To propagate the Kohn-Sham equations for MT time steps then requires a
total of

∼ MHMTNeNR (15.2)

floating point operations in real space.
Another time-consuming part of the time-propagation is the solution of

the Poisson equation, which must be done twice at each time step. Sev-
eral methods exist in the market to solve it, like, e.g., multipole expan-
sions combined with relaxation methods to deal with the higher multipoles
[Castro 2003]; multigrid techniques; fast-Fourier transforms, etc. In principle,
these algorithms are of order NR or NR logNR, and should not dominate for
large systems.

Storage requirements are in principle small: the vector wave functions
(NeNR complex numbers) plus the Hartree, external and exchange-correlation
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potentials (NR floats), the charge densities (NR floats) and some other inter-
mediate arrays. The storage size is therefore of the order of (2Ne+Mimpl)NR.

The time-propagation method has several advantages: The scaling of both
CPU time and memory is quadratic with the number of atoms; only occupied
states need to be propagated and stored; this method is trivially extended to
non-linear response and is ideal to be combined with molecular simulations
of the ions [Marques 2003b, Car 1985]. The big downside is the fairly large
prefactor, that makes this method quite ineffective for the linear-response
calculations of very small systems or if we are interested in a specific frequency
value (e.g., static response) where the methods in frequency domain will
clearly be more effective.

15.3 Sternheimer’s Approach

The calculation of response properties from solely the occupied subspace
is not restricted to the time-propagation formalism. In fact, matrix ele-
ments of the response function – such as polarizabilities, dielectric constants,
etc. – can be computed in terms of only the ground-state occupied wave-
functions. The method is based on the perturbative approach of Dalgarno
and Lewis [Dalgarno 1955], and has been used to study static polarizabilities
of metallic clusters, static response in solids, and linear and non-linear dy-
namical responses (for more details and references, please refer to the review
[Baroni 2001]).

Denoting by ϕi the ground state one-electron states with eigenvalues εi,
and ϕ±

i the perturbed states projected on the unperturbed unoccupied sub-
space, we can write the dynamical polarizability

α(ω) =
occ∑

i

〈ϕi|δvext

(
|ϕ+

i 〉 + |ϕ−
i 〉
)
. (15.3)

where the perturbed states |ϕ±
i 〉 are the solutions of the linear system

(
εi − ĤKS[n] ± ω

)
ϕ±

i = P̂c

[
δvext(r, ω) +

∫
d3r′ K(r, r′, ω)δn(r′, ω)

]
ϕi .

(15.4)
Here, δn = �

∑
i ϕi(ϕ+

i + ϕ−
i ), and P̂c = 1 −

∑occ
i |ϕi〉〈ϕi| is the projector

onto the unoccupied subspace. ĤKS[n] is the unperturbed Kohn-Sham Hamil-
tonian for the density n(r′, ω). Note that the r.h.s. of (15.4) corresponds to
the response of the Kohn-Sham system to a sinusoidal perturbation potential
that combines the external field δvext and the internal field from the time-
varying electronic density. The kernel K introduced in previous chapters is
defined by

K(r, r′, ω) =
1

|r − r′| +
δvxc(r, ω)
δn(r′, ω)

. (15.5)
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Equation (15.4) is very similar to the Sternheimer equation that appears
in adiabatic perturbation theory, but with an additional piece coming from
the ±ω term on the left-hand-side. Thus, for each ground-state wave func-
tion, we get two first-order wave functions, which are equal in the static case.
Note that the solution of (15.4) requires only the unperturbed valence wave-
functions ϕi and their linear variation ϕ±

i . A similar general expression for the
second-order susceptibility in terms of only ground-state and first order per-
turbed valence orbitals is given in [Dal Corso 1996, Nunes 2001, Gonze 1995a].
This formulation makes the evaluation of linear and non-linear response func-
tions in systems containing up to a hundred atoms feasible.

The solution of (15.4) can be obtained by using an iterative method
[Baroni 2001] or by minimizing a suitably defined functional, with a numer-
ical effort similar to a ground-state calculation [Giannozzi 1994, Pasquarello
1993]. Let us discuss in more detail the real-space implementation of these
equations as done, for example, in [Iwata 2000]. The algorithm uses a dou-
ble iteration technique very similar to the one used for the solution of the
ground-state Kohn-Sham equations. We start by making a guess for the in-
duced density δn; (15.4) is solved by the conjugated gradients method; δn
is then refined from the resulting ϕ±

i ; and so on until convergence. As the
conjugated gradients method is again based on Hamiltonian vector multipli-
cations, the total numerical cost depends largely on the cost of this operation
(≈ MHNeNR in coordinate space). Remembering that we need Mit to reach
convergence (preconditioning is a key issue here), and that the calculation
has to be repeated for every one of the Mω frequencies, we arrive at the
following computation cost

MitMωMHNeNR . (15.6)

Unfortunately, it is difficult to give an a priori estimate of Mit or of its
size-scaling properties. (We have nevertheless assumed that it does not grow
with the number of atoms in the system.) This scheme is widely used to get
many response functions including phonon frequencies, macroscopic dielectric
constants, etc. [Baroni 2001].

The operator P̂c projects on the unoccupied wave-function subspace the
right hand side of (15.4). This projector operator ensures that the response
is orthogonal to the occupied subspace, and can be implemented using a
Gram-Schmidt algorithm. Note that such procedure scales like N2

e NR, and
will therefore be the dominant step for sufficient large number of atoms.

The storage requirements of this method are: the (real) ground-state wave-
functions ϕi; the (real) linear variations ϕ±

i , and some working arrays of
dimension NR. This amounts to the total storage of (3Ne +Mimpl)NR floats.

In conclusion, the scaling of the Sternheimer method is really competitive,
both in terms of computing time and storage. If only a few frequencies are
required, it is clearly the method of choice. However, if a whole spectrum is
needed, the choice between the Sternheimer and the time-evolution method
will basically depend on the respective implementations.



15 Time Versus Frequency Space Techniques 233

15.4 Casida’s Equation

One of the most popular methods for the calculation of excitation energies is
due to Marc Casida [Casida 1995a]. For systems with a discrete spectrum of
excitation (like finite systems) it is possible to recast the response equation
into the pseudo-eigenvalue equation,

R̂Fq = Ω2
qFq , (15.7)

where the eigenvalues Ω2
q are the square of the excitation energies, and the

eigenvectors Fn are related to the oscillator strengths. The matrix operator
R̂ is given in terms of

Rq,q′ = (εaσ − εiσ)2δqq′ + 2
√
εaσ − εiσKq,q′(Ωq)

√
εa′σ′ − εi′σ′ . (15.8)

where the compound index q = (a, i, σ) labels the combination of the unoc-
cupied orbital aσ and occupied orbital iσ. The interaction Kq,q′ is simply the
particle-hole matrix element of the induced interaction (15.5)

Kaiσ,a′i′σ′(ω) =
∫

d3r

∫
d3r′ ϕ∗

aσ(r)ϕiσ(r)
[

1
|r − r′| + fxc σσ′(r, r′, ω)

]
ϕa′σ′(r′)ϕ∗

i′σ′(r′) . (15.9)

There is a substantial computational cost in constructing the interaction
matrix K in either Fourier or real-space. From the two terms of K, the second
involving fxc is usually quite simple and fast to evaluate, as the exchange-
correlation kernel is local in the ALDA. The bottleneck is the calculation of
the Coulomb matrix elements. As we have discussed, each one of these matrix
elements takes at least ≈ NR operations, and there are N2

e N
2
c such elements.

This means that the construction of the full matrix has a leading order of
NRN

2
e N

2
c . Of course, the introduction of a finite basis reduces the problem to

a smaller matrix algebra, as NLO � NR). However, this change only affects
the prefactor, as the scaling NLON

2
e N

2
c still increases with the fifth power of

the number of atoms in the system.
Once the matrix is constructed, the diagonalization requires ≈ N3

c N
3
e op-

erations. However, in this context the effort required to diagonalize the matrix
is usually small compared to the time necessary to construct it. Furthermore,
as we are normally interested in low-lying excitations, we can benefit from
the performance of iterative solutions techniques to get the first eigenstates
of (15.7).

The requirements for storing the matrix grow as N2
c N

2
e . However, in spite

of the fairly bad scaling, the prefactor is quite small. Furthermore, the use
of iterative techniques to diagonalize the matrix does not require to explic-
itly construct or store the matrix. In this case, one can also take maximum
advantage of the methodology already implemented for the ground-state (in
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particular for the expensive calculation of the Coulomb matrix elements,
as implemented, e.g., in Turbomole [Furche 2002a]). The storage for the or-
bitals is ≈ (Nc+Ne)NR floats, which is comparable to the time-evolution and
Sternheimer methods.

15.5 Response Equation
in Momentum/Frequency Space

Within linear response theory, the response of an electronic system to an
external perturbation δvext can be cast in term of the inverse microscopical
dielectric function ε−1(ω) = 1 + veeχ(ω), that relates the total effective po-
tential to the external one. Here the spatial dependence has been omitted for
simplicity, vee is the bare Coulomb interaction, and χ is the linear density
response function that relates the response of the charge δn to the external
potential

δn = χδvext . (15.10)

The linear response matrix χ is constructed in momentum space from the
following matrix inversion

χ = (1 − χKSK)−1χKS , (15.11)

where the independent particle response χKS is defined as

χKS(r, r′, ω) = lim
η→0+

∞∑

jk

(nk − nj)
ϕj(r)ϕ∗

j (r
′)ϕk(r′)ϕ∗

k(r)
ω − (εj − εk) + iη

, (15.12)

with elements G,G′ given by

χKS(G,G′, ω) =
1
V
∑

kj

(nk − nj)
〈k|e−iG·r|j〉〈j|eiG′·r|k〉

ω − (εj − εi) + iη
, (15.13)

where V denotes the unit-cell volume, j and k label Kohn-Sham eigenfunc-
tions and εk and nk are the corresponding eigenenergies and occupation fac-
tors. The sum goes over Ne occupied orbitals and Nc empty orbitals. The
interaction K is the Fourier transform of (15.5).

We now describe the computation starting from the Kohn-Sham wave
functions and energies in a momentum space representation.2 To evaluate
the independent particle response χKS using (15.13), one first calculates the
particle-hole matrix elements of the momentum operator and stores them in
a table (in memory or on disk). The computational effort of this operation
2 For performing response calculations based on a supercell approach we refer the

reader to two available codes SELF (http://people.roma2.infn.it/∼marini/
self/) and DP (http://theory.lsi.polytechnique.fr/codes/dp/dp.html).
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is of the order of NeNcN
2
G, and the size of the table to be stored amounts

to NeNcNG complex numbers. Then, (15.13) has to be evaluated for N2
G

pairs of G and G′, each requiring a particle-hole summation, which gives
≈ NeNcN

2
G operations for each frequency. If we had to make a full space

calculation, the number of empty orbitals summed in (15.13) would be of the
same order as the dimensionality of the space (measured by the number of
grid points or basis functions). However, the number of empty orbitals can be
severely truncated without affecting the long-wavelength dipole response in
the relevant spectral range. This is a reasonable approximation, as we are only
interested in getting the optical spectra for excitation energies below 20 eV.
An important cost saving in building up the response matrix in frequency
domain is achieved in this way.

Another saving comes from the truncation of the response matrix, by
assuming that the inhomogeneity of the density variations is smaller than the
variations in the density itself. In practice, this implies that the off-diagonal
elements of the response function are set to zero for G-vectors outside a sphere
of radius much smaller than the plane wave cutoff used for the description of
the density.

There are now three steps to evaluate (15.11) either in real or Fourier
space representations: two matrix multiplications and a matrix inversion.
The matrices are dense, so the matrix multiplications cost N3

G arithmetic
operations.3 The matrix inversion is of the same order, requiring N3

G opera-
tions. The total is ≈ 3N3

G. These are the most computationally demanding
steps in the method, given the truncation in the Nc.

Then, the total computational effort in the super-cell method in Fourier
space is

Mω(NcNeN
2
G + 3N3

G) , (15.14)

with the first term dominant. The storage requirements for all the occupied
and unoccupied wave functions plus the whole complex response matrix is of
the order of

(Ne + Nc)NG + 2N2
G + NeNcNG . (15.15)

In conclusion, the direct application of this method requires a time effort that
scales with the third power of the number of atoms and a memory effort that
scales quadratically. However, by making use of the real-space representation
we can gain a lot (see below) at the cost of two fast Fourier transforms from
G-space to coordinate space (this takes ≈ 2NG logNG operations).

3 A small technical point should be mentioned, regarding the divergence of the
Coulomb interaction at G = G′. This is dealt with by taking a numerical limit
as |G −G′| → 0, the cost of which has to be added to the number of operations
for computing the matrix product [Hybertsen 1987].
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15.6 Space-Time Method for Response Calculations

Methods based on a space and time representation of the response func-
tions take advantage of the rather sparse Hamiltonian matrix in a coordinate
representation [Marques 2003b, Yabana 1996, Yabana 1999b, Yabana 1999c,
Yabana 1999a, Sugino 1999, Beck 2000, Rojas 1995, Blase 1995, Chelikowsky
1994a]. For extended systems, the translational periodicity of the lattice can
be efficiently taken into account in the description of the dielectric response by
means of a mixed-space formalism [Blase 1995]. This method has been shown
to be advantageous compared to Fourier-space representations for super-cell
calculations with large vacuum regions (as in the case of surface calculations)
and to the real-space representation for periodic systems with small Wigner-
Seitz cells [Blase 1995]. However, for bulk systems with a large unit cell or
for nanostructures, it is equivalent to the real-space method.

For large systems, the great advantages of either the real or mixed-space
approaches are related to the localization range of the response functions
of interest, namely the independent-particle polarizability χKS(r, r′, ω), and
the dielectric matrix ε(r, r′, ω). We note that localized objects are easily de-
scribed in real space and different basis functions can be used to describe
different regions of space. In practice, the response functions of nonmetallic
systems decay rapidly as |r−r′| → ∞, so that, for each r, χKS(r, r′, ω) needs
to be calculated only for r′ inside a spherical region of radius Rmax around
r (see Fig. 15.1) [Blase 1995]. This is the origin of the success of recent N -
linear methods (where N is the number of atoms in the unit cell) proposed
to perform band-structure calculations in solids. However, for metals and
small-gap semiconductors, the decay rate may be slow and Rmax may span
many unit cells, so that the computational effort in a pure real-space method
would be substantial. This problem is solved in the mixed-space representa-
tion χ0

q(r, r′, ω), because r and r′ are restricted only to a single Wigner-Seitz
cell and q spans the irreducible part of the Brillouin zone. This formalism
saves a lot of computing time for large-periodic super-cells and clusters of
many-atoms, and entails the calculation of response functions of having a
favorable scaling with the number of atoms (see below).

This response method is adequate to be combined with real-space calcu-
lations of the ground state by means of the finite-difference pseudopotential
method [Chelikowsky 1994a] or with adaptive coordinates [Gygi 1995b, Gygi
1995a]. A real-space discretization of the kinetic energy operator leads to
sparse Hamiltonian matrices which do not need to be stored in memory and
are easy to handle. The localization of the response functions is used in the
implementation of the method to different cases, but we stress that appre-
ciable computational savings are obtained only for systems having a volume
larger than the volume of the localization sphere.

In the space-time representation, the non-interacting time-ordered density-
density response function is given by
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Fig. 15.1. Value of |χ0
q = Γ (ζ − ζ′)| at the Γ point renormalized to its value at

ζ − ζ′=0 as a function of the distance |ζ − ζ′| for the surface of a H/Si(111)-(1x1)
14-layer slab. ζ and ζ′ denote points within the Wigner-Seitz cell. A real space
cutoff of 18 a.u. can be used keeping the calculated χ0 in perfect agreement with
the exact one. Inset: a symbolic representation of the cross-section in the [110] plane
of a Wigner-Seitz cell for the H/Si(111) slab. The sphere represents the effective
Wigner-Seitz cell spanned by ζ′ in the calculation of χ0

q=Γ (ζ − ζ′) in the real-space
approach for ζ on a H atom; however in the mixed-space method only the part of
the semi-circle inside the Wigner-Seitz cell needs to be considered. The filled circles
represent the Si atoms and the empty circles the H atoms. Bonds are represented
schematically by thick solid lines

χKS(r, r′, τ) = −iGKS(r, r′, τ)GKS(r′, r,−τ) , (15.16)

where GKS is the non-interacting time-ordered Green’s function defined as

GKS(r, r′, τ) =






i
∑occ

k ϕk(r)ϕ∗
k(r′) exp (iεkτ) , τ < 0

−i
∑unocc

k ϕk(r)ϕ∗
k(r′) exp (iεkτ) , τ > 0

(15.17)

We should notice at this stage that the representation in imaginary time
makes the evaluation of the summation over unoccupied states in (15.17) con-
verge rapidly for semiconductors because of the decaying exponential factors
[Rojas 1995, Blase 1995], as long as small times and large frequencies are not
relevant for the physical process under study. However, the price one has to
pay for this approach is that imaginary frequencies appear in the response
functions and one has to resort to analytical continuation to the real energy
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axis by fitting the function to a multipolar form [Rojas 1995, Blase 1995].
Although the type of plasmon-pole models normally used are known to work
quite well for many bulk semiconductors, a good performance for nanos-
tructures is not guaranteed. Furthermore, when only matrix elements of the
response functions, such as the susceptibilities, are needed, it is possible to
eliminate the costly sums over unoccupied states associated with normal-
perturbative approaches for both linear and non-linear susceptibilities.

We now discuss briefly the scaling properties of this method as a function
of the number of atoms in the system. The localization length makes the
effort to compute χKS and GKS scale as MHNR(Nc + Ne) instead of N3 or
N4 of traditional calculations (note that the number of r, r′ pairs that have
to be computed scales linearly with N). The remaining part of the calculation
scales in the worst case as N3 [from the inversion of the dielectric response
function in (15.11)].

15.7 Discussion

In the theory of electronic excitations of finite many-electron systems, the
time-dependent Kohn-Sham equations with an ALDA for the exchange-corre-
lation functional offers an attractive compromise towards the goals of accu-
racy and computational practicality. But even within the TDLDA scheme
there are several methods in use, and our objective was to compare them on
the same footing. For that purpose, we addressed the problem of the scaling
with system size of the different methods.

In comparing the methods, we have deliberately ignored the first step in
any approach, the construction of the eigenstates of the static Kohn-Sham
operator. In the time-evolution and Sternheimer methods only the occupied
orbitals are needed, but for the standard perturbative methods also a large
number of unoccupied orbitals. Their calculation scales, in principle, like N3,
but in practice this phase of the computation is short compared to the dy-
namic calculation and so we can ignore it. Let us now compare the scalings
by taking the expressions in Table 15.2 and dropping the subscripts of the N
quantities. The time-evolution and Sternheimer methods scale as N2. Linear
response in frequency space has a poorer scaling behavior, namely N3 −N4

for building χKS (then we have to add the common matrix multiplication
and inversion). The final method we discussed, the matrix method using a
mixed space (or real space), seems to have a good N -scaling (N2 for the
independent response and N3 for inversion and matrix multiplication with
a smaller prefactor than the first term), but may be advantageous only in
some circumstances and implementations [Furche 2002a] (still the inversion
of the response-matrix equation will dominate for very large systems). Besides
arithmetic operations, storage can play a role in the practicality of the differ-
ent algorithms for large systems. Here, we find that the storage requirements
favor the time evolution.
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Table 15.2. Leading order for the scaling of various algorithms in terms of float-
ing point operations (FPO) and memory requirements. We did not include the
prefactors that are important for specific applications

Method FPO Memory

Time-evolution MHMT NeNR NeNR

Sternheimer MωMitMHNeNR (Ne + Nc)NR

Casida N2
c N2

e NR N2
e N2

c

Response in Fourier space Mω(NcNeN
2
G + 3N3

G) N2
G

Response in mixed/real space Mω(MHNR(Ne + Nc) + 3N3
R) NRMH

Thus, our results favor the time-evolution method, which offers econ-
omy in both storage and arithmetic operations. Closely following comes the
Steinheimer approach. However, there are a number of caveats. We have not
considered the suitability of the different algorithms for parallel computing.
In a parallel computing environment, the frequency-space methods gain favor
because the Mω factor can be trivially absorbed in the parallel processing.
In addition, Casida’s method can benefit from the parallel computation of
different rows of the matrix. Also the sparseness of the Hamiltonian ma-
trix is important for the real space method; this would be lost if for exam-
ple the energy functional used the full Fock exchange interaction. Finally,
we have not discussed the prefactors. These are, of course, dependent on the
specific implementation and on the hardware. However, it is frequently true
that methods with worst scalings have more favorable prefactors. For exam-
ple, Casida’s method has a much smaller prefactor than the Steinheimer or
the time-evolution approaches. Also solving the response equation in Fourier
space has a smaller prefactor than solving it in a mixed space.

Let’s go back to our student (if he or she hasn’t run away by now, scared
by this profusion of methods). How to make a judicious choice? All the ap-
proaches presented have their advantages and disadvantages, and there is no
“optimal” method for all classes of problems. Perhaps the best strategy is
to try several different methods and implementations in a test system and
benchmark them thoroughly on the hardware available. Besides yielding the
“best” choice, this strategy will also educate our student in the ingenuity that
led to the variety and diversity of methods that we now have at our disposal.

To conclude, we would like to address a question that goes somewhat
beyond the topic of this chapter: Are all these methods really necessary?
Will they all survive, or do they follow a Darwinistic pattern of creation
and extinction? The answer to this question is far from obvious. If we accept
the theory of evolution à la Darwin, or its more modern improvements like the
theory of punctuated equilibrium, we can expect that over the years one
method/program will dominate the market. If, on the other hand, we believe
the creationist arguments then “Il responsabile istituzionale della separazioni
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di ogni genere è infatti il Diavolo, il cui nome deriva appunto dal grego diabolé,
«divisione» o «disunione»” [Odifreddi 2004].4 In this latter case, we have to
learn to survive in diversity.
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16 Linear-Response Time-Dependent Density
Functional Theory for Open-Shell Molecules

M.E. Casida, A. Ipatov, and F. Cordova

16.1 Introduction

While typical stable organic and many stable inorganic molecules have closed-
shell ground states, interesting chemistry and molecular physics is by no
means limited to these species. For example, O2 is a common molecule with
a triplet ground state and whose spectroscopic importance is dramatically il-
lustrated by its role in the photochemical explanation of the aurora borealis,
and the ultraviolet spectra of the high spin d6 complex that ferrous cation
forms in water, [Fe(H2O)6]2+, is a source of information for fixing ligand field
parameters. Excited states of molecules with open-shell ground states also
appear as higher energy peaks in photoelectron (ionization) spectra. More-
over nearly all of photochemistry involves some nuclear configurations which
may be qualified as having open-shell ground states. It is small wonder that
Casida’s equations [Casida 1995a] began to be applied to calculate the spec-
tra of open-shell molecules just five years after their introduction [Spielfiedel
1999, Hirata 1999a, Hirata 1999c, Adamo 1999, Guan 2000, Radziszewski
2000, Anduniow 2000]. While it is safe to say that the initial developpers
[Casida 1995a, Petersilka 1996a, Jamorski 1996, Bauernschmitt 1996a] of
linear-response time-dependent density-functional theory (LR-TDDFT) for
the calculation of excitation spectra were thinking about applications to
molecules with closed-shell ground states having the same orbitals for differ-
ent spin (SODS), the original formulation of Casida’s equations foresaw their
eventual application to molecules with an open-shell ground state by allowing
both for different orbitals for different spin (DODS) and for fractional occupa-
tion number [Casida 1995a]. Application of the DODS formulation of Casida’s
equations has led to spectacularly good agreement with experimental spectra
in some cases and significant errors in interpretation of calculated results in
other cases. This chapter tries to point out where DODS LR-TDDFT is a
reasonable approach to the excited states of open-shell molecules and where
it is likely to fail. In the cases where it is likely to fail, we give an indication
of how the theory may be fixed. Some of the results reported here come from
our own unpublished work [Cordova 2006, Ipatov 2006]. Although we do not
have the space here to go into the details normally expected for new work,
we trust that fuller accounts will eventually be published elsewhere.

M.E. Casida et al.: Linear-Response Time-Dependent Density Functional Theory for Open-
Shell Molecules, Lect. Notes Phys. 706, 243–257 (2006)
DOI 10.1007/3-540-35426-3 16 c© Springer-Verlag Berlin Heidelberg 2006
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To our knowledge, the first application of Casida’s equations to an open-
shell molecule was that of Spielfiedel and Handy who used CADPAC to in-
vestigate the excited states of PO [Spielfiedel 1999]. At about the same time,
both the SODS and DODS version of Casida’s equations were programmed in
the very popular Gaussian quantum chemistry program [Stratmann 1998].
Users soon began to calculate the spectra of open-shell molecules, though
there was still almost no prior experience regarding even the correct inter-
pretation of output in this case. It is to Hirata and Head-Gordon that credit
should go for the first systematic study of Casida’s equations for open-shell
molecules [Hirata 1999a, Hirata 1999c]. This group, who was seeking an ef-
ficient but still relatively simple configuration-interaction singles (CIS)-like
method for calculating excitation energies, used the QChem program to in-
vestigate the use of TDDFT for the calculation of the excitation energies
of radicals. As Fig. 16.1 shows for two excitation energies of the cyanide
radical, DODS CIS (UCIS in the figure) and CIS beginning with a SODS
spin-restricted open-shell Hartree-Fock wave function (ROCIS in the figure)
show large errors. Inclusion of “extended singles,” which are double excita-
tions obtained from single excitations by spin transpositions, helps remark-
ably (XCIS in the figure). Still, it is the simple TDLDA which is giving the
most impressive results for a computational cost similar to the relatively
simple CIS. Guan et al. went further and investigated entire spectra for
small molecules with open-shell ground states [Guan 2000]. Such spectra
are, as a general rule, much more complex than corresponding spectra for
closed-shell molecules, showing a plethora of satellite peaks due to oscillator
strength fragmentation. The results of that study confirmed that some exci-
tations are remarkably well described. Other early applications of Casida’s
equations to molecules with open-shell ground states include [Radziszewski
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Fig. 16.1. Comparison of CN radical excitation energies calculated with different
simple theories. Numerical values taken from Table 1 of [Hirata 1999a]
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2000, Anduniow 2000, Broc�lawik 2001, Andreu 200l, Weisman 200lb, Pou-
Amérigo 2002, Rinkevicius 2003].

The remainder of this chapter is organized as follows. Before discussing
the excited-states of open-shell molecules, we first consider the performance
of DFT for the ground state of open-shell molecules. Perhaps surprisingly one
way to judge the quality of a SODS description of the Kohn-Sham ground
state is to examine the first excited triplet state from Casida’s equations.
This also provides a good place to introduce the idea of spin contamination
and symmetry-broken DODS calculations. This is followed by a section on
TDDFT excitation spectra for open-shell molecules in which it is pointed out
that some excited states are simpler than others and that the difficulty that
TDDFT has in describing all the excited states of molecules with open-shell
ground states is closely related to a failure of the adiabatic approximation. As
it turns out, one way to detect and guard against the problem is to calculate
spin contamination in the excited states. In the penultimate section, ways to
go beyond the adiabatic approximation are very briefly discussed. The final
section sums up.

16.2 Open-Shell Ground States

One of the first difficulties one runs into in discussing open-shell molecules is
one of definition. While it may seem evident that an open-shell molecule is
any molecule which is not closed-shell and that “closed-shell” means that the
molecular wave function belongs to the completely symmetric representation
of the appropriate symmetry group, the breaking of a bond typically yields
a biradical whose wave function belongs to the completely symmetric repre-
sentation. Nevertheless it has the chemical physics of two open-shell species!
We begin first by discussing the problem of biradicals with a singlet ground
state and then take a look at molecules with a non-singlet ground state.

One way to generate a biradical ground state is molecular dissociation,
the bond breaking of H2 (HA-HB) being the classic textbook case. Our dis-
cussion is based upon that of [Casida 2000b]. At the equilibrium geometry
the Kohn-Sham wave function has the form of a single determinant, |σ↑σ↓|.
At large internuclear distance, this wave function takes the form of a linear
combination of ionic and covalent parts,

|σ↑σ↓| = | 1√
2
(sA↑ + sB↑),

1√
2
(sA↓ + sB↓)|

=
1
2

(|sA↑sA↓| + |sB↑sB↓|)︸ ︷︷ ︸
[
H:−A+H+

B↔H+
A+H:−B

]
+

1
2

(|sA↑sB↓| + |sB↑sA↓|)︸ ︷︷ ︸
[HA↑+HB↓↔HA↓+HB↑]

. (16.1)

As H2 dissociates into neutral H atoms the covalent part should dominate
asymptotically, otherwise the energy is too high. This can be simulated by
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a DODS wave function since it can break symmetry and become |sB↑sA↓|.
The point where the DODS wave function becomes lower in energy than
the SODS wave function is often referred to as the Coulson-Fischer point.
Were the exact exchange-correlation functional used in Kohn-Sham theory,
the wave function should remain SODS for every bond distance. In practice
the exchange-correlation functional is approximate and symmetry breaking
does occur.

The Coulson-Fischer point is an example of a triplet instability. Stabil-
ity conditions for DFT have been presented by Bauernschmitt and Ahlrichs
[Bauernschmitt 1996b] but no explicit link was made with TDDFT excitation
energies. That link was later put into print by Casida et al. [Casida 2000b].
Our goal here is not to give a complete analysis of the general case but rather
to give a simple analysis showing the relation between symmetry breaking in
the ground state and imaginary triplet excitation energies for the particular
case of the Coulson-Fischer point. To this end, consider the single determi-
nant Kohn-Sham wave function, |

√
1 − λ2σ↑ +λσ∗

↑ ,
√

1 − λ2σ↓ −λσ∗
↓ |, where

λ is a symmetry-breaking parameter. Expanding the energy expression in λ
gives, in the notation of [Casida 2000b],

Eλ = E0 + 2λ2 [∆ε + 2 (K↑,↑ −K↑,↓)] + O(λ3) . (16.2)

This DODS energy becomes lower than the SODS energy when the coefficient
of λ2 becomes negative. Since the triplet excitation energy is,

ωT =
√

∆ε [∆ε + 2 (K↑,↑ −K↑,↓)] , (16.3)

this is exactly the point where the TDDFT triplet excitation energy becomes
imaginary, hence nonphysical. Explicit calculations on H2 [Casida 2000b]
confirm that the TDDFT triplet excitation energy becomes grossly under-
estimated at bond distances shorter than the Coulson-Fischer point and that
the degradation of the quality of the excitation energy also shows up in
singlet excitation energies. Although an elegant solution in some ways, sym-
metry breaking is also a problem in other ways. The Coulson-Fischer point is
known to occur at larger intermolecular distance in DFT than in Hartree-Fock
calculations, and must disappear entirely (i.e., move to infinity) in the limit
that the exchange-correlation functional becomes exact. Nevertheless, the oc-
curace of imaginary excitation energies at some molecular configurations is
unphysical and may be considered to be one danger of open-shell TDDFT.

The ring opening of oxirane (Fig. 16.2) provides a concrete example of
how this analysis applies to something less trivial than H2. The ground and
triplet excited states are shown in Fig. 16.3 for conrotatory and disrota-
tory ring opening [Cordova 2006]. As expected from the famous Woodward-
Hoffmann rules, the conrotatory reaction is favored over the disrotatory re-
action. More interesting for present purposes are the ridges which correspond
to regions of configuration space where the ground state surface approaches
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Fig. 16.2. Lewis structures for the CC ring opening of oxirane. If the two methyl
groups rotate in the same direction during the ring opening, preserving C2 sym-
metry, then the ring opening is said to be conrotatory. If the two methyl groups
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Fig. 16.3. Ground (LDA, light grey) and triplet (TDLDA, dark grey) excited state
potential energy surfaces for the conrotatory and disrotatory C-C ring opening of
oxirane (CH2-O-CH2): X, C-O-C angle in degrees; Y, CH2 twist angle in degrees
(positive if conrotatory, negative if disrotatory); Z, total energy in units of 10 eV.
(X,Y)=(90,±90) corresponds to the closed ring while (X,Y)=(150,0) corresponds
to the open ring

an excited state potential energy surface. By convention, a triplet state ly-
ing below the ground state (“negative” excitation energy) indicates that the
triplet excitation has become imaginary. Imaginary triplet excitation energies
are occuring around the ridges. Quantum chemists normally describe these
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regions with a two-determinant wave function where one determinant corre-
sponds to the reactant and the other to the product. Interestingly enough,
while the TDLDA surfaces show triplet instabilities over 51% of the con-
figurational space studies, this percentage increases to 93% when the LDA
functional is replaced by the B3LYP functional, confirming that Hartree-
Fock exchange increases the “symmetry-breaking problem.” To be fair how-
ever this may be less of a problem and more of a reflection that the LDA
tends to overly favor electron pairing (ionic structures in Fig. 16.2). Typi-
cal DFT procedures which do not involve symmetry breaking are multiplet
sum theory [Ziegler 1977, Daul 1994] and multiconfigurational DFT. Both
also provide limited access to excited states. Spin-flip noncollinear density
functional theory is also another promising option for avoiding symmetry
breaking by de-exciting to the singlet ground state from a suitable triplet
excited state [Wang 2004].

The Tamm-Dancoff approximation (TDA) [Hirata 1999b] decouples the
ground state stability problem from the excited-state problem giving qual-
itatively correct results [Casida 2000b]. The TDA for LR-TDDFT may be
understood as an approximation to Casida’s equation written as,

[
A B

B A

](
X

Y

)
= ω

[
1 0
0 −1

](
X

Y

)
. (16.4)

Casida’s equation is coupled to the DFT ground state stability problem
because the stability of the Kohn-Sham wave function with respect to
symmetry-breaking can be tested by considering an arbitrary unitary trans-
formation of orbitals,

ϕλ
r (r) = eiλ(R̂+iÎ)ϕr(r) , (16.5)

where R̂ and Î are real operators [Casida 2002]. After a fair amount of algebra,
one arrives at the energy expression,

Eλ = E0 + λ2
[
R† (A − B) R + I† (A + B) I

]
+ O(λ3) , (16.6)

where matrix elements of the R̂ and Î operators have been arranged in col-
umn vectors and the O(λ) term disappears because the energy has already
been minimized before considering symmetry-breaking. The presence of the
terms (A ± B) shows the connection with Casida’s equation. In fact, Casida’s
equation can be rewritten as the eigenvalue equation,

(A + B) (A − B)ZI = ω2
IZI . (16.7)

For pure DFT, assuming that the aufbau principle is obeyed, the matrix
(A − B) is always positive definite. However (A + B) may have negative
eigenvalues. In that case, the energy Eλ will fall below E0 for some value of
I. At the same time, this will correspond to a negative value of ω2

I (i.e., an
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imaginary value of ωI .) This curious mathematical relationship is exactly the
famous triplet instability. The TDA consists of setting B = 0. Not only does
this decouple the LR-TDDFT excitation energy problem (which no longer
involves B) from the ground state stability problem (which still involves B),
but the resulting TDA equation,

AX = ωX , (16.8)

is the exact TDDFT analogue of the configuration interaction singles (CIS)
method (it is the CIS method if we accept that Hartree-Fock is a particular
case of a hybrid density functional!) Since the CIS method is also a variational
method, it is free of the “variational collapse” observed in time-dependent
Hartree-Fock when the square of the excitation energy goes first to zero and
then becomes imaginary. This is exactly why the Tamm-Dancoff “approx-
imation” to Casida’s equation is expected to behave better than Casida’s
equation for calculating excitation energies away from the ground state equi-
librium geometry.

Let us now put biradicals aside and focus on open-shell molecules in the
sense of spin symmetry. A general many-electron spin eigenfunction must be
a simultaneous eigenfunction of the operators,

Ŝz =
1
2

(n̂↑ − n̂↓) (16.9a)

Ŝ2 =
∑

P̂↑,↓ + n̂↑ + Ŝz

(
Ŝz − 1̂

)
, (16.9b)

where the spin number operators may be expressed in second-quantized no-
tation as,

n̂σ =
∑

r†σrσ , (16.10)

and, ∑
P̂↑,↓ =

∑
r†↓s

†
↑s↓r↑ , (16.11)

is the spin-transposition operator. All SODS single determinantal wave func-
tions are eigenfunctions of Ŝz but only closed-shell and half-closed-shell deter-
minants are eigenfunctions of Ŝ2. However DODS determinants often become
linear combinations of determinants when expressed in terms of SODS. This
means that DODS wave functions may be or nearly may be simultaneous
eigenfunctions of Ŝz and Ŝ2. Since most applications of DFT to open-shell
systems are of the spin-unrestricted (DODS) type, it is important to be able
to calculate the degree of spin-contamination in the DODS determinant. This
is most easily done by realizing that spin-unrestricted calculations generate
two molecular orbital basis sets – one for up spin and one for down spin.
Denoting the latter by an overbar, the spin-transposition operator becomes,

∑
P̂↑,↓ =

∑
p̄†↓s

†
↑q̄↓r↑〈s|q̄〉〈p̄|r〉 . (16.12)
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Table 16.1. Spin-contamination in LDA calculations of some small molecules

S2 Multiplicity (2S + 1)

BeH 0.7503 2.0003

CN 0.7546 2.0046

CO+ 0.7620 2.0120

N+
2 0.7514 2.0014

CH2O
+ 0.7512 2.0012

From this it is easy to deduce that, for the ground state, the spin contami-
nation for a DODS determinant is,

〈Ŝ2〉 =
(
n↑ − n↓

2

)2

+
n↑ + n↓

2
−

occ∑

i,j̄

|〈i|j̄〉|2 . (16.13)

Table 16.1 shows some typical values of the ground state-spin contamination
in spin-unrestricted LDA calculations for some small radicals. In this case,
the spin contamination is small. Note that, strictly speaking, this gives the
〈Ŝ2〉 value of the fictious Kohn-Sham system of noninteracting electrons and
not necessarily that of the physical system. It is however the best we have for
practical purposes and few people, if any, would doubt its diagnostic value.

16.3 Open-Shell Excitation Spectra from TDDFT

We want to understand why LR-TDDFT may fail for the excited states of
open-shell molecules. To do so, we begin with a simple three orbital model
and solve the spin problem assuming SODS. This provides some guide lines
for when open-shell excitation energies should be trusted. Then we return
to the DODS problem and show that spin-contamination may be used as a
guide to which TDDFT excited states are nonsense.

Figure 16.4 shows which excitations are needed for a minimal description
of our three orbital model. A spin-adapted basis set for this model consists
of four doublet functions,

|D1〉 = |i↑i↓a↑〉 (16.14a)
|D2〉 = |i↑v↓v↑〉 (16.14b)

|D3〉 =
1√
2

(|i↓v↑a↑〉 − |i↑v↑a↓〉) (16.14c)

|D4〉 =
1√
6

(|i↓v↑a↑〉 + |i↑v↑a↓〉 − 2|i↑v↓a↑〉) , (16.14d)

and one quartet,
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|Q〉 =
1√
3

(|i↓v↑a↑〉 + |i↑v↑a↓〉 + |i↑v↓a↑〉) . (16.15)

Note the inclusion of the double (i.e., two-electron excited determinant)
|i↑v↓a↑〉. Such a state has been called an “extended singles” since it differs
from a true single (i.e., one-electron excited determinant) only by a permuta-
tion of spins among the spatial orbitals. Nevertheless it is a double and not a
single and must be there. It is excluded from single excitation methods such as
CIS and linear response time-dependent Hartree-Fock. Inspection of Casida’s
equations [Casida 1995a] shows that explicit double and higher excitations
are also excluded from adiabatic LR-TDDFT. That is: Casida’s equations
are formulated within a finite basis set representation where counting argu-
ments apply. When the adiabatic approximation is made, the number of so-
lutions is exactly equal to the number of single excitations. This is the second
danger of open-shell TDDFT. Of course adiabatic LR-TDDFT still includes
electron correlation effects which Hartree-Fock-based methods describe using
multiply-excited determinants. Thus Hartree-Fock-based methods may indi-
cate that an excitation which is well-described by adiabatic LR-TDDFT has
substantial double-excitation character even though this double-excitation
character is not evident from the TDDFT calculation.

What adiabatic LR-TDDFT actually does is to treat excited states as
either singlet-coupled excitations or triplet-coupled excitations. Returning to
the three orbital model, one sees that this excludes the D4 doublet function
altogether and produces a triplet coupled excitation,
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|TC〉 =
1√
2

(|i↓v↑a↑〉 + |i↑v↑a↓〉) , (16.16)

which is neither a doublet nor a quadruplet. The reduction of the dimen-
sionality of the doublet solution space means that LR-TDDFT finds fewer
peaks in the absorption spectrum than would otherwise be the case. From
a physical point of view, LR-TDDFT is best adapted for describing exci-
tations from one half-closed shell configuration to another half-closed shell
configuration (v↑ → a↑ and i↓ → v↓) and for describing a singlet-coupled
excitation which leaves untouched the open-shell orbitals of the ground state
(i → a). Both types of excitations preserve spin quantum numbers. The fact
that the triplet-coupled solution is neither a doublet nor a quadruplet shows
that Casida’s equations contain unphysical solutions when,

∆〈Ŝ2〉I = 〈ΦI |Ŝ2|ΦI〉 − 〈Φ0|Ŝ2|Φ0〉 , (16.17)

is nonzero. An exception is the case of a molecule with a closed-shell ground
state, in which case the triplet-coupled excitations are true triplets.

In practice, DFT calculations for open-shell molecules are of the DODS
type. This makes it difficult to select which LR-TDDFT excitations on the
basis of physical arguments alone. However we can still try to eliminate un-
physical states on the basis of spin contamination. In particular,

∆〈Ŝ2〉I =
∑

∆Γ I
r↑q̄↓,p̄↓s↑〈s|q̄〉〈p̄|r〉 , (16.18)

where,
Γrq,ps = 〈p†s†qr〉 , (16.19)

is the two-electron reduced density matrix (2-RDM) and ∆Γ I is the differ-
ence between the 2-RDM for the Ith excited state and the 2-RDM for the
ground state. We have derived the appropriate expression for linear response
time-dependent Hartree-Fock theory using the unrelaxed 2-RDM obtained
by taking the derivative,

∆Γ I
rs,pq =

∂ωI

∂[pr|qs]/2 . (16.20)

The result is,

∆〈Ŝ2〉I = 〈Ŝ2〉I − 〈Ŝ2〉0
=
∑

XI∗
āj̄↓X

I
āk̄↓〈k̄|i〉〈i|j̄〉 +

∑
XI∗

ai↑X
I
al↑〈l|j̄〉〈j̄|i〉

+
∑

Y I∗
k̄ā↓Y

I
j̄ā↓〈k̄|i〉〈i|j̄〉 +

∑
Y I∗

la↑Y
I
ia↑〈l|j̄〉〈j̄|i〉

−
∑

XI∗
bi↑X

I
āj̄↓〈b|ā〉〈j̄|i〉 −

∑
Y I∗

j̄ā↓Y
I
ib↓〈b|ā〉〈j̄|i〉

−
∑

XI∗
b̄k̄↓X

I
āk̄↓〈b̄|i〉〈i|ā〉 −

∑
Y I∗

k̄ā↓Y
I
k̄b̄↓〈b̄|i〉〈i|ā〉
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−
∑

XI∗
bk↑X

I
ak↑〈b|̄i〉〈̄i|a〉 −

∑
Y I∗

ka↑Y
I
kb↑〈b|̄i〉〈̄i|a〉

−
∑

XI∗
b̄̄i↓X

I
aj↑〈j |̄i〉〈b̄|a〉 −

∑
Y I∗

ja↑Y
I
īb̄↓〈j |̄i〉〈b̄|a〉

+
∑

XI∗
bi↑Y

I
j̄ā↓〈b|j̄〉〈ā|i〉 +

∑
XI∗

āj̄↓Y
I
ib↑〈b|j̄〉〈ā|i〉

+
∑

Y I∗
īb̄↓X

I
aj↑〈j|b̄〉〈̄i|a〉 +

∑
Y I∗

ja↑X
I
b̄̄i↓〈j|b̄〉〈̄i|a〉 , (16.21)

where we have assumed the normalization,

|X|2 − |Y |2 = 1 , (16.22)

and i, j, ī, and j̄ refer to occupied orbitals while a, b, ā, and b̄ refer to
unoccupied orbitals. This agrees with the CIS result of Maurice and Head-
Gordon [Maurice 1995] when the Y -component is set equal to zero.

The formaldehyde cation, CH2O+, is a good example of the type of infor-
mation provided by calculations of excited-state spin contamination in LR-
TDDFT. Experimental data for the excited states of this species are available
from ionization spectra of neutral formaldehyde [Bawagan 1988] and high-
quality multireference configuration interaction (MRCI) calculated excitation
energies are also available [Bawagan 1988, Bruna 1998]. The ground state of
the cation and excitations into its singly occupied molecular orbital (SOMO)
correspond to principal ionization potentials [one-hole (1h) states], normally
treated in DFT using the ∆SCF method or Slater’s transition orbital ap-
proximation to ∆SCF ionization potentials. However LR-TDDFT also offers
the attractive possibility to be able to treat more complex ionization satel-
lites which involve correlation between 1h states and two-hole/one-particle
(2h1p) states. Table 16.2 shows the results of our TDLDA calculations on the
CH2O+ at the equilibrium geometry of neutral formaldehyde using the two
programs Gaussian03 [Gaussian 2003] and our own version of deMon2k

[deMon2k 2005]. Note that all of the lowest ten excited states are shown.
The main numerical differences between results of the two programs come
from the use of an auxiliary function-based method in deMon2k, not used
in our Gaussian03 calculations. More importantly, Gaussian03 automat-
ically assigns the symmetry representation of each molecular orbital which
this version of deMon2k does not do and deMon2k calculates spin conta-
mination which Gaussian03 does not do. So, between the two programs, we
have a powerful set of tools for assigning TDLDA excited states. Spin con-
tamination is small in this example so that interpretation is straightforward.
In particular, it is immediately seen from the table that ∆〈Ŝ2〉 is close to
either zero or two. The former indicates a doublet excited state. The latter
indicates an unphysical triplet-coupled (TC) excited state which is neither a
doublet nor a quadruplet, but which will ultimately generate a doublet and a
quadruplet when coupled with suitable extended singles (i.e., doubly excited
determinants). In the case of a doublet excited state, we can go further and
distinguish between 1h excited states and 2h1p excited states. Comparison
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Table 16.2. Spin contamination in CH2O
+ excited states. All excited states

are well below the TDLDA ionization threshold (−ε↑HOMO = 15.1 eV, −ε↓HOMO =
18.2 eV). SOMO refers to the singly occupied molecular orbital (spin up HOMO).
TC refers to a triplet = coupled excitation. See the discussion in the text

Excitation Energy (eV) (∆〈Ŝ2〉)
State TDLDAa TDLDAb TDLDA TDAb Assignmentc MRCId

10 9.9685 9.9403 10.0286 2B2

(0.0127) (0.0067) (2bSOMO
2 → 3b2)

9 9.7157 9.7036 9.7862 2B2

(0.0380) (0.0367) (2bSOMO
2 → 3b2,

5a1 → 6a1)

8 8.6708 8.3665 8.5006 TCB2

(2.0046) (1.9834) (5a1 → 6a1)

7 7.9952 7.8765 7.8980 2B1 3.86e, 3.84f

(0.0058) (0.0047) (1b1 → 2bSOMO
2 )

6 7.9510 7.6532 7.7987 TCB2

(1.9870) (1.9619) (5a1 → 6a1)

5 7.5641 7.5623 7.7839 2A2

(0.0061) (0.0050) (5a1 → 2b1)

4 5.4543 5.1002 5.2638 TCA2

(0.0064) (1.9933) (5a1 → 2b1)

3 5.1707 5.0833 5.1678 2A1

(2.0502) (0.0045) (2bSOMO
2 → 6a1)

2 4.7445 4.6046 4.6862 2A1 5.30e, 5.46f

(0.0019) (0.0019) (5a1 → 2bSOMO
2 )

1 2.7014 2.6439 2.6669 2B1 5.78e, 6.46f

(0.0020) (0.0012) (2bSOMO
2 → 2b1)

a
Gaussian03. b

deMon2k. c TDLDA TDA. d Multireference configuration
interaction. e [Bruna 1998]. f [Bawagan 1988].

with experimental data and the results of the MRCI calculations is straight-
forward, at least for some states. States 2 and 7 correspond to principal
ionization potentials while state 1 is a shakeup satellite of state 7. There
is an obvious disagreement between the TDLDA and MRCI assignments of
these excitation energies which comes from an LDA ordering of the cationic
molecular orbitals,

(1a1)2(2a1)2︸ ︷︷ ︸
core

(3a1)2(1b2)2(4a1)2(1b1)2(5a1)2(2b2)1︸ ︷︷ ︸
valence

, (16.23)

which differs from the expected ordering in the neutral [Bawagan 1988],
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(1a1)2(2a1)2︸ ︷︷ ︸
core

(3a1)2(4a1)2(1b2)2(5a1)2(1b1)2(2b2)2︸ ︷︷ ︸
valence

.

On the other hand, it is an open question whether TDLDA and MRCI assign-
ments should agree with each other since they refer to different one-particle
reference systems. Perhaps only the total state symmetry should be taken
into consideration since this is ultimately related to spectroscopic selection
rules. In that case, we might try interchanging the MRCI energies for the
TDLDA states 1 and 7 and numerical agreement between the two types of
calculations, although still imperfect, looks a lot better.

This example is one of the first where a very detailed comparison has been
made between the results of LR-TDDFT and traditional Hartree-Fock-based
calculations for open-shell systems. More of this type of work will have to
be done before we can be ultimately comfortable with using LR-TDDFT for
calculating and assigning the spectra of such systems.

16.4 Beyond the Adiabatic Approximation

It should now be clear that multiple-electron excitations are important for
the proper treatment of the excitations of molecules with open-shell ground
states. However, as emphasized above, adiabatic LR-TDDFT only includes
one-electron excitations (albeit “dressed” to include important electron cor-
relation effects). There is thus a problem. It had been hoped that higher-order
response theory might allow the extraction of two-electron excitations within
the TDDFT adiabatic approximation [Gross 1996], but it is now clear that
this is not the case. In particular, the poles of the dynamic second hyperpolar-
izability are identical to the poles of the dynamic polarizability, [Tretiak 2003]
which is to say the one electron excitations of adiabatic LR-TDDFT. A more
successful strategy has been the spin-flip TDDFT developed by Shao, Head-
Gordon, and Krylov [Shao 2003, Slipchenko 2003] in which extended singles
appear in TDDFT through consideration of perturbations which flip spins.
Unfortunately the treatment is restricted to hybrid functionals and depends
strongly on the coefficient of Hartree-Fock exchange. Wang and Ziegler have
made a potentially major advance by showing that spin-flip TDDFT can
be developed for nonhybrid functionals provided one begins with the non-
collinear formulation of the exchange-correlation potential which arises nat-
urally in the context of relativistic density-functional theory [Wang 2004]. A
more general strategy is to add a non-DFT many-body polarization propa-
gator correction [Casida 2005] and that is briefly described here.

The idea behind the propagator correction approach is the similarity of
the relation,

χ−1(r1, r2;ω) = χ−1
KS(r1, r2;ω) + fHxc(r1, r2;ω) , (16.24)
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which defines the Hartree (Coulomb) and exchange-correlation kernel of LR-
TDDFT and the Bethe-Salpeter equation,

Π−1(r1, r2; r3, r4;ω) = Π−1
KS(r1, r2; r3, r4;ω) + KHxc(r1, r2; r3, r4;ω) ,

(16.25)
which defines the kernel, KHxc, in terms of the polarization propagator, Π.
(See [Onida 2002].) Here we have deliberately chosen the Kohn-Sham orbital
hamiltonian as the zero-order hamiltonian. The main difference between the
two equations is that the TDDFT equation is a two-point equation (involving
only r1 and r2) while the Bethe-Salpeter equation is a four-point equation
(involving r1, r2, r3, and r4). However,

Π(r1, r1; r2, r2;ω) = χ(r1, r2;ω) (16.26a)
ΠKS(r1, r1; r2, r2;ω) = χKS(r1, r2;ω) , (16.26b)

so that we can write that,

fHxc(r1, r2;ω) =
∫

dr3 · · ·
∫

dr9 χ
−1
KS(r1, r3;ω)ΠKS(r3, r3; r4, r5;ω)

×KHxc(r4, r5; r6, r7;ω)Π(r7, r8; r9, r9;ω)χ−1(r9, r2;ω) . (16.27)

This provides a way to calculate the TDDFT kernel from many-body theory,
though it of course does not provide a functional. More importantly it pro-
vides a way to determine a non-DFT many-body nonadiabatic correction to
the adiabatic TDDFT kernel. Thus only,

∆fHxc(ω) = fHxc(ω) − fHxc(0) , (16.28)

need be obtained using the polarization propagator formalism, obtaining
fHxc(0) in the usual way from adiabatic TDDFT. The ultimate usefulness
of this method is yet to be determined but will most likely depend upon
the complexity of the nonadiabatic correction. Some simplifications already
occur because Casida’s equation is a four-point formulation of TDDFT. This
means that it is reasonable to use,

∆KHxc(ω) = KHxc(ω) −KHxc(0) , (16.29)

directly in Casida’s equation. That is what is proposed in [Casida 2005] where
connections are also made with results from Gonze and Scheffler [Gonze 1999],
the “dressed TDDFT” of Maitra, Zhang, Cave, and Burke [Maitra 2004, Cave
2004], and spin-flip TDDFT [Shao 2003, Slipchenko 2003]. It is pointed out
that the grafting of TDDFT and propagator theory is not smooth in the
open-shell case and spin-projectors are recommended to help join the two
formalisms.
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16.5 Conclusion

With a few notable exceptions (atomic term symbols, dissociation of H2, . . . )
quantum chemistry courses place a great deal of emphasis on closed-shell
molecules, undoubtedly because the theory is simpler. However molecules
with open-shell ground states and their spectra are hardly infrequent in na-
ture. DFT and TDDFT offer a tempting toolbox for their study, provided
they are used cautiously by informed users. In practice, this typically means
the use of spin-unrestricted DODS formulations of (TD)DFT. We have tried
to point out two dangers – namely (i) the existance of triplet instabilities
for biradicals and (ii) the lack of explicit multiple excitations in adiabatic
TDDFT.

The first danger means that TDDFT excitation energies are often seri-
ously in error in regions of space where ground and excited potential energy
surfaces come close together. This is where traditional ab initio quantum
chemistry prescribes the use of at least a two determinantal wave function.
One can argue that the Kohn-Sham determinant should be able to handle
even this situation, provided the exchange-correlation functional is exact, but
it is not and the lowest energy solution is typically a symmetry-broken DODS
solution in practice. On the bright side, the occurance of an imaginary triplet
energy in a LR-TDDFT calculation is an indication that there is a problem
with the treatment of the ground state. Less optimistically, LR-TDDFT fails
for calculating excitation energies in these regions of configurational space.
One easy way to reduce this problem is to decouple the excited state prob-
lem from the ground state stability problem by invoking the Tamm-Dancoff
approximation, though only a few programs seem to have this option.

The second danger means that adiabatic TDDFT produces triplet cou-
pled states which, except in the case of molecules with closed-shell ground
states, can be quite unphysical. Moreover too few singlet coupled states are
produced. This means that the wise user of LR-TDDFT for the spectra of
molecules with open-shell ground states should carefully examine the phys-
ical nature of each transition before concluding that it is well-produced by
LR-TDDFT. One aid is to calculate ground and excited state spin conta-
mination. While calculating ground state spin contamination is a common
option in many programs, we know of no common program which allows spin
contamination to be calculated for LR-TDDFT excited states.

In addition to implementing the TDA and calculation of excited state spin
contamination, we have pointed out another promising option for developers.
This is the inclusion of some type of polarization propagator corrections to
account for nonadiabatic effects. The success of this last approach will depend
upon how easy it is to develop simple effective corrections. The work has only
just begun.



17 Atoms and Clusters

J.R. Chelikowsky, Y. Saad, and I. Vasiliev

17.1 Introduction

Historically, optical properties have played a key role in our understanding
of the electronic structure of matter. An obvious example comes from early
studies of the optical excitations in the hydrogen atom, which led to the
development of the quantum theory of electronic states, first by Bohr and
later by Heisenberg and Schrödinger. Indeed, the initial validation of the
quantum theory centered on describing the spectral lines of a hydrogen atom
and later many-electron atoms. This is reflected by the historical spectro-
scopic notation of atomic states by s, p, d and f. The letters refer to the
hydrogen spectral lines characterized as “sharp,” “principal,” “diffuse,” and
“fine,” respectively. This mode of discovery has continued over the last cen-
tury or so. For example, most of our current understanding of the electronic
structure of atoms, molecules and solids comes from examining the optical
and dielectric properties of these systems. As a more recent example, the en-
ergy band structures of semiconductors were first established by using optical
properties as the input for electronic structure calculations [Cohen 1989]. Un-
fortunately, examining optical excitations based on contemporary quantum
mechanical methods can be especially challenging because accurate methods
for structural energies, such as DFT, are often not well suited for excited state
properties. This requires new methods designed for predicting excited states
and new algorithms for implementing them.

In this chapter, we outline some recent advances in computational meth-
ods and their implementation for predicting the optical properties of atoms
and clusters. Our focus is on utilizing the pseudopotential method along
with DFT implemented within LDA as outlined in this text and in the
original literature [Hohenberg 1964, Kohn 1965, Kohn 1983b]. The com-
bination of the LDA and the pseudopotential approach has proved to be
very successful for predicting the structural and cohesive properties of mat-
ter [Chelikowsky 1992, Payne 1992, Pickett 1989, Srivastava 1987]. The
pseudopotential approximation removes the chemically inert core electrons
from the problem, effectively reducing the number of electronic degrees of
freedom in the quantum mechanical equations. Pseudo wave functions are
smoothly varying and can be easily represented within any chosen basis (such
as a plane wave representation) or grid methods (such as finite element or
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finite differences). For localized systems, like molecules or nanoclusters, a di-
rect real-space implementation of this technique is particularly advantageous
[Chelikowsky 1994a, Chelikowsky 1994b, Briggs 1995, Gygi 1995b, Zumbach
1996, Fattebert 2000, Pask 2001, Chelikowsky 2003a]. With this approach,
the Kohn-Sham equation for the electronic states is solved on a real-space
three dimensional grid within a spherical boundary domain. The kinetic en-
ergy operator is approximated by a higher-order finite difference expansion on
the grid points [Fornberg 1994, Smith 1978]. Unlike “supercell” calculations
in momentum space [Andreoni 1990], real-space methods do not produce an
artificial periodicity, and do not impose restrictions on the net charge of the
system.

The pseudopotential approximation is highly accurate and can be further
improved by explicitly including core states. However, implementations of
DFT can be more problematic. In principle, DFT is exact; however, in prac-
tice approximations must be made. One of the most significant limitations
of “conventional” density functional formalism is its inability to deal with
electronic excitations. Within time-independent, or static, DFT, a quantum
mechanical system is described through the ground state electronic charge
density. While this approach can be accurate for the ground state of a many-
electron system, the excited electronic states are not adequately represented
by the static formalism [Gross 1996, Petersilka 1996a]. The inability to de-
scribe excitations severely restricts the range of applications for conventional
density functional methods, since many important physical properties such
as optical absorption and emission, response to time-dependent fields, the
dynamical dielectric function, and the band gap in semiconductors are asso-
ciated with excited states.

Explicit calculations for excited states can present enormous challenges
for theoretical methods. Accurate calculations for excitation energies and ab-
sorption spectra typically require computationally intensive techniques, such
as the configuration interaction method [Saunders 1983, Buenker 1978], quan-
tum Monte Carlo simulations [Bernu 1990, Williamson 2002] or the Green’s
function methods [Sham 1966, Hedin 1965, Hybertsen 1986]. While these
methods describe electronic excitations properly, they are usually limited to
very small systems because of high computational demands.

An alternative approach is to consider methods based on time depen-
dent DFT such as those using TDLDA [Gross 1996, Petersilka 1996a, Casida
1995a, Casida 1996, Vasiliev 1999, Raghavachari 2002, Jaramillo 2000, Hirata
1999b, Yabana 1996, Yabana 1997, Yabana 1999a]. The TDLDA tech-
nique can be viewed as a natural extension of the ground state density-
functional LDA formalism, designed to include the proper representation of
excited states. TDLDA excitation energies of a many-electron system are
usually computed from conventional, time independent Kohn-Sham tran-
sition energies and wave functions. Compared to other theoretical meth-
ods for excited states, the TDLDA technique requires considerably less
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computational effort. Despite its relative simplicity, the TDLDA method in-
corporates screening and relevant correlation effects for electronic excitations
[Gross 1996, Petersilka 1996a, Casida 1995a, Casida 1996]. In this sense,
TDLDA represents a fully ab initio formalism for excited states.

We will review this technique by illustrating computations for transition
energies and optical absorption spectra for several representative systems
such as atoms and atomic clusters. These systems are very useful for testing
optical excitation methods. In the case of atoms, highly accurate experimental
methods can be used to determine the optical spectra. This is not the case
for clusters, which in principle are stable only in isolation. As such, it is very
difficult to measure the properties of clusters without special techniques, e.g.,
examining clusters in atomic or molecular beams, or by embedding them in
an inert matrix. However, this novel state of matter allows one to examine
changes by adding one atom to the system at a time and assessing how the
electronic properties change with size. Our numerical emphasis will be on
real space methods for the ground state electronic structure problem and on
frequency domain methods for the time dependent response of the system.
We note that other methods have been successfully implemented for these
systems and are discussed within this volume and elsewhere [Yabana 1996,
Yabana 1997, Yabana 1999a, Onida 2002].

17.2 Theoretical Methods

The energies and oscillator strengths of optical transitions in many-electron
systems can be obtained by considering the system’s response to an external
perturbation. In the frequency-based TDDFT, the response of the density
matrix to an applied periodic electric field can be used used to derive the
density-functional expression for the dynamic polarizability [Casida 1995a].
The excitation energies Ωq, which correspond to the poles of the dynamic po-
larizability, are obtained from the solution of an eigenvalue problem generate
by the Casida equation [Casida 1995a]:

R̂Fq = Ω2
qFq , (17.1)

where the matrix R̂ is given by

Rijσ,klτ = δi,kδj,lδσ,τω
2
klτ + 2

√
λijσωijσ Kijσ,klτ

√
λklτωklτ . (17.2)

In this equation, the indices i, j, and σ (k, l, and τ) refer to the space
and spin components, respectively, of the unperturbed static Kohn-Sham
orbitals ϕiσ(r), ωijσ = (εjσ −εiσ) are the differences between the eigenvalues
of the single-particle states, λijσ = niσ − njσ are the difference between
their occupation numbers. Atomic units will be used in this chapter, i.e.,
e = � = m = 1. The coupling matrix K̂ in the adiabatic approximation is
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Kijσ,klτ =
∫

d3r

∫
d3r′ ϕ∗

iσ(r)ϕjσ(r)
{

1
|r − r′| + fxc στ (r, r′)

}
ϕkτ (r′)ϕ∗

lτ (r′) , (17.3)

where fxc[n] is the exchange-correlation (xc) kernel of the system and nσ(r) is
the spin density. The oscillator strengths fn, which correspond to the residues
of the dynamic polarizability, are given by

fn =
2
3

∑

α={x,y,z}
|Dα Ŝ1/2 Fn|2 , (17.4)

where Fn are the eigenvectors of (17.1), Sijσ,klτ = δi,kδj,lδσ,τλklτωklτ , and
Dα is the dipole matrix element, Dα, ijσ =

∫
d3r ϕiσ(r)αϕjσ(r), α = {x, y, z}.

The static Kohn-Sham orbitals ϕi,σ(r) and their eigenvalues εi used in (17.1)–
(17.4) are obtained by solving the system of time-independent Kohn-Sham
equations [Chelikowsky 1994a, Chelikowsky 1994b, Vasiliev 2002a]:

{
−∇2

2
+
∑

α

vion(r − Rα) + vH[n](r) + vxc[n](r)

}
ϕiσ(r) = εiϕiσ(r).

(17.5)
The ionic potential of each atom situated at Rα is represented by a pseudopo-
tential vion(r − Rα), which accounts for the interaction with core electrons
and nuclei. The Hartree potential, vH[n](r), describes the electrostatic in-
teractions among valence electrons. The xc potential, vxc[n](r), represents
the non-classical part of the Hamiltonian. The single-electron Kohn-Sham
eigenvalues εi and eigen wave functions ϕiσ(r) in (17.5) pertain to valence
electrons only.

The most computationally demanding part of TDDFT calculations is the
evaluation of the coupling matrix K̂ given by (17.3). However, the computa-
tional cost of the TDDFT response formalism can be substantially reduced if
the integral of (17.3) is split into two parts. The first part represents a dou-
ble integral over 1/|r − r′|. This term can be evaluated by solving a Poisson
equation within the boundary domain [Vasiliev 2002a]. The Poisson equation
method provides approximately an order of magnitude speed-up compared to
the direct summation over grid points. The second part represents a double
integral over fxc. The evaluation of this term is linked to the properties of
the xc functional used in (17.3). If a local functional is employed, the second
term is reduced to a single integral.

Since the exact form of the xc energy functional and its derivatives in
(17.3) and (17.5) are not known, this functional has to be approximated.
One of the simplest and most commonly used approximations for the xc
functional is based on LDA. Within the LDA, the xc energy and potential
functionals are replaced by local functions of the charge density [Kohn 1965]

Exc[n] =
∫

d3r n(r)exc(n(r)), vσ
xc[n](r) =

δ[n(r)exc(n(r))]
δnσ(r)

. (17.6)
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A number of different parametrizations for exc(n) are available in litera-
ture. In this work we employ the Ceperley-Alder xc functional parametrized
by Perdew and Zunger [Ceperley 1980, Perdew 1981]. The Perdew-Zunger
parametrization has been slightly adjusted to guarantee a continuous second
functional derivative of the correlation energy as required in (17.3). There is
a notable issue with the functional form of Ceperley and Alder. Namely, one
might argue on classical grounds that the electronic potential should vary
as −1/r at large distances. However, potentials constructed within the LDA
do not follow such a decay; instead they fall off exponentially. This behav-
ior leads to an electronic potential that compared to the true potential is
too weakly bound and for negative ions even unbound [van Leeuwen 1994].
Atomic systems are well suited for testing this issue and several groups have
attempted to devise new model functionals.

In the scheme introduced by Leeuwen and Baerends (LB94) [van Leeuwen
1994], the asymptotic tail of the LDA potential is corrected by including an
additional term related to the gradient of the charge density

vLB94
xc (r) = vLDA

xc (r) − βn1/3
σ

x2
σ

1 + 3βxσ sinh−1 xσ

, xσ =
|∇nσ|
n

4/3
σ

. (17.7)

Another scheme proposed by Casida and Salahub (ACLDA) [Casida 2000a]
further improves the behavior of the Leeuwen and Baerends potential in the
core region. It replaces the core of this potential with the LDA potential
shifted by the difference between the self-consistent ionization energy calcu-
lated as ELDA−SCF

ion = E
LDA(+1)
total − E

LDA(0)
total and the LDA Kohn-Sham “ion-

ization” threshold, ELDA−KS
ion , defined as the negative value of the energy of

the highest occupied single-electron molecular orbital εLDA
HOMO:

vACLDA
xc (r) = max[vLDA

xc (r)−∆, vLB94
xc (r)]; ∆ = ELDA−SCF

ion −ELDA−KS
ion .

(17.8)
The linear-response time-dependent formalism and the asymptotically

correct LB94 and ACLDA xc functionals can be easily implemented in the
framework of a real space higher-order finite-difference pseudopotential code
[Vasiliev 2004]. Such calculations can be performed on a real-space Cartesian
grid, without the use of explicit basis functions. A common choice of pseudopo-
tentials for this implementation is based on the Troullier-Martins recipe
[Troullier 1991], which can be modified to include the LB94 and ACLDA
functionals.

17.3 Applications to Atoms

A standard method for evaluating the accuracy of excited state methods
is to examine atomic transitions in well known systems such as inert gas
atoms. Because the outer electronic shells of inert gas elements are completely
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Fig. 17.1. Excitation energies for selected inert gas atoms calculated in the frame-
work of the linear response TDDFT formalism combined with the LDA [Ceperley
1980, Perdew 1981], LB94 [van Leeuwen 1994], and ACLDA [Casida 2000a] xc
functionals

filled, these atoms have high excitation and ionization energies. Calculations
based on taking eigenvalue differences using the local density approximations
routinely underestimate the electronic transition energies of inert gas atoms
by ∼30–40% or more [van Leeuwen 1994].

Figure 17.1 illustrates the excitation energies of the inert gas atoms He,
Ne, and Ar using a variety of energy functionals and a comparison to experi-
ment. It is clear from this figure that the TDLDA energies calculated using the
local xc potential without asymptotic corrections substantially underestimate
the experimental values. At the same time, the energies computed on the basis
of the asymptotically accurate LB94 and ACLDA potentials are in excellent
agreement with experiment [Bashkin 1975] and with previous atomic calcula-
tions based on quantum chemistry methods [van Gisbergen 1998, Drake 1996].

17.4 Applications to Clusters

The electronic and structural properties of atomic clusters stand as one of the
outstanding problems in materials physics. Clusters often possess properties
that are characteristic of neither the atomic nor solid state. For example, the
energy levels in atoms may be discrete and well-separated in energy relative
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to kBT . In contrast, solids have a continuum of states (energy bands). Clus-
ters may reside between these limits, i.e., the energy levels may be discrete,
but with a separation much smaller than kBT . The most fundamental issue
in dealing with clusters is the determination of their structure. Before any
accurate theoretical calculations can be performed for a cluster, the atomic
geometry of a system must be defined. However, this can be a formidable
exercise. Serious problems arise from the existence of multiple local minima
in the potential-energy-surface of these systems; many similar structures can
exist with very small energy differences, i.e., differences smaller than kBT .

A convenient method to determine the structure of small or moderate
sized clusters is simulated annealing. Within this technique, atoms are ran-
domly placed within a large cell and allowed to interact at a high (usually
fictitious) temperature. The atoms will sample a large number of configu-
rations. As the system is cooled, the number of high energy configurations
sampled is restricted. If the annealing is done slowly enough, the procedure
should quench out structural candidates for the ground state structures. The
interatomic forces used in the simulation can be found from the Hellmann-
Feynman theorem [Binggeli 1992].

Silicon clusters and hydrogenated silicon clusters have been extensively
examined using this technique [Vasiliev 2001, Vasiliev 2002a, Vasiliev 2002b,
Vasiliev 2002c, Proot 1992, Delerue 1993, Reboredo 2000, Wang 1994, Wang
1993, Baierle 1997, Hill 1995, Öğüt 1997, Garoufalis 2001, Williamson 2002,
Puzder 2003, Delley 1993, Rohlfing 1998b, Grossman 2001]. In particular, as
the silicon clusters become larger they can be compared to quantum dots.
For example, SiH4 (silane), which represents the smallest hydrogenated sili-
con cluster, has often been used in these studies to compare the accuracy of
different computational approaches. The electronic and optical properties of
SiH4 have been calculated by a variety of theoretical methods, including such
computationally intensive techniques as the Bethe-Salpeter equation (BSE)
for the two-particle Green’s function [Benedict 2003, Rohlfing 1998b] and the
quantum Monte Carlo method (QMC) [Grossman 2001]. In contrast to larger
hydrogenated silicon clusters, SiH4 is characterized by a large (∼9 eV) ab-
sorption gap. In this sense, the electronic structure of SiH4 resembles that of
inert gas atoms. It has been shown that the conventional TDLDA formalism
underestimates the excitation energies of SiH4 [Vasiliev 2002a, Vasiliev 2001].
SiH4 is also known to have a negative electron affinity, which additionally
complicates the problem.

The absorption spectra of the silane molecule calculated with the LDA,
ACLDA, and LB94 functionals are shown in Fig. 17.2. The bottom panel of
Fig. 17.2, shows the experimental spectrum of SiH4 [Itoh 1986]. The positions
and the relative intensities of the main absorption peaks in the experimental
spectra are indicated by vertical lines. The assignment of Rydberg transitions
in the experimental spectrum follows the notation of [Itoh 1986].
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Fig. 17.2. Absorption spectra of the silane molecule SiH4. The top three pan-
els show the theoretical spectra computed in the framework of TDDFT. The xc
potential in these calculations is approximated by the LDA, ACLDA, and LB94
functionals, respectively. A Gaussian convolution of 0.1 eV is used to simulate finite
broadening of the calculated spectra. The bottom panel shows the experimental
spectrum of SiH4 adapted from [Itoh 1986]

A comparison of the calculated and experimental excitation energies in-
dicates that the use of asymptotically accurate xc functionals substantially
improves the quality of the theoretical absorption spectrum of SiH4. While
the TDLDA excitation energies are underestimated by (5–10)%, the values
calculated with the LB94 and ACLDA functionals agree with experiment to
within 2% and 4%, respectively. The lowest TDDFT singlet excitation en-
ergy calculated with the LB94 functional is close to the values obtained by
the more computationally intensive BSE (9.0 eV) [Rohlfing 1998b] and QMC
(9.1 eV) [Grossman 2001] methods. The energies of the second and third
absorption peaks in the LB94 absorption spectrum of SiH4 appear to be
in better agreement with experiment than the values obtained in the BSE
calculations.

The main difference between the time independent DFT and time depen-
dent DFT calculations for these systems is a strong blue-shift of the oscillator
strength. This effect can also be documented for other hydrogenated silicon
molecules. In Fig. 17.3, we illustrate the optical spectrum of Si5H12 using
the LDA and weighting each transition by the dipole matrix element. The
threshold for the LDA transition is approximately 5.8 eV, which is the same as
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Fig. 17.3. Calculated optical spectra for Si5H12 using LDA and TDLDA. The
arrow in the TDLDA panel shows the lowest eigenvalue from 17.1. Experiment
shows the measured optical gap as quoted in [Delley 1993]

the TDLDA lowest eigenvalue, Ω0 as determined from 17.1 to within 0.1 eV.
However, the spectrum clearly indicates that significant optical absorption
does not occur until nearly 6.6 eV. This value is consistent with experiment.
For the majority of the hydrogenated clusters (SiH4 being an exception),
the oscillator strength of the first TDLDA transition vanishes. The difference
between the lowest transition and the first allowed optical transition can be
significant. This suggests that TDDFT calculations without regard to the
oscillator strength will not successfully describe the experimental absorption
spectra of these systems.

We can illustrate the utility and generality of this approach by consider-
ing clusters composed of a prototypical free electron metal: sodium. Sodium
clusters have attracted considerable theoretical attention due to their sim-
ple electronic structure [de Heer 1993, Brack 1993, Bonac̆ić-Koutecký 1991]
and the availability of a relatively large body of experimental data [de
Heer 1993, Wang 1990a, Wang 1990b, Wang 1992]. Because of the presence
of delocalized valence electrons, these clusters have low excitation energies.
Despite the “incorrect” asymptotic tail of the LDA potential, the TDLDA
formalism correctly reproduces the main features of the experimental absorp-
tion spectra of small Na clusters [Vasiliev 1999, Vasiliev 2002a]. This suggests
that the theoretical TDDFT spectra of sodium clusters are not sensitive to
the asymptotic behavior of the xc functional.
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Fig. 17.4. Absorption spectra of small sodium clusters. Experimental spectra are
adapted from [Wang 1990a, Wang 1990b]. All theoretical spectra are broadened
using a Gaussian convolution of 0.06 eV

Figure 17.4 shows the calculated and experimental spectra of Na4 and Na8

clusters. A comparison of the calculated spectra indicates that the addition
of the asymptotic correction produces only a slight shift of the low-energy
absorption peaks. The differences between the theoretical excitation energies
calculated with the LDA, LB94, and ACLDA functionals in this range do not
exceed 0.1–0.2 eV. The low energy part of the absorption spectrum of Na4

calculated with the LB94 functional appears to be somewhat less accurate
than the other TDDFT spectra. This can be attributed to a less accurate
behavior of the LB94 potential for transition energies below the ionization
energy. At the same time, Fig. 17.4 shows that the asymptotically correct
ACLDA and LB94 functionals improve the accuracy of the high-energy elec-
tronic transitions in the spectrum of Na4. The spectra computed with the
ACLDA potential demonstrate the best agreement with experiment overall.
This is not surprising, considering that by construction the ACLDA func-
tional has been designed to combine the best characteristics of the LDA and
the LB94 potentials.

The asymptotic tail of the exchange-correlation potential predominantly
affects the outer regions of an atomic cluster or a quantum dot. Consequently,
the influence of asymptotic corrections on the calculated spectra is expected
to disappear in the bulk limit. This can be illustrated by applying the
asymptotically corrected TDDFT formalism to hydrogenated silicon quan-
tum dots. A comparison of TDLDA and asymptotically corrected TDDFT
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spectra for the Si29H36 and Si35H36 dots reveals that the asymptotic cor-
rection has almost no effect on the calculated values of the lower excitation
energies [Vasiliev 2004]. The convergence between the spectra of silicon dots
calculated with and without asymptotic correction can be explained by a
combination of two factors. First, the structures of SinHm clusters become
more crystalline in nature as the cluster size increases. The electronic wave
functions in bulk silicon are, for the most part, determined by the xc po-
tential in the core region not affected by the asymptotic correction. Second,
absorption gaps in silicon quantum dots decrease with increasing dot diameter
[Vasiliev 2001]. Owing to the decreasing gap size, the low-energy transitions
in the spectra of larger SinHm clusters are shifted below the Kohn-Sham
LDA ionization threshold. As a result, the energies of these optical transi-
tions become less sensitive to the asymptotic behavior of the xc potential.
This observation can be confirmed by comparing the spectra of the SiH4

and Si5H12 clusters: The energy of the experimental absorption gap in SiH4

(8.8 eV) [Itoh 1986] is higher than the Kohn-Sham LDA ionization threshold
for this cluster (8.6 eV). The conventional TDLDA method underestimates
the energy of the lowest optical transition for SiH4 (8.2 eV) [Vasiliev 2001].
The TDDFT calculations based on the asymptotically correct ACLDA and
LB94 functionals increase the theoretical energy of this absorption peak to
8.5 and 8.8 eV, respectively, and improve agreement with experiment. In
contrast, the energy of the experimental absorption gap in Si5H12 (6.5 eV)
[Delley 1993] is lower than the Kohn-Sham LDA ionization energy value for
this cluster (7.3 eV) [Vasiliev 2001]. Consequently, the energies of the lowest
dipole-allowed transitions in the spectra of Si5H12 remain practically un-
changed in the TDDFT calculations based on the LDA (6.6 eV), ACLDA
(6.6 eV), and the LB94 (6.7 eV) functionals.

Overall, our results for small clusters and molecules are consistent with
the TDDFT calculations for single atoms. The asymptotic behavior of the
exchange-correlation potential has almost no influence on electronic transi-
tions below the ionization energy. However, the asymptotically correct func-
tionals do improve the quality of the calculated optical spectra above the
ionization energy. The linear response TDDFT formalism combined with
the LB94 and ACLDA potentials correctly describes the spectra of small
localized quantum mechanical systems over a broad range of excitation ener-
gies. Moreover, the asymptotically corrected TDDFT formalism appears to
work equally well for clusters and molecules with different types of chemical
bonding.



18 Semiconductor Nanostructures

C.A. Ullrich

18.1 Introduction

The past decades have witnessed a breathtaking progress in semiconductor
device fabrication techniques, with a relentless trend towards miniaturization.
Nowadays, semiconductor nanostructures of almost any desired design can
be grown with a precision down to a single atomic layer by using epitaxial
methods. To confine, manipulate, and control the charge and spin carriers in
semiconductor nanostructures, one can vary the material or alloy composition
of a sample along the growth direction, which gives rise to quantum wells or
superlattices with sharp interfaces. Gradual changes of alloy composition are
also possible, for example to grow parabolic quantum wells. Free electrons
or holes are supplied by remote or modulation doping (the doping centers
are physically separated from the wells), which leads to systems with very
high mobilities. Finally, the sample is gated, and static electric fields can be
applied. The above methods provide the toolbox used for “band engineering.”
An easy-to-read introduction to band engineering from a historic perspective
is given in the Nobel Lecture by Herbert Kroemer [Kroemer 2001]. Out of the
vast number of textbooks and monographs on semiconductor nanostructures,
the book by Davies is particularly recommended [Davies 1998].

This chapter will be concerned with the electron dynamics in semiconduc-
tor quantum wells and quantum dots. We will assume that these systems are
initially filled with a given number of electrons from remote doping. Starting
from the ground state, the electrons then carry out highly collective, plasmon-
like dynamical processes with energies typically in the infrared, which will be
described using TDDFT in the linear-response regime. This is to be distin-
guished from electronic excitation processes in undoped bulk semiconductors
and nanostructures. In these systems, free carriers or electron-hole pairs are
created by interband optical excitations, typically in the visible range, and
studied using a variety of experimental approaches such as photoluminescence
spectroscopy or ultrafast pump-probe techniques. A full theoretical descrip-
tion of interband excitations is rather involved since it requires detailed input
of the electronic band structure, as well as the long-range Coulomb forces that
are responsible for exciton formation. This will be the subject of Chaps. 19
and 20.

C.A. Ullrich: Semiconductor Nanostructures, Lect. Notes Phys. 706, 271–285 (2006)
DOI 10.1007/3-540-35426-3 18 c© Springer-Verlag Berlin Heidelberg 2006
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18.2 Effective-Mass Approximation for Quantum Wells

Bloch’s theorem tells us that electronic states in the periodic potential of a
perfect crystal have the form of modulated plane waves, ψnq(r) = unq(r)eiqr,
where unq is a lattice-periodic function, with band index n and wavevector q
(disregarding spin, for now). The associated single-particle energies, εnq, can
be computed using standard band structure techniques, which rely heavily on
the symmetry of the perfect crystal. At first sight it appears that the situation
becomes extremely complicated if that symmetry is broken, for example due
to an impurity or in a heterostructure. Paradoxically, the opposite happens:
by making the so-called effective-mass approximation, we can simplify the
problem enormously and arrive at a description of quantum confinement with
relatively minor sacrifices in accuracy. This is due to the fact that, for direct
semiconductors such as GaAs, the valence and conduction bands are parabolic
near the zone center, as shown in Fig. 18.1. The energy dispersion of free
electrons and holes can therefore be described in terms of effective electron
mass (m∗) and hole masses (m∗

hh, m∗
lh, m∗

so), which are usually much smaller
than the free electron mass.

In the following, we will limit our attention to the conduction electrons,
and our goal is to describe the electronic intersubband transitions in a single
GaAs/AlGaAs quantum well (see Fig. 18.1). We assume that the direction of
growth of the quantum well is along the z-axis, and the system is infinitely
extended in the xy plane. The effective-mass approximation then consists in
making the following ansatz for the single-particle states:

so

hh

lh

Eg

Γ q

E(q)

Valence
band 

band 
Conduction

CB lower edge

VB upper edge

z

AlGaAs
barrier

GaAs
well

AlGaAs
barrier

Eg=1.4 eV 

250 meV

200 me V

Fig. 18.1. Left: Band structure of a direct semiconductor around the zone center.
The valence band consists of heavy holes (hh), light holes (lh) and split-off (so)
states. Electrons tend to sink to the bottom of the conduction band, holes float
on top of the valence band. Right: Electronic levels and optical transitions in a
GaAs/AlGaAs quantum well. Interband transitions have energies of the order of
the band gap Eg. Intersubband transitions have much lower energies, in the range
of 10–100meV



18 Semiconductor Nanostructures 273

ψjq‖(r) =
1√
A

eiq‖r‖ϕjq‖(z) , (18.1)

where r‖ = (x, y) and q‖ = (qx, qy) are the in-plane position and wavevec-
tor. Notice that we have dropped the band index n, since we consider only
conduction band states, and we have introduced the subband index j. The
envelope functions ϕjq‖(z) follow from a one-dimensional (1D) KS equation:

{
− d

dz
�

2

2m∗(z)
d
dz

+
�

2q2
‖

2m∗(z)
+ vKS(z)

}
ϕjq‖(z) = Ejq‖ϕjq‖(z) , (18.2)

where m∗(z) accounts for the different effective masses in the well and barrier
materials. The peculiar form of the kinetic energy operator ensures conserva-
tion of current at the interfaces [Davies 1998]. Often, however, one can ignore
the z-dependence of m∗, and simply use the effective mass of the well through-
out. This is justified since the subband wavefunctions do not penetrate much
into the barrier, and the effective masses of GaAs and Al0.3Ga0.7As are not
that different anyway. In that case, (18.2) becomes

{
− �

2

2m∗
d2

dz2
+ vKS(z)

}
ϕj(z) = εjϕj(z) , (18.3)

i.e., the envelope functions are independent of q‖, and the subband energy
dispersions are parabolic:

Ejq‖ = εj +
�

2q2
‖

2m∗ . (18.4)

As usual, the effective potential is given by vKS(z) = vconf(z)+vH(z)+vxc(z).
Here, vconf is the bare confining potential of the quantum well, typically a
square well potential plus a linear potential due to an electric field. The
Hartree potential follows from Poisson’s equation, d2vH/dz2 = −4πe∗2n(z),
where the effective electronic charge e∗ = e/

√
ε accounts for dielectric screen-

ing with static dielectric constant ε. Integration of Poisson’s equation gives

vH(z) = −2πe∗2
∫

dz′ |z − z′|n(z′) . (18.5)

For the xc potential, we use the LDA (one wouldn’t gain too much from
more sophisticated xc functionals, in view of the rather drastic effective-mass
approximation):

vxc(z) =
dn̄ehom

xc (n̄)
dn̄

∣∣∣∣
n̄=n(z)

. (18.6)

Finally, the ground-state density n(z) is obtained as

n(z) = 2
∑

j,q‖

|ϕj(z)|2 θ(EF − Ejq‖) =
m∗

π�2

∑

j
εj<EF

|ϕj(z)|2 (EF − εj) . (18.7)
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The conduction band Fermi energy EF is determined by normalization:

Ns =
∫

dz n(z) =
m∗

π�2

[
EFNocc +

occ∑

j=1

εj

]
, (18.8)

where Nocc is the number of occupied subband levels, and we assume the
ϕj ’s to be normalized to one. Ns is the sheet density, i.e., the number of
conduction electrons per unit area introduced by remote doping (typically,
Ns∼1010−1011 cm−2). Figure 18.2 shows a characteristic example of a narrow
quantum well containing three bound subband levels.

ε3

ε2

ε1

k = 0

k 0>

q‖

Ejq‖

EF

Fig. 18.2. Subband envelope functions and energy dispersions (18.4) in a narrow
quantum well. In this example, only the lowest subband is occupied, as indicated
by the conduction band Fermi level EF . Intersubband transitions may occur with
zero and finite momentum transfer k‖

Equations (18.3)–(18.8) constitute the most elementary DFT approach to
describe the self-consistent subband structure in a quantum well, and are in
fact quite accurate for the widely studied GaAs/AlGaAs systems. There are,
however, situations where one needs to do better than this, for example, in
materials with a smaller band gap such as InAs/AlSb. A powerful method to
calculate the electronic structure in semiconductors close to the band extrema
is the so-called k · p or Kane approach [Kane 1957], where one expands in
terms of a basis of valence and conduction band states at the zone center, in-
cluding some semi-empirical parameters to get the correct band gap. We will
not discuss any technical details here (see, e.g., [Davies 1998, Bastard 1988]),
but we point out two main consequences emerging from a more rigorous
treatment:

1. The subband energy dispersions deviate from parabolicity, due to an
energy dependence of the effective mass. The bands are also warped to
some extent, although this effect is much stronger for the valence bands.
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2. In the presence of spin-orbit coupling, spin is no longer a good quan-
tum number. For systems without inversion symmetry, the quantum well
subbands acquire a q‖-dependent spin splitting.

18.3 Intersubband Dynamics in Quantum Wells

The THz frequency regime is scientifically rich, but despite recent progress
it is technologically still underdeveloped [Liu 2000]. Subband spacings in
typical III-V quantum wells are of the order of a few tens of meV. Since a
photon energy of 10 meV corresponds to a frequency of 2.4 THz, intersubband
(ISB) transitions in quantum wells appear as natural candidates for device
applications to fill the “terahertz gap” in the electromagnetic spectrum.

18.3.1 TDDFT Response Theory and Plasmon Dispersions

The fundamental coupling mechanism between electromagnetic waves and
carriers in a doped quantum well is through a collective excitation, the so-
called ISB plasmon. To date, most applications of TDDFT linear response
theory in quantum wells have been concerned with calculating ISB plasmon
dispersions and linewidths [Bloss 1989, Jogai 1991, Ryan 1991, Dobson 1992,
Marmorkos 1993, Ullrich 1998, Ullrich 2001, Ullrich 2002b]. Due to its highly
collective nature, and since the dynamics is essentially 1D, ISB plasmons
in quantum wells are an ideal testing ground for new TDDFT approaches.
We will begin by discussing the TDDFT linear response formalism within
the ALDA. Since our quantum wells are translationally invariant in the xy
plane, we write the TDDFT linear spin-density response equation as follows:

δnσ(k‖, z, ω) =
∑

σ′

∫
dz′ χKS

σσ′(k‖, z, z
′, ω)δvKS σ′(k‖, z

′, ω) . (18.9)

The Kohn-Sham response function is diagonal in the spins and given by

χKS
σσ′(k‖, z, z

′, ω) = δσσ′

occ∑

µ=1

∞∑

ν=1

Fµν(k‖, ω)ϕµ(z)ϕν(z)ϕµ(z′)ϕν(z′) , (18.10)

where the envelope functions ϕµ(z) follow from (18.3), and

Fµν(k‖, ω) =
∫

d2q‖
(2π)2

[
θ(EF − Eµq‖)

�ω − �Ωνµ
k‖,q‖

+ iη
−

θ(EF − Eµq‖)
�ω + �Ωνµ

k‖,q‖
+ iη

]
(18.11)

is essentially the 2D Lindhard function, with η a positive infinitesimal and

�Ωνµ
k‖,q‖

= εν − εµ +
�

2

m∗

(
k‖ · q‖ + k2

‖/2
)

. (18.12)
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The q‖-integral in (18.11) can be carried out analytically for all k‖ [Eguiluz
1985]. The linearized effective potential is given by δvKS σ = δvext σ + δvH σ +
δvxc σ, where

δvH σ(k‖, z, ω) =
2πe∗2

k‖

∑

σ′

∫
dz′ e−k‖|z−z′|δnσ′(k‖, z

′, ω) , (18.13a)

δvxc σ(k‖, z, ω) =
∑

σ′

∫
dz′ fALDA

xc,σσ′ (z, z′, ω)δnσ′(k‖, z
′, ω) , (18.13b)

and we choose the following external perturbation:

δvext σ(k‖, z, ω) = S±
σ eE0ek‖z , (18.14)

which can be made to couple to the ISB charge or spin plasmons by using
S±

σ = δσ,↑±δσ,↓, respectively. Having solved the response equation (18.9) self-
consistently, we calculate the so-called reflection amplitude [Dobson 1992],

R(k‖, ω) =
∑

σ

S±
σ

∫
dz ek‖zδnσ(k‖, z, ω) , (18.15)

from which we obtain the absorption cross section

σ(k‖, ω) = − 2ω
eE0k2

‖
�R(k‖, ω) . (18.16)

Of particular interest is the case of zero-momentum transfer (Fig. 18.2), where

Fµν(0, ω) =
(EF − εµ)m∗

2π�2

[
1

�ω − εν + εµ + iη
− 1

�ω + εν − εµ + iη

]
.

(18.17)
In this case, the external perturbation reduces to the usual dipole approxi-
mation for linearly polarized electromagnetic waves, δvext σ(z, ω) = S±

σ eE0z,
and the photoabsorption cross section becomes

σ(ω) = − 2ω
eE0

�
∑

σ

S±
σ

∫
dz z δnσ(z, ω) . (18.18)

ISB (as well as intrasubband) plasmons correspond to peaks in σ(k‖, ω).
Figure 18.3 shows the spectrum of excitations for a 40 nm GaAs/Al0.3Ga0.7

As square quantum well with Ns = 1011 cm−2, where only the lowest subband
is occupied in the ground state. The shaded areas represent the regions of
incoherent particle-hole excitations (Landau damping), which arise from the
poles of the KS response function where ω = Ωνµ

k‖,q‖
[see (18.11) and (18.12)].

Comparison with Fig. 18.2 shows that all vertical (k‖ = 0) single-particle
ISB excitations have the same energy, ω = ε2 − ε1 ≡ ω21. At finite k‖, ISB
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Fig. 18.3. ISB charge- and spin-plasmon dispersions in a 40 nm GaAs/AlGaAs
quantum well, Ωc
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ISB. The shaded region indicates Landau damping

single-particle excitations with different energy are possible, which accounts
for the opening up of the Landau damping region.

The plasmon excitations are separated from the Landau damping region.
We can use the so-called small-matrix approximation of TDDFT linear re-
sponse theory [Appel 2003] to solve the response equation analytically. Keep-
ing only those terms that contain the first and second subband in the KS
response function, we have, for k‖ = 0,

χKS
σσ′(z, z′, ω) ≈ Nsδσσ′

[
1

ω − ω21
− 1

ω + ω21

]
ϕ1(z)ϕ2(z)ϕ1(z′)ϕ2(z′) .

(18.19)
Defining

Kσσ′ =
Ns

2

∫
dz
∫

dz′
[
−2πe∗2|z−z′|+fALDA

xc,σσ′ (z, z′)
]
ϕ1(z)ϕ2(z)ϕ1(z′)ϕ2(z′) ,

(18.20)
we get the ISB plasmon frequencies

Ωc,s
ISB =

√
ω2

21 + 2ω21(K↑↑ ±K↑↓) . (18.21)

The Hartree contribution in Kσσ′ is known as “depolarization shift” [Allen
1976], and the xc contribution is sometimes (somewhat misleadingly) called
“excitonic shift”. The Hartree part always induces an up-shift of the plasmon
frequency with respect to ω21, and the xc part gives a smaller down-shift. In
Ωc

ISB, the positive shift dominates, but for the spin plasmon the Hartree parts
cancel out in (18.21) and Ωs

ISB is redshifted (see Fig. 18.3). This is a remark-
able result: the existence of the ISB spin plasmon is purely a consequence of
fxc,σσ′ .
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Experimental evidence for plasmon excitations in quantum wells can be
obtained in several ways [Helm 2000]. Inelastic light scattering techniques
[Pinczuk 1989] produce signals for charge and spin plasmons and even for the
incoherent single-particle excitations. Infrared photoabsorption spectroscopy
[Williams 2001] is quantitatively somewhat more accurate, but allows one
only to see the charge plasmons. In general, however, the quantitative and
qualitative agreement with TDDFT linear response results is very good, lim-
ited mainly by the crudeness of the effective-mass approximation.

Things become obviously more complicated if one goes beyond the simple
effective-mass approximation and includes, for example, band nonparabol-
icity. It turns out that the plasmons are remarkably robust, due to their
collective nature. For example, while the single-particle spectrum becomes
strongly broadened for nonparabolic subbands, the ISB plasmons are still
sharp lines [Warburton 1996]. In quantum wells with inversion asymmetry
and spin-orbit coupling, which may exhibit the so-called Rashba or Dressel-
haus effects, the spin plasmon dispersion is predicted to have an anisotropic
splitting [Ullrich 2002c, Ullrich 2003].

18.3.2 ISB Plasmon Linewidth

ISB transitions are the basis for various THz devices such as detectors and
sources of coherent radiation [Liu 2000]. The optical properties of such de-
vices are determined mainly by the frequency of the ISB excitations, but
also by their linewidth, e.g., the spectral resolution of a detector. In prac-
tice, the linewidth arises from a complex interplay of a variety of scattering
mechanisms:

• intrinsic damping mechanisms exist even in a perfect device, such as
electron-phonon scattering and electronic many-body effects;

• extrinsic damping mechanisms are caused by disorder, such as impurity
or interface roughness scattering.

A general microscopic theory of dissipation should include all these mech-
anisms on an equal footing, clearly a very complicated task. TDDFT is
beginning to emerge as an interesting alternative to traditional approaches
for dissipative quantum dynamics such as non-equilibrium Green’s functions
[Haug 1996]. In the following, we limit the discussion to wide quantum wells,
where the ISB plasmon frequency is below the LO phonon frequency of GaAs
(35.6 meV) so that phonon scattering can be ignored. We will also ignore spin.

In Chap. 5, it was discussed how one can go beyond the ALDA and
construct a frequency-dependent and local xc vector potential [Vignale 1996,
Vignale 1997]:

iωδaxc,j(r, ω) = ∇j δv
ALDA
xc (r, ω) − 1

n(r)

∑

k

∇k σxc, jk(r, ω) , (18.22)
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Table 18.1. ISB plasmon frequency Ω and linewidth Γ (in meV) of single and
double GaAs/AlGaAs quantum wells [Ullrich 1998], with fhom

xc from [Gross 1985]a

and [Nifos̀ı 1998]b

ALDA GKa GKb VUCa VUCb Exp.

Ω (single) 10.25 10.63 10.23 10.31 10.24 10.7

Γ (single) 0.683 0.655 0.128 0.104 0.53

Ω (double) 13.85 14.24 13.88 20.64 12.55 14.6

Γ (double) 1.00 0.403 8.55 4.15 1.17

where the xc viscoelastic stress tensor σxc depends on the velocity field u =
δj/n. Since quantum wells are quasi-1D systems, we can convert this into a
scalar potential (for ISB excitations with k‖ = 0), by using

δj(z, ω) = iω
∫ z

−∞
dz′ δn(z′, ω) , δvxc(z, ω) = iω

∫ z

−∞
dz′ δaxc(z′, ω) .

(18.23)
We only need the zz component of the viscoelastic stress tensor:

σxc, zz(z, ω) =
(
ζxc +

4
3
ηxc

)
∂u(z, ω)

∂z
, (18.24)

where

ζxc +
4
3
ηxc = −n2

iω

[
fhom
xc (n, ω) − d2nehom

xc

dn2

]

n=n(z)

≡ −n2

iω
fdyn
xc (z, ω) .

(18.25)
With this, we can derive an explicit expression for the linearized xc potential
which directly shows the non-local dependence on the density response δn:

δvxc(z, ω) = fhom
xc (z, ω) δn(z, ω) − n′(z)

n(z)
fdyn
xc (z, ω)

∫ z

−∞
dz′′ δn(z′′, ω)

−
∫ ∞

z

dz′
n′(z′)
n(z′)

fdyn
xc (z′, ω)

{
δn(z′, ω) − n′(z′)

n(z′)

∫ z′

−∞
dz′′ δn(z′′, ω)

}
.

(18.26)

The first term on the right-hand side of (18.26) is the Gross-Kohn (GK) ap-
proximation [Gross 1985]. The other terms are needed to satisfy both the har-
monic potential theorem as well as Onsager’s reciprocity theorem, i.e., sym-
metry under interchange of z and z′ of the associated xc kernel fxc(z, z′, ω).

The performance of the non-adiabatic xc potential was analyzed in detail
in [Ullrich 1998]. Table 18.1 shows results for a 384 Å single quantum well
and an asymmetric double quantum well (85 Å and 73 Å wells, 23 Å barrier),
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comparing ALDA, GK and (18.26), named VUC after the authors of [Vignale
1997]. For the single well, all functionals give plasmon frequencies close to
experiment. The VUC linewidth Γ is smaller than the experimental value,
as it should be, since disorder is not included. GK, on the other hand, leads
to overdamping. For the double quantum well, VUC runs into problems.
The analysis of [Ullrich 1998] shows that this is due to a breakdown of the
hydrodynamical approach, caused by the presence of the tunnelling barrier.

For sufficiently “hydrodynamic” cases, the non-adiabatic corrections to
ΩALDA are thus relatively small. Similar conclusions were found in a recent
study of atomic excitations [Ullrich 2004]. Generalizing the small-matrix ap-
proximation (18.21), one finds a simple expression for the frequency shift and
linewidth:

Ω ≈ ΩALDA +
�Ėdiss

2ΩALDA
− i

�Ėdiss

2ΩALDA
, (18.27)

where the average rate of energy dissipation is given by

Ėdiss = −Ns

2

∫
dz σxc, zz(z, ω)

∂u(z, ω)
∂z

, (18.28)

following a similar expression in classical fluid dynamics [Landau 1987].
To arrive at a more realistic picture, extrinsic damping must be included.

A TDDFT linear response approach for weakly disordered systems has re-
cently been put forward [Ullrich 2001, Ullrich 2002b]. The basic idea is to treat
extrinsic scattering through the so-called memory function formalism, which
is a generalization of Mermin’s relaxation time approximation [Mermin 1970]:

χτ
0(q, ω)−1 =

ω

ω + i/τ
χ0(q, ω + i/τ)−1 +

i/τ
ω + i/τ

χ0(q, 0)−1 . (18.29)

Here, χ0 and χτ
0 are the Lindhard functions for a homogeneous electron gas

with and without disorder. In [Ullrich 2001, Ullrich 2002b], the phenomeno-
logical scattering time τ is replaced by the memory function M(q, ω), which
accounts for extrinsic damping (interface roughness and charged impurities)
via microscopic disorder scattering potentials. By replacing χ0 with the full
TDDFT response function, intrinsic dissipation enters through non-adiabatic
xc effects. For the case of ISB plasmons in quantum wells, (18.29) is further
modified to account for the inhomogeneity in the z-direction.

Figure 18.4 shows TDDFT ISB plasmon frequencies and linewidths com-
pared with experimental data [Williams 2001]. Under the influence of a static
electric field, the ISB plasmon frequency Ω exhibits a quadratic Stark effect,
but only TDDFT describes correctly the crossing of the Ω-curves for dif-
ferent values of Ns. The bottom right panel of Fig. 18.4 shows the intrinsic
plasmon linewidth due to the non-adiabatic xc effects discussed above. We
see that these effects make a non-negligible contribution (up to 30% of the
experimental linewidth, for large Ns and small field). Good agreement with



18 Semiconductor Nanostructures 281

8

10

12

14

16

18

20

22
Pl

as
m

on
 E

ne
rg

y 
(m

eV
)

8

10

12

14

16

18

20

Pl
as

m
on

 E
ne

rg
y 

(m
eV

)

6

8

10

12

14

16

18

20

-2 -1.5 -1 -0.5 0 0.5 1

Su
bb

an
d 

Sp
lit

tin
g 

(m
eV

)

Electric Field (mV/nm)

Ns = 1.3

Ns = 0.05

single-particle

TDDFT

0

0.2

0.4

0.6

0.8

1

L
in

ew
id

th
 (

m
eV

)

0

0.2

0.4

0.6

0.8

L
in

ew
id

th
 (

m
eV

)

0

0.2

0.4

0.6

0.8

-2 -1.5 -1 -0.5 0 0.5 1

L
in

ew
id

th
 (

m
eV

)

Electric Field (mV/nm)

Ns = 1.3

Ns = 0.05

intrinsic + extrinsic

intrinsic damping only

Fig. 18.4. Plasmon frequencies and linewidths in a 40 nm GaAs/AlGaAs quan-
tum well, with Ns between 0.05 and 1.3 × 1011 cm−2. The electric field “tilts” the
quantum well and pushes the electrons more towards an interface

experiment is achieved through the dominant contribution of interface rough-
ness scattering.

We finally mention that first applications of TDDFT to ultrafast, nonlin-
ear ISB dynamics are beginning to emerge. In that case, dissipation can be
treated phenomenologically within a density-matrix framework [Wijewardane
2004], or arises from xc memory effects through a nonlinear generalization of
(18.22) [Wijewardane 2005].

18.4 Quantum Dots

Over the past 20 years, semiconductor quantum dots or “artificial atoms”
have been intensely studied, and have become one of the most fascinating
and innovative branches of nanoscale science and technology (for reviews,
see e.g., [Ashoori 1996, Jacak 1998, Reimann 2002]). Practical applications
of quantum dots span a wide range. Many technologies are already available
or currently under development, such as quantum dot lasers or sensors for
infrared vision or biological imaging. The use of quantum dots as qubits ap-
pears to be a promising avenue toward a scalable architecture for quantum
computing. However, quantum dots are also of great fundamental interest,
since one can manipulate the number of particles and their interactions to



282 C.A. Ullrich

a much larger degree than in atoms and molecules. The electronic structure
of quantum dots has been the subject of many theoretical and experimental
studies, using transport and optical techniques such as addition and tunnel-
ing spectroscopy, or single-dot Raman and photoluminescence spectroscopy.
Quantum dots have been found to exhibit a variety of interesting and exotic
phenomena such as ground states with spin-density waves and persistent cur-
rents, or quantum Hall edge states. TDDFT has been used to study collective
excitations in quantum dots, and we will review some of the work here.

18.4.1 Electronic Structure of Quantum Dots

There are many ways to fabricate semiconductor quantum dots: lateral con-
finement in a 2D electron gas by electrostatic gates, creating nanosize pillars
by mesa-etching techniques, or self-assembly during epitaxial growth. These
techniques produce quantum dots with shapes ranging from flat disks or pan-
cakes to lens-shaped or pyramidal (we will not discuss spherical quantum dots
or nanocrystals here [Chelikowsky 2003b], which fall more properly in the do-
main of clusters, see Chap. 17). Many aspects of the physics of quantum dots
can be qualitatively understood using the simple model of non-interacting
conduction electrons confined in a 2D parabolic potential, described by the
Hamiltonian

H =
�

2

2m∗

(
p − e

c
Aext

)2

+
1
2
m∗ω2

0r
2 . (18.30)

In cylindrical coordinates, the external vector potential Aext(r, φ) = 1
2Breφ

is associated with a uniform magnetic field B perpendicular to the dot, with
cyclotron frequency ωc = eB/m∗c. The Hamiltonian (18.30) can be exactly
diagonalized, resulting in the so-called Fock-Darwin spectrum (see Fig. 18.5):

Enl = (2n + |l| + 1)�

√
ω2

0 +
ω2

c

4
− �ωc

2
l . (18.31)

For large magnetic fields, the Enl energy levels form so-called Landau bands
[Reimann 2002]. Here n and l are the principal and azimuthal quantum num-
ber, and we have ignored the small Zeeman splitting. The Fock-Darwin spec-
trum exhibits an atomic-like shell structure, with “magic” electron numbers
2, 6, 12, 20, . . .

More realistic models for the electronic structure of quantum dots are
obtained along several lines. For example, instead of a circularly symmet-
ric parabolic confining potential, one may consider elliptic deformations
[Hirose 1999, Hirose 2004], or electrostatic potentials associated with (possi-
bly non-circular) 2D jellium disks of uniform charge density [Ullrich 2000a].
Much work has been done going beyond the effective-mass approximation, for
example including spin-orbit coupling [Voskoboynikov 2001, Governale 2002]
or using the k · p approximation, including strain [Pryor 1997, Pryor 1998].

Electron interactions can be treated with exact diagonalization [Maksym
1990, Pfannkuche 1993], but only for �10 electrons. We use current-DFT
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Fig. 18.5. Left: Fock-Darwin spectrum (18.31) of a parabolic quantum dot with
ω0 = 46.8 meV and InAs material parameters. Right: associated collective exci-
tations (lines). The points are for a non-circular, non-parabolic two-electron dot
[Ullrich 2000a]

(CDFT) [Vignale 1987, Vignale 1988, Ferconi 1994, Steffens 1998, Pi 1998]
to calculate the electronic structure in the presence of magnetic fields. For
2D systems with circular symmetry, we write the KS orbitals as ϕjlσ(r) =
e−ilφϕ̃jlσ(r), where the radial functions satisfy the following equation:

{
− �

2

2m∗

(
d2

dr2
+

1
r

d
dr

− l2

r2

)
− e�lB

2m∗c
+

e2B2r2

8m∗c2
+

1
2
g∗µBBσ

− e�l

m∗c

Axc σ(r)
r

+ vdot(r) + vH(r) + vxc σ(r)
}
ϕ̃jlσ(r) = εjlσ ϕ̃jlσ(r)

(18.32)

where vdot(r) is the bare confining dot potential. It has been shown [Ferconi
1994] that CDFT ground-state energies of two- and three-electron dots agree
to within �3% with exact-diagonalization results over a wide range of mag-
netic fields.

18.4.2 Collective Excitations: Kohn’s Theorem and Beyond

Collective excitations in quantum dots have been experimentally observed
using FIR absorption [Sikorski 1989, Demel 1990] and inelastic light scatter-
ing [Strenz 1994, Schüller 1996]. According to the generalized Kohn’s the-
orem [Kohn 1961, Brey 1989, Yip 1991], in parabolically confined systems
the only possible dipole excitation is the center-of-mass mode, independent
of electron interactions. In a magnetic field, this results in the two modes
ω± =

√
ω2

0 + ω2
c/4 ± ωc/2 shown in Fig. 18.5. The influence of electron in-

teraction on the charge-density mode spectrum can thus only be observed
for anharmonic confinement. Figure 18.6 shows a comparison between exper-
iment [Fricke 1996] and TDDFT linear response theory [Ullrich 2000a] for
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Fig. 18.6. Collective excitations of self-assembled InAs quantum dots with up
to N = 6 electrons at B = 12 T. Left: FIR data [Fricke 1996]; Right: TDDFT
calculation [Ullrich 2000a]. The open symbols are excitations which become dipole-
allowed for non-circular deformations

InAs self-assembled quantum dots embedded in GaAs. The number of elec-
trons in the dots was varied between 1 ≤ N ≤ 6. For one and two electrons,
one sees the two modes ω± as expected, but for N > 2, additional peaks show
up. The origin of the mode splitting is twofold: (i) due to the finite size of
the dots, the confining potential is not parabolic; (ii) due to strain, the dots
have a non-circular deformation. Only by including both effects, the threefold
splitting of the ω+ mode is reproduced. The agreement between theory and
experiment is not perfect since the 2D calculation ignores the finite height of
the dots and the presence of the wetting layer continuum.

TDDFT calculations of the electron dynamics in quantum dots have been
performed by several groups. Hirose et al. [Hirose 2004] obtained excitation
energies of closed-shell elliptic quantum dots without magnetic fields. A sys-
tematic effort to explore the collective electron dynamics in quantum dots
and related nanostructures was carried out by Serra, Lipparini and cowork-
ers [Serra 1997, Lipparini 1998, Serra 1999a, Lipparini 1999, Barranco 2000,
Serra 1999b, Emperador 1999, Vaĺın-Rodŕıguez 2000, Puente 2001, Puente
1999, Serra 1999c, Vaĺın-Rodŕıguez 2001b, Lipparini 2002, Serra 2003a, Vaĺın-
Rodŕıguez 2001a, Vaĺın-Rodŕıguez 2002, Serra 2003b]. They studied a va-
riety of charge- and spin-density excitations (both longitudinal and trans-
verse) in circular dots [Serra 1997, Lipparini 1998, Serra 1999a, Lipparini
1999, Barranco 2000, Serra 1999b], quantum rings [Emperador 1999, Vaĺın-
Rodŕıguez 2000, Puente 2001], deformed dots of various shapes [Puente 1999,
Serra 1999c, Vaĺın-Rodŕıguez 2001b, Lipparini 2002, Serra 2003a], and quan-
tum-dot molecules [Vaĺın-Rodŕıguez 2001a]. Collective modes in the pres-
ence of spin-orbit coupling were also considered [Vaĺın-Rodŕıguez 2002, Serra
2003b]. All calculations were carried out using the adiabatic approximation
for xc.

To conclude: in addition to their technological significance, semiconductor
quantum dots offer many opportunities to study the behavior of confined,
interacting electron systems. Just like real atoms, they have discrete shell
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structures; however, the effects of magnetic fields and spin-orbit coupling are
orders of magnitude stronger. Furthermore, since the confining potential is
rather smooth, the electron dynamics is highly collective. From the TDDFT
viewpoint, the electronic dynamics of semiconductor nanostructures thus pro-
vides a wealth of phenomena that still remain to be fully explored.
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19 Solids from Time-Dependent Current DFT

P.L. de Boeij

19.1 Introduction

The description of the ground state of crystalline systems within density
functional theory, and of their response to external fields within the time-
dependent version of this theory, relies heavily on the use of periodic bound-
ary conditions. As a model for the bulk part of the system one considers a
large region containing N elementary unit cells. Then, while imposing con-
straints that ensure the single-valuedness and periodicity of the wave function
at the boundary, one considers the limit of infinite N to derive properties for
the macroscopic samples. In this treatment, one implicitly assumes that the
Hohenberg-Kohn theorem [Hohenberg 1964] and the Kohn-Sham approach
[Kohn 1965], and their time-dependent equivalents derived by Runge and
Gross [Runge 1984], apply separately to the bulk part of the system. This
implies that effects caused by density changes at the outer surface, which are
artificially removed in this periodic boundary approach, can be neglected.
However, this can not be justified as these effects are real. For example,
when a real system is perturbed by an external electric field, there will be a
macroscopic response: a current density will (momentarily) be induced in the
bulk with a nonzero average. By virtue of the continuity relation, this uniform
component corresponds to a density change at the outer surface, but not to a
density change inside the bulk. The density change at the surface gives rise to
a macroscopic screening field, which can not be described as a functional of
the bulk density alone [Gonze 1995b, Gonze 1997b]. Implicit in the periodic
boundary treatment of the density functional approach is therefore that the
system remains macroscopically unpolarized: charges at the surfaces should
be compensated and no uniform external field may be present. While these
conditions can be met for the ground-state description, similar assumptions
may become problematic in the time-dependent case, where charge may be
exchanged between surface and bulk regions, and where the bulk may become
polarized. For isotropic systems some of these difficulties can be circumvented
within the density functional approach by making use of the relation between
the density-density response function and the trace of the current-current
response function [Onida 2002, Kim 2002b, Kim 2002a, Nozières 1999]. How-
ever, for anisotropic materials this relation does not provide enough informa-
tion to extract all components of the screening field. The induced polarization
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can of course be described as functional of the current density in the bulk.
This is the first reason to consider the use of the periodic boundary approach
within the framework of time-dependent current density functional theory
(TDCDFT). In this approach, the particle density is replaced by the particle
current density as the fundamental quantity [Vignale 1996, Gross 1996] (see
Chap. 5), which is allowed based on the observation by Ghosh and Dhara
[Dhara 1987, Ghosh 1988] that the Runge-Gross theorems can be extended
to systems subjected to general time-dependent electromagnetic fields. An
additional bonus is that, within this more general treatment, we can look at
the response to transverse fields. In the traditional density formulation, only
the response to longitudinal fields can be considered, since only purely longi-
tudinal fields can be described by the scalar potentials entering this theory.

There is a second important reason to consider using the current for-
mulation for extended systems. While TDDFT is mostly used within the
adiabatic local density approximation (ALDA), it has become clear that in
extended systems nonlocal exchange-correlation effects can be very impor-
tant [Kim 2002b, Kim 2002a, Sottile 2003, Adragna 2003]. In TDCDFT an
approach to go beyond the ALDA is possible if one includes such long range
exchange-correlation effects in the effective vector potential Axc(r, t). Vignale
and Kohn [Vignale 1996, Vignale 1998] derived such a form by studying the
dynamic response of a weakly inhomogeneous electron gas. They showed that
in first order a dynamical exchange-correlation functional can be formulated
in terms of the current density that is nonlocal in time but still local in space.
Van Faassen et al. [van Faassen 2002, van Faassen 2003a] indeed showed that
the inclusion of the Vignale-Kohn functional in TDCDFT calculations gives
greatly improved polarizabilities for π-conjugated polymers in which similar
surface effects occur [van Gisbergen 1999b].

In this chapter we show how intrinsic, i.e., material properties, can be
obtained and how extrinsic, i.e., size and shape dependent effects, can effec-
tively be removed from the computational scheme. The result of this analysis
is that a macroscopic component of the current-density appears as an extra
degree of freedom, which is not uniquely fixed by the lattice periodic density.
A natural way to treat the periodic systems is now obtained by changing
the basic dynamical variable from the time-dependent density to the induced
current-density. Observable quantities, like for instance the induced macro-
scopic polarization, can then be given in closed form as current functionals.
The response to both longitudinal and transverse fields is treated in this
unified approach. We will give the linear response formulation for the result-
ing time-dependent Kohn-Sham system, and show how (non)-adiabatic den-
sity and current-density dependent exchange-correlation functionals can be
included.
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19.2 Surface and Macroscopic Bulk Effects

First we examine the time-dependent Hartree potential, defined for a finite
system as

vH(r, t) =
∫

d3r′
n(r′, t)
|r − r′| . (19.1)

For extended crystalline systems we want to separate the surface and sample-
shape dependent contributions to this potential from the bulk intrinsic parts.
This separation is however not so trivial. We start by writing the contri-
butions from the surface (S) and the bulk regions (B = ∪iVi) separately,

vH(r, t) =
∫

S

dσ′ n(r′, t)
|r − r′| +

∑

i

∫

Vi

d3r′
n(r′, t)
|r − r′| . (19.2)

Ideally we would like to consider only the bulk part for an infinite periodic
lattice, by extending the sum over unit cells (Vi) to infinity, while effec-
tively removing the surface part. However, the result of this procedure is not
uniquely defined. This is easily understood by using a multipole expansion
for the contribution of each cell. While the potential of an order-n multipole
decays asymptotically at a distance R as 1/Rn+1, the number of such con-
tributions in the lattice sum grows as R2. As result, the lattice sum diverges
for the monopole moment, and a sample-shape dependence arises due to the
truncation at the boundary between bulk and surface of the conditionally
convergent lattice sums for the dipole and quadrupole moments. Only for
higher order moments the lattice sums do converge uniquely. Fortunately,
the shape dependent terms can be isolated and removed if we proceed in
the following way. First we write the density in the bulk region as a Fourier
integral,

n(r, t) =
∫

d3q nq(r, t)eiq·r , (19.3)

where the functions nq(r, t) are lattice periodic, and the vector q is restricted
to the first Brillouin zone. We will now treat each q-component of the density
individually, and introduce the following excess quantity,

∆v(r, t) =
∑

i

∫
d3q ∆vq,i(r, t)eiq·r , (19.4)

which represents the potential of a background formed by plain monopole,
dipole, and quadrupole density waves,

∆vq,i(r, t) =
∫

Vi

d3r′ eiq·(r′−r) ×


µq(t) +
∑

α

µq,α(t)
∂

∂r′α
+

1
2

∑

αβ

µq,αβ(t)
∂2

∂r′α∂r
′
β



 1
|r − r′| . (19.5)
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Here we worked out the full contraction of the rank-n tensors µq,(n)(t) and
the order-n derivative ∂n/∂r′n. The uniform densities µq,(n)(t) have now to
give for each cell the same three lowest order terms in the multipole expan-
sion as the corresponding q-component of the real density. This ensures that
the shape dependence of the potential of the excess densities is identical to
that of the real density. Combining the contributions of all bulk cells and in-
tegrating by parts using Green’s integral theorem, the resulting contribution
to the excess potential (19.4) can also be represented using a plain monopole
density wave in the bulk in combination with a charge and dipole layer at the
boundary between bulk and surface. We can now remove the shape depen-
dence and get a model-independent bulk potential by subtracting the excess
potential from the bulk contribution,

vH, mic(r, t) =
∫

B

d3r′
n(r′, t)
|r − r′| −∆v(r, t) . (19.6)

This potential gives the microscopic variation in the bulk and is completely
determined by the bulk density. It is well-defined and model independent:
the value obtained does not depend on the particular choice for the unit cell
of the periodic system or for the origin. The remaining contribution of the
bulk is combined with the surface part of the potential and hence contains
all shape-dependent parts,

vH, mac(r, t) =
∫

S

dσ′ n(r′, t)
|r − r′| + ∆v(r, t) , (19.7)

This macroscopic part of the Hartree potential has to be added to the true
external potential, and acts as an “externally” determined perturbing poten-
tial for the bulk system. The bulk part of the system may now be treated
using the periodic boundary approach if only the microscopic part of the
Hartree term, as given in (19.6) is retained. In addition, it will be convenient,
and for q = 0 even necessary, to represent the macroscopic potential in the
bulk using a macroscopic longitudinal electric field,

Emac(r, t) = ∇vext(r, t) + ∇vH, mac(r, t) . (19.8)

This field can be chosen to satisfy the same periodic boundary conditions,
even though the corresponding macroscopic potential will then violate these.
The construction of the microscopic and macroscopic contributions is de-
picted in Fig. 19.1.

One of the properties of interest is the induced macroscopic polarization,
which is defined as the time-integral of the induced macroscopic current den-
sity jmac(r, t),

Pmac(r, t) = −
∫ t

t0

dt′ jmac(r, t′) . (19.9)

For an isotropic system in a longitudinal external field the induced current
will be longitudinal as well. For a finite system, the longitudinal part of the
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Fig. 19.1. The construction of the microscopic and macroscopic contributions to
the Hartree potential

current density can be obtained by integrating the continuity equation,

∇ · jL(r, t) +
∂

∂t
n(r, t) = 0, with jL(∞, t) = 0 . (19.10)

This gives the following density functional for the finite systems,

jL(r, t) =
1
4π

∇ ∂

∂t

∫
d3r′

n(r′, t)
|r − r′| . (19.11)

If we want to identify surface and shape-dependent contributions we will
encounter the same problems as with the Hartree potential. We again need
to introduce an excess contribution,

∆jL(r, t) =
1
4π

∇ ∂

∂t
∆v(r, t) , (19.12)

with ∆v(r, t) given by (19.4), which allows us to unambiguously define a
microscopic longitudinal current density in the bulk,

jL, mic(r, t) =
1
4π

∇ ∂

∂t

{∫

B

d3r′
n(r′, t)
|r − r′| −∆v(r, t)

}
. (19.13)

This part contains exactly the same information as the microscopic part of
the time-dependent density. The remaining macroscopic part of the current
density contains all shape dependent and surface contributions to the longi-
tudinal current in the bulk,

jL, mac(r, t) =
1
4π

∇ ∂

∂t

{∫

S

d3r′
n(r′, t)
|r − r′| + ∆v(r, t)

}
. (19.14)
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The macroscopic longitudinal current density is therefore a measure for the
combination of the macroscopic density changes in the bulk with the den-
sity changes in the surface region, and it is therefore complementary to the
microscopic bulk density. Inserting the above expression in (19.9) gives in
combination with (19.7) and (19.8) the well known relation

Eext(r, t) = Emac(r, t) + 4πPmac(r, t) . (19.15)

In the linear response regime, the macroscopic polarization of the bulk is
related to the macroscopic electric field rather than to the externally applied
field, via what is called the constitutive equation,

Pmac(r, t) =
∫ t

t0

dt′
∫

d3r′ χ(r − r′, t− t′) · Emac(r′, t′) . (19.16)

This equation defines the material property called the electric susceptibility
χ(r − r′, t− t′). As the constitutive equation takes the form of a convolution
it is more convenient to work with the Fourier transform χ(q, ω) from which
also the macroscopic dielectric function can be derived,

ε(q, ω) = 1 + 4πχ(q, ω) . (19.17)

In general χ(q, ω) and ε(q, ω) are tensors, which transform as scalars in
isotropic systems. One of the aims of the application of TDCDFT to the
solids is to calculate these response properties.

19.3 The Time-Dependent Current Density
Functional Approach

For finite systems, and for a given initial state, the Runge-Gross theorem
[Runge 1984] ensures a one-to-one mapping between the time-dependent den-
sity and the time-dependent external potential. As first step in the original
proof of this theorem, invertibility is established for the mapping from exter-
nal potentials to v-representable currents. This is done by using the equation
of motion for the current density, without having to refer explicitly to the
boundary of the system. To arrive at a one-to-one relation with the time-
dependent density, however, one needs to invoke explicitly the finiteness of
the system. This second step becomes problematic for the periodic boundary
approach [Maitra 2003a].

We have to conclude that, in the periodic-boundary formulation, the mi-
croscopic bulk density and microscopic bulk potential are not sufficient, and
that the complementary information about the surface region that is con-
tained in jL, mac(r, t) and EL, mac(r, t) has to be included in the descrip-
tion. The justification of the application of the Runge-Gross theorem in the
periodic-boundary approach will depend on the existence of a similar exact
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mapping between on one hand the accessible densities in the bulk region, in
this case the microscopic density in combination with the macroscopic lon-
gitudinal current density, and on the other hand the external potentials for
this region, i.e., the combination of the microscopic external potential with
the macroscopic longitudinal electric field,

{nmic(r, t), jL, mac(r, t)}bulk ↔ {vext, mic(r, t),EL, mac(r, t)}bulk . (19.18)

Equivalently, one could work with the full longitudinal current density jL(r, t)
and the total external longitudinal field EL(r, t). An alternative route is
formed by obtaining the current density within the current density func-
tional framework [Dhara 1987, Ghosh 1988, Vignale 1996, Gross 1996]. In this
framework, one allows for both longitudinal and transverse external fields,
and as basic variable one uses the total current density rather than just the
density. We will allow for the more general case of anisotropic systems and/or
transverse fields, for which we will assume the existence of an exact mapping
between the current density and the total external electric field for the bulk
region, similar to the Ghosh-Dhara theorem for finite systems. For the static
limit [Gonze 1995b, Gonze 1997b, Martin 1997a], and for a one-dimensional
circular geometry, this can indeed be established [Maitra 2003a], but no proof
exists for the validity of these theorems in the general periodic boundary case.
We will assume these theorems to hold true in the remainder.

In the corresponding time-dependent Kohn-Sham scheme, the true den-
sity and current density of the interacting system are reproduced in a non-
interacting system with effective scalar and vector potentials, via

n(r, t) =
N∑

j=1

|ϕj(r, t)|2 , (19.19)

and,

j(r, t) =
N∑

j=1

�{−iϕ∗
j (r, t)∇ϕj(r, t)} +

1
c
n(r, t)AKS(r, t) . (19.20)

The first and second term on the right-hand side are the paramagnetic and
diamagnetic currents respectively. Here we merely need to assume that the
density and current density are non-interacting A-representable, which is a
much weaker condition than the non-interacting v-representability, which is
indeed problematic for the current density [D’Agosta 2005a]. The orbitals are
solutions of the time-dependent Kohn-Sham equations,

i
∂ϕj(r, t)

∂t
=

{
1
2

∣∣∣∣−i∇ +
1
c
AKS(r, t)

∣∣∣∣
2

+ vKS, mic(r, t)

}
ϕj(r, t) , (19.21)

where periodic boundary constraints are imposed on the orbitals and on
the effective potentials, i.e., the gauge is chosen to be compatible with the
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periodic boundary assumption [Kootstra 2000a, Kootstra 2000b]. At t0 we
assume that j(r, t0) = 0 and AKS(r, t0) = 0, and that vKS, mic(r, t0) is the
effective scalar potential giving the initial density n(r, t0), which we choose
to be the lattice periodic ground state density nGS(r). The initial potential is
then uniquely determined by virtue of the Hohenberg-Kohn. This potential
will be lattice periodic, and we can choose the orbitals to be initially of Bloch
form. For t > t0 the effective time-dependent potentials are uniquely deter-
mined, apart from an arbitrary gauge transform, by the exact time-dependent
density and current density as result of the Ghosh-Dhara theorem. To com-
ply with the periodic boundary constraints, the gauge is chosen such that
only microscopic Hartree and exhange-correlation contributions are included
in the time-dependent scalar potential,

vKS, mic(r, t) = vext, mic(r, t) + vHxc,mic[n, j](r, t) , (19.22)

while all macroscopic terms are included in the effective vector potential,

AKS(r, t) = −c

∫ t

t0

dt′Emac(r, t′) + Axc[n, j](r, t) . (19.23)

The effective vector potential will in general contain exchange-correlation
contributions to ensure that, apart from the true time-dependent density,
also the true current density is reproduced in the Kohn-Sham system.

In order to obtain the dielectric function of the crystal, we will consider
the linear response to a given macroscopic electric field Emac(r, t), which is
q- and ω-dependent [Romaniello 2005],

Emac(r, t) = E(q, ω) ei(q·r−ωt) + c.c. (19.24)

The induced density, and similarly the induced current density, can now be
given in the following form,

δn(r, t) = δnq(r, ω)ei(q·r−ωt) + c.c. , (19.25)

and
δj(r, t) = δjq(r, ω)ei(q·r−ωt) + c.c. , (19.26)

in which δnq(r, ω) and δjq(r, ω) are lattice periodic. By using first order
perturbation theory, the induced density is readily expressed in terms of
the unperturbed Bloch orbitals ϕik(r), orbital energies εik, and occupation
numbers nik. One arrives at,

δnq(r, ω) =
1
Nk

∑

k

∑

i,j

ϕ∗
ik(r)n̂qϕjk+q(r)Pijk(q, ω) , (19.27)

where n̂q = e−iq·r, and

Pijk(q, ω) =
nik − njk+q

εik − εjk+q + ω + iη
〈ϕjk+q|δĥ(q, ω)|ϕik〉 . (19.28)
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Here the positive infinitesimal η ensures causality. We have introduced the
following short-hand notation for the first-order self-consistent perturbation,

δĥ(q, ω) =
−i
2c

[
δAKS(r, ω) · ∇ −∇† · δAKS(r, ω)

]
+δvKS, mic(r, ω) , (19.29)

where the perturbing effective scalar and vector potentials, δvKS, mic(r, ω)
and δAKS(r, ω), are linear in the macroscopic field Emac(q, ω).

For the induced current-density we can derive expressions along the same
lines as used for the induced density. We get two contributions to the in-
duced current density, δjq(r, ω) = δjp

q (r, ω) + δjd
q (r, ω). The paramagnetic

component can be obtained from,

δjp
q (r, ω) =

1
Nk

∑

k

∑

ij

ϕ∗
ik(r)ĵqϕjk+q(r)Pijk(q, ω) , (19.30)

where ĵq = −i (e−iq·r∇−∇†e−iq·r)/2. The diamagnetic contribution to the
induced current-density is much simpler and is given by,

δjd
q (r, ω) =

1
c
n(r)e−iq·rδAKS(r, ω) . (19.31)

In practical calculations it is important to consider the relation between the
diamagnetic and paramagnetic contributions, as they tend to cancel one
another at small frequency due to the longitudinal conductivity sum rule
[Nozières 1999].

Like in the ordinary linear response scheme of TDDFT, we need to ob-
tain the perturbing potentials self-consistently. The contribution of the in-
duced density to the microscopic Hartree potential is evaluated using (19.6),
while the macroscopic contribution is by construction already contained in
the macroscopic electric field. We can choose to retain only terms linear in
the induced density in the microscopic exchange-correlation parts of the first-
order scalar potential and gauge transform all other terms to the exchange-
correlation vector potential. In this way we keep contact with the traditional
TDDFT description. For the first-order exchange-correlation scalar potential
we write,

δvxc, mic(r, ω) =
∫

d3r′ fxc(r, r′, ω) δn(r′, ω) , (19.32)

in which we explicitly assume that the integration over space is converging,
i.e., that the kernel is short-range. Here we use the adiabatic local density
approximation for this exchange-correlation kernel,

fxc(r, r′, ω) = δ(r − r′)
dvLDA

xc (n)
dn

∣∣∣∣
n=n(r)

. (19.33)

All other exchange-correlation effects are included in the exchange-correlation
vector potential. As the induced density is a (local) functional of the induced
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current-density through the continuity equation, we can formally write this
vector potential as a pure functional of the induced current-density,

δAxc, α(r, ω) =
∫

d3r′
∑

β

fxc, αβ(r, r′, ω) · δjβ(r′, ω) . (19.34)

It remains to find good approximations for this exchange-correlation contri-
bution. If it is neglected altogether, we retrieve the adiabatic local density
approximation. Here we consider a functional proposed by Vignale and Kohn,
which takes the form of a viscoelastic field [Vignale 1997] (see Chap. 5),

iω
c
δAxc, α(r, ω) = − 1

nGS(r)

∑

β

∂

∂rβ
σxc, αβ(r, ω) , (19.35)

where σxc(r, ω) is a tensor field which has the structure of a symmetric vis-
coelastic stress tensor,

σxc, αβ = η̃xc

(
∂uα

∂rβ
+

∂uβ

∂rα
− 2

3
δαβ∇ · u

)
+ ζ̃δαβ∇ · u . (19.36)

Here the velocity field u(r, ω) is given by

u(r, ω) =
δj(r, ω)
nGS(r)

. (19.37)

The coefficients η̃xc(r, ω) and ζ̃xc(r, ω) are directly related to the transverse
and longitudinal response coefficients fxc, T(n, ω) and fxc, L(n, ω) of the ho-
mogeneous electron gas, which are evaluated at the local density n(r).

19.4 Application to Solids

The lattice-periodicity of δjq(r, ω) allows to calculate the macroscopic in-
duced polarization as,

Pmac(q, ω) = χ(q, ω) · Emac(q, ω) =
−i
Vω

∫

V
d3r′ δjq(r′, ω) , (19.38)

where the average is taken over the unit cell. This result immediately gives
the electric susceptibility χ(q, ω), and hence the dielectric function ε(q, ω).

We have studied the static dielectric constant in the ALDA approximation
for several binary compounds [Kootstra 2000a, Kootstra 2000b]. In Figs. 19.2
and 19.3 we have compiled the results for the static dielectric constants ε∞
for this large set of compounds. The materials have been grouped according
to the chemical groups of the constituent elements as well as to their lattice
type. For the whole range of materials we see a fairly good agreement of
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Fig. 19.4. The imaginary part of the calculated dielectric function for silicon using
the ALDA and Vignale-Kohn (see text) functionals. The experimental data have
been obtained from [Lautenschlager 1987]

the TDCDFT-ALDA calculations and experiments, with deviations in the
order of about 5–10%. Even though the LDA yields Kohn-Sham gaps that
are smaller than the experimental (fundamental) gap by about 40–50% we
do not systematically overestimate the dielectric constant.

We have also obtained the dielectric function ε(ω) within the ALDA. For
the most studied elemental material, silicon, the imaginary part is depicted in
Fig. 19.4. Usually two distinct deficiencies are visible in the calculated absorp-
tion spectrum. First the spectrum appears to be shifted to lower frequency
over about 0.5 eV, and second the first peak appears merely as a shoulder in
the calculation, whereas the second peak is too high. The first shortcoming
can be understood since the ALDA response calculation is performed starting
from the LDA ground state. As most spectral features can be attributed to
the van Hove-type singularities in the joint-density of states, this is in keep-
ing with the general trend found in LDA calculations: orbital energies lead
to gaps between occupied and virtual states smaller than the observed exci-
tation gaps. The calculated position of the absorption onset coincides with
the vertical Kohn-Sham energy gap of 2.6 eV. We thus get a more-or-less
uniformly shifted absorption spectrum. This is observed for other materials
too. When a uniform shift is applied to the calculated spectra by using a
so-called scissors shift, one usually gets a good correspondence between the
measured and calculated spectral features [Levine 1989]. By starting from
an improved ground state description using an exact-exchange calculation,
Kim and Görling [Kim 2002b, Kim 2002a] could indeed correctly describe the
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absorption edge for silicon. To get the results in Fig. 19.4 we used a scissors
shift.

The incorrect description of the first peak within the ALDA, which
arises from excitonic effects [Reining 2002, Rohlfing 1998a, Benedict 1998a,
Benedict 1998b], is caused by the local nature of the time-dependent den-
sity functional, which cannot describe nonlocal effects like the electron-hole
attraction. Improved approximate expressions for the exchange-correlation
kernel, for instance using the time-dependent exact exchange kernel [Kim
2002b, Kim 2002a], lead to a considerably improved intensity for the exci-
ton peak in silicon. Similar results can be obtained by using a form based
on the Kohn-Sham Green’s function obtained from a perturbation expan-
sion to first order in the screened interaction, in combination with Kohn-
Sham orbital energy corrections [Sottile 2003, Adragna 2003]. Guided by the
form of the Vignale-Kohn functional, and by retaining only macroscopic con-
tributions, a simple polarization dependent exchange-correlation functional
[Gonze 1995b, Gonze 1997b, Martin 1997a] could be derived. Using an addi-
tional empirical prefactor, the spectra could be improved using such a polar-
ization functional [de Boeij 2001]. However, inclusion of the full Vignale-Kohn
functional leads to much worse results unless a much reduced transverse ker-
nel fxc, T(n, ω) is used to calculate the viscoelastic coefficients [Berger 2006].
In particular, this is true for the static limit of the transverse kernel, which
was found to determine to a large extent the strength of the screening field,
and hence the absorption spectrum of π-conjugated polyacetylene polymers
[Berger 2005]. There a better correspondence with experiment and other cal-
culations were found with reduced values for the static transverse kernel.
Figure 19.4 shows the slightly improved result for the case in which the fre-
quency dependence of this kernel is treated [Qian 2002, Qian 2003] but with
a vanishing static limit. The static response reduces then again to the ALDA
results. We do not observe a correct description of the exciton peak, but the
second peak is reduced in strength considerably.

19.5 Conclusion

The description of extended systems using periodic boundary conditions
within a density-functional framework is most naturally done using the time-
dependent current-density functional approach. In this scheme information
about changes of the density in the surface region that may lead to macro-
scopic screening effects, but that may not show up in the periodic density in
the bulk region, is contained in the (macroscopic) current-density in the bulk.
Even if the periodic boundary assumption is used within the current func-
tional approach, the exchange-correlation contributions to the potentials may
still depend on these surface effects as the potentials are now functionals of
the current density. Other than the traditional density formulation, the cur-
rent functional approach is able to describe the response of not only isotropic
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but also anisotropic systems to both transverse and longitudinal fields. At the
same time, the nonlocal density dependence that is inherent to the nonadi-
abatic exchange-correlation functionals in the traditional density functional
approach can be formulated using a local current-density dependent con-
tribution to the Kohn-Sham vector potential. The common adiabatic local
density approximation yields on average reasonable static dielectric constants
for nonmetallic compounds, but the frequency dependent dielectric functions
exhibit several deficiencies which can be attributed to the incorrect descrip-
tion of the exchange-correlation effects by the presently available density and
current functionals.



20 Optical Properties
of Solids and Nanostructures
from a Many-Body fxc Kernel

A. Marini, R. Del Sole, and A. Rubio

20.1 Introduction

Until the late 1990’s, the situation for the ab initio calculation of optical
properties of real materials was not nearly as good as that for the quasipar-
ticle properties. As already mentioned in Chap. 10, the description of the
optical response of an interacting electron system asks for the inclusion of
effects beyond single-particle excitations as electron-hole interactions (exci-
tonic effects). The important consequence of such effects is illustrated below
for many different semiconductors and insulators by comparing the computed
absorption spectrum neglecting electron-hole interaction with the experimen-
tal spectrum. For wide band-gap insulators there is hardly any resemblance
between the spectrum from the noninteracting theory to that of experiment.

In contrast to the many-body Bether-Salpeter scheme1, TDDFT using
the standard local and semilocal xc functionals has a number of commonly
invoked failures. One example is the difficulty encountered when studying
extended systems; another one is the severe underestimation of high-lying
excitation energies in molecules. For example, the fact that the strong nonlo-
cality of the exact functional is not captured by the usual approximations for
xc leads to a very poor description of the polarisability per unit-length of long-
conjugated molecular chains. As we will see below, the main reason of this
deficiency is related to the long-range nature of the xc kernel [Onida 2002].
Indeed, the advances in the development of functionals during the last years
based on many-body perturbation theory and other schemes (see contribu-
tions to Part I), have broaden the field of applicability of TDDFT, as demon-
strated by the variety of examples presented in this chapter.

Before discussing the applications of the many-body fxc kernel, it is im-
portant to highlight the intrinsic pathologies that should be present in DFT,
and that are naturally incorporated into a many-body scheme. We know that
the actual functional relation between n(r) and vxc(r) is highly nonanalytical
and highly nonlocal. Some specific problems related to this inherent nonlocal-
ities of the xc functional relevant for the description of optical properties are:
1 The Bethe-Salpeter scheme is based on approximating the electron self-energy

by the GW approximation and solving the two-particle Bethe-Salpeter equation;
see Chap. 10 for more details.

A. Marini et al.: Optical Properties of Solids and Nanostructures from a Many-Body fxc
Kernel, Lect. Notes Phys. 706, 301–316 (2006)
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(i) The band-gap in the local density functional theory (Kohn-Sham gap Eg)
is typically 30–50% less than the observed band-gap. This so-called band-gap
problem is related to the discontinuity of the xc potential with respect to the
number of particles [Perdew 1983, Sham 1983]. (ii) The macroscopic xc elec-
tric field [Gonze 1995b, Gonze 1997b, Gonze 1997a, Resta 1994, Ortiz 1998],
which is related to the spatial nonlocality of the xc-potential. Similarly, the
description of how excitonic effects modify the shape and pole-structure of
the Kohn-Sham system needs nonlocal and, most likely, frequency dependent
xc kernels. A many-body Bethe-Salpeter approach handles properly all those
effects and, therefore, provides some guidelines about how to incorporate
many-body effects into the xc kernel fxc in order to properly describe the
optical spectra of extended and low-dimensional systems (as illustrated, for
example, in Chap. 10 of this book).

In this chapter we review the results recently obtained by different groups
[Onida 2002, Reining 2002, Sottile 2003, Adragna 2003, Marini 2003b, Marini
2004, Botti 2004, Del Sole 2003, Bruneval 2005] using the many-body de-
rived xc kernel presented in Chap. 10. In particular, we focus the discus-
sion on results within linear response theory for the optical absorption and
loss function of extended solids and low-dimensional structures. As a par-
ticular case, the new derived kernels reproduce the exact-exchange results of
[Kim 2002a, Kim 2002b] obtained by turning-off the screening in the building-
up process of the fxc kernel. Following Chap. 10 we focus the discussion here
on how can an fxc mimic the electron-hole interaction contribution, absorb-
ing the quasiparticle self-energy shifts in the eigenvalues of our starting in-
dependent Kohn-Sham response function χKS (see discussion in Chap. 10 for
details).

We decided to present the results in terms of the dimensionality of the
system under study. The idea behind is to show clearly that the many-body
derived fxc is able to reproduce the results obtained from the solution of the
many-body Bethe-Salpeter equation, not only for solids but also for mole-
cules, polymers and surfaces. In this way, we provide compelling evidence
about the robustness and wide-range of applicability of the new xc kernel
and lays down the basic ingredients to build a fully DFT-based approach.
Work along those lines is in progress using a variational many-body total
energy functionals [Almbladh 1999, Dahlen 2005] in either an optimised ef-
fective potential (OEP) or generalized Kohn-Sham scheme2 [Gruning 2005].

20.2 Applications to Solids and Surfaces

In Chap. 10 a many-body xc kernel fxc was derived by taking as reference the
Bethe-Salpeter equation. The kernel is, in principle, nonlocal both in space
2 The simplest case are functionals derived from the GW approximation to

the electron self-energy and that correspond to the so-called random-phase-
approximation (RPA)-total energy functionals.
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and time. However, by looking at the leading terms of this kernel a simple
static long range correction (LRC) model was derived [Reining 2002]:

fLRC
xc (q,G,G′) = −δG,G′

α

|q + G|2 , (20.1)

where α is a suitable constant. It is illustrative to see how this simple LRC
model suffices to get a proper optical spectra for a wide range of solids. It has
been shown [Onida 2002, Reining 2002, Sottile 2003, Botti 2004] that the op-
tical absorption spectrum of solids exhibiting a strong continuum excitonic ef-
fect is considerably improved with respect to calculations where the adiabatic
local-density approximation is used. However, there are limitations of this
simple approach, and in particular the same improvement cannot be found
for the whole spectral range including the valence plasmons and bound exci-
tons. For this, a full solution of the many-body kernel including all coupling-
terms is needed [Marini 2003b, Reining 2002, Sottile 2003, Olevano 2001].
The frequency dependence of fxc has been clearly shown in [Adragna 2003].
Still, for semiconductors with no strong excitonic effect a simple dynamical
extension of the LRC model has been put forward by [Botti 2005].3

The advantage of this dynamical model is that both absorption and loss-
spectra are covered with the same set of parameters, however for insulators
with strong electron-hole effects one has to resort to the solution of the full
many-body fxc.

Applications of the LRC model have been performed [Botti 2004] for the
real and the imaginary part of the dielectric function of bulk silicon, gallium
arsenide, aluminum arsenide, diamond, magnesium oxide and silicon carbide,
and for the loss function of silicon. A summary of those results is presented
in Figs. 20.1, 20.2, and 20.3. The dot-dashed curves stem from a standard
TDLDA calculation. The TDLDA results are close to the RPA one, showing
the well-known discrepancies with experiment: peak positions are wrong (the
TDDFT spectrum is redshifted), and the intensity of the first main structure
(the E1 peak in Si, GaAs and AlAs) is strongly underestimated. The dashed
curve (named GW-RPA) is the result obtained by replacing KS eigenvalues
with GW quasiparticle energies in the RPA screening. The calculated spec-
trum is now blue shifted. Moreover, the lineshape has not been corrected.
Finally, the continuous curve is the result of the TDDFT calculation using
the LRC xc kernel. An excellent fit to experiment is obtained using α = 0.22,
0.2, and 0.35 for Si, GaAs and AlAs, respectively. There is a clear dependence
of the parameter α on the material. As one would expect, α is approxima-
tively inversely proportional to the screening in the material. This fact can
give a hint of how to estimate the excitonic correction to an absorption spec-
trum for a material where one has not yet solved the Bethe-Salpeter equation

3 The form of the dynamical-model for the kernel is: fxc = −α+βω2

q2 , with α and
β related to the macroscopic dielectric constant and bulk plasma frequency.
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Fig. 20.1. Calculated absorption spectra of different semiconductors and insula-
tors. Panel (a) is silicon, (b) GaAs, (c) AlAs, and (d) MgO. Dots: experimental
data. Dot-dashed curve: TDLDA result. Dashed curve: GW-RPA (i.e., standard
RPA calculation using the GW-quasiparticle energies instead of the Kohn-Sham
ones). Continuous curve: TDDFT result using the LRC approximation to the ker-
nel (Adapted from [Botti 2004])

(see [Botti 2004] for more details). In particular, we can estimate the spectra
of new compounds as semiconducting alloys (“computational alchemy”).

Similar agreement is found for the real part of the dielectric function. This
fact is illustrated considering the case of GaAs as example (see Figs. 20.1
and 20.2). We see that even for this simple and well-known semiconductor,
only with the inclusion of electron-hole interaction we have good agreement
between theory and experiment. The influence of the electron-hole interaction
extends over an energy range far above the fundamental band gap. As seen
from the figure, the optical strength of GaAs is enhanced by nearly a factor of
two in the low frequency regime. Also, the electron-hole interaction enhances
and shifts the second prominent peak (the so-called E2 peak) structure at 5 eV
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Fig. 20.2. Real part of the macroscopic dielectric response of GaAs computed
within the different approximations discussed in the main text and compared to
experiments. The labeling is the same as the one in Fig. 20.1

to a value much closer to experiment. This very large shift of about 0.5 eV
is not due to a negative shift of the transition energies, as one might näıvely
expect from an attractive electron-hole interaction. The changes in the op-
tical spectrum originate mainly from the coupling of different electron-hole
configurations in the excited states, which leads to a constructive coherent
superposition of the interband transition oscillator strengths for transitions
at lower energies and to a destructive superposition at energies above 5 eV
[Rohlfing 1998a].

When going to large-gap materials, the screening is smaller and the
electron-hole interaction becomes stronger. One can therefore expect that this
drastic LRC approximation to the full kernel will break down (indeed this is
the case for systems having bound excitons, see below and [Marini 2003b]).
This can be clearly seen in Fig. 20.1 for MgO. In this case, the choice of
α = 1.8 is a compromise which allows to enhance the first excitonic peak to
a good fraction of the experimental value, without overestimating too much
the strength of the subsequent structures.

From the previous discussion we conclude that low energy part of the
macroscopic dielectric function of many semiconductors is extremely well
reproduced when just the long-range contribution for the xc kernel is taken
into account, whereas the same long-range contribution cannot yield good
results for the loss function (see Fig. 20.3). The role of long-range interactions
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Fig. 20.3. Calculated energy-loss function of Si from different approximation to
the xc kernel: RPA, TDLDA, Bethe-Salpeter (BSE) and LRC-model (adapted from
[Olevano 2001, Botti 2004]). Two values of the LRC model are used, the one that
describes the absorption spectra (alpha = 0.2) does not reproduces the loss function
that requires a larger value of the constant α = 2. The experimental data is given
by the dots

is fundamentally different in the loss spectra, and one can expect that a
small long-range contribution to the kernel will have much less effect than
in the case of absorption spectra. Figure 20.3 demonstrates the quite general
finding that, in the case of loss spectra, both the RPA (dotted curve) and,
even better, the TDLDA (dot-dashed curve), already manage to reproduce
reasonably the experimental results (dots) [Olevano 2001] (the Bethe-Salpeter
results are also given for completeness; dashed curve). As expected the one-
parameter LRC approach breaks down for this application. The dot-dashed
curve of the bottom panel of Fig. 20.3 shows the LRC result using the same
α = 0.22 as for the absorption spectrum. Almost no effect is seen on the
loss spectrum, and one is thus left essentially with the rather unsatisfying
GW-RPA result. Instead, using the much larger value α = 2 (continuous
curve), the result is again satisfactory4. Therefore, this implies that if one
is interested in a large frequency range, the full many-body kernel derived
in Chap. 10 should be used. In that case we will recover the same level
of accuracy as the Bethe-Salpeter calculations (see below for some results
obtained for LiF [Marini 2003b]).

4 This is the result that one would obtain by using the dynamical extension of the
LRC model as done in [Botti 2005] for Si using the same set of parameters for
both absorption and electron energy loss spectra.
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Fig. 20.4. Left: Calculated optical absorption spectra within the BSE (contin-
uous line) and the new TDDFT xc kernel derived from the BSE (dashed line;
nearly indistinguishable from the continuous line). The comparison between the
two theoretical approaches and with experiment (dots) is excellent. We also pro-
vide the independent-quasiparticle response (GW-RPA; dashed-dotted line). Right:
Frequency dependence of the head of fxc (note the different scale for SiO2, LiF and
C) (Adapted from [Marini 2003b])

Now it is mandatory to address whether or not the description of strongly
bound excitons within the TDDFT formalism is possible. This goal has been
achieved using a frequency dependent and spatial nonlocal fxc (see [Marini
2003b] and the detailed derivation in Chap. 10 of this book). For all the
materials discussed above where the LRC model work quite well, it is easy to
show that the full kernel gives even better description of the BSE results than
the simple model. Furthermore, it also works for wide band-gap insulators
where the LRC model completely fails as showed for the optical absorption
and electron-energy loss spectra of LiF, SiO2 and diamond reproduces quite
well the Bethe-Salpeter results and experiments (see Fig. 20.4). In these three
systems the role of excitonic effects in the optical spectrum and EELS has
been already analyzed within the BSE [Chang 2000, Benedict 1998a, Rohlfing
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2000b, Arnaud 2001]. SiO2 is characterized by four strong excitonic peaks
at 10.3, 11.3, 13.5, and 17.5 eV, none of them below the QP gap of 10.1 eV,
except for a bound triplet exciton optically inactive. Moreover, the exciton at
10.3 eV corresponds to a strongly correlated resonant state with a large degree
of spatial localization (2–3 bond lengths) [Chang 2000]. The spectrum of LiF
is dominated by a strongly bound exciton (∼ 3 eV binding energy) [Benedict
1998a, Rohlfing 2000b, Arnaud 2001]. Last, in diamond, the electron–hole
interaction produces a drastic modification of the independent QP spectrum
by shifting optical oscillator strength from high to low energies. Furthermore,
the head of fxc is strongly frequency dependent in order to describe the high-
energy features of the spectra (see inset in Fig. 20.4). This illustrate why
the simple static-LRC model failed for the description of the wide-band gap
insulators LiF and SiO2.

A similar situation occurs when studing surfaces, often characterized by
strong excitons involving the localized surface states. Calculations carried
out for Si(111)2 × 1 [Rohlfing 1999b] have shown that the surface optical
spectrum at low frequencies is dominated by a surface state exciton which
has a binding energy that is an order of magnitude bigger than that of bulk
Si, and one cannot interpret the experimental spectrum without considering
excitonic effects. Very recently Pulci et al. [Pulci 2005] have demonstrated
that a proper description of this bound exciton can be obtained using TDDFT
with the above described fxc. This completes the scenario, clearly confirming
the robustness and wide-range of applicability of this new xc kernel in three
and two-dimensional systems.

To conclude this section we show the calculated EELS of LiF (Fig. 20.5)
for a finite transfer momentum q along the ΓX direction, where previous
BSE calculations and experimental results are available [Caliebe 2001]. This
is a stringent test as the description of EELS needs causal response functions,
including the anti-resonant part [Marini 2003b]. The results of this causal fxc-
calculation are presented in Fig. 20.5 for a 1st order (green line) and a 2nd
order (red line) fxc. While a first order, causal fxc gives very good results,
almost perfect agreement with BSE results is restored considering the second
order correction to fxc. This is not surprising as nothing ensures the same
level of cancellation in the higher order expansion of resonant and causal
functions. However, the final agreement with experimental data is anyway
very good even at the first order. This is important for the predictive power
of the many-body fxc kernel for applications in low-dimensional structures.

In all these calculations it turns out that both spatial nonlocality and
frequency dependence of the fxc kernel are important in order to properly
describe excitonic effects in the optical and electron energy-loss spectra. Still,
quasiparticle effects need to be embodied properly within this approximated
TDDFT scheme. More work needs to be done along this lines.

As discussed in Chap. 10 of the present book, the perturbative kernel
allows to handle the loss function as well as lifetime effects in wide-band
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Fig. 20.5. Calculated EELS of LiF for a momentum transfer of q = 0.5ΓX:
BSE (full line), 1st order fxc (dot-dashed line), 2nd order fxc (dashed line),
and independent-QP (dots). Experiment (circles) are taken from [Caliebe 2001]
(Adapted from [Marini 2003b])

gap insulators [Marini 2004]. In conclusion, we have provided compiling ev-
idence of the good performance of the many-body derived fxc kernel to de-
scribing the optical absorption and electron energy-loss spectra (for arbitrary
q-momentum transfer) of bulk systems.

20.3 Applications to One Dimensional Systems
and Molecules

In any finite system subject to an electric field, there is accumulation of
charge at the surface, which induces a counter-field inside the sample. It
is not possible for any local (or semi-local) functional of the density to
describe the counter-field produced by the macroscopic polarization of the
system [Gonze 1995b, Gonze 1997b, Gonze 1997a, Resta 1994, Ortiz 1998].
To circumvent this problem, it was proposed to use as an extra dynami-
cal variable the surface charge, or equivalently the macroscopic field pro-
duced by that charge [Bertsch 2000b]. Another way to take into account
the macroscopic polarization is by the current response of the system within
a time-dependent current-density functional formalism [de Boeij 2001, van
Faassen 2003a]. Those approaches have been discussed at length in other
chapters of the present Part IV, therefore we will present here results ob-
tained for one-dimensional systems and small molecules [Varsano 2005] by
using the previous many-body xc kernel that has been shown to work for
solids. The rational for this choice is that the Bethe-Salpeter approach has
been valuable in explaining and predicting the quasiparticle excitations and
optical response of reduced dimensional systems and nanostructures. This is
because Coulomb interaction effects in general are more dominant in lower
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dimensional systems owing to geometrical and symmetry restrictions. As il-
lustrated below, self-energy and electron-hole interaction effects can be orders
of magnitude larger in nanostructures than in bulk systems made up of the
same elements.

A good example of reduced dimensional systems are the conjugated poly-
mers. The optical properties of these technologically important systems are
still far from well understood when compared to conventional semiconduc-
tors. In particular, all simple local and gradient corrected functionals fail
completely in describing the linear and nonlinear polarizabilities of long mole-
cular chains [van Gisbergen 1999b, de Boeij 2001, van Faassen 2003a]. This
failure in describing the hyperpolarizabilities has been traced back to the field
counteracting term that appears, for example, in exact-exchange calculations
or in orbital-dependent functionals, but that is completely absent in LDA or
GGA functionals. Current density functional approaches also seem to solve,
in part, this problem [de Boeij 2001, van Faassen 2003a]. Indeed, the use of
the nonlocal and frequency-dependent fxc derived from the Bethe-Salpeter
equation restores the good agreement between the calculated polarizabilities
and experimental data. Furthermore, it is able to describe also the H2-linear
chain where the current DFT approach fails.

To illustrate the discussion we show, in Fig. 20.6, the optical absorption
spectra of a prototype polymer: polyacethylene. We see that each of the 1D
van Hove singularities in the interband absorption spectrum is replaced by
a series of sharp peaks due to excitonic states. The lowest optically active
exciton is a bound exciton state (singlet-excitation of π-π∗ character) but
the others are strong resonant exciton states. The peak structure agrees very
well with experiment. The resonant part of fxc reproduces very well the BSE
results [Rohlfing 1999a] (and experiments). Again this shows the robustness
of the fxc for describing low-dimensional structures.

Furthermore, in Fig. 20.7 we show the computed spectra for a finite-
system: the molecular unit of polyacethylene. For this finite system we see
again that the resonant part of the xc kernel describes very well the BSE cal-
culation (also resonant). However, in contrast to the infinite one-dimensional
polymer, for this finite unit the coupling terms of the BSE equation are
important accounting for a ∼1 eV shift to lower energies of the main singlet-
exciton peak (the upper part of the spectra is less sensitive to the coupling
terms). In this case, the full causal fxc also gives rise to a red-shift of the
spectra but not enough to cope with the full coupling term in the BSE. This
is an indication that we need to go beyond a first order xc kernel, an indi-
cation that has been also observed in the description of the electron-energy
loss function of LiF [Marini 2003b] where the causal response needs a higher
order fxc in order to match the equivalent BSE results. Still, we can conclude
that the first-order many-body fxc is able to account for excitonic effects in
one-dimensional structures, but higher orders are needed in zero-dimensional
structures (molecules).
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Fig. 20.6. Calculated optical absorption spectra of polyacethylene compared with
experiments (vertical dashed-line). Clearly, the TDDFT calculation using the many-
body fxc is in good agreement with experiments as well as with the BSE calculation
(dots). We also show the results of an RPA calculation using the GW quasiparticles
energies (dashed line) to illustrate the impact of the electron-hole interaction in this
one-dimensional system (Adapted from [Varsano 2005])

Fig. 20.7. Calculated optical absorption spectra of a single unit of the poly-
acethylene polymer. We compare the resonant and full BSE calculation with
the TDDFT results using the resonant or the causal fxc kernels (Adapted from
[Varsano 2005])
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Fig. 20.8. Optical absorption spectra of the infinite chain of polyacethylene com-
pared with the spectra for four different finite chains formed with different number
of polyacethylene units. The figure illustrate the evolution of the main excitonic
peak from about 7 eV in the monomer to 1.7 eV [Leising 1988] in the polymer
chain. The inset shows the calculated excitonic wavefunction corresponding to the
main absorption peak of the four-unit polyacethylene chain: we plot the probabil-
ity of finding an electron when the hole is located at the left part of the chain
(the probability maximum appears at the other side of the chain) (Adapted from
[Varsano 2005])

Now we can make contact with the previous discussion of the static po-
larizability of long-molecular chains. First, we see that the optical spectra
shifts from being dominated by a transition at about 7 eV (monomer) to one
at 1.7 eV. This evolution with the number of monomers is monotonic and
gives rise to the increase in polarizability (or equivakent to the decrease of
the major absorption peak, as shown in Fig. 20.8). In particular, when the
size of the polymer is larger than the localization length of the exciton (of the
order of 100 Å), then the spectra becomes stable (no quantum confinement
effects in the excitonic binding energy)5. At this point, the polarizability of
the chain increases linearly with the number of monomer units. For smaller
lengths, the polarizability increases faster but with smaller values than the
corresponding LDA or GGA, in agreement with experiments and previous
5 This is clearly illustrated in the inset of Fig. 20.8 where the exciton wavefunction

for the four unit polyacethylene chain is plotted. As the size of the molecule is
smaller than the localisation lenght of the bulk exciton, then for if the hole is
located on the right hand side the maximum probability for the electron is at
the other extreme of the chain. This clearly creates a counteracting field that
tends to reduce the polarisability.
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Fig. 20.9. Calculation of the optical absorption (that is proportional to the
strength function) of a Na4 cluster using the BSE scheme (dashed line) [Onida
1995] and with TDDFT using different kernels [Marques 2001]: TDLDA (solid
line), exact-exchange (dotted line). Filled dots represent the experimental results
from [Wang 1990a] (Adapted from [Onida 2002])

calculations [van Gisbergen 1999b, de Boeij 2001, van Faassen 2003a]. A sim-
ilar trend has been obtained for the H2-chain [Varsano 2005]; the BSE results
for the polarizability per H2 unit are very close to Hartree-Fock and much
lower than the LDA, GGA or current DFT (as it fails for this hydrogen chain
[de Boeij 2001, van Faassen 2003a]). In summary, this BSE-derived scheme
accounts for the presence of the counteracting field that is responsible for the
lower static linear and nonlinear polarizabilities of the molecular chains [van
Gisbergen 1999b]. Still work needs to be done to improve the description of
higher-order correlation effects by fxc.

Another example of low-dimensional systems are clusters. In Fig. 20.9, we
show some results on the optical spectra of the Na4 cluster calculated using
the BSE approach as well as those from TDLDA and experiment. The mea-
sured spectrum consists of three peaks in the 1.5–3.5 eV range and a broader
feature around 4.5 eV. The agreement between results from TDDFT and BSE
calculations is very good. The comparison with the experimental peak posi-
tions is also quite good, although the calculated peaks appear slightly shifted
to higher energies. The LDA kernel is a good approximation of the xc ker-
nel of small sodium clusters. Good agreement has been obtained for other
small semiconductor and metal clusters [Onida 2002] as well as biomolecules
[Marques 2003a].

The above are just several selected examples, given to illustrate the cur-
rent status in ab initio calculations of optical properties of materials. Similar
results have been obtained for the spectroscopic properties of many other
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moderately correlated electron systems, in particular for semiconducting sys-
tems, to a typical level of accuracy of about 0.1 eV.

Dimensionality Effects

Just to conclude this section we want to illustrate the effect of dimensionality
and electron-hole attraction in a given material. In order to do that we show in
Fig. 20.10 the recent results obtained by [Wirtz 2006] for Boron Nitride (BN)
compounds where the transition from the bulk hexagonal layered structure
to the sheet to the nanotubes, i.e, from three to two to one dimensions, it
is highlighted. The optical properties of these tubes are found be to quite
unusual and cannot be explained by conventional theories. Because of the
reduced dimensionality of the nanotubes, many-electron (both quasiparticle
and excitonic) effects have been shown to be extraordinarily important in
both carbon [Spataru 2004] and BN nanotubes [Wirtz 2006, Park 2005].

In Fig. 20.10 we compare the results of a simple RPA calculation of the op-
tical absorption spectra with the BSE results (that would be equivalent to the

Fig. 20.10. Calculated optical absorption spectra of (a) hBN, (b) BN-sheet, and
(c) six different BN tubes with increasing diameter d. The onset of continuum
excitations is denoted by the vertical arrow. We compare the results of the BSE
approach (right hand side) with the RPA (left hand side). Light polarization is
parallel to the plane/tube axis, respectively (Adapted from [Wirtz 2006])
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ones obtained using the many-body fxc). Comparing the two figures a striking
effect is observed: the electron-hole attraction modifies strongly the indepen-
dent particle spectra (RPA) concentrating most of the oscillator strength into
one active excitonic peak. The position of this peak seems rather insensitive
to the dimensionality of the system in contrast to the RPA calculation where
the shape of the spectra depends quite strongly on the tube diameter (the
effect becomes smaller for very large tube diameters and it converges to the
sheet and bulk values). The main effect of the dimensionality appears in the
onset of the continuum excitations and the set of excitonic series above the
main active peak. Thus, the binding energy for the first and dominant exci-
tonic peak depends sensitively on the dimensionality of the system varying
from 0.7 eV in the bulk BN to 3 eV in the hypothetical (2, 2) tube. However,
the position of the first active excitonic peak is almost independent of the
tube radius and system dimensionality. The reason for this subtle cancellation
of dimensionality effects in the optical absorption stems from the strongly lo-
calized nature of the exciton (Frenkel-type) in BN systems [Wirtz 2006]. This
band-gap constancy is in agreement with epxeriments[Arenal 2005] and has
implications for the application of BN tubes for photoluminescence devices.

We remark that dimensionality effects would be more visible in other
spectroscopic measurements as photoemission spectroscopy, where we mainly
map the quasiparticle spectra, and this (as the exciton binding itself) is sensi-
tive to the change in screening going from the tube to the sheet to bulk hBN
[Wirtz 2006]. In particular the quasi-particle band-gap will vary strongly with
dimensionality (opening as dimensionality reduces). The situation is different
to the case of carbon nanotubes, where also excitonc effects are very impor-
tant but also they depend on the specific nature of the tube [Spataru 2004].

20.4 Summary

We have discussed applications of an ab initio approach to calculating elec-
tron excitation energies, optical spectra, and exciton states in real materials
following a many-body derived xc functional for TDDFT. The approach is
based on evaluating the one-particle and the two-particle effects in the opti-
cal excitations of the interacting electron system, including relevant electron
self-energy and electron-hole interaction effects at the GW approximation
level (mimicked by an effective two-point xc kernel). It provides a unified
approach to the investigation of both extended and confined systems from
first principles. Various applications have shown that the method is capable
of describing successfully the spectroscopic properties of a range of systems
including semiconductors, insulators, surfaces, conjugated polymers, small
clusters, and nanostructures. The agreement between theoretical spectra and
data from experiments such as photoemission, tunneling, optical and related
measurements is in general remarkably good for moderately correlated elec-
tron systems.
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The main drawback in the many-body-based schemes is that we need
to start from a GW -like quasiparticle calculation instead of the Kohn-Sham
band-structure. As a matter of principle, both the quasiparticle shift as well
as the redistribution of oscillator strength (including creation of new poles)
due to excitonic effects (electron-hole attraction) should be accounted for
by the nonlocal and frequency dependent fxc kernel. However, until now we
have been able to produce relatively good kernels that reproduce the effect
of excitons in the response function but fail to include the quasiparticle shift.
More developments are needed in the future to have a fully DFT-based the-
ory that can be applied to both ground-state and excite-state properties. One
appealing way are the orbital-dependent functionals derived from variational
many-body formalism for the total energy (Φ and Ψ derivable functionals)
[Almbladh 1999]. Preliminary results using the GW self-energy to build the
total-energy functional and ulterior xc potential and kernel have been done
for Si and LiF [Gruning 2005]. This approach includes the proper deriva-
tive discontinuity of the potential, being the corresponding Kohn-Sham gap
very close to the standard local density approximation one. It also provides
electron-hole effects and a reasonable description of the structural properties.

More work needs to be done along those lines and towards the inclusion of
higher order vertex effects into the many-body description of electron-electron
and electron-phonon interactions in order to have a more general ab initio
theory of the spectra of weak and strongly correlated electronic systems.



21 Linear Response Calculations for Polymers

P.L. de Boeij

21.1 Introduction

In general, finite field DFT and TDDFT calculations yield accurate values for
the response properties of molecular systems when standard approximations
for the exchange-correlation functionals are used [Gross 1996]. In combination
with their high efficiency, this makes these theoretical approaches ideal can-
didates for the calculation of physical properties of large molecular systems of
technological interest. For an important class of materials, however, this po-
tential is not yet realized. It has been observed that density functional calcula-
tions on the static response properties of long π-conjugated molecular chains
give large overestimations for the polarizability [Champagne 1998] when local
and gradient-corrected exchange-correlation functionals are used. The errors
become even worse for their nonlinear response properties [Champagne 1998].
Similarly, the static polarization of π-conjugated push-pull systems is incor-
rectly described [Champagne 2000], even if it is obtained in the absence of
an external field. Closely related to these findings, also large errors have been
reported in the calculated excitation energies [Grimme 2003]. The reason
for these deviations is by now well understood: both local and gradient-
corrected density approximations are unable to correctly describe the in-
duced contribution to the exact exchange-correlation potential (see Chap. 9).
It contains a component that increases linearly along the chain counter-
acting the external field [van Gisbergen 1999b, Gritsenko 2000]. The den-
sity, on the other hand, remains more-or-less periodic in the bulk of the
chains, and changes only at the chain ends. The same phenomenon that is
responsible for the macroscopic exchange-correlation field in insulating solids
[Gonze 1995b, Gonze 1997b, Martin 1997a] seems to be at work here. In the
infinite systems this additional screening field can be viewed as a polarization
dependent exchange-correlation effect. In the finite molecular systems, how-
ever, the complete density is known, and no polarization dependence of the
exchange-correlation functional needs to be invoked. It becomes clear that
the failure of the standard density functionals is related to their local den-
sity dependence: the exchange-correlation potential is relatively insensitive
to the polarization charge induced by the external electric field at the chain
ends. The external field is insufficiently screened, and a too strong response
is obtained in these approximations.

P.L. de Boeij: Linear Response Calculations for Polymers, Lect. Notes Phys. 706, 317–322
(2006)
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21.2 The Counteracting Exchange Potential

The overestimation of the polarizability is readily reproduced in finite field
calculations on model chains consisting of a coaxial stack of evenly spaced
hydrogen molecules. By using the approximation for the exact exchange po-
tential developed by Krieger, Li, and Iafrate (KLI) [Krieger 1992b], the main
cause of the occurrence of the counteracting exchange-correlation field could
be traced back to the so-called “response” part of this exchange potential
[van Gisbergen 1999b, Gritsenko 2000]. Here the KLI potential has two con-
tributions,

vKLI
x (r) = vhole

x (r) +
N−1∑

i=1

fi
ni(r)
n(r)

. (21.1)

The first term is the potential of the Fermi hole vhole
x (r), which has the cor-

rect asymptotic attractive long-range behavior −1/r. The second term is the
exchange contribution to the “response part”, which depends on the Kohn-
Sham orbitals via the orbital densities ni(r) and orbital-energy dependent
weights fi. Here deeper-lying orbitals have bigger weights. The response part
is repulsive and short-range as it decays exponentially for large r. Surpris-
ingly, it is not the polarization of the long-range Fermi hole part that causes
the global change in the potential as was previously proposed to explain
the related effect in solids [Gonze 1995b, Gonze 1997b, Martin 1997a]. In-
stead, the nonlocal density dependence of the counteracting field arises due
to the polarization of the occupied orbitals induced by the external field [van
Gisbergen 1999b, Gritsenko 2000]. This effect can be understood in the follow-
ing way. Suppose that in the zero field case we have two molecular orbitals be-
ing the bonding and anti-bonding combinations, ϕb(r) = [φ1(r)+φ2(r)]/

√
2

and ϕa(r) = [φ1(r) − φ2(r)]/
√

2 respectively of two fragment orbitals φ1(r)
and φ2(r). In the presence of the perturbing field these orbitals will get
mixed, leading to predominantly φ1(r) and φ2(r) type molecular solutions.
Now, assuming that the fragment orbitals are rigid, the total density will
not be changed by this mixing, and it remains n(r) = |φ1(r)|2 + |φ2(r)|2.
A local density functional will hence not be sensitive to this orbital polar-
ization. Nevertheless, the response part of the KLI potential will be changed
as the weights depend on the orbital energies: the weight f1 will increase for
the stabilized orbital having its density n1(r) = |φ1(r)|2 at the lower po-
tential side, and f2 will decrease for the destabilized orbital with the density
n2(r) = |φ2(r)|2 at the higher side. The net result takes the form of a counter-
acting field. Even though the response part is of short range, the dependence
on the orbitals makes it sensitive to global changes in the molecule.

Similar results have been obtained using an improved x-only approxima-
tion based on a physically motivated common energy denominator approx-
imation (CEDA) for the orbital Green’s function [Gritsenko 2001, Grüning
2002]. This approximation differs from the KLI approach in the sense that
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the occupied-occupied orbital mixing is now completely removed in the cor-
responding approximation for the density-density response function. The re-
sulting approximation for the exchange potential takes a form similar to the
KLI result (21.1), but now it contains also off-diagonal terms,

vCEDA
x (r) = vhole

x (r) +
N−1∑

i=1

fi
ni(r)
n(r)

+
N∑

i,j �=i

fij
φ∗

i (r)φj(r)
n(r)

. (21.2)

This additional off-diagonal orbital structure of the CEDA potential was
shown to be important in particular for the description of the response prop-
erties of molecular chains [Grüning 2002].

Though these KLI and CEDA functionals resemble many features of the
exact exchange-only, or optimized effective potential [Talman 1976, Ivanov
1999, Görling 1999a], the exact exchange-only potential gives results much
closer to Hartree-Fock, with a higher counteracting field strength [Mori-
Sanchez 2003, Kümmel 2004]. However, even the Hartree-Fock polarizabil-
ities overestimate the values obtained with correlated methods. It remains to
be seen to what extent correlation effects contribute to the global counter-
acting field, as the optimized potential approaches have until recently [Facco
Bonetti 2001] been restricted to the exchange-only approximation.

The orbital dependence of these (approximate) exchange-only potentials
allows for the nonlocal density-dependence, which is the basis for their suc-
cess. In the static linear response approach the change in the exchange po-
tential δvx(r) is obtained from the density change δn(r) via the exchange
kernel,

δvx(r) =
∫

d3r′ fx(r, r′)δn(r′) , (21.3)

with

fx(r, r′) =
∂vx(r)
∂n(r′)

. (21.4)

When the orbital structure of the exchange potential is properly incorpo-
rated in the exchange kernel [Gritsenko 2001, Grüning 2002], evidently the
same results should be obtained in a response calculation as in the finite
field approach. The kernel will have to be nonlocal in order to generate the
characteristic contribution counteracting the external electric field. In solids
related strategies have been applied. It was shown for several semiconduc-
tors that certain excitonic features, which are missing in the calculated ab-
sorption spectrum obtained using local functionals, can indeed be described
correctly by using the exact-exchange kernel [Kim 2002b, Kim 2002a], or
simply by imposing the typical 1/|r− r′| long-range dependence of fxc(r, r′)
[Reining 2002, Botti 2004].

A very promising new route to improve upon the exchange-only kernels
is found in comparing the TDDFT approach and the related Bethe-Salpeter
equation from many-body perturbation theory [Onida 2002, Sottile 2003,
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Adragna 2003, Marini 2003b, Stubner 2004]. Using this Bethe-Salpeter ap-
proach on, e.g., infinite polyacetylene polymers [Rohlfing 1999a, Puschnig
2002], it has been found that the excitonic features found in solids are present
also in these one-dimensional π-conjugated systems.

21.3 An Alternative to Orbital-Dependent Potentials

Another route to include the nonlocal density dependence can be followed
by changing to current dependent functionals within the framework of
time-dependent current density functional theory [Dhara 1987, Ghosh 1988,
Vignale 1996, Vignale 1998] (see Chap. 5). The main motivation here is
that the current density can be seen as a local indicator of global changes
in the system, and that a local exchange-correlation approximation can in-
deed be used if the basic variable is the induced current density rather than
the density. Such a current functional was derived by Vignale and Kohn
[Vignale 1996, Vignale 1998]. The current formulation is inherently a dy-
namical one, in which static response properties can be obtained in the low
frequency limit of the time-dependent perturbation approach. Van Faassen
et al. [van Faassen 2002, van Faassen 2003a] showed that including the cur-
rent functional of Vignale and Kohn in the response calculations gives greatly
improved static polarizabilities for several π-conjugated polymers, while the
results for the nonconjugate polymers, which are already correctly described
within the local density approaches, are modified only to a small extent. Un-
fortunately, however, in this current functional approach the description of
the prototype hydrogen chain remained problematic. This is in great contrast
with the (approximate) exchange-only orbital potentials and Hartree-Fock re-
sults, which do produce a sizable counteracting field in this model system.
Mixed quality results were also obtained for the frequency dependent response
of small molecules. The excitation energies were improved upon the ALDA
results for π∗ ← π transitions in several π-conjugated systems, but much
worse results were sometimes obtained in other systems [van Faassen 2003b].

Figure 21.1 shows the static axial polarizability per oligomer unit for the
prototype π-conjugated system, polyacetylene, obtained using the adiabatic
local density (ALDA) and Vignale-Kohn (VK) functionals [van Faassen 2002],
together with restricted Hartree-Fock (HF) results [Kirtman 1995], and re-
sults from second order perturbation calculations (MP2) [Toto 1995]. Exact
exchange-only results are expected to be very close to the HF results [Mori-
Sanchez 2003, Kümmel 2004]. It becomes clear that the overestimation of
the polarizability observed in the ALDA calculations is reduced consider-
ably by using the VK functional, giving values in close agreement with MP2
results that are somewhat smaller than HF results. The same current func-
tional method can also be applied to the absorption spectrum of the infinite
chain of the prototype polyacetylene system [Berger 2005]. This gives results
that correspond well with the finite oligomer results [van Faassen 2002, van
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Fig. 21.1. The static axial polarizability per oligomer unit for polyacetylene
(left) obtained using the adiabatic local density (ALDA) and Vignale-Kohn (VK)
functionals [van Faassen 2002], together with spin-restricted coupled Hartree-Fock
(CHF) results [Kirtman 1995] and results from second order perturbation calcu-
lations (MP2) [Toto 1995]. Similar results for the model hydrogen chains (right),
now compared with spin-restricted coupled Hartree-Fock (CHF) results, fourth or-
der perturbation calculations (MP4), and coupled cluster calculations with singles,
doubles and triples included (CCSD(T)) [Champagne 1995]

Faassen 2003a], but that deviate considerably from Bethe-Salpeter results
[Rohlfing 1999a, Puschnig 2002] and experiment. In particular the position
of the absorption maximum is shifted upward like in the oligomers [van
Faassen 2004] but now too strongly.

One may wonder if the application of the VK functional in molecu-
lar systems is justified. After all, the VK functional was derived for the
electron gas under the assumption of weak spatial inhomogeneity, which is
certainly violated in these systems. However, the VK-functional satisfies a
number of important physical constraints which are valid for systems with
arbitrary time-dependence and inhomogeneity [Vignale 1996, Vignale 1998].
In fact, the Vignale-Kohn functional can be viewed as the linear regime limit
of the exact reformulation of TDDFT in the co-moving Lagrangian frame
[Tokatly 2005a, Tokatly 2005b] (see Chap. 8). These exact properties may
support the application to molecular systems, but the correctness of the re-
sults can not be guaranteed, as the (induced) deformations are certainly not
small, and the VK functional is thus applied well beyond the linear regime.
The varying quality of the results obtained with this functional for the mole-
cular response properties may also be the result of the following arguments.
The functional can be cast as a viscoelastic stress field [Vignale 1997], in
which viscoelastic coefficients η̃xc(nGS, ω) and ζ̃xc(nGS, ω) enter that are fre-
quency dependent functions of the ground state density, and that are deter-
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mined by the longitudinal and transverse response kernels fxc, L(nGS, ω) and
fxc, T(nGS, ω) of the homogeneous electron gas [Vignale 1997]. Even though
these kernels have been studied extensively, both their frequency dependence
[Gross 1985, Gross 1985, Iwamoto 1987, Conti 1997, Qian 2002], and their
static limits [Conti 1997, Qian 2002, Böhm 1996, Nifos̀ı 1998, Conti 1999],
are still not known accurately. In particular, this is true for the static limit
of the transverse kernel, which determines to a large extent the strength of
the screening field, and hence the absorption spectrum [Berger 2005]. The
calculated shift of the absorption maximum and also the related static po-
larizability is strongly dependent on the particular parameterization of the
density-dependence that is used for the static transverse electron gas kernel.
In the π-systems a different region (π-orbitals) is probed by the response
calculation than in the hydrogen chains (σ-orbitals). The different average
densities and inhomogeneities involved may explain the different performance
for these systems. More accurate electron gas kernels will be needed to ver-
ify if the application of the Vignale-Kohn functional to molecular response
properties is indeed justified.

21.4 Conclusion

In conclusion, we can state that the strong overpolarization observed in DFT
calculations that use local and gradient-corrected density functionals for the
exchange-correlation potential is the result of the locality of these function-
als. The origin of the nonlocal density dependence of the exact exchange-
correlation contribution to the induced Kohn-Sham potential has been estab-
lished as resulting from a polarization of the occupied Kohn-Sham orbitals,
which does not modify the density locally. The nonlocal density dependence
of the exchange-correlation potential can be introduced via an explicit orbital
dependence either via the optimized potential method or by using expansions
in terms of the Kohn-Sham Greens function, or by introducing current den-
sity functionals. The results obtained with the various methods are not yet
in full agreement. Improved approximate exchange-only potentials, beyond
KLI and CEDA, should eventually converge to the exact exchange-only re-
sults, which in turn are close to the Hartree-Fock results. Further progress
can be made if correlation effects are included in the optimized potential.
In the current functional approach more accurate electron-gas kernels have
to be obtained, and the regime beyond weak inhomogeneity should be de-
scribed correctly. This may most elegantly be done using the reformulation
of TDDFT in the co-moving Lagrangian frame.
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X. Lopez and M.A.L. Marques

22.1 Introduction

In this chapter we give a brief introduction to the field of protein chro-
mophores, and how TDDFT can and is being used to study these important
systems. As we believe that a large majority of the Readers of this book come
from the fields of Physics or quantum Chemistry, with little or no knowledge
of Biochemistry, we will try to keep the discussion non-technical and at a
fairly basic level.

First of all, how do we define a biochromophore? Biochromophores are
molecules, present in many types of cells (plant, animal, bacteria, etc.),
that absorb light in the visible or near ultra-violet (UV) part of the spec-
trum. These molecules are extremely important, as they are responsible for
processes fundamental for life as we know it. In fact, the processes of vi-
sion, photosynthesis, photoperiodism, bioluminescence, DNA damage, etc.,
all of them are either governed or triggered by photo absorption. Further-
more, some of these molecules found their way into very important technical
applications. An example is the green fluorescent protein (GFP), a protein
found in a jellyfish that lives in the cold waters of the north Pacific, that
has played a key role as a marker to monitor gene expression and protein
localization in living organisms.

22.2 π → π∗ Transitions and Biochromophores

Most organic molecules are completely transparent to visible light, starting
to absorb in the UV regime. However, light emitted by the sun, after passing
through the Earth’s atmosphere, has its maximum in the visible range. It is
quite interesting to see how nature solved this problem.

Upon absorption of a photon, a molecule undergoes a transition be-
tween two molecular states. The most common transitions are σ → σ∗ and
n → σ∗, that absorb light in the UV. Note that as all stable molecules pos-
sess localized σ-bonds, these processes are present in all molecules. Whenever
π-symmetry bonds are present, another very important class of transitions ap-
pears: π → π∗. The simplest molecule containing a π-bond, ethylene (C2H4),
exhibits strong absorption at only 163 nm (εmax = 1.5 × 104 L mol−1 cm−1),

X. Lopez and M.A.L. Marques: Biochromophores, Lect. Notes Phys. 706, 323–336 (2006)
DOI 10.1007/3-540-35426-3 22 c© Springer-Verlag Berlin Heidelberg 2006



324 X. Lopez and M.A.L. Marques

still in the UV region. However, by creating molecular chains with alternate π
bonds, absorption can be shifted to longer wavelengths. In these so-called π-
conjugated molecules, the electrons are delocalized over the whole π system.
Therefore, by increasing the length of the molecule, the π-electrons become
more delocalized, and the HOMO-LUMO energy gap decreases. If the π sys-
tem is long enough, optical absorption may lie in the visible region.

Therefore, biochromophores are usually organic molecules with long con-
jugated π bonds, resulting in very efficient π → π∗ transitions at the visible or
near-UV range of the spectrum. In general, the prosthetic groups that act as
biochromophores must be built specifically for the task, and carefully incorpo-
rated into the proteins. Although there is a great variety of prosthetic groups
in nature, there are only a few basic designs. These include the pyrroles,
the porphyrins (like the hemes present in chlorophyll and hemoglobin), the
carotenoids (like retinal, or β-caroten), the flavins, etc. (see Fig. 22.1). As an
example, consider β-carotene (see Fig. 22.1d), a molecule common in vegeta-
bles and fruits. It consists of a long chain of π-conjugated bonds terminated
by two cyclohexane-like rings, that produce the bright orange color of car-
rots. Another important example is 11-cis-retinal (Fig. 22.1e), a derivative of
all-trans-retinol, more commonly known as vitamin A. This molecule is the
responsible for vision, being the primary receptor for photons entering the
eye.

Another common feature of these biochromophores is that they are not
isolated but bound covalently to a protein. For instance, the retinol in our
eyes is incorporated in a family of proteins, named opsins. Moreover, the
protein environment itself can (and often does) have a decisive influence on
the response of the chromophore to light. For instance, a solution of 11-cis-
retinal absorbs at about 380 nm; but in combination with the protein, the
absorption maximum shifts to about 500 nm. Furthermore, the mechanism
of color vision requires three different photoreceptors (the so-called cones)
in the eye, each one absorbing at a different wavelength: blue, green and
red. However, when analyzing the corresponding opsins, one finds that they
all contain the same chromophore: 11-cis-retinal. The absorption at different
wavelengths is a consequence of the different interaction of the retinal with
the protein in each of the cones.

22.3 Biochromophores in Proteins

As explained in the previous section, the protein structure around the chro-
mophore is often very important to account for the properties of the chro-
mophore itself. Therefore, in this section we give a brief introduction to pro-
tein structure and how it can be simulated in the context of biophysical
calculations.
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Fig. 22.1. Some of the basic designs of prosthetic groups in nature: (a) pyrrole;
(b) heme, where M denotes a metal atom, like Fe or Mg; (c) flavin (riboflavin);
(d) carotenoid (β-carotene); (e) 11-cis retinal

22.3.1 Proteins: Aminoacid Polymers

Proteins can be defined as polymers of aminoacids (see Fig. 22.2), mole-
cules characterized by an amino (−NH+

3 ), an acid (−CO−
2 ), and a variable

sidechain (R). The amino end of one aminoacid can undergo a condensation
reaction with the acid end of the next aminoacid, giving raise to a dipeptide
bound by a so-called peptide bond. The nature of each aminoacid is ultimately
determined by the chemical nature of the sidechain (R in Fig. 22.2). There
are only 20 different sidechains found in natural proteins. However, they span
a great variety of physical-chemistry properties, and so the combination of
these 20 aminoacids suffices to produce the immense diversity of proteins
found in living systems.
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Fig. 22.2. Aminoacid and the peptide bond

22.3.2 Proteins as Chromophores

With respect to optical absorption properties, the most promising aminoacid
sidechains (in terms of π delocalization/aromaticity) as potential candidates
for optical or near-UV absorption are tryptophan (Trp), tyrosine (Tyr) and
Phenylalanine (Phe) (see Fig. 22.3). In Table 22.1, we summarize their main
absorption maxima. It is clear that all of them lie in the UV range of the
spectra.

Apart from these specific sidechains, the peptide bond itself shows a char-
acteristic absorption in the UV. The UV spectrum of the peptide bond differs

Fig. 22.3. Aromatic side chains

Table 22.1. Absorption of aromatic aminoacid side chains

AA λ (nm) Type Remarks

Trp 240–290 most intense

Tyr 274 π − π∗ (εmax ∼ 1400) analogous to phenol (271 nm)

Phe 250 weak π − π∗ analogous to benzene (256 nm)
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Fig. 22.4. Representation of one of the occupied π orbitals in formamide as a
model of the electronic structure in a peptide linkage. Notice the delocalization of
the π electronic cloud in formamide among the three atoms: nitrogen, carbon, and
oxygen

from the one of a carbonyl group (C=O), and has its origin in the character-
istic π electronic delocalization along the N−C=O atoms (see Fig. 22.4). As a
result, a strong π−π∗ type transition is observed at 190 nm for each peptide
bond, and the transition dipole is not along the C=O direction but along a
line between O and N in the plane of the peptide bond. Due to the fact that
each linkage between a pair of aminoacids contains one peptide bond, the
absorption spectrum of any prosthetic group or aminoacid sidechain at this
or higher energies is completely masked by the peptide absorption. On the
other hand, each peptide exciton can interact with the exciton of nearby pep-
tide bonds, modifying the overall absorption properties of the protein. This
modification is highly sensible to structural changes in the protein backbone,
making electronic absorption spectroscopy a useful tool to monitor protein
and polypeptide structural changes [van Holde 1998].

22.3.3 Proteins and Phrosthetic Groups

Overall, we see that proteins by themselves are not able to absorb light in
the visible range of the spectrum. However, since the main source of light
available on Earth’s surface is in the visible range, biological systems have
to modulate their optical response to be able to absorb in this lower energy
regime. To do so, they have two options: (i) incorporate phrosthetic groups
with large delocalized π systems inside the protein structure (as those in
Fig. 22.1); or (ii) chemically modify some of the aminoacid sidechains to
form a chromopeptide structure. In Sect. 22.5, we will analyze one example
of each case.

Once the chromophore is installed inside the protein matrix, the protein
structure can affect the response of the chromophore through a variety of
effects: (i) inducing a structural change on the chromophore that shifts the
absorption maximum (see Sect. 22.5.1); (ii) polarizing the electronic cloud
differently in the ground and excited state, thereby producing a modification
of the energy gap (see Sect. 22.5.2); (iii) effectively shielding the chromophore
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from the aqueous solvent environment, etc. All these effects act simultane-
ously and are very often the key to understand the observed behavior of the
chromopeptide.

In the next section, we give a brief introduction on how to simulate a pro-
tein using molecular dynamics methods and QM/MM Hamiltonians. These
techniques, in conjunction with TDDFT, can be used to study the absorption
properties of the chromophore, and to understand the effects induced by the
protein environment.

22.4 Methods

22.4.1 Molecular Dynamics

One of the most used tools used to study the structure and function of pro-
teins is molecular dynamics [McCammon 1987, Brunger 1988, Karplus 2002].
Briefly, this method is based on the ergodic hypothesis, which states that
significant statistical averages can be obtained by averaging over the time
evolution of a system.

〈A〉ensemble = 〈A〉time . (22.1)

To follow the time evolution of a given molecule, one can propagate the
Newton’s equation of motion for each particle (atom) of the system,

Fi = miai = mi
d2Ri

dt2
. (22.2)

The force acting on each particle can be derived from the form of the potential
energy (see below)

Fi = − dV
dRi

. (22.3)

There are several numerical methods that can be used to propagate these
equations. One of the most used is the Verlet algorithm, which is based on a
Taylor expansion to second order of the trajectories of each atom. Thus,

R(t + ∆t) = R(t) +
dR

dt

∣∣∣∣
t

∆t +
1
2

d2R

dt2

∣∣∣∣
t

(∆t)2 + · · · (22.4a)

R(t−∆t) = R(t) − dR

dt

∣∣∣∣
t

∆t +
1
2

d2R

dt2

∣∣∣∣
t

(∆t)2 + · · · (22.4b)

Summing the two equations one has,

R(t + ∆t) = 2R(t) − R(t−∆t) +
d2R

dt2

∣∣∣∣
t

(∆t)2 + · · · (22.5)
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In the context of protein simulations, the starting positions of the atoms
are often taken from X-ray structures. The most common source for these
structures is the Protein Data Bank (http://www.rcsb.org/pdb). This is a
database of protein structures resolved by NMR, X-ray, or homology mod-
eling. The information is given in a standard “PDB” format containing the
Cartesian coordinates for the atoms, important experimental details of the
system, B-factors, etc.

22.4.2 Force Fields

Due to the large numbers of atoms in a protein, the majority of molecular
dynamics calculations are done using simple analytical forms for the poten-
tial energy, in which electrons are not treated explicitly. Two kinds of terms
are usually distinguished in these molecular mechanics force fields, the so-
called bonded and non-bonded terms. The former try to reproduce how the
energy changes when atoms that are covalently bound are geometrically dis-
torted, and are usually written as harmonic potentials around the equilibrium
molecular distances and angles. In addition, periodic potentials are added to
account for changes in energy along torsional degrees of freedom. Finally,
non-bonded terms simulate van der Waals and electrostatic attraction forces
between atoms that are not covalently bound. Thus, a typical force field has
the following form,

VMM =
∑

bonds

1
2
Kb(d−d0)2+

∑

angles

1
2
Ka(θ−θ0)2+

∑

dihedrals

Kd[1+cos(nφ−γ)]

+
N∑

i=1

N∑

j>i

4εij

[(
σij

Rij

)12

−
(
σij

Rij

)6
]

+
N∑

i=1

N∑

j>i

qiqj

εRij
(22.6)

where d measures the bond distance, θ the angle formed by 3 atoms, φ the
dihedral angle formed by 4 atoms, and Rij the distance between atoms i and
j. (All other quantities are carefully chosen constants.) The first three sum-
mations correspond to bonded terms, and the last two to the non-bonded van
der Waals and electrostatic interactions. There are various quite comprehen-
sive force fields available, the most common being CHARMM [Brooks 1983],
AMBER [Pearlman 1995], OPLS-AA [Jorgensen 1996], etc.

22.4.3 QM/MM Techniques

In certain cases, for special molecules for which there are no available para-
meterizations, or for studying chemical reactions in which bonds are broken
and formed, it is necessary to go beyond the force field approximation. In
these cases, a good compromise between accuracy and efficiency can be ob-
tained with a mixed quantum mechanical/molecular mechanical (QM/MM)
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approach [Field 1990]. In QM/MM the system is partitioned into a small
region that is treated quantum mechanically (e.g., the chromophore) and a
big region handled by a force field. The resultant Hamiltonian is the sum of
the force field, the quantum mechanical energy and a Hamiltonian describing
the interaction between the QM and MM regions.

Ĥ = ĤQM + ĤMM + ĤQM/MM , (22.7)

where
ĤQM/MM = Ĥelect

QM/MM + ĤvdW
QM/MM + Ĥbonded

QM/MM . (22.8)

Among the QM/MM coupling terms, we have an electrostatic part that ac-
counts for the electrostatic interaction of the QM region with the set of point
charges qM representing the protein in the MM zone.

Ĥelect
QM/MM = −

∑

i,M

qM

riM
+
∑

α,M

ZαqM

RαM
(22.9)

where riM denotes the distance between the electron i and the MM nucleus
M , and RαM is the distance between the QM nucleus α and the MM nucleus
M . This is the part that enters the SCF equations, requiring the evaluation
of extra one-electron integrals.

Special care must be taken with the QM/MM boundary [Reuter 2000].
One option is to introduce a hydrogen atom whenever the frontier between
the QM and MM regions passes through a chemical bond. This so-called
H-link atom is forced during the minimization to be aligned with the fron-
tier bond, and does not interact with the MM atoms. Other options include
more sophisticated techniques in which the SCF equations are solved in the
presence of frozen orbitals located at the QM-MM atom interfaces.

22.5 Practical Cases

In this section, we discuss some practical cases of biochromophores. Due to
space limitations, we have only selected two representative cases: (i) the green
fluorescent protein and its mutants, where the protein surroundings modulate
the response mainly by structural effects; (ii) the astaxanthin (AXT) inside
crustacyanin, an example of a polarization mechanism induced by nearby
aminoacids with little structural effects. We hope that these two test cases
can exemplify the complexity and diversity of ways in which natural proteins
can generate and adapt biochromophores to yield the desired sensitivity to
visible light.
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22.5.1 Green Fluorescent Protein
and its Mutants: Structural Effects

The Green Fluorescent Protein

Among photo-active proteins, and due to is unique photophysical properties
[Zimmer 2002], the family composed by the green fluorescent protein (GFP)
and its mutants has attracted a considerable amount of attention during the
last decade. By absorbing UV light, this biomolecule remits it, through flu-
orescence, as green light. Moreover, the GFP is unique because it does not
involve any external prosthetic group. In fact, the chromophore responsible
for the photophysics of the GFP is completely generated by the cyclization
and oxidation of a sequence of three aminoacids of the protein, Ser65, Tyr66,
and Gly67. Furthermore, this transformation is auto-catalyzed, i.e., it does
not require any external enzyme. Thus, all the information needed to syn-
thesize the biochromophore is encoded in the corresponding gene. Through
genetic engineering, it is possible to literally attach the GFP gene to some
other gene. This yields a fused protein in which the GFP is attached to the
protein of interest without affecting its function. In this way, it is possible to
trace the concentration of the particular protein in an organism merely by
exposing it to UV light. The technique is so disseminated, that the fluores-
cent GFP has already been expressed in bacteria, yeast, slime mold, plants,
drosophila, zebrafish, and in mammalian cells.

The protein is composed of 238 amino-acids, and is folded in a β-sheet
barrel conformation with the chromophore in its interior (see Fig. 22.5). The

Fig. 22.5. Left: Structure of the GFP protein, showing the β-sheet barrel confor-
mation with the chromophore in its interior. Right: The chromophores responsible
for the optical properties of the GFP (up) and of the BFP (down)



332 X. Lopez and M.A.L. Marques

influence of the barrel is twofold: (i) It isolates and protects the chromophore
from the protein environment. In this way, the fluorescence properties of
the GFP are largely unaffected by the conditions outside the protein. (ii) It
influences the geometry of the chromophore, which in part determines its
optical properties.

The optical absorption spectrum of the wild type (wt)-GFP, measured
at 1.6 K, shows two main resonances at 2.63 and 3.05 eV [Creemers 2000,
Creemers 1999]. These are attributed to the two thermodynamically stable
protonation states of the chromophore, namely one negative and one neutral
configuration. The equilibrium between those two states can be controlled by
external factors such as pH and by mutations that affect the chromophore
environment [Creemers 2000, Creemers 1999, Brejc 1997, Haupts 1998]. Exci-
tation at either of these frequencies leads to fluorescent green-light emission,
peaked at 2.44 eV [Sinicropi 2005], which is the main mechanism for energy
release in wt-GFP. It is clear that the photo-physics of the GFP is governed
by a complex equilibrium between the neutral and anionic configurations.

The first step of our study consisted in the preparation of the structures
of the GFP. The X-ray structure (1.9 Å resolution) from [Yang 1996] (PDB
code: 1GFL) was taken as the reference structure. As the X-ray measure-
ments are not sensitive to the hydrogen atoms, we first had to add hydrogens
where needed, using the CHARMM program [Brooks 1983]. In order to relax
the geometry of the system we performed 3 successive optimizations. An ini-
tial optimization was done with all backbone and chromophore atoms fixed
at their crystallographic positions. In a second step we allowed relaxation
only of the coordinates of the chromophore. We performed this step with a
QM/MM hybrid method [Field 1990], using the AM1 semi-empirical Hamil-
tonian [Dewar 1985] to describe the quantum subsystem. The QM region
was defined by three amino-acids, Ser65, Tyr66 and Gly67, and the frontier
between QM and MM regions was treated within the H-link approximation.
In order to avoid the QM/MM frontier to be in the C(O)–N peptide bond,
the carbonyl group of Gly67 was removed from the QM subsystem and the
carbonyl group of Phe64 was included. In this way, the two H-link atoms cut
through C–C bonds. Finally, from this geometry we performed a full relax-
ation allowing the chromophore and every protein atom within 10 Å of the
chromophore to relax. The final structure of the chromophore is depicted in
Fig. 22.5.

Note that the role of the protein backbone is very important for the struc-
tural relaxation, as it is responsible for the relative orientation of the two rings
of the chromophore. In fact, this is the main structural difference between
the neutral and the anionic conformations. In the former, the two ring planes
are slightly displaced from planarity, the dihedral angle being −10.9 degrees.
In the anionic form, the co-planarity of the two rings is enhanced, through
the reduction of the dihedral angle to −1.8 degrees.
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Fig. 22.6. The computed photo-absorption cross-section, σ, compared to the
experimental measurement for the GFP (left) and the BFP (right). The y-axis has
arbitrary units. The experimental results are from [Nielsen 2001] (Exp. 1 for the
GFP), [Creemers 2000, Creemers 1999] (Exp. 2 for the GFP), and [Bublitz 1998]
(BFP)

From these relaxed structures, we extracted the quantum-mechanical sub-
system, that we subsequently used in our TDDFT calculations [Marques
2003b, Castro 2004b]. Our results are summarized in Fig. 22.6, where we
present the computed spectra of the neutral and anionic conformations of the
GFP chromophore, together with the available experimental data. The spec-
tra is averaged over the three spatial directions. However, the GFP is a very
anisotropic molecule, and most of the absorption at visible frequencies is due
to light polarized in the x-direction, the direction along the line that joins the
two rings. The excitations involved in this process correspond to a π-π∗ tran-
sition in both neutral and anionic forms. The molecule is nearly transparent
to visible light polarized along the other two orthogonal directions. The main
excitation peaks for the neutral and anionic forms are at 3.01 and 2.67 eV,
respectively. These values are in really good agreement with the measured ex-
citation energies, located at 3.05 and 2.63 eV [Creemers 2000, Creemers 1999].
We emphasize that this good agreement is obtained since we take into ac-
count the breaking of the planarity of the biochromopeptide caused by the
protein surrounding. Note that the measured peaks can be clearly assigned
to either the neutral or anionic forms of the GFP.

The calculated oscillator strength of the π-π∗ transition is larger in the
anionic than in the neutral GFP. However, in the experimental spectrum
the peak corresponding to the neutral form has a larger intensity. This is
explained by the different concentration of the two species in vivo. To re-
produce the experimental ratio between the two peaks, we have to assume a
∼4:1 ratio for the concentration of the neutral/anionic forms, which is very
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close to the estimated experimental ratio of 80% neutral and 20% anionic
[Sullivan 1999].

The Blue Mutant

In the past years there has been an increasing demand for the ability to
visualize different proteins in vivo that require multicolor mode imaging
[Heim 1996]. For this reason, several groups set forth to develop GFP-mutant
forms with different optical responses. A mutant of the GFP of particular in-
terest is the Y66H variant, in which the aminoacid Tyr66 of the GFP is
mutated to a His [Wachter 1997, Bublitz 1998]. The resultant protein ex-
hibits fluorescence shifted to the blue range, and is for that reason often refer
to as the blue emission variant of the GFP, or the blue fluorescent protein
(BFP; see Fig 22.5).

The BFP chromophore is considerably more complicated than the GFP.
It has four possible protonation states (one anionic, two neutral, and one
cationic), each one of them with two possible stable conformations, one cis
and one trans. The main candidate to explain the experimental spectrum of
the BFP turns out to be a neutral-cis configuration. However, in contrast to
the wt-GFP where the response of the anionic and of neutral states occurs
at distinct frequency ranges [Zimmer 2002, Chattoraj 1996, Marques 2003a],
in the BFP both anionic and neutral configurations have very similar spec-
tra, with only minor differences in the fine structure close to the main peak.
On the other hand, even if the absorption spectrum is not conclusive, pKa
analysis seems to rule out the existence of the anionic state in vivo. Further-
more, other protonation states (such as the cationic) can not present in the
BFP protein as their spectral features are outside the measured absorption
spectra.

Like in the GFP, it is quite important to take into account the protein-
induced structural changes of the chromophore. In fact, the protein induces
the breaking of planarity of the otherwise planar gas-phase structures. Our
calculations suggest that this breakdown of planarity could be responsible for
the 0.13 eV red-shift observed between folded and unfolded conformations of
the BFP protein [Wachter 1997]. Furthermore, there is a subtle cancellation
between the shielding of the electromagnetic field acting on the chromophore
due to its closest residues. This cancellation effect makes that the calculated
spectra for the isolated (twisted) chromophore and for the chromophore in
the protein are nearly identical. Therefore we can conclude that in the BFP
the polarization mechanism is of reduced influence.

Finally, we studied the effect of temperature in the BFP, by performing
constant T molecular-dynamics simulations at 77 and 300 K. (Note that the
experiment was performed at 77 K [Bublitz 1998]). We observed that the
chromophore fluctuates quite a lot, mainly in what concerns the relative
orientation between the two rings. Using this information, it was simple to
incorporate the effects of the temperature in the spectrum of the BFP. We
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Fig. 22.7. Left: X-ray structure of AXT in β-crustacyanin [Cianci 2002]. Right:
AXT hydrogen bonded to protonated imidazole, as a model for the effect of
protonated histidines in the absorption spectra of AXT. Geometry taken from
[Durbeej 2003]

obtained a ∼0.1 eV shift of the main absorption peak. Our results are shown
in Fig. 22.6, and are, like previously for the GFP, in excellent agreement with
experimental data.

22.5.2 Astaxanthin and the Colour of the Lobster’s Shell

The blue colouration of the shell of the lobster Homarus gammarus is due to
the binding of the carotenoid astaxanthin (AXT) to the protein complex crus-
tacyanin (See Fig. 22.7). The blue color is produced by the α-crustacyanin
(consisting of eight β-crustacyanin dimers as in Fig. 22.7), that exhibits its
absorption maximum at 632 nm. However, the absorption spectrum of free
dilute AXT peaks between 472 and 506 nm, depending on the type of sol-
vent. Thus, the (non-covalent) binding of AXT to the apoprotein subunits of
β-crustacyanin gives rise to a significant bathochromic shift, in fact, among
the largest shifts recorded in nature. In principle, various mechanisms could
be responsible for the shift: (i) a twist around double bonds induced by the
protein environment and (ii) a polarization mechanism in which proximal
charged groups (aminoacid sidechains) and hydrogen bonding to AXT in-
duced a significant charge rearrangement of the π electronic cloud. There
are several nearby aminoacids and water molecules that could contribute to
this polarization mechanism, including histidine, threonine, serine, and as-
pargine, all of them hydrogen-bonded to AXT according to the X-ray struc-
ture [Cianci 2002]. In Fig. 22.7, we show the structure of AXT embedded in
the protein matrix. It is evident from the figure that AXT is quite distorted
inside the protein. In addition, there is a variety of aminoacid sidechains in
direct hydrogen-bond contact with the protein (only histidine is indicated).

Durbeej and Eriksson [Durbeej 2003] have analyzed the bathochromic
shift of astaxanthin in crustacycanin by means of CIS (single excited con-
figuration interaction), TDDFT [Stratmann 1998], and the semiempirical
ZINDO/S [Ridley 1973] method. Some of their results are shown in Ta-
ble 22.2. The role that nearby residues could have in the absorption spectrum
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Table 22.2. Calculated λmax in nm. Data taken from [Durbeej 2003]

Molecule CIS TDDFT ZINDO/S Exp

AXT 394 579 468 488

AXTH+ 582 780 816 840

AXT-His+ – – 623

AXT-His – – 473

AXT in α-crustacyanin: 632 nm

of AXT was considered by calculating its spectrum in the presence of reduced
sidechain models representing the whole aminoacid.

It was found that only when His was included (see Fig. 22.7) there was
a significant shift in the spectrum, from 468 nm to 623 nm. Moreover, the
actual protonation state of the histidine (which at physiological pH can vary
between protonated and neutral) had a profound effect: histidine needed to be
protonated in order to trigger the shift. Other aminoacids that are hydrogen
bonded to AXT, such as threonine, serine, and aspargine were found to have
only a minor influence in the spectra. On the other hand, geometrical distor-
tions of the AXT carotene by the protein matrix, leading to a co-planarity
of the β-rings, had also a small effect compared to the polarization caused
by the protonated histidine. These results support the view of a polarization
mechanism as the origin of the bathochromic shift of AXT in crustacyanin,
largely due to one of the astaxanthin keto groups being hydrogen bonded to
a histidine residue.

22.6 Conclusions

With these examples, we demonstrated the precision of TDDFT for the cal-
culation of absorption spectra of biochromophores, and its usefulness in ex-
tracting chemical information on the nature and state of these molecules.
However, we still lack a complete understanding of the excited state dynam-
ics of protein chromophores. To have a proper description of those systems
would require an extension of the present QM/MM techniques to allow for
a better description of the environment excitations and the structural trans-
formations in the excited state. Work along those lines is already in progress.
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23 Excited States and Photochemistry

D. Rappoport and F. Furche

23.1 Introduction

The treatment of electronically excited states of molecules and clusters is
by far the most common application of time-dependent density functional
theory (TDDFT) in chemistry. TDDFT calculations are increasingly used by
non-experts to support and interpret experimental results. Important reasons
for the success of TDDFT in photochemistry are its cost/performance ratio
which is unmatched by traditional methods and the relatively wide applica-
bility range. In this chapter we briefly survey the technology which underlies
these applications. We discuss what accuracy can be expected for excited
state properties with contemporary functionals, and where they fail. Finally,
we present an up-to-date survey of TDDFT applications in photochemistry.
Since the literature is growing rapidly, we limit ourselves to exemplary work
and “hot” topics. Strong fields, applications to molecular dynamics, and
the optical response of clusters, extended systems, and biochromophores are
treated in Chaps. 22–26, 27, 17–18, 20–21, and 22, respectively. The present
work complements and extends earlier reviews [Furche 2005a, Furche 2005c].

23.2 Excited State Properties from TDDFT

23.2.1 Lagrangian Approach

The Lagrangian approach [Furche 2001a, Furche 2002a] is probably the most
convenient route to excited state properties in the TDDFT framework. Since
the formalism is covered in Chap. 14, we can focus on its implementation and
applications to molecular systems here.

We recall from Chap. 14 that the Lagrangian of the excitation energy
takes the form

L[x, y, w, ϕ, z,W ] =
1
2
[
x†(A + B)x + y†(A−B)y

]
+

w

2
(
x†y + y†x− 2

)

+
∑

iaσ

ziaσFiaσ −
∑

rsσ
r≤s

Wrsσ(Srsσ − δrs) . (23.1)

The so-called orbital rotation Hessians (A + B) and (A−B) read
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(A + B)iaσjbσ′ = (εaσ − εiσ)δijδabδσσ′ + 2(iaσ|jbσ′) + 2fxc
iaσ,jbσ′

− cxδσσ′ [(jaσ|ibσ) + (abσ|ijσ)] (23.2a)
(A−B)iaσjbσ′ = (εaσ − εiσ)δijδabδσσ′

+ cxδσσ′ [(jaσ|ibσ) − (abσ|ijσ)] . (23.2b)

(pqσ|rsσ′) is a two-electron repulsion integral in Mulliken notation, and
fxc

iaσ,jbσ′ represents a matrix element of the exchange-correlation kernel in the
AA. The hybrid mixing parameter cx [Becke 1993a, Becke 1993b] is used to in-
terpolate between the “pure” or non-hybrid density functionals (cx = 0) and
TDHF theory (cx = 1, fxc

iaσ,jbσ′ = 0). This extends the formalism of Chap. 14
to hybrid functionals, e.g. B3LYP [Becke 1993b] or PBE0 [Perdew 1996c], for
which cx = 0.2 or cx = 1

4 , respectively.

23.2.2 Implementation

The LCAO-MO expansion, see (14.12), reduces the computation of excited
state energies and properties to a finite-dimensional optimization problem for
L, which can be handled algebraically. The stationarity conditions for L lead
to the following problems which have to be solved subsequently in an excited
state property calculation.

1. The ground-state KS equations (in unitary invariant form),

δL

δZiaσ
= Fiaσ = 0 , (23.3a)

δL

δWpqσ
= Spqσ − δpq = 0 . (23.3b)

Results are the ground-state KS MO coefficients cαi and their eigenvalues,
as well as the ground state energy. Computational strategies to solve this
problem have been developed over decades. Efficient excited state methods
take advantage of this technology as much as possible.

2. The TDKS eigenvalue problem (Casida’s equations [Casida 1995a])

δL

δxiaσ
=
∑

jbσ′

(A + B)iaσjbσ′xjbσ′ − wxiaσ = 0 , (23.4a)

δL

δyiaσ
=
∑

jbσ′

(A−B)iaσjbσ′yjbσ′ − wyiaσ = 0 , (23.4b)

δL

δw
=
∑

iaσ

xiaσyiaσ − 1 = 0 , (23.4c)

together with the non-standard normalization condition for the transition
vectors which is enforced by w. The results are the excitation energies and
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transition vectors. They are used (i) to compute transition moments and (ii)
to analyze the character of a transition (e.g., π → π∗) in terms of occupied
and virtual MOs. The complete solution of the TDKS EVP for all excited
states leads to a prohibitive O(N6) scaling of CPU time and to O(N5) I/O
(N is the dimension of the one-particle basis). In most applications only the
lowest states are of interest; iterative diagonalization methods such as the
Davidson method are therefore the first choice [Olsen 1988, Stratmann 1998,
Chernyak 2000]. In these iterative procedures, the time-determining step are
two matrix-vector operations per excited state and iteration, (A + B)x and
(A−B)y, which can be cast into a form closely resembling a ground state Fock
matrix construction [Weiss 1993]. In this way, a single-point excitation energy
can be computed with similar effort as a single-point ground state energy.
Block algorithms lead to additional savings if several states are computed at
the same time [Furche 2000a, Furche 2005c].

It is instructive to compare the iterative solution of Casida’s equations
in frequency space to the real-time propagation methods discussed in Chap.
12 of this book (see also Sect. 15.1 for an extended discussion). If the above
techniques are used, a Davidson-type iteration in frequency space is about as
expensive as a single time-step, because both are computationally equivalent
to a Fock matrix construction. Since the iterative diagonalization requires
typically less than 10 iterations to converge, it is more efficient than real-
time methods which require hundreds of time-steps to compute an excitation
energy. The domain of real-time methods are strong fields and highly ex-
cited states which are difficult or impossible to treat in the linear response
framework.

3. The z-vector equation and the determining equations for the energy-
weighted density matrix W . They follow from the stationarity condition

δL

δcαpσ
= 0 , (23.5)

where L depends on the MO coefficients C apσ through the molecular orbitals
ϕ. The z-vector equation is a static perturbed KS equation of the form

∑

jbσ′

(A + B)iaσjbσ′zjbσ′ = −riaσ . (23.6)

The expressions for r and W involve third order functional derivatives and
are explicity given in (14.13) and in [Furche 2002a]. The difference between
the excited and ground state density matrices is given by

P = T + Z , (23.7)

where the “unrelaxed” part T contains products of the excitation vectors
only. Z accounts for relaxation of the ground state orbitals; it can be of the
same order of magnitude as T . P is the functional derivative of the excita-
tion energy with respect to the external potential; therefore, the difference
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between the interacting excited and ground state densities is accessible from
P (since the density is the functional derivative of the energy as a functional
of the external potential [Lieb 1983, Lieb 1985]). For example, if µ denotes the
dipole moment operator, Tr{Pµ} is the change of the dipole moment upon
excitation from the ground state; by adding the ground state density matrix
to P , excited state properties can be computed in this way. Population analy-
sis or graphical representation of P can give insight in the re-distribution of
the electronic charge due to the excitation process.

Once all the parameters of L have been determined, first-order properties
are straightforward, because the Hellmann-Feynman theorem implies that,
to first order, L depends on a perturbation η only through operator matrix
elements in the atomic orbital basis (see Chap. 14 and [Furche 2002a] for
details),

ωη =
∑

µνσ

hη
µνPµνσ −

∑

µνσ

Sη
µνWµνσ +

∑

µνσ

V xc (η)
µνσ Pµνσ

+
∑

µνσ

∑

κλσ′

(µν|κλ)ηΓµνσκλσ′ +
∑

µνκλσσ′

f
xc (η)
µνσκλσ′XµνσXκλσ′ . (23.8)

η may represent, e.g., a component of an external electric field, in which case
all terms except the first are zero; or it may represent a nuclear coordinate.
An important consequence of the Lagrangian approach is that in the gradi-
ent expression the derivatives need to be taken only with respect to basis
functions as indicated by parentheses, (η), for quantities depending on the
density; MO coefficient derivatives do not occur. ωη has nearly the same
form as the ground state energy gradient [Johnson 1993] and thus should be
treated on the same footing [Furche 2002a]. Total excited state properties are
obtained by simply adding the ground state contributions to P , W , and two-
particle difference density matrix Γ . The gradient of the excited state energy
is thus not substantially more expensive to compute than the gradient of the
ground state energy.

23.2.3 Efficiency

TDDFT implementations benefit from the fact that they can exploit nearly
the entire machinery of existing ground state DFT algorithms. Efficient tech-
niques may be transferred to the TDKS EVP and the z-vector equation,
e.g., integral-direct methods [Almlöf 1982], pre-screening [Häser 1989], effi-
cient quadrature [Treutler 1995] and exploitation of point group symmetry
[Taylor 1985, Weiss 1993, Furche 2005c]. Similarly, the expression for the ex-
cited state gradient takes the same form as the ground state gradient (apart
from the additional last term in 23.8). The excited state gradient can thus be
processed along the same lines as the ground state gradient [Furche 2002a].

When non-hybrid functionals are used, the resolution of the identity (RI-
J) approximation [Eichkorn 1995, Bauernschmitt 1997] leads to a significant
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speed-up at virtually no loss of accuracy. The RI-J approximation corre-
sponds to an expansion of the density in a basis of auxiliary, atom-centered
Gaussians (denoted by indices P , Q) which is used to evaluate the Hartree
or Coulomb energy. The error in the Coulomb energy is minimized by choos-
ing the expansion coefficients with respect to the so called Coulomb metric
[Dunlap 1979, Eichkorn 1995]. The variational stability may be used to opti-
mize auxiliary basis sets [Eichkorn 1995, Eichkorn 1997].

The RI-J approximation provides an efficient algorithm for the Coulomb
contribution to the matrix-vector products (A + B)x, which is the bottle-
neck of TDDFT calculations in the absence of Hartree-Fock exchange: Four-
center two-electron integrals are completely avoided, and the calculation of
the Hartree response is reduced to a multiplication of transition vectors in
the atomic orbital (AO) basis xµνσ with three- and the inverse of two-center
electron repulsion integrals (in Mulliken notation),

K
(1) H
κλσ′ =

∑

Q

(κλ|Q)
∑

P

(Q|P )−1
∑

µνσ

(P |µν)xµνσ . (23.9)

Thus, the calculation of the Hartree response, which formally scales as O(N4),
is replaced by two steps with formal O(N3) scaling. Integral screening leads
to an asymptotic O(N2) scaling with and without RI-J ; nevertheless, the pre-
factor is much smaller within the RI-J approximation. In addition, a large
number of three-center integrals (µν|P ) can be pre-computed and stored in
memory for later use in the iterative solution algorithm.

An often used approximation to TDDFT excitation energies is the Tamm-
Dancoff approximation (TDA) [Grimme 1996, Hirata 1999b, Hutter 2003],
which amounts to restricting y = x in the variation of the Lagrange functional
L. As a result, the TDKS EVP reduces to the symmetric EVP

AxTDA = ωTDAxTDA. (23.10)

At first sight, the TDA offers considerable computational advantage due to
the reduction of dimensionality by a factor of 2. This argument overlooks
that the rate-determining step in efficient integral-direct algorithms is the
multiplication of AO-transformed vectors xµνσ by the four-center integrals
contained in A. In an integral-direct algorithm, the cost for computing a
single matrix-vector-product Ax is approximately the same as the cost for
computing two matrix-vector-products in the full approach: Since the AO-
transformed vector xµνσ is neither symmetric nor skew-symmetric, computing
Ax effectively amounts to computing [Weiss 1993]

Ax =
1
2
(A + B)x +

1
2
(A−B)x . (23.11)

While the TDA excitation energies are generally quite close to the full
TDDFT excitation energies, transition moments do not satisfy the common
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sum rules [Furche 2001a] and are generally less accurate than the full TDDFT
transition moments. However, even though the TDA is hardly less expensive
than the full TDDFT treatment, it can be more robust with respect to triplet
instabilities [Č́ız̃ek 1967, Bauernschmitt 1996b].

With the present technology, the size limit for applications (using a single-
processor workstation) is ca. 500–1000 atoms for few- or single-state calcula-
tions, and 200–500 atoms for computing spectra over a range of several eV.
Systems of this size have been the domain of semi-empirical methods in the
past.

23.2.4 Basis Set Requirements

Flexible Gaussian basis sets developed for ground states are usually suited for
excited state calculations. The smallest recommendable basis sets are of split
valence quality and have polarization functions on all atoms except H, e.g.,
SV(P) [Schäfer 1992, Weigend 2005] or 6-31G* [Hariharan 1973, Francl 1982,
Rassolov 1998]. Especially in larger systems, these basis sets can give useful
accuracy, e.g., for simulating UV spectra (see below). However, excitation en-
ergies may be overestimated by 0.2–0.5 eV, and individual oscillator strengths
may be qualitatively correct only. A useful (but not sufficient) indicator of the
basis set quality is the deviation between the oscillator strengths computed
in the length and in the velocity gauge, which approaches zero in the basis
set limit [Furche 2001a]. Triple-zeta valence basis sets with two sets of po-
larization functions, e.g., cc-pVTZ [Dunning 1989, Woon 1993, Wilson 1999]
or TZVPP [Schäfer 1994, Weigend 2005], usually lead to basis set errors well
below the functional error; larger basis sets [Weigend 2003, Dunning 1989,
Woon 1993, Wilson 1999] are used to benchmark. Higher excitations and
Rydberg states may require additional diffuse functions.

Standard auxiliary basis sets for ground state RI-J calculations [Eichkorn
1995, Eichkorn 1997] are well suited for excited states, although diffuse aug-
mentation may be necessary. With such optimized basis sets, the errors intro-
duced by the RI-J approximation are generally less than 10% of the basis set
errors for excitation energies [Bauernschmitt 1997, Rappoport 2005] and even
less for excited state structures and first-order properties [Rappoport 2005].

23.3 Performance

23.3.1 Vertical Excitation and CD Spectra

Most benchmark studies agree that vertical excitation energies of low-lying
valence states are predicted with maximum errors of ∼0.4 eV by local den-
sity approximation (LDA) and generalized gradient approximation (GGA)
functionals [Bauernschmitt 1996a, Hirata 1999b, Parac 2002, Grimme 2004].
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Table 23.1. Mean absolute deviations from experimental excited state proper-
ties. CIS denotes configuration interaction singles, LDA is the local density ap-
proximation in the Perdew-Wang parameterization [Perdew 1992a], BP86 is the
Becke-Perdew 1986 GGA [Becke 1988b, Perdew 1986], PBE is the Perdew-Burke-
Ernzerhof GGA [Perdew 1996b], and B3LYP is Becke’s three-parameter hybrid
[Becke 1993b]. The data are taken from [Furche 2002a], to where the reader is
referred for further details

Property Exp. Mean CIS LDA BP86 PBE B3LYP

34 ad. exc. energies [eV] 4.5 0.6a 0.3b 0.3 0.3 0.3

40 bond distances [pm] 142.2 3.5a 1.5b 1.3 1.3 1.3

10 dipole moments [D] 1.3 0.4a 0.1a 0.1 0.1 0.2

80 vib. frequencies [cm−1] 1258 169c 62b 49 49 61

a Excludes the 1 2Σ+ state of NO (instability).
b Excludes the 1 1B1 state of CCl2 and the 1 2Σ+ state of NO (instabilities).
c Excludes the 1 2Σ+ state of NO (instability) and the ν13(1a2) frequency of the
1 1B2 state of pyridine (saddle point).

Hybrid functionals are sometimes more accurate, but may display a less sys-
tematic error pattern. A limitation of these benchmarks is that vertical exci-
tation energies are not well-defined experimentally; however, adiabatic exci-
tation energies show the same trends, as displayed in Table 23.1.

Traditional methods such as TDHF or configuration interaction singles
(CIS) produce substantially larger errors at comparable or higher compu-
tational cost. Bearing in mind that UV-VIS spectra of larger molecules are
mostly low-resolution spectra recorded in solution, and in view of the rel-
atively low cost of a TDDFT calculation, errors in the range of 0.4 eV are
acceptable for many purposes.

Calculated oscillator strengths may be severely in error for individual
states, but the global shape of the calculated spectra is often accurate. Be-
cause semi-local functionals often predict the onset of the continuum to be
1–2 eV too low (due to the lack of derivative discontinuity), this is especially
true for excitations in the continuum (excitation energy > |HOMO energy|)
[Casida 1998a], unless special techniques are used [Wasserman 2003]. Rota-
tory strengths which determine electronic circular dichroism (CD) spectra
can be computed from magnetic transition moments in the density matrix
based approach to TDDFT response theory [Furche 2000b, Furche 2001a].
The simulated CD spectra predict the absolute configuration of chiral com-
pounds in a simple and mostly reliable way. TDDFT also works well for
inherently chiral chromophores and transition metal compounds (see below)
where semi-empirical methods tend to fail.

The formalism for computing two-photon absorption cross sections in a
TDDFT framework has first been outlined in 2001 [Furche 2001a]. So far,
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implementations based on the coupled-perturbed KS approach (CPKS) ap-
proach [Sa�lek 2003] (including solvent effects [Frediani 2005]) and the sum-
over-states approach [Masunov 2004] have been reported. The latter has been
applied to the two-photon properties of push-pull oligo-(phenylenevinylene)
chromophores [Kobko 2004].

23.3.2 Excited State Structure and Dynamics

An adequate description of most photophysical and photochemical properties
requires information on excited potential energy surfaces beyond vertical exci-
tation energies. Early benchmark studies indicated at least qualitative agree-
ment of excited potential surfaces calculated using TDDFT and correlated
wavefunction methods [Casida 1998b, Sobolewski 1999, Aquino 2005]. An
increasing number of excited state reaction path calculations using TDDFT
have been reported. However, the proposed reaction paths often do not corre-
spond to minimum energy paths (MEPs), i.e., the internal degrees of freedom
other than the reaction coordinate are not optimized.

Analytical gradients of the excited state energy with respect to the nu-
clear positions are a basic prerequisite for systematic studies of excited state
potential energy surfaces even in small systems. Several implementations are
available now [van Caillie 2000, Furche 2002a, Hutter 2003]. While errors in
adiabatic excitation energies are similar to errors in vertical excitation ener-
gies (see above), the calculated excited state structures, dipole moments, and
vibrational frequencies are more accurate on a relative scale, with errors in
the range of those observed in ground state calculations (see Table 23.1). The
traditional CIS method, which has almost exclusively been used for excited
state optimizations in larger systems, is comparable in cost, but significantly
less accurate. Moreover, the KS reference is much less sensitive to stability
problems than the HF reference, which is an important advantage especially
if the ground and excited state structures differ strongly.

Individual excited states of larger molecules can be selectively investigated
by pump-probe experiments. The resulting time-dependent absorption, flu-
orescence, IR, and resonance Raman spectra can be assigned by TDDFT
excited state calculations. Applications have demonstrated that calculated
vibrational frequencies are often accurate enough to determine the excited
state structure by comparison with experiment [Rappoport 2004]. The combi-
nation of TDDFT and transient spectroscopy methods thus offers a promising
strategy for excited state structure elucidation in larger systems. Computed
normal modes of excited states can be used to study the vibronic structure
of UV spectra within the Franck-Condon and Herzberg-Teller approxima-
tion [Dierksen 2004, Dierksen 2005]. For a detailed understanding of photo-
chemical reactions beyond MEPs, excited state nuclear dynamics simulations
(including non-adiabatic effects) will be necessary.
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23.3.3 Shortcomings of Present TDDFT

In certain situations contemporary functionals produce much larger errors in
excitation energies, or entirely miss important aspects of the spectrum.

Inaccurate Ground-State KS Potentials

It had been well-known for many years that the xc potentials of LDA and
GGA are inaccurate. At large distances, they decay exponentially rather than
as the correct −1/r. This can be a severe problem for TDDFT, since the or-
bital energies can be very sensitive to the details of the potential. This is
not a problem if only low-lying valence excitations of large molecules are re-
quired, but the energy of low-lying diffuse states is often considerably under-
estimated, while higher Rydberg states are completely missing in the bound
spectrum [Casida 1998a].

There now exist several schemes for imposing the correct asymptotic decay
of the xc potential [Casida 2000a]. But such potentials are not the functional
derivative of any xc energy. While this has no direct effect on vertical ex-
citation energies, other excited state properties are not well defined. Exact
exchange DFT methodology is developing rapidly [Della Sala 2003a], which
does not suffer from this problem. Furthermore, when correctly interpreted,
even the time-dependent LDA recovers the correct oscillator strength despite
these difficulties [Wasserman 2003].

Multiple Excitations

In principle, the exact electronic response functions contain all levels of exci-
tation. But the TDKS response spans the space of KS single-particle excita-
tions only, and this is unchanged by a frequency-independent xc kernel, i.e.,
within the AA. First attempts have been made to incorporate the effect of
doubles excitations perturbatively [Maitra 2004, Casida 2005].

Charge Transfer Problems

Charge transfer (CT) excitations are notoriously predicted too low in energy,
sometimes by more than 1 eV [Dreuw 2003b]. In chain-like systems such as
polyenes, polyacenes, or other conjugated polymers, the error in CT excita-
tion energies increases with the chain length [Pogantsch 2002, Grimme 2003,
Tretiak 2005]. In the limit of complete charge separation, this can be related
to the lack of derivative discontinuities in semi-local functionals [Tozer 2003].
Various correction schemes for CT excitation energies have been suggested
[Tozer 2003, Dreuw 2004]. For short-range CT between overlapping subsys-
tems, hybrid functionals are a potential remedy to the problem. In a genuine
TDKS treatment, strongly frequency-dependent xc kernels appear to be nec-
essary for a proper description of CT [Maitra 2005b].
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23.4 Applications

23.4.1 Aromatic Compounds and Fullerenes

Aromatic hydrocarbons have been the favorite class of medium-size molecules
in pioneering TDDFT studies [Heinze 2000, Niehaus 2001, Nguyen 2002a,
Halasinski 2003, Parac 2003, Beenken 2005] which generally show good accu-
racy compared with more expensive correlated methods. However, as recently
pointed out by Parac and Grimme [Parac 2003, Grimme 2003], the energies of
predominantly ionic La states [Platt 1949] of aromatic hydrocarbons are con-
siderably underestimated by TDDFT. The revived interest in photophysics
of polycyclic aromatic hydrocarbons is due to their proposed occurrence in
dark interstellar matter [Weisman 2001a, Hirata 1999c, Hirata 2003, Weisman
2003, Malloci 2004, Bauschlicher 2005].

TDDFT methods have proven increasingly useful for many kinds of inves-
tigations lying beyond the scope of accurate correlated methods. Studies of
the photophysical behavior of dye molecules [Cave 2002a, Cave 2002b, Prieto
2004, Abbott 2004, Wang 2005a] may serve as an example. Effects of solvation
have been examined both by explicit taking into account the solvent mole-
cules [Cai 2002b, Cai 2005, Sulpizi 2003, Odelius 2004, Bartkowiak 2005]
and by continuous solvation models [Adamo 2000, Cossi 2001, Mennucci
2001, Gutierrez 2005, Improta 2005]. Mechanistic studies of excited state
reactions are still at an the early stage but gain strong support from
recent methodical developments (see Chap. 14). Several TDDFT studies
have been performed on photoinduced cis–trans isomerization of azobenzene
[Schultz 2003, Tiago 2005] and stilbene [Dietl 2005, Improta 2004] which are
considered model compounds for molecular switches. Spiropyrans are another
class of light-switchable compounds which are reversibly converted to mero-
cyanines by UV irradiation. The mechanism of this ring opening reaction has
been the subject of a combined TDDFT/CIS study [Sheng 2004].

Determination of absolute configuration of chiral molecules relies increas-
ingly on the comparison of measured chiroptical properties with theoreti-
cal predictions [Diedrich 2003]. Calculations of electronic CD spectra with
TDDFT and DFT/SCI [Grimme 1996] methods have been performed on
molecules with different kinds of chirality: central [Macleod 2004], helical
[Furche 2000b, Lebon 2004], planar [Grimme 1998, Stephens 2004], and axial
chirality [Toyota 2003, Toyota 2004]. The TDDFT results have been used
to assign the absolute configuration of helicenes [Furche 2000b], rotationally
hindered bianthryls [Toyota 2003], and cyclophanes [Grimme 1998].

Optical spectroscopy studies of fullerenes aided by calculations have sub-
stantially added to our understanding of their structures and properties
[Bauernschmitt 1998, Rubio 1993, Castro 2002, Castro 2004b]. The opti-
cal properties can be largely varied by functionalization and substitution
[Li 2003, Xie 2004a, Xie 2004b]. Fullerenes [Li 2004] and carbon nanotubes
[Guo 2004] hold promise as non-linear optical materials for optical devices.
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Fig. 23.1. Calculated and experimental CD spectrum of (fA)-C76. TDDFT calcu-
lations were performed with the BP86 functional and an augmented SVP basis set
[Furche 2000a] using the Turbomole program package [Ahlrichs 1989]. The RI-J
approximation together with TZVP auxiliary basis sets [Eichkorn 1997] was used.
Experimental data (in CH2Cl2) are from [Goto 1998]

Small-gap fullerenes are highly reactive and can at present only be studied
theoretically. For example, of the seven isomers of C80 obeying the isolated
pentagon rule (IPR), only three have a large gap, and two of those have been
observed so far [Furche 2001b]. Absolute configurations of chiral fullerenes
can be assigned by TDDFT, as has been shown for D2-C84 [Furche 2002b] as
well as for C76 and C78 isomers [Furche 2000a]. In Fig. 23.1, the calculated cir-
cular dichroism (CD) spectrum of the smallest chiral IPR fullerene D2-C76 is
compared to the experimental spectrum in CH2Cl2 solution [Goto 1998]. Very
good agreement is found between the experimental spectrum and the TDDFT
results, and the absolute configuration of the fullerene can be unequivocally
assigned, in contrast to previous semiempirical calculations. TDDFT calcu-
lations on C−

76, C−
78, and C−

84 have been used to interpret the photoelectron
spectra of the corresponding fullerene dianions [Ehrler 2003, Ehrler 2005].

23.4.2 Biological Systems

Biological systems have been one of the major goals in recent TDDFT inves-
tigations. Vertical excitations has been calculated for a series of indole deriv-
atives occurring as intermediates of tryptophane metabolism and melanin
production [Crespo 2002, Il’iechev 2003]. Further investigations addressed the
photochemical behavior of urocanic acid [Danielsson 2001, Dmitrenko 2004]
which is the major UV absorber in human epidermis and plays a role in photo-
immunosuppression and skin cancer. Electronic absorption spectra of flavins
and related alloxazins have been simulated by several groups [Neiss 2003,
Sikorska 2004a, Sikorska 2004b, Sikorska 2005]. Flavins are an important class
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of biologically active heterocycles occurring as prosthetic groups of various
redox enzymes and in signal transduction. Extensive TDDFT calculations on
the chromophores of green fluorescent protein [Marques 2003a, Vendrell 2004]
and photoactive yellow protein [Sergi 2001, Thompson 2003] have appeared
recently, see also Chap. 22.

Numerous studies were directed at the photochemistry of nucleic acid
bases in in the context of light-induced DNA damage and cellular repair mech-
anisms. Absorption spectra, tautomeric equilibria, and excited state geome-
tries of adenine [Mennucci 2001, Sobolewski 2002, Nielsen 2005], guanine
[Shukla 2005b], cytosine [Shukla 2002, Tomic 2005], uracil [Improta 2005],
and hypoxanthine [Shukla 2005a] have been reported. Two comprehen-
sive studies on absorption properties of DNA bases have appeared re-
cently [Shukla 2004, Tsolakidis 2005]. The energetics and mechanism of
thymine dimer formation and photoinduced cycloreversion reactions occur-
ring in DNA repair mechanisms have been analyzed in a model system
[Durbeej 2000, Durbeej 2002]. The photosensitizing effect of indanone deriva-
tives on the thymine dimerization has been studied [Gutierrez 2005]. TDDFT
calculations on complexes of thymine with psoralens have been performed to
explain the phototoxic action of psoralens [Llano 2003] which find applica-
tion in photochemotherapy [Nakata 2003]. Conjugated cytotoxic dyes show-
ing strong two-photon absorption have potential use in photodynamic ther-
apy [Badaeva 2005]. The fluorescence of DNA base analogues pyrrolocytosine
[Thompson 2005], 6,8-dimethylisoxanthopterin [Seibert 2002], ethenoadenine
[Major 2003], and wybutine [Lahiri 2004] has been explored with regard to
applications as fluorescent nucleic acid markers.

23.4.3 Porphyrins and Related Compounds

Porphyrins, phthalocyanines, porphyrazines, and similar heterocyclic systems
show a variety of optical and photochemical properties that are of interest
from a biochemical as well as a technological point of view. The first rationale
of the characteristic features observed in the absorption spectra of porphyrins
was given by Gouterman [Gouterman 1961, Gouterman 1978]. It is based
on a simple perimeter model for [18]-annulene, the basic building unit of
porphyrins. In Gouterman’s scheme two energetically close pairs of orbitals,
the two highest occupied molecular orbitals (HOMO and HOMO-1) and the
two lowest virtual MOs (LUMO and LUMO+1), are involved in the lowest
singlet transitions and are responsible for the so-called Q- and B-bands of
porphyrins.

The first TDDFT results on free base porphin were reported by Bauern-
schmitt and Ahlrichs [Bauernschmitt 1996a] and later confirmed by Scuseria
and co-workers [Stratmann 1998]. Subsequent studies by Baerends and Sund-
holm groups addressed the validation of the four-orbital model of Gouterman
for the free base porphin and the assignment of its UV/VIS spectrum [van
Gisbergen 1999c, Sundholm 2000c, Baerends 2002]. Investigations by Parusel
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and co-workers employed the DFT/SCI [Parusel 2000a] and DFT/MRCI
methods [Parusel 2001a] for the same purpose. While a correspondence to the
Gouterman model could be established for the Q bands, the origin of the in-
tense B band is still under discussion. It appears that lower occupied orbitals
are significantly involved in these transitions [Sundholm 2000c, Baerends
2002], and a non-negligible contribution from double excitations is suggested
from DFT/MRCI results [Parusel 2001a]; the simple four-orbital model does
not hold. A similar picture emerges for carbaporphyrins [Liu 2003], por-
phyrazine [Baerends 2002, Infante 2003], corrphycene [Gorski 2002], hemi-
porphyrazine [Persico 2004], and corrin [Jaworska 2003a] where Gouterman’s
model provides a rough description of low-lying electronic transitions.

Electronic excitation energies of porphyrins are strongly affected by con-
formational flexibility of the macrocycle, deviations from planarity leading to
red shifts of Q- and B-bands. The suggestion that non-planarity of hemes in
hemoproteins and photosynthetic proteins may influence their biological ac-
tivity [Shelnutt 1998] stimulated extended research on conformationally dis-
torted porphyrins [Chen 2003, Rosa 2003, Parusel 2000b, Wertsching 2001,
Ryeng 2002, Cramariuc 2004]. Spectral properties of porphyrin heteroana-
logues [Delaere 2003, Wan 2004] and conjugated oligomers of porphyrins
[Yamaguchi 2002b, Yamaguchi 2004] have been successfully treated with
TDDFT methods.

Porphyrinoid systems have a tendency to form chelate complexes with
various metal cations. Two large groups of complexes can be distinguished
by their spectral behavior, described as regular and irregular porphyrins by
Gouterman [Gouterman 1978]. Main group and closed-shell transition metal
cations form regular complexes that largely resemble the parent macrocycles
because the contribution of the metal to the frontier orbitals is small. This was
shown by Nguyen, Baerends, and co-workers for ZnII [Ricciardi 2001, Nguyen
2001, Nguyen 2002b, Nguyen 2003] and by Sundholm for MgII complexes
[Sundholm 2000a]. Interesting non-linear optical properties are found for a
number of phthalocyanine complexes of group 13 and 14 metals [Wu 2004,
Ricciardi 2000, Ricciardi 2002]. Irregular metal complexes contain transition
metal cations with incomplete d-shells which iteract strongly with the π-
system of the ligand leading to significantly modified optical properties [Rosa
2001, Wasbotten 2002, Rogers 2003, Jaworska 2003b, Gunarante 2005, Petit
2005]. The most important representatives of this class are iron and cobalt
complexes which are closely related to heme [Dreuw 2002, Dunietz 2003] and
vitamin B12 [Andruniow 2001, Stich 2003, Stich 2004].

Calculations of optical properties of chlorophylls and bacteriochlorophylls
by Sundholm [Sundholm 1999, Sundholm 2000a, Sundholm 2000b, Sundholm
2003] and Yamaguchi [Yamaguchi 2002a, Yamaguchi 2002c] showed that
good accuracy can be achieved with the BP86 and B3LYP functionals.
The behavior of bacteriochlorophyll in an electric field was the subject
of a study by Pullerits and co-workers [Kjellberg 2003]. The interaction
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between chlorophyll molecules and carotenoids and dynamics of the photo-
synthetic apparatus have been extensively studied by Head-Gordon and co-
workers [Hsu 2001, Dreuw 2003a, Dreuw 2003c, Dreuw 2004, Vaswani 2003].
The mechanism of the adenosylcobalamin-dependent methylmalonyl-CoA
mutase has been investigated by a joint spectroscopic and TDDFT study
[Brooks 2004].

23.4.4 Transition Metal Compounds

The number of TDDFT investigations on transition metal complexes is
rapidly increasing in the last few years, and the first comprehensive reviews
have appeared recently [Rosa 2004, Daniel 2004]. The accuracy of TDDFT
is sufficient for an assignment of electronic excitations in many closed-shell
metal complexes like metal carbonyls and cyclopentadienyls [van Gisbergen
1999a, Rosa 1999, Boulet 2001, Full 2001, Jaworska 2004, Hummel 2005].
The self-interaction error of the present functionals is the major limita-
tion to the accuracy of excitation energies leading to underestimation of
charge-transfer and overestimation of ligand field d → d excitation energies
[Autschbach 2003].

The diversity of photophysical and photochemical properties of tran-
sition metal complexes is reflected in the breadth of TDDFT studies on
this class of compounds. The most common application of TDDFT so far
is the simulation of optical absorption spectra which are often used for
characterization of complex properties. Interesting perspectives of transition
metal complexes with aromatic ligands in photovoltaics or as photocata-
lysts stimulated a large number of studies on ruthenium pyridyl complexes
[Monat 2002, Guillemoles 2002, De Angelis 2004a, Zhou 2005, Ciofini 2004,
Fantacci 2004a, Zalis 2004, Batista 2005], Cu(I) phenanthroline complexes
[Zgierski 2003, Siddique 2003, Wang 2005b], as well as on complexes of plat-
inum [Stoyanov 2003] and iron [De Angelis 2004b]. Complexes of ruthenium
[Fantacci 2004b], rhodium [Ghizdavu 2003] and rhenium [Dyer 2003] have
been proposed as DNA probes. Ir metallacycles are promising electron donors
in organic light-emitting devices [Polson 2005].

A number of metal-containing catalysts derived from titanocene [Wang
2003], zirconocene [Cavillot 2002, Belelli 2005, Wang 2003], and nickel diimine
complexes [Cavillot 2005] have been the subject of TDDFT calculations.
TDDFT calculations for neutral dithiolene complexes of nickel, palladium,
and platinum were used to explain the unusual strong absorption in the near
IR region [Romaniello 2003a, Romaniello 2003b]. Mechanistic studies have
been performed on photoinduced ligand dissociation reactions in carbonyls of
chromium and iron [Goumans 2003], tungsten [Zakrzewski 2004, Zalis 2003],
and ruthenium [Gabrielsson 2004]. The mechanism of hydrogen elimination
from [Ru(PH3)3(CO)(H2)] in the first excited singlet state has been investi-
gated by dynamics calculations [Torres 2003].
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Electronic circular dichroism calculations on chiral transition metal com-
plexes are still limited in number but show encouraging results [Autschbach
2003, Jorge 2003, Jorge 2005, Bark 2004, Le Guennic 2005]. By means of sum-
over-states methods, first calculations on non-linear optical properties have
been performed on complexes of Cr [Liyanage 2003], Ru [Coe 2004a, Coe
2004b], and Zn [Baev 2004], as well as on ferrocene derivatives [Liao 2005].

23.4.5 Organic Polymers

Two different theoretical approaches have been used for polymers: solid state
methods employing periodical boundary conditions and oligomer methods
considering discrete fragments of increasing size. For calculations of excitation
energies of organic polymers, the latter seem to be more widespread, although
a LCAO-crystalline orbital implementation of excitation energies of extended
systems has been reported [Hirata 1999d, Tobita 2001] (see also Chap. 21).

For oligomer methods, the convergence of the calculated properties to
the bulk limit and the quality of the extrapolated properties have been
of primary interest. Several papers by Ratner, Zojer, and co-workers sum-
marize computational results on different classes of polymers [Hutchison
2002, Pogantsch 2002], e.g., polyenes, polythiophenes, and polyphenylenes.
Smooth convergence is found for band gaps and bond length alternation
parameters for oligomers of increasing size [Hutchison 2003], however, full
band gap structures of polymers cannot be obtained by extrapolation from
oligomers. Often used empirical extrapolation procedures with respect to 1/n
[Ma 2002], where n is the number of monomer units, were shown to have
significant errors. Reimers and co-workers [Cai 2002a] note a tendency to
spurious metallic behavior and wrong ground state multiplicities in large
conjugated π-systems. The relative stability of 11Bu and 21Ag states (in C2h

symmetry) in polyenes and carotenoids plays an important role in the pho-
tochemistry of the light harvesting complex but remains under discussion
[Hsu 2001, Wanko 2004, Catalan 2003, Catalan 2004].

Driven by the continuing demand for new polymeric materials, the number
of theoretical investigations on optical properties of polymers is constantly
growing. Polythiophenes [Kwon 2000, Della Sala 2001b, Elmaci 2002, Casado
2002, Della Sala 2003c, Fabiano 2005], polypyrroles [Yurtsever 2003, Zhu
2003], polyynes [Zahradńık 2005], and poly(phenylenevinylene)s [Fratiloiu
2004, Han 2004] are important industrial materials for optoelectronic devices
such as light emitting diodes. Recent studies by Della Sala and co-workers
addressed the effects of oxidation [Raganato 2004, Pisignano 2004, Anni 2005]
and functionalization [Vitale 2004] of oligothiophenes on their photophysics.
Design of molecular logical devices based on oligothiophenes has been dis-
cussed [Tamulis 2003, Tamuliene 2004, Tamulis 2004]. Carbon chains and
related conjugated polymers have received much interest as the prime ex-
ample of one-dimensional wires [Zhang 2004b, Weimer 2005, Magyar 2005].
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Non-linear optical properties have been studied for various donor-acceptor
substituted polymers [Bartholomew 2004, Sun 2004, Katan 2005].

23.4.6 Charge and Proton Transfer

Electronic excitation often leads to changes in proton or electron affin-
ity of molecules. Excited state charge and proton transfer are thus among
the simplest and the most common photochemical reactions. In the work
of Parusel, Grimme, and others, photoinduced intramolecular charge trans-
fer (ICT) in donor-acceptor substituted aromatic systems was investigated
by TDDFT [Parusel 2002], DFT/SCI [Parusel 1998, Bulliard 1999], and
DFT/MRCI [Parusel 2000c, Parusel 2001b, Parusel 2001c] methods (see
[Parusel 2002] for an overview). Most of the studies addressed 4-(N ,N)-
dimethylaminobenzonitrile (DMABN), a prototypical dual fluorescent com-
pound showing a strong emission from the ICT state in polar solutions. In ex-
tensive studies by Jamorski and co-workers [Jamorski 2002a, Jamorski 2002b,
Jamorski 2002c, Jamorski 2003a, Jamorski 2004], the accuracy of TDDFT
for exploration of intramolecular charge transfer phenomena has been as-
sessed, and a classification for the emission properties of these compounds
was presented [Jamorski 2003b, Jamorski 2003c]. A definite assignment of
the structure of the two lowest singlet states has recently been given by
means of TDDFT [Rappoport 2004] and confirmed by coupled cluster calcu-
lations [Köhn 2004]. In several TDDFT studies, the ICT mechanism in donor-
substituted pyridines [Szydlowska 2003a, Szydlowska 2003b], benzophenone
[Duan 2005], and in a substituted proton sponge 1,8-bis(dimethylamino)-4-
cyano-naphthalene [Szemik-Hojniak 2005] have been considered. The distinct
non-linear optical properties of donor-acceptor substituted chromophores
have received much attention in recent TDDFT studies [Ray 2004, Reis 2004,
Datta 2005, Day 2005, Jensen 2005].

Excited state proton transfer phenomena are very fast reactions and play
an important role in biological processes. Tautomer equilibria and excited
state proton transfer in salicylic acid [Sobolewski 1999, Sobolewski 2004],
hydroxy substituted flavonols [Falkovskaia 2002, Falkovskaia 2003], 2-(2′-
pyridyl)pyrrole [Kijak 2004], and [2,2′-bipyridine]-3,3′-diol [Barone 2003] have
been explored with TDDFT. Excited state potential surfaces of a series of
hydrogen-bonded systems have been calculated with TDDFT [Aquino 2005]
and compared with results from approximate coupled cluster method RI-CC2
[Christiansen 1995, Hättig 2000]. As an example, the minimum energy profiles
for intramolecular proton transfer in n → π∗ and π → π∗ excited states of
ortho-hydroxybenzaldehyde (o-HBA) are displayed in Fig. 23.2. The n → π∗

excited state exhibits two minima corresponding to the enol and the keto
form of o-HBA, respectively. The keto tautomer is by 0.13 eV more stable
than the enol with B3LYP/TZVP which is in excellent agreement with the
RI-CC2/TZVP result of 0.12 eV. In the π → π∗ excited states, the poten-
tial surfaces are rather flat with only one minimum. Very good agreement
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Fig. 23.2. Excited state minimum energy profiles for 11A′′ (n → π∗) and 21A′

(π → π∗) excited states of ortho-hydroxybenzaldehyde along the proton transfer
coordinate R . TDDFT calculations were performed with B3LYP and PBE func-
tionals and SVP basis sets. RI-CC2 calculations used SVP basis sets and the cor-
responding auxiliary basis sets [Weigend 1998]. Reprinted with permission from
[Aquino 2005]. Copyright 2005 American Chemical Society

is found between B3-LYP and RI-CC2 minimum energy profiles, the profiles
from PBE calculations agree in the shape of the potential but are shifted to
lower energies by ca. 0.4 eV.

7-Azaindole is an often used model compound for DNA base pairs; its
tautomerization is considered a model for point mutations via mispairing.
Investigations of the excited state behavior of the 7-azaindole dimer [Catalan
2004b, Catalan 2005] and 7-azaindole–water complexes [Casadesús 2003] are
of great interest both from theoretical point of view and for its implication
on biology.

23.5 Conclusions and Outlook

The number of TDDFT applications in photochemistry is growing at an
unprecedented rate. We would like to stress here that most chemists use
TDDFT not because they like the theory, but because TDDFT outperforms
other methods for medium-size and large molecules, and because efficient
codes are available. Present TDDFT is not a black box method, and its
known shortcomings should always be kept in mind; nevertheless, even in
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critical cases present TDDFT can be useful if the results are validated and
interpreted with care.

We expect many more photochemical applications of TDDFT in the near
future. Method development will focus on new excited state properties, more
efficient algorithms, and improvement of exchange-correlation functionals.
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Applications: Beyond Linear Response



24 Atoms and Molecules in Strong Laser Fields

C.A. Ullrich and A.D. Bandrauk

24.1 Introduction

The field of research dealing with the interactions of superstrong and ultra-
short laser pulses with atoms and molecules has reached a considerable degree
of maturity, as summarized in a number of books [Gavrila 1992, Piraux 1993,
Delone 2000] and review articles [Mainfray 1991, Freeman 1991, Burnett 1993,
Protopapas 1997, Salières 1999, Joachain 2000, Brabec 2000, Dörner 2002,
Becker 2002]. As shown in Fig. 24.1, the attainable laser intensity has in-
creased by 12 orders of magnitude since the invention of the laser in 1960,
as a result of a series of technological advances. Today, focused intensities in
excess of 1021 W/cm2 can be produced from both large-scale and lab-scale
lasers. By comparison, the atomic unit of intensity is I0 = 3.52×1016 W/cm2

which, by the relation I = cE2/8π, corresponds to the atomic unit of the
electric field strength E0 = e/a2

0 = 5.14 × 1011 V/m, i.e., the electric field
which an electron experiences in the 1s orbital of a hydrogen atom. Thus, the
forces produced by the laser field match and even exceed the Coulomb forces
that attract the electrons to the nucleus, or that bind the atoms together in
a molecule.

On the other hand, the minimum attainable pulse lengths have dramati-
cally decreased. Whereas at the end of the 20th century the focus was on fem-
tosecond (fs) photochemistry and photophysics, culminating with the 1999
Nobel Prize to A. H. Zewail for “femtochemistry,” a major effort is now under-
way to develop attosecond optical pulses [Drescher 2001, Paul 2001, Hentschel
2001]. Passing the attosecond frontier makes it possible to image and to ma-
nipulate the dynamics of electrons on their natural inneratomic time scales
[Kienberger 2002, Drescher 2002, Kienberger 2004, Wickenhauser 2005], de-
fined by the period of the 1s hydrogen orbit, 24 attoseconds.

Section 24.2 presents an overview of the physics of atoms in strong laser
fields, giving a flavor of the interesting and surprising phenomena that take
place in this highly nonlinear regime (see Fig. 24.2). In Sect. 24.3 we review
the contributions that TDDFT has made to this exciting field of research,
pointing out the successes as well as the difficulties that still need to be
overcome. Section 24.4 discusses molecules in strong fields. We conclude in
Sect. 24.5 by summarizing the challenges and opportunities for TDDFT in

C.A. Ullrich and A.D. Bandrauk: Atoms and Molecules in Strong Laser Fields, Lect. Notes
Phys. 706, 357–375 (2006)
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Fig. 24.2. Schematic representation of three nonlinear phenomena of atoms in
intense laser fields [L’Huillier 2002]: sequential and non-sequential multiphoton
ionization (MPI), above-threshold ionization (ATI), and high-harmonic genera-
tion (HHG). A simple interpretation is based on a semiclassical recollision model
[Corkum 1993, Kulander 1993, Lewenstein 1994, Yudin 2001]
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the study of strong-field atomic and molecular processes. Unless indicated
otherwise, atomic units (e = � = m = 1) are used in this chapter.

24.2 Atoms in Strong Laser Fields: An Overview

24.2.1 Multiphoton Ionization

An intense laser pulse can ionize an atom even when the photon energy is
much smaller than the ionization potentials [L’Huillier 1983, Perry 1988].
Figure 24.3 shows experimental data for the number of xenon ions as a func-
tion of laser intensity, at a wavelength of 585 nm and a pulse duration of
1 ps [Perry 1988]. At this wavelength, 6 photons are necessary to ionize the
Xe atom, whereas the ionization process leading from, e.g., Xe+5 to Xe+6

requires already 34 photons. Notice that once the ion has reached the charge

Fig. 24.3. Left: Sequential multiphoton ionization of Xe by 1 ps laser pulses of
wavelength 585 nm (from [Perry 1988]). Right: Non-sequential double ionization of
He by 160 fs laser pulses of wavelength 780 nm (from [Walker 1994]). In both panels,
the full lines follow from rate equation models including only sequential processes
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state +q, increasing the laser intensity by about 50% is enough to remove a
further electron, while the number of photons which should be absorbed at
each sequential ionization step rapidly grows with the degree of ionization.
Recently, multiphoton ionization up to Xe+20 was observed [Yamakawa 2004].

Under the experimental conditions of [L’Huillier 1983, Perry 1988], ion-
ization proceeds via stepwise removal of the electrons. Ionization yields such
as shown in Fig. 24.3 can be theoretically explained by kinetic rate-equation
models employing ionization rates obtained from lowest order perturbation
theory. For each ion species, the ion yield rises very steeply with intensity
(∼IN , where N is the minimum number of photons required). At the satura-
tion intensity, a marked change appears in the slope of the curves, associated
with a depletion of an ion species when the ionization probability reaches
unity.

For highly intense (around 1015 W/cm2) and ultrashort (around 100 fs)
laser pulses, this simple picture of multiphoton ionization becomes more com-
plicated, and highly correlated ionization mechanisms come into play [Dörner
2002]. Since the first observations in the early and mid-90’s [Fittinghoff 1992,
Fittinghoff 1994, Walker 1994, Larochelle 1998], non-sequential double ion-
ization of helium and other rare gas atoms has been a hot field of research.
The right panel of Fig. 24.3 shows the famous “helium-knee”, indicating an
enhancement of the He2+ yield by several orders of magnitude over what a
sequential ionization model would predict.

After a lot of initial controversy, it appears as if the question of the non-
sequential double ionization mechanism has now been settled. Experimen-
tal observations such as the measurement of recoil ion-momentum [Weber
2000, Moshammer 2000], along with the suppression of the enhancement for
elliptically polarized light [Fittinghoff 1992, Fittinghoff 1994], find their ex-
planation in a simple three-step recollision model [Corkum 1993, Kulander
1993, Lewenstein 1994, Yudin 2001]. In the first (bound-free) step, an elec-
tron is set free from its parent atom by tunnelling or (at higher intensities)
over-the-barrier ionization. In the second (free-free) step, the driving laser
field dominates the electron dynamics, and the ionic Coulomb force can be
ignored. As the phase of the laser field reverses, the electron is driven back
to the atomic core. In the third step, the electron can then scatter off the
core and in the process knock out another electron, or produce harmonic
generation through radiative recombination (see below). These processes are
illustrated schematically in the left and right panel of Fig. 24.2.

In a still higher intensity regime and at very high frequencies, theory
predicts the surprising phenomenon of stabilization against ionization [Pont
1988, Pont 1990, Kulander 1991a, Eberly 1993, Gavrila 2002]: as the laser
intensity is increased, atomic ionization rates pass through a maximum and
then decrease. Experimental evidence of stabilization has been reported for
atomic Rydberg states [de Boer 1993, de Boer 1994, van Druten 1997].
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24.2.2 Above-Threshold Ionization

The so-called above-threshold ionization (ATI) [Becker 2002] is another
highly nonlinear phenomenon which occurs when electrons absorb a large
number of extra photons in addition to those needed to overcome the ion-
ization barrier. As illustrated in the center panel of Fig. 24.2, one detects a
whole sequence of equally spaced peaks in the kinetic-energy distribution of
the photoelectrons [Agostini 1979, Kruit 1983], with energies n�ω − Ip. For
short and intense pulses, the atomic ionization potential Ip gets an additional
shift by the ponderomotive potential Up = e2E2/4mω2 associated with the
wiggle motion of a free electron in a laser field. Most of the early work in the
1980’s concentrated on the low-energy part of the ATI spectrum, investigat-
ing the role of the ponderomotive potential, the AC-Stark shifted resonant
excited states, and the transition from multiphoton to tunnelling regime.

In the mid-90’s the experimental precision in recording photoelectron
spectra increased significantly, and it was found that ATI spectra extend over
many tens of eV, with a decrease for the first orders up to ∼2Up, followed by
a large plateau extending up to ∼10Up [Paulus 1994, Paulus 2001, Grasbon
2003] (see Fig. 24.4). This can again be explained in the semiclassical recol-
lision model [Corkum 1993, Kulander 1993, Lewenstein 1994, Yudin 2001],
where electrons are lifted into the continuum at some phase of the laser’s
electric field and start from the atom with zero velocity. 2Up is the result-
ing classical maximum kinetic energy for electrons leaving the atom without
rescattering. Ionized electrons that do re-encounter the ion and elastically
rescatter may acquire a maximal classical energy of 10Up. With linear polar-
ization, electrons are generated along the polarization direction. However, it
was found that angular distributions exhibit a much more complex off-axis
structure at the edge of the plateau (“scattering rings”), which are another
consequence of the rescattering of the electron wavepacket on the parent ion.

24.2.3 Harmonic Generation

When an atom interacts with a laser field, a dipole moment is induced
which in turn acts as a source of radiation. At high laser intensities, the
atomic response becomes extremely nonlinear. As a result, pronounced sig-
nals at multiples of the driving frequency appear in the photoemission spec-
trum (high-harmonic generation or HHG [Salières 1999]). Because atoms
have inversion symmetry, only odd multiples of the driving frequency are
emitted. In contrast to the perturbative picture prevailing at weak laser
fields, strong laser pulses can yield a very large number of harmonics
[McPherson 1987, Ferray 1988, Li 1989, L’Huillier 1992, Sarukura 1991,
Miyazaki 1992, Wahlström 1993, Kondo 1994, L’Huillier 1993, Macklin 1993].
Figure 24.4 shows experimental data on harmonic generation of rare-gas
atoms [L’Huillier 1993], exhibiting the typical rapid decrease over the first
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Fig. 24.4. Left: ATI spectrum for argon, for various pulse lengths, at 800 nm
and 0.8×1014 W/cm2 (from [Grasbon 2003]). Right: HHG in rare-gas atoms driven
by 1 ps laser pulses of wavelength 1053 nm and intensity 1 × 1015 W/cm2 (from
[L’Huillier 1993])

few harmonics followed by an extended plateau. The highest harmonic ob-
served here is the 135th harmonic of 1053 nm (which corresponds to 7.8 nm)
with He as target atom. We find that the width of the plateau decreases
going from He to Xe, while at the same time the absolute intensity of the
observed harmonics becomes larger. This behavior is linked to differences
in the static polarizabilities of the target atoms [Liang 1994, Chin 1995].
Harmonic orders of around 300 have been observed using ultrashort, high-
intensity laser pulses, where the atoms experience only a few laser cycles
[Zhou 1996, Spielmann 1997, Schnürer 1998]. Under these conditions, har-
monic frequencies extend beyond 500 eV, reaching into the water window
with wavelengths around 2.7 Å.

Theoretically, the cutoff of the HHG plateaus is predicted to occur at
�ωc = Ip +3.2Up, following the simple three-step recollision model discussed
above [Corkum 1993, Kulander 1993, Lewenstein 1994, Yudin 2001].

24.2.4 Theoretical Methods

There exists a large body of theoretical work devoted to the various aspects
of the nonlinear physics of atoms in strong fields (see the recent review by
Joachain and coworkers [Joachain 2000] and references therein). From the ex-
perimental phenomenology it is clear that perturbative and semi-perturbative
methods fail to capture the extremely high degree of nonlinearity, and one
must resort to non-perturbative theories. Many approaches, most promi-
nently Floquet [Chu 2004a] and R-matrix Floquet [Burke 1990, Burke 1991]
theories, are based on the assumption that the Hamiltonian of the atom-
laser field system is periodic in time. Although this is not true for a realistic
laser pulse, one can nevertheless incorporate some pulse shape effect into
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(R-matrix) Floquet calculations, provided that the atom remains in a Flo-
quet eigenstate that is adiabatically connected to the initial state. Clearly,
such an assumption can be expected to break down for ultrashort, femtosec-
ond pulses. The same is true for the so-called many-body S-matrix theory
[Becker 2005], which can be viewed as a low-frequency approach.

In general, therefore, one needs to resort to a direct integration of the
time-dependent Schrödinger equation (TDSE). Since the pioneering work by
Kulander and coworkers [Kulander 1987, Kulander 1992a, Kulander 1993],
most activity in this area has focused on the hydrogen atom, where the TDSE
can be numerically solved without restrictions on large grids [Cormier 1997,
Tong 1997]. This strategy becomes of course tremendously involved as soon
as one deals with atoms having more than one electron; a propagation of
the full two-electron wave function of helium in all three spatial dimensions
was carried out by Parker et al. [Parker 1996], using a massively parallel
supercomputer. In general, however, the TDSE for two-electron systems can
be solved only on a restricted basis (see the review by Lambropoulos et al.
[Lambropoulos 1998]). As an alternative one can treat one- and two-electron
atoms and molecules as one-dimensional (1-D) model systems (see Sect. 24.4.2
below), which has been particularly useful to elucidate the mechanism of non-
sequential MPI [Eberly 1992, Bauer 1997, Lappas 1998, Lein 2000a, Dahlen
2001, Dahlen 2002].

All studies dealing with many-electron atoms in strong laser fields have
made use of more or less severe approximations to reduce the problem to a
tractable size. Most conspicuously, in the single-active electron (SAE) model
[Kulander 1988, Kulander 1991b, Tang 1991, Xu 1992, Xu 1993] the TDSE
is solved for only one “active” electron while the remaining electrons are
frozen in their initial configuration, their influence on the active electron being
simulated by a static model potential. This strategy successfully models the
screening of the nuclear charge by the inner electrons, but cannot describe
collective effects arising from electronic correlation.

24.3 TDDFT for Atoms in Strong Laser Fields

The first TDDFT studies of atoms in strong laser fields were carried out in
the mid-90’s [Ullrich 1995b, Ullrich 1996, Ullrich 1997, Erhard 1997, Tong
1998, Tong 2001], solving the TDKS equations for He, Be, and Ne atoms in
the presence of time-dependent potentials of the form

vlaser(r, t) = Ezf(t) sin(ωt) , (24.1)

describing a laser field in the length gauge [Joachain 2000]. Here, E is the
electric-field amplitude, ω is the laser frequency, and f(t) is a function be-
tween 0 and 1 which describes the switching-on or pulse envelope of the laser.

The example of a Ne atom in intense laser fields of wavelength λ = 248 nm
was discussed in detail in [Ullrich 1997]. Due to the linear polarization of
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the laser field, the rotational symmetry of the atom around the z-axis is
preserved at all times. It is thus appropriate to solve the TDKS equations
using cylindrical coordinates. For this example, the complete outer shell is
propagated, consisting of 2s, 2p0 and 2p1 orbitals, each doubly occupied.
Here, the 2p0 orbital is oriented along the laser polarization axis, whereas the
two 2p1 orbitals are perpendicular, and have thus an identical time evolution.
The inner 1s orbital is kept frozen in its initial state, i.e., its time evolution
is given by ϕ1s(r, t) = ϕ1s(r, t0) exp[−iε1s(t− t0)]. The TDKS equations are
solved on a grid with a finite-difference representation, and using the Crank-
Nicholson algorithm for the time propagation (see the discussion in Chap. 12).
The results in this section were obtained ignoring correlation effects, using
the x-only ALDA and TDKLI methods. The TDKLI approach [Ullrich 1995a]
arises from an adiabatic approximation to the x-only TDOEP equation (see
Chap. 3), or, equivalently, the time-dependent EXX equation (see Chap. 9).
One obtains a time-dependent version of the x-only KLI potential [Krieger
1992b], given by

vKLI
xσ (r, t) = wxσ(r, t) +

1
nσ(r, t)

Nσ∑

j

njσ(r, t)
∫

d3r′ njσ(r′, t)vKLI
xσ (r′, t)

(24.2)
with

wxσ(r, t) = − 1
nσ(r, t)

Nσ∑

j,k

ϕjσ(r, t)ϕ∗
kσ(r, t)

∫
d3r′

ϕkσ(r′, t)ϕ∗
jσ(r′, t)

|r − r′|

− njσ(r, t)
∫

d3r′′
∫

d3r′
ϕjσ(r′′, t)ϕ∗

kσ(r′′, t)ϕkσ(r′, t)ϕ∗
jσ(r′, t)

|r′′ − r′| ,(24.3)

where njσ(r, t) = |ϕjσ(r, t)|2. Equation (24.2) can be solved for vKLI
xσ (r, t) in

analogy to the static case [Krieger 1992b], the solution only involving the
inversion of an (Nσ − 1) × (Nσ − 1) matrix.

Under the influence of the intense driving field, the entire valence shell
gets strongly excited, and the KS orbitals acquire substantial continuum con-
tributions. To prevent electronic flux from being reflected back from the edges
of the numerical grid, absorbing boundary conditions are introduced in the
form of a so-called mask function (a complex potential would be an alter-
native). Over the course of time, the norm of the KS orbitals Njσ(t) thus
decreases, even though the time propagation algorithm is unitary. This al-
lows us to describe ionization in a straightforward manner, by calculating the
number of electrons remaining in a finite volume:

Njσ(t) =
∫

V
d3r |ϕjσ(r, t)|2 , N(t) =

∑

jσ

Njσ(t) =
∫

V
d3r n(r, t) . (24.4)

Here, V refers to a volume centered about the nucleus which contains essen-
tially the entire wavefunction at t = t0. The total number of escaped elec-
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Fig. 24.5. Left: time-dependent norm of the Ne 2s, 2p0 and 2p1 orbitals, calcu-
lated with TDKLI (full lines) and ALDA (dashed lines). The laser parameters are
λ = 248 nm, I = 3 × 1015 W/cm2, and a 10-cycle linear ramp switching-on. Right:
Harmonic distributions for Ne at I = 3×1015 W/cm2 (top) and I = 5×1015 W/cm2

(bottom). Experimental data from [Sarukura 1991]

trons, Nesc(t) = N0−N(t), is thus a simple functional of the time-dependent
density. The left panel of Fig. 24.5 shows N2s(t), N2p0(t), and N2p1(t) for the
Ne atom. As expected, the 2s orbital is the least ionized of the three orbitals.
The 2p0 and 2p1 orbitals differ by about an order of magnitude in their de-
gree of ionization, which is a typical observation and due to the fact that the
2p0 orbital is oriented along the polarization axis which makes it easier for
the electrons to escape. The difference between ALDA and TDKLI can be
understood from the differences of the KS orbital eigenvalues (the electrons
are more weakly bound in LDA than in KLI [Ullrich 1997]).

Another observable which is a straightforward density functional is the
dipole moment D(t) =

∫
d3r zn(r, t). The associated power spectrum |D(ω)|2

yields the contribution to the HHG spectrum of a single atom, which is
proportional to the experimentally observed HHG spectra to within a rea-
sonable approximation (in general, however, one needs to include propaga-
tion effects within the interaction volume [Salières 1999]). The right panel
of Fig. 24.5 shows HHG spectra for Ne calculated at two intensities, I = 3
and 5× 1015 W/cm2, together with experimental data [Sarukura 1991] taken
with a pulsed laser of the same wavelength (λ = 248 nm) but with a much
higher peak intensity, 4 × 1017 W/cm2. One finds that the essential features
of the experimental HHG plateau are reproduced fairly well by the simula-
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tions carried out at much lower intensities. This leads to the conclusion that
the observed HHG spectrum must have been produced at the rising edge
of the pulse. Taking equal-weight superpositions of the spectra at the two
intensities, TDKLI appears to give a slightly better agreement with the ex-
perimental HHG spectrum, particularly around harmonics 15 to 25.

The analysis of [Ullrich 1997] shows that the HHG spectra are dominated
by the 2p0 orbital. As a test, the 2p0 was therefore propagated in the SAE ap-
proximation, i.e., all other orbitals were frozen. It turned out that ionization
of the 2p0 orbital was quite well represented in the SAE model. However, the
HHG spectrum turned out to have unphysical resonance features, which are
a clear artifact of the SAE model. This is a strong indication that collective
effects play an important role for the electronic response of many-electron
atomic systems, and cannot be neglected.

To establish a link with MPI experiments, one would like to calculate the
probability of finding the atom in one of the possible charge states to which
it can ionize, P+n(t). In the context of TDDFT, this is a difficult problem
and has been extensively discussed in the literature [Lappas 1998, Dahlen
2001, Dahlen 2002, Petersilka 1999, Ullrich 2000b]. A rigorous definition of
the P+n(t) involves the time-dependent many-body wave function [Ullrich
2000b]:

P 0(t) =
∑

σ1···σN

∫

V
d3r1 . . .

∫

V
d3rN |Ψ(r1σ1, . . . , rNσN , t)|2 (24.5a)

P+1(t) =

(
N

1

)
∑

σ1···σN

∫

V
d3r1

∫

V
d3r2 . . .

∫

V
d3rN |Ψ(r1σ1, . . . , rNσN , t)|2

(24.5b)

and similarly for all other P+n, where V refers to the region outside the
integration volume V. In the case of a two-electron system, one can rewrite
these formulas introducing the pair correlation function

g(r1, r2, t) = 2
|Ψ(r1, r2, t)|2
n(r1, t)n(r2, t)

(24.6)

as follows:

P 0(t) =
1
2

∫

V
d3r1

∫

V
d3r2 n(r1, t)n(r2, t)g(r1, r2, t) (24.7a)

P+1(t) =
∫

V
d3r n(r, t) −

∫

V
d3r1

∫

V
d3r2 n(r1, t)n(r2, t)g(r1, r2, t) (24.7b)

P+2(t) = 1 − P+1(t) − P 0(t) . (24.7c)

The task is thus a twofold one: one needs to find an accurate xc functional for
the TDKS equation, as well as an accurate expression for the pair correlation
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Fig. 24.6. Population of the ionized states of Ne (TDKLI), using the independent-
particle approximation for P+n(t). Laser: λ = 248 nm, I = 5 × 1015 W/cm2

function. A straightforward approximation is to set the latter equal to its x-
only limit of 1/2, which amounts to an independent-particle approximation.
For a two-electron system with a doubly occupied TDKS orbital, this gives

P 0(t) = N(t)2 , P+1(t) = 2N(t)[1−N(t)] , P+2(t) = [1−N(t)]2 , (24.8)

where N(t) = 1
2

∫
Vd3r n(r, t). Figure 24.6 shows results for the Ne atom,

where up to Ne+4 ionic states are found. However, it turns out that the
independent-particle approximation for P+n(t) leads to significant errors for
the non-sequential double ionization probabilities [Lappas 1998, Dahlen 2001,
Dahlen 2002], even if one uses the exact TDDFT orbital densities, as we will
demonstrate below for the case of a 1-D H2 molecule. Petersilka and Gross
[Petersilka 1999] have tried to remedy this situation by employing a static
density-functional expression for the pair correlation function gc[n](r1, r2),
but without much quantitative improvement. This is indicative of a sizable
degree of “correlation” of the two-electron dynamics, in particular for the case
of longer wavelengths. At 248 nm, on the other hand, the independent-particle
approximation works much better [Dahlen 2002]. Similar findings have been
reported by Bauer et al. [Bauer 1997, Bauer 2001, Ceccherini 2001].

Similar issues arise for the calculation of ATI spectra, which are rigor-
ously defined in terms of the many-body wavefunction, and can therefore
in principle be expressed as functionals of n(r, t). In practice, however, all
TDDFT approaches calculate the kinetic-energy spectra associated with the
KS single-particle orbitals [Pohl 2000, Pohl 2001, Nguyen 2004], despite the
fact that the KS wave function has no strict physical meaning. One obtains
the kinetic energy distribution PKS(E) by recording the KS orbitals ϕjσ(r, t)
over time at a point rb near the grid boundary and subsequent Fourier trans-
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formation, so that
PKS(E) =

∑

j

|ϕjσ(rb, E)|2 . (24.9)

Alternatively [Véniard 2003], one can obtain PKS(E) by propagating the
TDKS equation for an additional ∆t after the end of the laser pulse, and
calculating the probability of finding an electron of energy E in the spatial
region between r± = ∆t

√
2(E ±∆E), where ∆E is the energy resolution.

This method is discussed in more detail in Chap. 26. To date, no quantitative
comparison between KS and exact ATI spectra is available.

24.4 Molecules in Strong Fields

24.4.1 Overview

The interaction of molecules with intense laser pulses introduces new chal-
lenges due to the presence of the extra degrees of freedom of the nuclear
motion, and the associated additional time scales. The shortest nuclear mo-
tion period is that of the proton, 10–15 fs, which is comparable to the ion-
ization times at intensities of the order of 1014 W/cm2 at wavelengths of
800–1064 nm. Thus, the nuclear motion needs to be treated on an equal
footing with the radiative processes induced by intense laser fields, in order
to study the photochemical dynamics in the nonperturbative multiphoton
regime. This section summarizes a few highlights of the physics of mole-
cules in strong fields; more details can be found in recent review articles
[Bandrauk 2003a, Marangos 2004]. The topic of molecular alignment in strong
fields has been reviewed in [Corkum 1999, Stapelfeldt 2003].

At intensities below 1013 W/cm2 where ionization is negligible, the dressed-
molecule picture [Bandrauk 1994a, Bandrauk 1994b] has been a successful
approach to visualize the change of nuclear dynamics due to a laser field. In
this representation, the semiclassical radiation field is explicitly included in
the molecular Hamiltonian, and resonant processes are pictured as crossing
of “dressed” molecular potential curves. At higher intensities, the dynamics
of photophysical processes can be conveniently described using laser-induced
molecular potentials (LIMPs) [Wunderlich 1997]. In the intensity range 1014–
1015 W/cm2, rapid ionization starts to set in, accompanied by considerable
distortions of intermolecular potentials, creating LIMPs that can lead to bond
softening via laser-induced avoided crossings. The molecular ions can also un-
dergo above-threshold dissociation (ATD), the equivalent of ATI in atoms.

Compared to atoms, molecules offer new perspectives of laser-induced
electron recollision (LIERC) with parent molecular ions, such as“diffraction”
from more than one nuclear center. This leads to a new molecular phenom-
enon, laser-induced electron diffraction (LIED) [Zuo 1996a], a new tool for
probing molecular geometry changes on ultrashort time scales [Bandrauk



24 Atoms and Molecules in Strong Laser Fields 369

2001, Itatani 2004]. Much of the theoretical understanding of LIERC and
LIED in molecules is based on exact solutions of the one-electron TDSE for
the H+

2 and H++
3 molecules for static (Born-Oppenheimer) [Bandrauk 2001,

Itatani 2004] and moving nuclei (non-Born-Oppenheimer) [Bandrauk 2003b].
For multielectron atoms, double ionization in intense laser fields is a highly

correlated process (see Sect. 24.2.1), with LIERC a dominant mechanism for
the nonsequential steps [Yudin 2001], transforming to sequential double ion-
ization at higher intensities [Walker 1994, Liu 2004]. Molecules differ from
atoms by the multicenter Coulomb nature of the electron recollision process,
leading to diffraction [Zuo 1996a, Itatani 2004] and even collision with neigh-
boring ions [Bandrauk 1999, Bandrauk 1998]. In particular, at large internu-
clear distances, tunnelling ionization, which is the first step in atomic LIERC,
becomes more complicated as a consequence of charge transfer and charge
resonance effects, first predicted by Mulliken [Mulliken 1939] due to the exis-
tence of excited ion-pair states [Martin 1997b] which cross the ground state
at high intensities in both 1-D [Kawata 2000] and recent 3-D [Harumiya 2002]
simulations of H2. Similar effects have been found in the 1-D models of H+

3

at high intensities [Kawata 2001].
The H2 molecule is the prototype model of the two-electron chemical bond

with bonding and anti-bonding molecular orbitals. Earlier 3-D calculations
of the nonlinear response of H2 in an intense laser field were performed using
a frozen core approximation [Krause 1991], and TDHF using finite-element
basis sets [Yu 1995]. Exact 1-D [Kawata 2001] and 3-D [Harumiya 2002] TDSE
numerical solutions of H2 were obtained on large finite grids at equilibrium
and large intermolecular distances in order to confirm the universal molecular
phenomena of charge resonance enhanced ionization (CREI) first discovered
in 3-D [Zuo 1995, Zuo 1996b] and 1-D [Zuo 1995, Zuo 1996b, Chelkowski 1995,
Seideman 1995] one-electron molecular model simulations. As illustrated in
Fig. 24.7, an electron in a diatomic molecule experiences essentially a double
potential well, which becomes distorted in the presence of a laser field by the
gradient of the optical potential across the molecule. There exists a range of
critical separations between the two nuclei, Rc, at which the bound state in
the upper well is raised to the point that it barely sees any barrier to tunnel
through into the second well and from then on to ionization. As a result, for
certain nuclear distances the ionization rate of the molecule can be an order
of magnitude higher than for the individual atoms. At even larger nuclear
separations (R > 10 a.u. for H+

2 ), the LUMO again becomes trapped in the
ascending well, resulting in the disappearance of over-barrier ionization.

A number of recent experiments have addressed the issue of sequential and
non-sequential ionization in diatomic molecules such as H2 [Alnaser 2004b],
D2 [Sakai 2003, Légaré 2003], O2, N2, NO, and I2 [Guo 2001, Eremina 2004,
Alnaser 2004a, Suzuki 2004]. These studies have confirmed the validity of the
CREI and LIERC mechanisms for multielectron systems, and have explored
the phenomenon of Coulomb explosion following rapid ionization with few-
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Fig. 24.7. Schematic illustration of charge-resonance enhanced ionization (CREI)
in a diatomic molecule. For a range of critical internuclear separations Rc, the
LUMO is raised above the inner barrier (middle panel). Ionization proceeds via
radiative coupling between the HOMO 1σ− and LUMO 1σ+ (“essential” or “door-
way” states) [Bandrauk 2003a]

cycle pulses, combined with a possible imaging of the fragments. Other recent
studies have focused on MPI of larger, polyatomic molecules [Markevitch
2003, Markevitch 2004].

24.4.2 A 1-D Example: H2 with Fixed Nuclei

1-D models have proven to be useful to recover the essential physics of laser-
molecular interactions at high intensities, i.e., tunnelling ionization and laser
control of the ionized electron trajectory. For linear molecules such as H2

and H+
3 , the linear arrangement of nuclear charges enhances refocusing of the

ionized electron along the internuclear axis [Bandrauk 1999, Kawata 2001,
Villeneuve 1996].

For H2 with static nuclei, the 1-D Born-Oppenheimer Hamiltonian for
two electrons with coordinates x1, x2 with respect to the center of mass of
two protons situated at positions ±R/2 is written as [Bandrauk 2005a]

Ĥ0 =
2∑

i=1

[
−1

2
∂2

∂x2
i

− 1√
(xi ±R/2)2 + c

]
+

1√
(x1 − x2)2 + d

. (24.10)

The softening parameters c and d remove Coulomb singularities and al-
low for the use of high-order split-operator methods for solving the TDSE
[Bandrauk 1993, Bandrauk 1994c]. Propagating the TDSE with Ĥ0 (24.10)
in imaginary time yields the ground-state electronic energies and corre-
sponding molecular potentials. It was found that, putting c = 0.7 and
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d = 1.2375, (24.10) reproduces accurately the first three electronic states
of H2 [Bandrauk 2005b]. The TDSE for H2 in an intense laser field then
becomes

i
∂Ψ(x1, x2, t)

∂t
=
[
Ĥ0 + v(x1, x2, t)

]
Ψ(x1, x2, t) , (24.11)

where v(x1, x2, t) = −(x1 + x2)E(t) cos(ωt) is the dipolar (long wavelength)
form of the electron-laser interaction for a laser pulse of frequency ω and
electric-field envelope E(t). A third-order time propagation scheme is used:

Ψ(t + ∆t) = exp
[
− i∆tw

2

]
exp

[
i∆t

2

(
∂2

∂x2
1

+
∂2

∂x2
2

)]
exp

[
− i∆tw

2

]
Ψ(t) ,

(24.12)
w = v + vc, where vc is the electron-nuclear attraction in (24.10).

In order to properly separate single and double ionization, a large grid
with |xi| ≤ 1000 a.u. is used. This allows us to capture 100% of the first
ionized electrons and identify double ionization due to recollision processes.
We now discuss an example for ionization of the ground X1Σ+

g state of H2 at
laser wavelength λ = 800 nm and intensities 1013 < I < 1015 W/cm2. Single
and double ionization probabilities, P+1 and P+2, are obtained by numer-
ical integration of the two-electron probabilities |Ψ(x1, x2, t)|2, see (24.5a),
(24.5b), and (24.7c), where the integration volume V is the region |xi| ≤ 6 a.u.
The numerical integration procedure is verified by the procedure of Pindzola
et al. [Pindzola 1997], which consists in projecting the total final wavefunc-
tion Ψ(x1, x2, T ) on complete sets of field free bound and continuum states
of H+

2 .
Figure 24.8 shows a comparison of P+1 and P+2 obtained from the exact

one-electron density, but evaluated using the independent-particle expres-
sions (24.8), versus exact results. The probabilities for one-electron ioniza-
tion, H2 → H+

2 + e−, and sequential double ionization, H+
2 → H++

2 + e−,
agree very well in the two different methods. Both P+2 by density and exact
integration show a knee (plateau) at the saturation of the first ionization,
I ∼ 1015 W/cm2. The knee coincides with 100% (P+1 = 1) of the first ion-
ization. The exact double ionization P+2 is parallel to P+1 at low intensities,
confirming its source from recollision of the first electron with the ion core.
The efficiency of double ionization through recollision is P+2/P+1 ∼ 10−2.
Notice that the ratio is underestimated at low intensities and overestimated
in the knee region using the independent-particle formulas, thus confirming
the necessity of introducing the correlation factor in (24.7a) and (24.7b).

Figure 24.9 compares exact probabilities versus TDEHF and ALDA (using
a 3-D xc functional, since the system is intended to model a 3-D H2 molecule).
In the TDEHF method, one uses two different, non-orthogonal initial orbitals,
1σg and 1σ′

g, which represent the propensity for electrons to be inequivalent
in the ground state, i.e., inner and outer electrons. This distinction becomes
amplified upon ionization and reflects better the physics than TDHF-like
theories where both electrons are initially equivalent. Figure 24.9 shows that
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TDEHF agrees fairly well with the exact P+1 and P+2 below the knee.
Anomalous behavior of the TDEHF probabilities appears in the knee region
where the first electron has already ionized and cannot recollide. A similar
behavior has been observed in 1-D models of He [Dahlen 2001, Dahlen 2002].
The ALDA single and double ionization are grossly underestimated, reflecting
the improper asymptotic behavior of the electronic wavefunction and the
ionization potential, as well as an insufficient screening. These results for H2,
as well as our discussion of MPI for atoms in Sect. 24.3, confirm once again
the need for developing high-quality time-dependent xc functionals beyond
the ALDA.

24.4.3 TDDFT for Molecules in Strong Fields

Even in 1-D, exact numerical calculations of strong-field molecular processes
are presently limited to at most two electrons plus moving nuclei. There exist
a number of recent studies using TDDFT and related theories to describe the
dynamics of multielectron molecular systems.

Chu and Chu [Chu 2001a, Chu 2001b, Chu 2004b] studied HHG and MPI
for various dimers with fixed nuclei in strong laser fields, using xc potentials
with the correct asymptotic behavior. The role of the binding energy and
orientation of individual molecular orbitals was explored, and a variety of
correlation and interference effects between these orbitals in HHG spectra
was discussed, as well as the role of inner valence electrons in determining
the total ionization. Along similar lines, Dundas and Rost [Dundas 2005]
used an all-electron, x-only ALDA approach to investigate the suppression of
single ionization in N2, O2, and F2 due to destructive interference of outgoing
electron waves from the ionized electron orbitals. Overall, these studies again
point to the insufficiency of the SAE in describing multielectron systems.

Baer et al. [Baer 2003] considered ionization and HHG in benzene by short
circularly-polarized pulses, propagating 15 TDKS orbitals within ALDA, us-
ing a 3-D grid with pseudopotentials. An interesting interplay between bound-
bound and bound-continuum transitions as well as multielectron dynamics
was found to cause some unique features in the HHG spectra, specific to the
ring geometry of the molecule and the circularly polarized light.

Several TDDFT studies have explored the route leading from molecules to
clusters, e.g. using models based on chains of rare-gas atoms [Véniard 2002],
or small silver molecules with fixed nuclear positions [Nobusada 2004]. A
massively parallel TDKS calculations combining the dynamics of the highly
excited electron cloud with the (classical) motion of the nuclei was carried
out by Calvayrac et al. [Calvayrac 1998], simulating the Coulomb explosion
of a Na12 cluster. A recent study of two-color photoionization in Na4 and
Na+

4 clusters [Nguyen 2004] has found counterintuitive asymmetries and un-
expectedly large plateaus in the ATI spectra. The subject of TDDFT for
metal clusters is discussed in more detail in Chap. 26.
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The dynamics of the nuclei has traditionally been treated by expanding
the total molecular wavefunction in terms of Born-Oppenheimer states, and
considering the lowest few potential energy surfaces. Fields of higher inten-
sity require the inclusion of more and more electronic states, and calculations
become increasingly time-consuming. Moveover, ionization processes are dif-
ficult to describe. Highly excited and ionized electrons have been treated
under the condition of fixed nuclear positions, but this obviously cannot
describe dissociation. Numerical studies of the strong-field ionization and
dissociation of H+

2 [Bandrauk 2003b] have shown the need for a unified treat-
ment of the interplay between electronic excitations and nuclear vibrations.
TDDFT faces severe challenges when it comes to a fully quantum mechanical,
non-Born-Oppenheimer description of correlated electron and nuclear dynam-
ics. First steps in this direction have recently been taken by Kreibich et al.
[Kreibich 2001a, Kreibich 2001b, Kreibich 2003, Kreibich 2004]. A compar-
ison [Kreibich 2004] of different forms of the electron-nuclear wavefunctions
of H+

2 shows that a simple Hartree mean-field approximation for the nuclear
wavefunction is unable to describe nuclear dissociation processes, and much
better results are achieved with a variational calculation based on a corre-
lated ansatz for the electron-nuclear wavefunction. This is in line with other
recent calculations for the ionization dynamics of multielectron systems based
on TDEHF approaches [Dahlen 2001, Dahlen 2002, Kitzler 2004, Zanghellini
2004, Zanghellini 2005].

24.5 Conclusion and Perspectives

In this chapter, we have given a (by no means exhaustive) review of the rich
phenomenology and the often counterintuitive effects of intense laser-matter
interaction. Experimental and theoretical research continues to move at a
rapid pace towards ever increasing intensities and decreasing pulse lengths,
giving access to new regimes of electronic and nuclear dynamics. For exam-
ple, Coulomb explosions of molecular clusters, induced by table-top lasers,
have been observed to trigger nuclear fusion reactions [Ditmire 1999]. An-
other example: when an electron is suddenly removed, the remaining xc hole
is filled on a 50-attosecond time scale, which should be a universal phenom-
enon [Breidbach 2005]. Thus, the nonlinear dynamics of atoms and molecules
in short, intense laser pulses provides many fascinating and challenging ap-
plications for TDDFT.

Simple semiclassical models give a good intuitive, and often quantita-
tive, understanding of many important strong-field phenomena, such as dou-
ble photoionization via laser-induced recollision. Unfortunately, these simple
pictures appear to be extremely hard to capture with traditional TDKS ap-
proaches such as ALDA, where a closed-shell atom or molecule is described by
doubly occupied KS orbitals [Maitra 2002b]. Correlated-wavefunction meth-
ods such as TDEHF (i.e., using more than one determinant) allow here for
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more flexibility, as several benchmark calculations for small systems have
shown.

The true power of TDDFT emerges when dealing with multielectron sys-
tems, and the available results for atoms and molecules in strong laser pulses
are definitely encouraging. However, it is clear that we need xc function-
als that do a better job in capturing highly correlated dynamical processes.
Progress in this direction may come through xc functionals that are orbital-
based (see Chap. 9), or functionals that depend on the current and in-
clude non-adiabatic memory effects (see Chaps. 5 and 8). Recent studies
[Lein 2005, Mundt 2005] suggest that a TDDFT description of ionization
requires a more careful treatment of the variations in the total number of
particles, resulting in a time-dependent xc potential which changes discon-
tinuously when the particle number passes through an integer value.

A particularly tough problem for TDDFT is the proper description of
molecular dissociation and of CREI processes that occur when molecules are
stretched. The problem of stretched H2 has recently been addressed with an
xc orbital functional based on the RPA [Fuchs 2005] (see Chap. 29).

Finally, even if one solves the TDKS equations with an extremely good
xc functional, the problem remains that there are observables that are very
hard to extract from the density, such as ionization probabilities or ATI
photoelectron spectra. Lacking alternatives at present, the best we can do is
to evaluate these observables using the TDKS orbitals, thus committing one
of the four “deadly sins” of TDDFT [Burke 2005a]. We hope that future work
in this direction will eventually lead to redemption, and thus to a successful
TDDFT description of the many interesting processes of atoms and molecules
in strong fields.



25 Highlights and Challenges
in Strong-Field Atomic
and Molecular Processes

V. Véniard

25.1 Introduction

The interaction of short and intense laser pulses with atoms has revealed
a variety of interesting effects (see Chap. 24). Among them, accurate mea-
surements of the multiple ionization yield of atoms have been shown to be
orders of magnitude higher than predicted by the single active electron ap-
proximation [Fittinghoff 1992, Walker 1994]. The “knee” structure in the ion
yield curve is interpreted as a nonsequential process, where the energy ab-
sorbed from the field is shared by the two electrons and considered as the
most distinctive manifestation of electron correlations. Theoretical models
based on simplified two-electron interaction [Watson 1994] or perturbative
S-matrix approaches [Becker 1996] have approximately reproduced the ex-
perimental data. However, the importance of the time-dependent electron-
electron correlation was emphasized recently through the numerical solu-
tion of the time-dependent Schrödinger equation of a one-dimensional two-
electron model atom [Lappas 1998]. In principle, a direct comparison with
the experimental data requires the solution of the three-dimensional time-
dependent Schrödinger equation for the atom, but these calculations are nu-
merically too demanding and results have been obtained only for a limited
range of parameters in the case of helium [Parker 1998, Parker 2001]. Sev-
eral approaches using time-dependent extended Hartree-Fock wave functions
have been proposed in this framework [Pindzola 1995, Dahlen 2001]. How-
ever, TDDFT, which in principle allows one to incorporate correlation effects
due to electron-electron interaction, appears to be the most valuable tool to
study ionization of atoms or molecules in strong laser pulses. But, for the
time being, it was shown that these calculations fail to reproduce the correct
ionization dynamics in the low frequency regime, where the experiment was
performed [Petersilka 1999].

In the framework of TDDFT, several types of approximations are made
in the description of the interaction between atoms (or molecules) and an
intense laser field. The most drastic is probably the adiabatic approximation.
It amounts to neglecting any explicit time dependence of the xc potential.
Then, vxc depends on time only through the instantaneous density n(r, t).
This approximation can be critical for ultra-short laser pulses or for ultra-
fast processes. It also leads us (see Chap. 1) to use functional approximations
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that have been defined and optimized for the ground state of the system.
Such functionals reproduce the properties of the ground state correctly but
their validity has not been assessed in time-dependent cases, and perhaps
other choices would be more appropriate. This point represents the second
approximation. Finally, while in principle all the observables can be deduced
from the density, their evaluation can be difficult in practice. For example, for
the emission of radiation, such as high-order harmonic generation, the dipole
can be easily expressed in terms of the density. However, the determination of
the ionization rates is more complex. Even if good approximations are known
to describe simple ionization, a correct evaluation of the double (or multiple)
ionization rates remains problematic. Moreover, no functional exists for the
determination of the kinetic energy spectra.

The description of the response of a helium atom subject to a strong in-
frared laser pulse is a remarkable example of the problems raised by these
three approximations. Furthermore, this case is particularly instructive, as an
exact calculation, involving two active electrons, can be performed and used
as a test case to asses the validity of the TDDFT approach. In this framework,
Petersilka and Gross [Petersilka 1999] have shown that the nonsequential dou-
ble ionization was not accurately described. By comparing the predictions of
TDDFT with those deduced from a fully-correlated two-electron calculation,
they showed that the approximation for vxc[n] and for the ionization yields
were both crucial.

For several years, the only quantity accessible in experiments has been
the ionization yield. Likewise, theoretical calculations have concentrated on
this yield. However, this does not allow very accurate comparisons between
theoretical calculations and experimental results or among different theories.
Kinetic-energy photoelectron spectra can give more insight on the dynamics
of the processes [Lafon 2001] or more accurate information into the approx-
imations involved in calculations. However, while single active electron sim-
ulations can provide the electron spectra, it is not straightforward to do so
with other approaches. The main reason is that, in principle, one needs the
true wave function of the system at the end of the pulse to extract the energy
of the photoelectrons. DFT, as well as extended Hartree Fock approximations
[Dahlen 2001], involve orbitals having no physical meaning, which cannot be
used, as they stand, to calculate transition probabilities.

The purpose of this chapter is twofold. First, we briefly describe a method
to calculate electron energy spectra, based on the electron density only. This
will allow us to analyze in detail the many-electron dynamics as described
through TDDFT. We will use a simplified one-dimensional model atom which
has proven to be able to reproduce most of the features of the real 3-D atom
and provides a good understanding of the many-particle system. Furthermore,
for the two-electron case, the fully correlated wave function can be propagated
in time, allowing for comparisons with simplified approaches.
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The organization of this chapter is as follows: in Sect. 2 we will briefly de-
scribe the method used to calculate electron energy spectra. In Sect. 3, we will
use these spectra to compare the results obtained in the framework of TDDFT
to those obtained with an exact 2-electron simulation for the one-photon
double ionization of helium. A model for a lithium atom will be proposed in
Sect. 4 and single ionization will be analyzed. Finally, we will show in Sect. 5
that molecular dynamics can be used as a valuable tool to study the ionization
process. A brief conclusion will be given in Sect. 6.

25.2 Determination of the Spectra

According to classical mechanics, an electron at time t = 0 at the position
x = 0, with an energy E, will be found at x = ∆T

√
2E after propagating

freely during ∆T . The quantum analog will be described through a wave
packet, initially localized in x = 0 at t = 0 with a mean momentum k and
E = k2/2:

Ψ(x, t = 0) = Aeikxe−x2/a2
, (25.1)

where a is the spatial width of the wave packet. Thus, we define the quantity

P (E,∆E,∆T ) =
∫ x>

x<

dx n(x,∆T ) +
∫ −x<

−x>

dx n(x,∆T ) , (25.2)

where n(x, t) is the electronic density n(x, t) = |ψ(x, t)|2 and x< and x> are
defined as

x< = ∆T
√

2(E −∆E) (25.3a)

x> = ∆T
√

2(E + ∆E) . (25.3b)

P (E,∆E,∆T ) can be identified as the probability that the energy of the
electron, described by (25.1), lies in the interval [E −∆E,E + ∆E]. In the
limit of large values for ∆T , P (E,∆E,∆T ) depends only slightly on ∆T .

If different momenta, k1 and k2, are present in the wave function, as in

Ψ(x, t = 0) = A1eik1xe−x2/a2
1 + A2eik2xe−x2/a2

2 , (25.4)

the wave function has to be propagated in time to let the different components
separate spatially, and the following prescription can be given for the time
interval ∆T :

∆T � a1 + a2

|k1 − k2|
. (25.5)

To validate this method in more detail, we have compared the density-
based spectra, obtained from the photoionization of atoms in the presence of
a laser field, with those derived from a standard spectral analysis [Véniard



380 V. Véniard

2003]. This comparison shows that an excellent agreement between the two
methods can be expected and that the sensitivity is even improved for the
density-based spectra. Note that, as the photoelectrons are emitted during
the whole duration of the laser pulse Tpulse, it can be shown that a lower
bound for the energy resolution is given by

∆Emin

E
≈ Tpulse

∆T
. (25.6)

More details about the method can be found in [Véniard 2003].

25.3 One-Photon Double Ionization of Helium

In this section, we compare results obtained by solving the TDKS equa-
tions in the adiabatic approximation with the fully correlated Schrödinger
equation for a model 1-D 2-electron atom submitted to a laser pulse. This
one-dimensional model atom has proven to be able to reproduce most of
the features of the real 3-D atom and provides a good understanding of the
many-particle system.

In the high-frequency range, and for moderate laser intensity, the simple
analysis of the ionization probability as a function of the intensity (not shown
here) does not lead to significant differences for the two simulations. However,
when the laser frequency is above the two-electron threshold, more insight
can be gained when looking at the double ionization process.

The TDKS equation for the orbital ϕ(x, t) has been solved in the adiabatic
approximation. The external potential,

vext(x, t) = xE(t) sin(ωt) − Z√
a2 + x2

, (25.7)

contains two parts: one is the the static Coulomb interaction with the nu-
cleus, while the other is the time-dependent coupling with the electric field
E(t) sin(ωt) of the laser, where E(t) denotes the temporal laser-pulse shape
and ω is the laser frequency. The electron-electron interaction vee(x) reads,
for a one-dimensional system,

vee(x) =
1√

b2 + x2
. (25.8)

The values of the adjustable parameters a in (25.7) and b in (25.8) are deter-
mined numerically in order to reproduce the relevant physical properties for
the “atom” considered as closely as possible [Javanainen 1988, Su 1991].

The xc potential vxc(x, t) has been approximated by

vxc(x, t) = −1
2

∫
dx′ n(x′, t)vee(|x− x′|) + vc(x, t) , (25.9)
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where the exchange part is evaluated exactly as it corresponds to the re-
stricted Hartree-Fock exchange potential, and we have used the correlation
potential vc(x, t) originally proposed by Becke [Becke 1988a].

The orbital ϕ is represented on a grid in coordinate space. The initial state
is obtained by solving iteratively the TDKS equation in imaginary time. The
propagation in time is done through a unitary Peaceman-Rachford propa-
gator [Kulander 1992a, Kulander 1992b] (see Chap. 12). The photoelectron
spectrum is then extracted from the time-dependent density,

n(x, t) = 2|ϕ(x, t)|2 . (25.10)

For comparison, we have also solved numerically the TDSE for a one-
dimensional 2-electron system [Pindzola 1991, Grobe 1992]

i
∂

∂t
ψ(x1, x2, t) = [H0 + (x1 + x2)E(t) sin(ωt)]ψ(x1, x2, t) , (25.11)

where

H0 =
1
2
p2
1 +

1
2
p2
2 + ven(x1) + ven(x2) + vee(|x1 − x2|) , (25.12)

and ven denotes the electron-nuclear interaction.
In this numerical simulation, we have not used the electronic density to

calculate the photoelectron energy spectrum: it was not possible, for numer-
ical reasons, to propagate the fully correlated wave function after the end of
the pulse for a sufficiently long time. As a consequence, the energy resolution
was not very good. Instead, to determine the electron energy, the final wave
function was divided into three parts, see Fig. 25.1. The ground-state con-
tribution corresponding to |x1|, |x2| < Xc was first removed. The two other
parts, ψ1, corresponding to |x1| < Xc, |x2| > Xc or |x1| > Xc, |x2| < Xc and
ψ2, corresponding to |x1| > Xc and |x2| > Xc were Fourier transformed:

ψ̄i(k1, k2) =
∫

dx1

∫
dx2 ei(k1x1+k2x2) ψi(x1, x2, Tpulse) . (25.13)

Note that ψ1 is identified as that part of the wave function corresponding
to single ionization (one electron is far from the nucleus while the other
one remains close), whereas ψ2 corresponds to double ionization (the two
electrons have moved far from the nucleus). The probability that one of the
two electrons has the energy E1 is then defined as [Grobe 1992]

Pi(E1) =
1√
2E1

∫
dk2 |ψ̄i(k1, k2)|2 . (25.14)

P1 (P2) corresponds to a single (double) ionization process. We have checked
that the results depend only slightly on the numerical value chosen for Xc.

The photoelectron spectra are displayed in Fig. 25.2, corresponding to
a = 1, Z = 2 in (25.7) and b = 1 in (25.8). The ground-state energy is
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Fig. 25.1. Spatial partition of the final wave function at the end of the pulse. The
central part of the figure |x1|, |x2| < Xc corresponds to bound states. If |x1| and
|x2| > Xc, then the two electrons are ionized. The remaining part corresponds to
single ionization

Ei = −2.25 a.u. and the first ionization threshold is Eion = 0.75 a.u. The
photon energy is ω = 3 a.u., which exceeds the two-electron threshold, and
the laser intensity is I = 1014 W/cm2. The pulse shape has a gaussian enve-
lope exp[−(t/τ)2] with τ = 100 optical cycles. The results corresponding to
the 2-electron simulation are shown in Fig. 25.2a, where the upper curve rep-
resents the single ionization P1(E). The main peak, located at E = 2.25 a.u.,
corresponds to direct single ionization, the ion being left in its ground state.
The peaks seen at lower energies can be interpreted as the ionization of one
electron and excitation of the other one, as already found in [Grobe 1992].
The lower curve shows the double ionization of the model atom, as derived
from the evaluation of P2. Here the structureless feature visible in the low
energy range (E < 0.75 a.u.) results from the one-photon double ionization.
By varying the laser field intensity, we have checked that all these features
scale linearly with the intensity, as expected from a one-photon process in the
perturbative regime. The magnitudes of some of the peaks at higher energy
in P2 depend on the value chosen for Xc. In fact, these peaks are reminis-
cent of the single ionization with excitation, which is not completely removed
from ψ2. Moreover, the magnitude of the peak located at E = 2.25 a.u. scales
with I2 and thus can be interpreted as resulting from a two-photon process
[Grobe 1992].

In Fig. 25.2b, we show the results coming from TDDFT for the same set
of parameters and corresponding to the total ionization P1 + P2. Only two
peaks are visible in this spectrum. The first one, located at E = 2.25 a.u.,
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Fig. 25.2. Photoelectron spectrum for a one-dimensional 2-electron atom (ground-
state energy Ei = −2.25 a.u., first ionization threshold Eion = 0.75 a.u.). Panel (a)
shows results of a fully correlated 2-electron simulation followed by Fourier analysis
of the wave function at the end of the pulse. P1 and P2 correspond to single and
double ionization. The dashed line indicates the maximum energy an electron can
have when ejected through a one-photon double ionization process. Panel (b) shows
the total (P1 + P2) ionization resulting from a TDDFT simulation. The photon
frequency is ω = 3a.u. and the laser intensity is IL = 1014 W/cm2

corresponds to the one-photon single ionization, with the ion left in its ground
state. An interesting feature is the fact that a second peak is present, visible in
the high-energy part at E = 5.25 a.u., corresponding to the two-photon single
ionization. The slow decrease in the high-frequency range of the spectrum,
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obtained through the Fourier transform of the wave function, does not allow
us to observe this two-photon process. As a matter of fact, it shows that the
density-based photoelectron spectrum yields a much larger dynamical range.
However, in spite of this, no additional peaks are present in the low-energy
part of the spectrum, indicating that the model fails to describe either double
ionization or ionization with excitation of the ion. By comparing the above
results with the ones obtained in the exchange-only approximation, we have
checked that the effect of the correlation potential on the photoelectron spec-
trum is extremely small. Indeed, its role is to shift slightly the peak towards
lower energy, as the ionization energy is decreased by ∆Eion ≈ 0.04 a.u. when
correlations are included.

25.4 Ionization of a Model Lithium Atom

The two-electron atom is one of the most strongly correlated systems, and
one-photon double ionization, which is only possible through the electron
correlations, is a very stringent test for theories. We now present a model
atom which allows us to describe single ionization in a multi-electron atom.
In principle, although electron correlations are present, they do not play such
a crucial role in the process. A detailed analysis of the electron spectra can
help us to test the validity of TDDFT in this simpler case. To this end, we
now turn to a one-dimensional model for describing a 3-electron atom. The
xc potential is approximated through a time-dependent scheme, based on
the so-called optimized potential method for spin-polarized systems. In this
approach, known as the KLI method, originally proposed by Krieger, Li and
Iafrate [Krieger 1992b] and extended into the time-dependent domain [Ullrich
1995a, Ullrich 1996], the xc potential vKLI

xc is expressed as explicit functionals
of the orbitals ϕjσ, where σ stands for the spin of the electrons (see Chap. 24).
The main advantage of this scheme is that it leads to a correct asymptotic
behavior for the exchange potential. As a consequence, the energy eigenvalue
of the highest occupied Kohn-Sham orbital corresponds to the ionization
energy of the system, satisfying Koopmans’ theorem [Krieger 1992b]. As in
the preceding section, the adiabatic approximation is used to incorporate the
time dependence in the exchange potential.

In the model developed here, we have two electrons in a spin-up state
and one electron in a spin-down state. Note that when only one electron is
present in a spin state, vKLI

xc reduces to the restricted Hartree-Fock exchange
potential.

We have solved numerically the three TDKS equations on a grid and an-
alyzed the electronic density. In the following, we will be concerned only
with single ionization processes. To this end, the laser frequency will be
chosen between the one-electron and two-electron threshold energies and
we will restrict ourselves to an intensity regime where sequential and non-
sequential multiple ionization rates are expected to be small. A photoelec-
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Fig. 25.3. Photoelectron spectrum for a one-dimensional 3-electron atom. The
photon frequency is ω = 2 a.u. and the laser intensity is IL = 1011 W/cm2. The
peaks labelled (C) correspond to the ionization of the core electrons, while the
peaks labelled (V) come from the valence electron

tron spectrum is displayed in Fig. 25.3 for the set of parameters: a = 0.6 a.u.,
b = 0.6 a.u., ω = 2 a.u., and I = 1011 W/cm2. The pulse has a gaussian en-
velope exp[−(t/τ)2] with τ = 100 optical cycles. Two series of peaks can be
identified in the spectrum, each of them consisting of peaks separated by the
photon energy ω. The ones labelled CN correspond to the ionization of the
core electrons through the absorption of N photons, while the peaks labelled
VN correspond to the same process for the valence electron. One can check, by
comparing the magnitude of the peaks C1 and V1, that in this high-frequency
regime, as expected, it is easier to ionize the core electrons than the valence
electron.

We have varied the laser field intensity, and the behavior of the peak V1

is shown in Fig. 25.4. As the magnitude of this peak, corresponding to a
one-photon absorption process, scales linearly with intensity, we present only
normalized spectra (divided by the intensity). On can see that the shape of
the peak changes with intensity: while the high-energy part is not sensitive
to the laser intensity, the peaks broaden towards low energies. Note that the
ponderomotive energy Up = I/4ω2 is very low (<10−4 a.u.), so no significant
ponderomotive shift should be expected in these spectra [Bucksbaum 1987].
This broadening can be interpreted as an artefact due to the poor approx-
imation of the xc potential we have chosen here. In the ground state, the
electronic density n is strongly localized around x = 0. Therefore the electron-
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Fig. 25.4. One-dimensional 3-electron atom: behavior of the peak labelled V1 in
the photoelectron spectrum for various laser intensities: IL = 1011 W/cm2 (thin
line), IL = 2 × 1013 W/cm2 (dotted line), IL = 3 × 1013 W/cm2 (dash-dotted line),
IL = 5 × 1013 W/cm2 (dashed line). The photon frequency is ω = 2 a.u

electron repulsion
∫

dx′ n(x′)vee(|x− x′|) partially compensates (screens) the
electron-nuclear interaction ven in the Kohn-Sham equations. As ionization
takes place, the orbitals ϕi (i = 1 − 3) start to delocalize, the screening de-
creases during the laser pulse and the energy of the photoelectrons is shifted
toward lower energy as a function of time. We have verified that, if the density
used to determine the electron energy is recorded only during the last part
of the pulse, only the low energy part of the peak remains, as presented in
Fig. 25.5 for I = 5 × 1013 W/cm2. This shows that, even in the perturbative
regime, the atom is more difficult to ionize at the end than at the beginning
of the pulse. This feature conflicts with the Fermi golden rule, which states
that for a given intensity, the ionization probability is constant in time. Note
that an exact calculation, as shown in the preceding section, would give sharp
peaks.

25.5 Dynamics of an H2 Molecule
in a Strong Laser Field

Finally, we discuss the interaction between molecules and intense laser
fields, which leads to a wide range of phenomena: as compared to atoms,
molecules present additional degrees of freedom through the nuclear mo-
tion and specific features, such as dissociation or Coulomb explosion, can
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Fig. 25.5. Peak labelled V1 in the photoelectron spectrum when the electron
density is recorded during the whole duration (thin line) or during the last half
(dotted line) of the pulse. The photon frequency is ω = 2a.u. and the laser intensity
is IL = 5 × 1013 W/cm2. The results obtained for IL = 1011 W/cm2 (dashed line)
are also shown for comparison

be observed. The difficulty inherent to the theoretical description of these
processes is increased, and simplified approaches have been proposed [Giusti-
Suzor 1995, Chelkowski 1992, Zuo 1996c]. However, we mention that recently
a semi-classical approach, reminiscent of Molecular Dynamics treatments of
complex systems, has been proposed to address several questions related to
the dynamical response of H+

2 and H2 molecules to a strong and short laser
pulse, [Rotenberg 2002, Ruiz 2005]. One of the main results of this study has
been to show that it is essential to include the motion of the nuclei to ac-
count for the details of the dynamics and to discuss the relative probabilities
of excitation, dissociation and Coulomb explosion, see also [Feuerstein 2003].

Within the semi-classical approach, the motion of the nuclei is governed
by the classical equations:

M
d2Rα

dt2
= Fβα(t) + Fe, α(t) + Flaser(t) , (25.15)

where M = 1836 a.u. is the proton mass. The force Fβα(t) stands for the
interaction between the nuclei α and β, Fe, α(t) for the interaction electron-
nucleus α and Flaser(t) for the interaction nucleus-laser. One has:

Fe, α(t) =
∫

d3r
[Rα(t) − r]n(r, t)
|Rα(t) − r)|3 . (25.16)
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Equation (25.16) shows that the motion of the nuclei is uniquely determined
by the electronic density n(r, t) and it appears to be a valuable probe for
the dynamics of the ionization process, which does not depend on the defi-
nition of the ionization yield. We present in Fig. 25.6 the results of a model
1-D calculation for H2 subject to an intense laser pulse, [Boisbourdain 2005].
The motion of the nuclei is calculated according (25.16), while the electronic
density is evaluated by solving either the full Schrödinger equation for the
two electrons or the Kohn-Sham equations in the exchange-only approxima-
tion. The numerical integration of the two sets of equations was performed
through a unitary Peaceman-Rachford propagator, similar to the atomic case.
We have used a trapezoidal laser pulse with one cycle linear turn-on and turn-
off and six cycles flat part. The laser intensity is 2 × 1014W/cm2 and the
photon energy is �ω = 1.17 eV. It appears that in the full calculation, the
total ionization (single and double) is high enough to lead to Coulomb ex-
plosion, while in the TDDFT approach, the system is promoted to excited
vibrational states, as shown by the oscillatory motion of the nuclei. These
results indicate that, when using the adiabatic exchange-only approximation
for the Kohn-Sham potential, ionization (single and/or double) is strongly
underestimated. These results have been obtained in the framework of the
semi-classical approximation, but it was shown that this approximation is
valid in a wide range of laser frequency and intensity [Ruiz 2005].
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Fig. 25.6. Time-dependent nuclear positions of a 1-D H2 molecule subject to a
laser pulse of intensity 2 × 1014 W/cm2 and photon energy �ω = 1.17 eV. Broken
line: full two-electron calculation. Full line: x-only TDDFT
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25.6 Conclusion

The results presented here show that several problems arise when describing
the interaction of a multi-electron system with a strong laser field. We have
shown that among the approximations involved in the TDDFT calculations,
the determination of a correct time-dependent xc potential is crucial. Up to
now, it appears that in the high-frequency range, one-photon single ioniza-
tion, which is the dominant process, is correctly described in the perturbative
regime. However, TDDFT still fails to describe more complex processes, such
as single-photon double ionization or excitation-ionization. A careful analy-
sis of the photoelectron spectra has shown that a broadening of the peaks
appears when increasing the laser intensity. The broadening has no physical
meaning, and this artefact demonstrates that the dynamics of the ionization
process is not properly described. In the low-frequency range, it is difficult
to disentangle single and multiple ionization, without any further approx-
imations on the observables. Furthermore, it has been shown in molecular
calculations, where the motion of the nuclei can be used as a probe of the
ionization process, that the description of the dynamics of the processes is not
correctly reproduced. Most of the results presented here have been obtained
in the exchange-only limit, but we have checked that including correlation,
see for instance [Perdew 1992a], does not improve significantly the results. We
believe that the most critical point is the adiabatic approximation and that
substantial improvements are required in the construction of new functionals
for time-dependent problems [Lein 2005].



26 Cluster Dynamics in Strong Laser Fields

P.-G. Reinhard and E. Suraud

26.1 Introduction

This article deals with applications of time-dependent density functional the-
ory (TDDFT) to metal clusters. The field of cluster physics is only about
three decades old and TDDFT was a key tool in the theoretical descrip-
tion from the beginning. We think, e.g., of the pioneering calculations of
[Beck 1984, Ekardt 1984] which provided a fully microscopic description of
the dominant Mie plasmon resonance in metal clusters on the grounds of the
time-dependent local density approximation (TDLDA). Since then, TDDFT
has been widely used as a major tool for computing both the structure
and dynamics of clusters, side by side with more macroscopic approaches
[Kreibig 1993] and with fully fledged ab initio quantum chemical methods
[Bonac̆ić-Koutecký 1991]. The early TDDFT treatments dealt with opti-
cal response and used, in fact, a linearized TDLDA. A next step in de-
velopment went to fully fledged TDLDA propagated in the time domain
[Calvayrac 1995, Saalmann 1996, Yabana 1996], first, as an efficient alter-
native to compute optical response in complex geometries, and second, as
a necessary basis for non-linear dynamics. In a final step, the simultaneous
propagation of ionic motion at the level of molecular dynamics (MD) was
included for the description of strongly excited (non-adiabatic) cluster dy-
namics yielding together TDLDA-MD [Calvayrac 1998, Kunert 2001]. Highly
excited clusters allow a semi-classical approximation in terms of the Vlasov
equation yielding Vlasov-LDA where LDA in the naming indicates that the
Vlasov mean field is computed in LDA [Gross 1995b, Feret 1996]. This, in
turn, allows the description of dynamical electron correlations through a
collision term (Vlasov-Ühling-Uhlenbeck method, VUU) [Domps 1998]. The
majority of applications, however, deals with standard quantum-mechanical
TDLDA.

It becomes obvious when reading this volume that recent developments
of TDDFT are focussed on going beyond TDLDA, e.g., by providing a
better description of exchange (see Chap. 9). However, cluster physicists
are reluctant to adopt more involved schemes. Clusters are already rather
complex objects and call for simple methods. In that spirit, one crucial and
still simple extension has found its way into many applications. It is the self-
interaction correction (SIC) which tries to cure the worst deficiencies of LDA
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for exchange [Perdew 1981]. An early adaption for linear response is found in
[Pacheco 1992a]. It becomes unavoidable for a proper dynamical computation
of electron emission. The then emerging problems with non-hermiticity can
be overcome by combination with the optimized-potential method (OPM)
[Ullrich 1995a] or proper averaging [Ullrich 2000c, Legrand 2002]. These
methods, TDLDA or TDLDA-MD, possibly augmented with SIC, provide
a reliable, robust and efficient tool for large simulations of various dynam-
ical scenarios in cluster physics. For a review on non-linear dynamics see
[Calvayrac 2000]. A very broad discussion of cluster dynamics including due
reference to experiments and competing methods can be found in our book
[Reinhard 2003].

This contribution aims to demonstrate the capabilities of fully fledged
TDLDA(-MD) with several examples of non-linear dynamics. We consider
in Sect. 26.3 the evaluation of observables from electron emission, namely
the photo-electron spectra (PES) and angular distributions. For the PES we
have chosen a test case where the collectivity of the Mie plasmon mode which
is typical for metal clusters plays a role. For the angular distributions, we
demonstrate the complexity of clusters, which is enhanced by thermal shape
fluctuations. Section 26.4 discusses one scenario for pump and probe analysis
of ionic motion in metal clusters which takes advantage of the dominance
of the Mie plasmon. It also demonstrates the capability of TDLDA-MD to
perform large scale calculations over long time intervals. A summary of the
necessary formal framework is given before all that in Sect. 26.2. This is kept
very short because formal and numerical aspects are discussed at several other
chapters. More details specific to our treatment can be found in [Calvayrac
2000, Reinhard 2003].

26.2 Formalities

26.2.1 Coupled Ionic and Electronic Dynamics

We describe the cluster dynamics at the level of the TDLDA coupled to ionic
molecular dynamics. As this is a much discussed topic in this book, we can
keep the formal presentation short. Figure 26.1 summarizes the input and
emerging equations of motion. Everything is specified with defining the total
energy of the system. The electrons are described quantum mechanically by
single-electron wavefunctions ϕi(r, t). Their energy is composed by the kinetic
energy ∝ |∇ϕi|2, the direct part of the Coulomb energy EH[n] and exchange
as well as correlations in LDA. Actually, we are using the exchange-correlation
functional of [Perdew 1992a]. The description of electron emission requires
taking into account a correction for the self-energy error in the LDA. This will
be discussed in more detail in Sect. 26.2.2. The ions are described as classical
particles with their kinetic energy given through the velocities ṘI . The ionic
potential energy is summarized in Eion. The ion-ion interaction is taken as the
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E = Ekin + EH[n] + Exc[n]
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Fig. 26.1. Short summary of the energy functional of TDLDA-MD and the emerg-
ing coupled equations of motion for the occupied single-electron wave function
ϕi(r, t) and the ionic coordinates Rα

Coulomb interaction between point particles. On the electronic side, only the
valence electrons in each atom are considered. The coupling between ions and
these valence electrons is mediated through pseudopotentials which effectively
account for the inert core electrons [Reinhard 2003]. Simple metals are here
particularly convenient, as they allow the use of purely local pseudopotentials
for which we use a particularly soft form, appropriate for efficient numerical
handling on coordinate space grids [Kümmel 1999].

Once the total energy is specified, the coupled equations of motion fol-
low variationally in a straightforward manner, as indicated in Fig. 26.1. The
dynamical excitation through a laser is mediated through an external time-
dependent dipole field added to the Kohn-Sham equations. Its temporal pro-
file is taken as f(t) = cos(ωphott) sin2(tπ/Tpulse) in the interval 0 ≤ t ≤ Tpulse.
The sin2 envelope is a smooth way to switch the laser in a finite time interval.
The full width at half maximum (FWHM) for the field strength is Tpulse/2
and for the field intensity about Tpulse/3. We will refer in the following to
Tpulse/2. The field strength E0 determines the amplitude of the external field.
It is related to the laser intensity as I ∝ E2

0 . We consider here medium strong
fields in the range around I = 1010 W/cm2 equivalent to electric fields of
E0 = 0.0006 a.u., as they are typically realized by fs lasers. These fields ex-
cite metal clusters far above the linear regime but safely below immediate
destruction [Calvayrac 2000, Reinhard 1998].

The numerical solution employs a representation of the electronic
wavefunctions on a coordinate space grid. We consider three dimensional
Cartesian grids as well as an axially averaged approximation to the electronic
mean fields [Montag 1995b]. The dynamical propagation is done with the time
splitting technique [Feit 1982b]. The initial condition is the ground state
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which is obtained by accelerated gradient iteration [Blum 1992, Reinhard
1982]. The ionic ground state is found by energy minmization, often coupled
with simulated annealing. The ionic dynamics is propagated with the Verlet
algorithm [Verlet 1967] (“leap frog”). Each one of these key words embraces
a great deal of experience and fine tuning. For details, we refer the reader to
[Calvayrac 2000, Reinhard 2003].

A few words on time scales are in order [Reinhard 1999, Calvayrac 2000].
The dominant electronic excitation in metal clusters is the Mie surface plas-
mon which, for Na clusters, is at around 3 eV. This determines the typical
time scale for electronic oscillations and direct emission at the order of a few
fs. Ionic oscillations are much slower, e.g., with a period of about 250 fs in Na
clusters [Reinhard 2002]. The onset of Coulomb expansion in highly ionized
Na clusters can show its consequences already at about 100 fs, so that longer fs
laser pulses may interfere with ionic motion [Reinhard 1999, Reinhard 2001].
In order to keep processes separated, we confine the studies on electron emis-
sion in Sect. 26.3 to short laser pulses with FWHM ≈ 50 fs which allows
us to ignore the ionic motion. The full ion-electron coupling is taken up in
Sect. 26.4, where we discuss pump and probe analysis of cluster dynamics.

26.2.2 Self Interaction Correction

The dynamical modeling of electron emission requires that the single-electron
levels in the Kohn-Sham ground state have the correct energies relative to
the continuum threshold. This is violated by the LDA due to what is called
the self-interaction error. Consider, e.g., a neutral cluster. The density enter-
ing the Kohn-Sham equations is the total density summed over all electrons,
which neutralizes all positive ionic charges. Thus the asymptotic density falls
off exponentially. But one electron when departing should see asymptotically
the Coulomb field of the remaining positive charge. The contribution of the
“observer” electron has to be discounted from the density before comput-
ing the Kohn-Sham field for that electron. This is automatically done in the
exact exchange functional and that is one of the reasons for the great in-
terest in reintroducing exact exchange into DFT, as documented in several
contributions to this volume.

Large scale calculations call for simple solutions, and one of them is pro-
vided by the self-interaction correction (SIC) [Perdew 1981]. The idea is sim-
ply to subtract all self-interactions in the electronic Hartree, exchange, and
correlation energy EHxc = EH + Exc by modifying it to

ESIC
Hxc[n] = EHxc[n] −

∑

i

EHxc[ni] , n =
∑

i

ni , ni = |ϕi|2 . (26.1)

Although conceptually simple, the SIC leads to state dependent Kohn-Sham
potentials which cause technical complications, particularly in fully dynam-
ical calculations. With the help of the optimized potential method (OPM)
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(see Chap. 9 and reference [Ullrich 1995a]), one has developed implementa-
tions of SIC in terms of state-independent local potentials which lead to the
KLI method [Krieger 1992b] and when skipping the optimization feed-back
to the Slater approximation for SIC [Sharp 1953] (for a detailed discussion
in connection with clusters see [Legrand 2002]).

Now, the valence electrons in a simple metal cluster have all very similar
spatial extension and are also comparatively close in energy. We therefore
replace the detailed single-electron densities by one averaged, n̄1e = n/Nel,
which then defines the energy functional for average-density SIC (ADSIC) as

EADSIC
Hxc [n] = EHxc[n] −NelEHxc[n/Nel] . (26.2)

This provides the correct asymptotics of the Kohn-Sham potential, while it is
formally as simple to handle as the LDA, i.e., there is no orbital dependence.
The concept of single-electron densities is not needed anymore, so that ADSIC
is also comparable in spirit to semi-classical schemes [Fermi 1934] such as the
Thomas-Fermi method or Vlasov dynamics.

Figure 26.2 demonstrates the performance of the various SIC approaches
for the anionic cluster Na−19. The Kohn-Sham potentials in the left and right
panels show the correction of the asymptotic behavior by virtue of SIC. Pure
LDA produces an unphysical Coulomb barrier for that anion while the AD-
SIC asymptotic potential performs as it should. The single electron energies

Fig. 26.2. The single electron spectrum in the cluster Na−
19 computed at different

levels of approximation. The left panel shows the Kohn-Sham potentials and the
levels for a pure LDA calculation. The right panel show the same quantities for AD-
SIC. The middle panel shows the single electron levels for LDA and various stages of
the self-interaction correction. SIC means the full recipe according to [Perdew 1981],
KLI is an optimized potential SIC following the recipe of [Krieger 1992b], “Slater”
stands for the Slater approximation to SIC [Sharp 1953], and ADSIC is the simple
average-density recipe [Fermi 1934, Legrand 2002]. The ionic background was mod-
eled with soft jellium using a Wigner-Seitz radius of 4 a0 and a surface parameter
of 0.8 a0 (Woods-Saxon profile) [Reinhard 2003]
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are compared with one-electron separation energies directly computed from
total binding energies ∆E(Nel) = E(Nel) − E(Nel−1). The definition via
∆E is reliable within the LDA because it involves total energies, rather than
orbital energies. The comparison in Fig. 26.2 shows that the LDA levels are
not correctly placed, while all SIC schemes provide a very nice agreement
of single-electron energies and separation energies. Thus ADSIC allows the
computation of, e.g., photo-electron spectra, directly from TDLDA. Further-
more, it is comforting that the simplest ADSIC performs comparably to the
more elaborate SIC methods. This holds, however, only for compact simple
metal clusters. ADSIC is not applicable to covalent materials with their dif-
ferent length and energy scales, and it is also inappropriate for cluster fission
where a spatial separation has to be accounted for.

26.3 Distributions of Emitted Electrons

In this section, we are going to discuss detailed observables from direct elec-
tron emission. With direct emission we mean those processes that are caused
without delay by the electronic excitation process. A competing mechanism
is thermal electron evaporation which requires first a thermal relaxation and
then time for subsequent stochastic emission. The thermal times scale with
temperature as ∝ T−2 and thus strongly depend on the excitation energy
of the process. We consider here moderate excitations and short laser pulses
for which the thermalization time stays above the FWHM of about 50 fs. At
that short time scale, we can also neglect explicit ionic motion.

26.3.1 Computing Observables from Emission

Proper handling of electron emission requires absorbing boundary conditions.
These are indicated in Fig. 26.3, which provides a schematic view of the grid
and associated computation of observables. The absorption is performed after
each time step ϕ(r, t) −→ ϕ̃(r, t + δt) by applying a mask function ϕ(r, t +
δt) = M(r)ϕ̃(r, t + δt) which removes gradually any amplitude towards the
bounds. We use here a spherically symmetric mask profile

M = cos
(
π

2
|r| −Rin

Rout −Rin

)1/2

(26.3)

which is active in an absorbing margin Rin < |r| < Rout. The spherical profile
is needed to minimize grid artifacts when computing angular distributions
[Pohl 2004].

The absorbing boundaries reduce gradually the norm of the wavefunc-
tions. This is, however, a desirable physical effect. It mimics the dynam-
ical ionization of the system. The net ionization, i.e., the number of es-
caping electrons, can be computed simply from the single-particle norms as
Nesc = Nel(t = 0) −

∑
i〈ϕi|ϕi〉. This quantity will play a role in Sect. 26.4.
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Fig. 26.3. Schematic view of the numerical calculation of electronic dynamics on a
grid and subsequent observables. The area where the absorbing boundary conditions
are active is indicated by grey shading. The angular distribution of emitted electrons
is collected in angular bins as indicated. The photo-electron spectra (PES) are
deduced from collecting phase information at an analyzing point shortly before the
absorbing boundaries

The PES are evaluated for each state separately from the phase oscilla-
tions of the single-electron wavefunction at an analyzing point that is placed
near the absorbing boundaries (see Fig. 26.3). The function ϕi(ranl, t) is
Fourier transformed to ϕ̃i(ranl, ω) and the spectrum P(ω) = |ϕ̃i(ranl, ω)|2
is translated to a kinetic-energy spectrum of emitted electrons by identifying
�ω = εkin. This simple identification is possible by virtue of the absorbing
boundaries which leave only outgoing waves (thus only one sign of electron
momentum) in its vicinity.

The angular distributions are evaluated in angular bins as indicated in
Fig. 26.3. We collect all probability which was removed by the absorption
step (26.3) and accumulate it in the bin to which r belongs. That is done
for each wavefunction separately. At the end, we dispose of the angular dis-
tribution for emission from each state and, of course, of the total angular
distribution as well. Experimentally, the state selective distributions can be
deduced from the angle and energy dependent cross section d2σ/dΩdE when
considering a peak in energy which corresponds to emission from one specific
state. The total cross section sums over all states and corresponds to the
energy integrated cross section dσ/dΩ.

26.3.2 Multi-Plasmon Features in Photo-Electron Spectra

Photo-electron spectra carry a lot of useful information about cluster struc-
ture and dynamics. The structural aspects prevail in one-photon processes
at rather low laser intensity. The one photon maps the bound state energy
to a free kinetic energy as εkin = εα + �ωphot. Measuring the photo-electron
spectra εkin together with the well-known photon energy �ωphot allows one
to deduce the single-electron levels in the cluster. This technique has long
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been used for cluster anions [McHugh 1989]. The availability of efficient UV
sources now allows extended studies also on cations [Wrigge 2002]. As the
reaction mechanism for these one-photon processes is extremely simple, the
theoretical input can be taken from simple ground state calculations, see e.g.,
[Bonac̆ić-Koutecký 1989].

Dynamical aspects come into play for multi-photon processes. For exam-
ple, there is a competition between direct and thermal multi-photon emission
depending on the interplay between thermal relaxation time and laser pulse
length [Campbell 2000]. And before thermalization sets in, one has a distinc-
tion between direct and resonant multi-photon processes, where the latter
means that the laser frequency matches a bound excited state which, in turn,
has measurable consequences on the outgoing electron wave [Kornberg 1999].
Metal clusters with their pronounced Mie plasmon mode provide another
very interesting mechanism. The plasmon is a collective mode that allows
multiple excitations of itself with the same frequency, i.e., multi-plasmon ex-
citations [Calvayrac 1995, Calvayrac 1997]. We can thus dream of a “super
resonant” process where multi-photon and multi-plasmon channels compete.
Such a scenario is demonstrated in Fig. 26.4. We consider laser frequencies

Fig. 26.4. PES from Na+
9 for various laser frequencies in the vicinity of the Mie

plasmon frequency. The PES are shown in a narrow energy range covering four-
photon excitation out of the 1s state. The figure is augmented by a schematic indi-
cation of the competing mechanisms, four-photon versus two-photon-two-plasmon
and four-plasmon processes where photons are indicated by full lines with arrow
and plasmons by dashed lines with arrow
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in the vicinity of the Mie plasmon frequency of about 2.7 eV. At least four
photons/plasmons are required to lift a bound 1s electron above its ioniza-
tion threshold. The figure shows the PES in a narrow window around that
four photon peak. The four plasmon energy is indicated by a vertical line.
The PES taken at various different laser frequencies show nicely the coex-
istence between n-photon plus m-plasmon excitation with n + m = 4 and
how one could possibly discriminate them experimentally. The four plasmon
peak remains invariant while the four photon peak moves when scanning laser
frequencies.

The example given here leaves a few questions open. On the theoretical
side, one wonders why processes with odd photon/plasmon numbers are sup-
pressed. On the experimental side, such measurements rely on a very high
resolution of the PES. This can only be achieved for small clusters at very
low temperatures to provide a well defined, narrow plasmon peak.

26.3.3 Angular Distributions – Low Intensity Domain

The analysis of systems with simple geometry in the perturbative regime
(i.e., low laser intensities) is conceptually simple. The ground state wave-
functions in a spherical system have well-defined angular profiles Ylm(θ, φ).
Each photon adds a well-defined angular momentum of one with profile Y10.
The angular mix of the outgoing wave can then be computed by exploiting
the standard rules of angular momentum coupling. Simple global deforma-
tions add a well defined portion of angular profile, e.g., a quadrupole shape
mixes a certain amount of Y2M into the amplitudes. This can still be disen-
tangled in a straightforward manner, particularly for one photon processes.
Real clusters, however, are very complex molecules with a rich mix of spatial
profiles. Metal clusters, being close to a “metal drop”, are still dominated by
a few global multipole moments, and those with magic electron numbers are
quite spherical. Nonetheless, the ionic structure adds all sorts of perturba-
tions, and the question remains what structures finally emerge in the angular
distribution of emitted electrons.

A further complication is that the ionic structure in metals is known to
exhibit sizeable thermal fluctuations. Measurements are done with ensembles
of size-selected clusters. Although there is practically no ionic motion dur-
ing laser impact and direct electron emission at any given instant, thermally
induced motion produces a broad selection of thermally shaken ionic config-
urations. To include that effect, we produce an ensemble of Na+

9 clusters at
T = 400 K by starting from the fully relaxed ground state, initializing the
ionic motion in several samples with a Maxwell distribution of ionic velocities,
running TDLDA-MD over 10 ps, and sampling the configurations at stochas-
tically chosen times as probes for subsequent computation of laser excitation.
The impact of thermal fluctuations on angular distributions is demonstrated
in Fig. 26.5. A case with high laser frequency is chosen, as it is more sensi-
tive to details of the cluster shape [Pohl 2004]. It is obvious that the various
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Fig. 26.5. Angular distributions from a thermal ensemble of Na+
9 clusters at

T = 400 K. Electrons are emitted from of the 1s state by a laser with ωphot =
10 eV. The dashed and dotted lines show results from a few selected members of the
thermal ensemble. The heavy line is the thermal average. The inset shows the ionic
configuration of Na+

9 at T = 0

samples from the ensemble can yield rather different angular distributions. A
thermal average wipes out all details leaving only gross structures. Figure 26.5
suggests that this could cover up all interesting structures from emission for
high laser frequency. Similar plots for low frequency lasers show much less
effect from thermal fluctuations. A thermal average may be appropriate here.
In that context, we recall that the jellium model is a widely used approxima-
tion for the ionic background of metal clusters above melting temperature.
We check its performance by building an equivalent jellium model which uses
a soft Woods-Saxon profile [Reinhard 2003] with surface deformation chosen
as to reproduce the leading multipole moments of the ionic configuration (up
to L = 4, which is the recommended level of expansion [Montag 1995a]). The
question is: To what extent can the jellium results reproduce the full ionic
ensemble calculation?

Figure 26.6 shows thermally averaged distributions for a low and a high
frequency case (for a more detailed view, see [Pohl 2004]). The distribu-
tions are shown for each occupied single electron state separately. The results
are compared with those from the equivalent jellium model. The low energy
emission produces smooth patterns which agree very well with the jellium
predictions and which have few thermal fluctuations (not shown here). The
very different profiles of the three different states are clearly seen and can be
understood from the dominant spherical quantum numbers plus some cor-
rection from global background deformation. Electrons emitted from a high
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Fig. 26.6. Thermally averaged angular distributions for emission from the three
different occupied electron state of Na+

9 for two laser frequencies as indicated. The
cluster was considered as an ensemble of ionic configurations at a temperature of
T = 400 K. The results from the equivalent jellium model are shown for comparison.
The intensities were I = 1011 W/cm2 (left) or I = 1012 W/cm2 (right)

frequency laser have larger kinetic energies and thus resolve much more spa-
tial detail. This produces more detailed patterns in the angular distributions
and significant differences from the jellium model. It is obvious that the mea-
surement in that regime becomes sensitive to the ionic structure. However,
as we have learned from Fig. 26.5, the full resolution will be realized only if
we suppress thermal fluctuations by choosing sufficiently low temperatures.
Furthermore, the outgoing electron wavefunctions at a given energy have a
fixed structure of nodes inside the cluster. They are thus not equally sen-
sitive to all regions. One needs to scan a range of frequencies to collect all
necessary information. After all, we can state that the gross structure of the
cluster can be deduced already from angular distributions produced with low
frequency lasers. More detailed information on ionic structure is contained in
measurements with high frequencies, particularly when measuring clusters at
very low temperatures, scanning a band of laser frequencies, and tagging on
the specific single electron states. The tagging can be achieved experimen-
tally by measuring energy selective angular distributions, as done, e.g., in
[Baguenard 2001], and setting windows at the different single-electron peaks.
The information is then contained in a rather involved manner and requires
theoretically supported scattering analysis, similar to what is done, e.g., in
low-energy electronic diffraction (LEED) [Heinz 1995].
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26.3.4 Angular Distributions – High Intensity Domain

At higher laser intensities, the strong external fields always override all
detailed energetic and spatial structures of the electronic states. The di-
rect emission is peaked along the laser polarization (angles 0 and 180 de-
grees). This is shown in Fig. 26.7 for TDLDA and its semi-classical ana-
log, the Vlasov-LDA. The excitations are large with temperatures safely
above 2000 K. Shell effects become negligible then [Brack 1989] and the semi-
classical treatment is fully equivalent to TDLDA, as seen in Fig. 26.7. A
new aspect enters here with the rather large excitation energy deposited in
the cluster. The inter-electronic thermalization proceeds then much faster (at
the time scale of 10 fs) and interferes with direct electron emission. The semi-
classical Vlasov treatment allows the description of electronic correlations
by adding a collision term leading to the Vlasov-Ühling-Uhlenbeck approach
VUU) [Bertsch 1988, Domps 1998, Giglio 2003]. The collisions distract elec-
trons from their direct emission path and turn that to internal heating. The
stored energy is released later by thermal electron evaporation, stochasti-
cally in time and orientation. Such thermal electron emission is, of course,
isotropic. Therefore we expect a competition between aligned and isotropic
emission depending on the detailed conditions such as laser pulse length, fre-
quency, and intensity. The VUU results in Fig. 26.7 show clearly a strong
isotropic component. depending somewhat on the laser frequency. A more
detailed analysis shows that the isotropy develops with time at the typical

Fig. 26.7. Total angular distributions after excitation of Na+
9 with an intense

laser pulse. Two frequencies are considered as indicated. Results from TDLDA are
compared with those from the semi-classical Vlasov-LDA approximation and from
the Vlasov-Ühling-Uhlenbeck treatment which includes dynamical electron-electron
correlations
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scale of electronic relaxation [Giglio 2003]. Thus one can gain information
on relaxation times by measurement of angular distributions in the regime
of stronger excitations (average ionization of a few electrons) combined with
varying time structures, e.g., by using varying pulse length [Campbell 2000].

26.4 Pump-Probe Analysis of Ionic Dynamics

Pump-probe experiments have become a powerful tool for a detailed analy-
sis of time evolution at a microscopic level for a huge variety of systems,
from molecules and chemical reactions [Zewail 1994] up to bulk materials
[Garraway 1995]. There are many conceivable scenarios for time resolved ex-
periments with clusters due to their complexity (for a summary and more
detailed discussion see [Reinhard 2003]). For metal clusters, the strong dom-
inance of the Mie plasmon resonance offers its service as a handle for pump-
probe analysis. The position of the plasmon peaks provides immediate in-
formation on the global extension and quadrupole deformation of the cluster
[Andrae 2002, Andrae 2004]. Fuzzy fragmentation patterns give clues to com-
plicated non-compact geometries [Dinh 2005].

There are basically two different ways to probe the time evolution of
the Mie plasmon resonance as sketched in Fig. 26.8. Just as is usually done
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Fig. 26.8. Schematic view of two different strategies for pump-probe setups to
analyze ionic dynamics of metal clusters via the strong electronic dipole response
(Mie plasmon). The heavy line represents the average Mie plasmon frequency which
depends on time due to ionic motion, typically at a ps time scale. The dashed lines
represent the (constant) frequencies of the probe laser
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in molecular physics, one can probe the point where the laser comes into
resonance with the (time dependent) excitation energy. This is indicated in
the upper panel of the figure. One probe frequency thus resonates at most
twice during one oscillation and just once in a monotonic motion, such as
Coulomb explosion. A more complete mapping can be achieved with the res-
onant mechanism by using various probe frequencies. An alternative strategy
is sketched in the lower panel of Fig. 26.8. One places the probe laser fre-
quency safely below the Mie plasmon resonance and “maps” the changes
of the plasmon energy by the variations of probe response with delay time.
This maps the whole evolution with one laser frequency. This strategy is ap-
plicable in simple spectral situations, i.e., if the Mie plasmon remains well
concentrated over the whole time evolution, as is typical e.g. for vibrations
[Andrae 2002, Andrae 2004]. The resonant strategy (upper panel) with multi-
color probes is more involved, but delivers also much more information. It
allows the study of the time evolution of spectral fragmentation when it is
important, e.g., in fission [Dinh 2005].

We illustrate the “mapping scenario” for the case of monopole oscilla-
tions in Na+

41. This cluster has a nearly perfect spherical shape, i.e., the other
low multipole moments L = 1, 2, 3, 4 are extremely small. The Coulomb in-
duced motion is then dominated by simple breathing oscillations of the cluster
radius. Figure 26.9 demonstrates the process in terms of several observables.
Panel (c) shows the electronic response in terms of the envelope of the di-
pole moment. The initial pump pulse (frequency ωphot = 2.2 eV, intensity
I = 1.1 × 1012 W/cm2, and FWHM = 50 fs) is clearly seen. It leads to im-
mediate ionization by three charge units [see panel (b)]. This, in turn, blue
shifts at once the Mie plasmon frequency [panel (d)] and the Coulomb pres-
sure induces at a slower pace oscillations of the ionic radius, shown in panel
(e). The Mie frequency changes with cluster radius as ωMie ∝ R−3/2 and thus
maps the radial oscillations as shown in panel (d). The energetic distance to
the probe laser frequency changes accordingly and this distance defines the
strength of the dipole response to a probe pulse. This is indicated in panel (c)
for two different times, a more and a less resonant one. The dipole response
is converted into ionization as shown in panel (b). The net ionization yield
after probe then provides an immediate map of the cluster oscillations. This
is demonstrated finally in panel (a) which summarizes the ionization yields
from a systematic series of probe pulses.

26.5 Conclusion

From a practitioner’s perspective, we have discussed three examples of ap-
plications of time-dependent density functional theory (TDDFT) to cluster
dynamics: photo-electron spectroscopy in a regime of competition between
multi-photon and multi-plasmon excitations, angular distributions after laser
excitation of a thermal ensemble of metal clusters, and pump-and-probe
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Fig. 26.9. Pump and probe analysis of ionic breathing in Na+
41. The lower two

panels show the time evolution of the ionic radius [panel (e)] and the Mie plasmon
frequency [panel (d)] after initial strong ionization by a pump pulse. The ionization
is shown as solid line in panel (b). The two other lines in panel (b) show the extra
ionization as caused by two different probe pulses. Panel (c) shows the electronic
response to the laser pulses in terms of the dipole amplitude. Finally, panel (a)
shows the net ionization after probe pulse with a given time delay

analysis of ionic oscillations in highly ionized clusters. The examples were cho-
sen to demonstrate some features that are special to metal clusters, e.g., the
dominance of the strongly collective Mie plasmon or the large shape fluctua-
tions and softness of ionic motion. All examples employ the time-dependent
local density approximation (TDLDA) augmented with a self-interaction cor-
rection (SIC) and with simultaneous molecular dynamics (TDLDA-MD). The
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test cases also serve to illustrate the capability of that approach. All three
examples are freshly taken from still ongoing investigations. That shows that
there is still a lot of interesting applications in cluster physics which can be
attacked with TDDFT. Of course, TDLDA has its known limitations and
intense research is going on to cure its deficiencies, as becomes clear when
reading this volume. Cluster physicists must be ready to adopt new devel-
opments as soon as they become feasible in connection with these rather
complex applications.
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27 Excited-State Dynamics
in Extended Systems

O. Sugino and Y. Miyamoto

27.1 Introduction

There are many subjects in condensed matter physics and chemistry re-
lated to excited-state dynamics. For example, photo-induced electronic exci-
tations in the bulk trigger the formation of self-trapped excitons [Song 1996].
These, in the case of SrTiO3, are thought to induce a ferroelectric phase
transition [Takesada 2003, Hasegawa 2003]. Photo-excitation in surfaces in-
duces chemical reactions related to photography [Jacobson 1976], solar en-
ergy conversion [Hangfeldt 1995], and so on. Electron transfer in surfaces
induces electrochemical reactions where the excited-state potential surfaces
are concerned [Miller 1995]. Owing to recent experimental progresses, such
reaction processes have been measured with increasing resolution in time
[Asbury 2001].

Excited-state dynamics in extended systems is different from that in finite
systems as it involves energy bands, which have a continuous energy spec-
trum. For example, an initial photo-excitation localized near an adatom on
the surface or a defect in the bulk can be transferred, not only to nearby
localized states, but also to delocalized bulk states. This means that the sys-
tem can decay into different final states. Changing the electrode potential, or
the bulk chemical potential, can induce donation (acceptance) of an electron
to (from) a localized state, triggering the excited-state dynamics.

Owing to the differences between finite and extended systems, different
computational approaches have been taken. For finite systems, approaches
suitable for handling a limited number of excited-states were developed.
Casida [Casida 1996] derived a TDDFT linear response scheme to compute
the excitation energies Ωi(R), for a given ionic configuration R, by solving a
generalized eigenvalue problem of super-operators. The algorithm was further
simplified, in the framework of plane-wave basis sets, using the Tamm-Dancoff
approximation [Hutter 2003], and was recently used to conduct a simulation
on the excited-state hyper-surfaces [Rohrig 2003], see Sect. 23.

For extended systems, on the other hand, real-time schemes were devel-
oped. Yabana and Bertsch [Yabana 1996] simulated the time-evolution of
the electron density n(r, t) of molecules such as C60 after suffering a pulsed
electronic perturbation. This method proved to be efficient in getting the
overall shape of the excitation energy spectrum of large molecules. However,

O. Sugino and Y. Miyamoto: Excited-State Dynamics in Extended Systems, Lect. Notes Phys.
706, 407–423 (2006)
DOI 10.1007/3-540-35426-3 27 c© Springer-Verlag Berlin Heidelberg 2006



408 O. Sugino and Y. Miyamoto

its suitability for getting very accurate spectra is questionable, due to the
long simulation times it requires.

To simulate excited-state dynamics in extended systems, the real-time
scheme was coupled with molecular dynamics [Sugino 1999, Miyamoto 1999,
Miyamoto 2000, Yokozawa 2000, Miyamoto 2001, Miyamoto 2002, Miyamoto
2004a, Miyamoto 2004b, Miyamoto 2004c]. Sugino and Miyamoto [Sugino
1999] formulated a plane-wave-based scheme in which the time-dependent
Kohn-Sham equation

i
d
dt

ϕi(r,R, t) = Ĥ(r,R, t)ϕi(r,R, t) (27.1)

is used for the electrons and Newton’s equation

Mα
d2

dt2
Rα = −

N∑

i=1

〈ϕi|
∂Ĥ

∂Rα
|ϕi〉 (27.2)

is used for the ions. This Ehrenfest-type dynamics [Ehrenfest 1927], which will
be called TDDFT-MD from hereon, is based on a mean-field approximation
of the electron-nuclear interaction

Een =
∑

α

∫
d3r

n(r)
|r − Rα|

. (27.3)

The TDDFT-MD dynamics follows an adiabatic potential surface, εi(R),
when the coupling with other potential surfaces dij(R) = 〈ϕi| ∇R |ϕj〉 is
negligibly small. However, in the presence of the coupling, the Kohn-Sham
orbitals ϕi deviate from the adiabatic ones by

∝
∫ t

0

dt′
∑

αj

d
dt

Rα(t′) · dij(Rα) ei(εi−εj)t
′ t→∞−→

∑

αj

d
dtRα(t) · dij

εi − εj
. (27.4)

This non-adiabatic effect stems from the fact that the electrons cannot com-
pletely follow the ionic motion. The change in the electronic structure affects
the ionic motion through (27.2).

Note that this formulation is based on constrained DFT, where the po-
tential surface for the excited states is obtained solving self-consistently the
KS Hamiltonian in a promoted electron occupancy. One can alternatively use
TDDFT linear response theory for the excited states, as is done in Sect. 23.
The latter, albeit formally correct, is significantly affected by the approxi-
mation to the xc interaction, e.g., ALDA, that substantially underestimates
the Rydberg and the charge-transfer excitations. The former, although jus-
tified only for the lowest energy state of a given symmetry, describes the
localized and extended states in a relatively unbiased manner and often pro-
vides us with reasonable potential surfaces [Casida 2000b]. When an external
time-dependent perturbation is applied, the electrons deviate from the eigen-
state. Corresponding non-adiabatic couplings may be obtained within each
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scheme, constrained DFT and TDDFT linear response, on the basis of re-
sponse theory [Billeter 2005]. Note that a rigorous DFT-based formulation is
still lacking, although this naive scheme looks like a plausible first step. Full
description of the non-adiabatic transition is, on the contrary, more difficult
due to finite density changes associated with the transition and corresponding
non-orthogonality of the ground and excited states. These make the treat-
ment quite complicated [Niehaus 2005]. In view of these open problems, we
will restrict our formulation to constrained DFT and will follow the dynam-
ics until the onset of a non-adiabatic transition to get information on the
couplings.

The approximation used in TDDFT-MD can be viewed as a semi-classical
approximation [Santer 2001, Ando 2003] to the full electron-ion dynam-
ics, where the equation of motion (EOM) for the electronic density matrix
ρij({R}, {P }, t) in the phase space of ions with position {R} and momentum
{P } is expanded to lowest order in � giving

d
dt

ρij(R,P , t) + i [εi(R) − εj(R)] ρij(R,P , t) =

− P

M

∑

k

[dik(R)ρkj(R,P , t) − ρik(R,P , t)dkj(R)]

− P

M
∇Rρij(R,P , t) +

∇Rεi(R) + ∇Rεj(R)
2

∇P ρij(R,P , t) . (27.5)

For simplicity, the EOM for the one-nucleus system is shown here. This equa-
tion indicates that a wave-packet centered at (R,P ) on a potential surface
moves classically on that surface when the coupling dij/(εi −εj) is negligibly
small. In the presence of coupling, on the other hand, the wave-packet splits
into wave-packets evolving in different potential surfaces and interfering with
each other. Therefore, when the splitting becomes significant, the classical
approximation of (27.2) cannot be used. In that case, the ions need multiple
states to be properly described. We point out, however, that TDDFT-MD
yields nevertheless important information on “when” and “to which state” a
significant nonadiabatic transition will take place.

The above problem is common to the mean-field-type theories like TDDFT-
MD. Equation (27.5) and more practical algorithms [Tully 1971] have been
proposed to overcome the problem. In these schemes, the non-adiabatic dy-
namics is conducted on potential energy surfaces (PES) prepared in advance.
However, as in TDDFT the PES depends on the electron density, these al-
gorithms cannot be used in a simple manner. Moreover, due to the memory
effect, in TDDFT the PES also depends on the trajectory. A detailed discus-
sion is beyond the scope of this chapter, but we point out that a way to go
beyond the mean-field may be to use a path-integral formalism or the Monte
Carlo wave-function method [May 2004].
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27.2 Real-Time Evolution of the Kohn-Sham Orbitals

In a numerical solution of the time-dependent Kohn-Sham equations, (27.1),
the Kohn-Sham orbitals are updated at each time-step using

ϕi(t + ∆t) = T̂ exp

[
−i
∫ t+∆t

t

dt′ Ĥ(t′)

]
ϕi(t) , (27.6)

where T̂ is the time-ordering operator. Explicit algorithms, such as the
second-order differencing method, (12.22) or higher order schemes, are nu-
merically less stable than implicit algorithms, such as the Crank-Nicholson
method, (12.23), where “implicit” means that the result of the application
of Ĥ to the orbitals at t + ∆t, or its polynomial form, appears in the fi-
nite difference equation. Semi-implicit algorithms, such as the second order
split-operator method [Feit 1982b, Feit 1982a] or higher order schemes, e.g.
(12.30), known as Suzuki-Trotter schemes [Suzuki 1992b, Suzuki 1993], are as
stable as the implicit ones, but are more efficient because they do not involve
matrix inversions [cf. (12.23)]. Furthermore, in the plane-wave scheme, the
operators T̂ and V̂ are diagonal in reciprocal and real space, respectively.
Note that the orbitals evolve unitarily in (12.23) and (12.30), allowing us
to skip the time-consuming ortho-normalization step that tends to hamper
parallel computing calculations.

The Suzuki-Trotter scheme consists in decomposing general non-commut-
ing operators into

exp

[
−i

N∑

i=1

Âi∆t

]
= e−i ∆t

2 Â1e−i ∆t
2 Â2 . . . e−i ∆t

2 ÂN−1e−i∆tÂN

× e−i ∆t
2 ÂN−1 . . . e−i ∆t

2 Â2e−i ∆t
2 Â1 + O(∆t3) . (27.7)

This allows us to use the pseudopotential projection operator

V̂ps =
∑

τlm

|φτlm〉Dτlm 〈φτlm| , (27.8)

whose components do not always commute with each other. Note that the
exponential in each term can be simply written as

e|φτlm〉Dτlm〈φτlm| = 1 + |φτlm〉 eDτlm+1 〈φτlm| (27.9)

for normalized φ’s.
The Suzuki-Trotter scheme has another advantage: higher order schemes

are available even when the potential V̂ (t) is time-dependent. This is par-
ticularly important because the self-consistent potential of TDDFT can ex-
hibit a significant time-dependence. This can be understood by expressing
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the time-dependent Kohn-Sham orbitals ϕi(r, t) as a linear combination of
time-independent (adiabatic) orbitals ϕ̄i(r)

ϕi(r, t) =
∑

j

cij(t)ϕ̄j(r)e−iεjt . (27.10)

Since the coefficients c and the adiabatic orbitals are usually weakly time-
dependent, the electron density,

n(r, t) =
N∑

i=1

|ϕi(r, t)|2 =

∣∣∣∣∣∣

∑

jk

(
N∑

i=1

c∗ijcik

)
ϕ̄∗

j (r)ϕ̄k(r)e−i(εj−εk)t

∣∣∣∣∣∣

2

(27.11)

has oscillatory components. These components appear unless the electrons
move on a perfectly adiabatic potential surface. This is reflected in the highly
time-dependent Hartree-exchange-correlation potential.

The highly time-dependent terms need to be carefully handled even if their
magnitude is small, as inappropriate numerical algorithms tend to amplify
the errors, destabilizing the calculation. To effectively avoid this problem, a
robust predictor-corrector algorithm for obtaining the self-consistent poten-
tial and a scheme to cut off unimportant higher Fourier components have
been proposed [Sugino 1999]. First, the proposed predictor-corrector algo-
rithm adopts a cubic and time-reversal interpolation scheme, called “railway
interpolation,” to obtain the potential in the interval between t and t + ∆t.
This is then used to evolve the Kohn-Sham orbitals according to (27.6). Al-
though this requires a self-consistent determination of the potential, it greatly
stabilizes the simulation and prevents the total energy (which is a constant of
motion) from drifting. In practice, thanks to this robust interpolation scheme,
the corrections in the predictor-corrector loop are usually small, allowing us,
in most cases, to skip the loop.

The second prescription is to discard the physically unimportant higher
Fourier components. Namely, for the kinetic energy operator, the electron
density, and the Hartree-exchange-correlation potential, higher G compo-
nents are reduced in magnitude at each iteration step. Note that the large
G components are associated with high frequency oscillations in these quan-
tities, and thus would require excessively small ∆t. This cut-off scheme is
similar to the standard cut-off scheme employed in plane-wave calculations,
where the only FFT-grid points used in reciprocal space are those whose
corresponding kinetic energy is less than a prescribed value, the cut-off en-
ergy (Ecut). On the contrary, the present cut-off scheme uses all grid points,
but the contribution from the points exceeding the cut-off energy is gradu-
ally smoothed away. The full grid calculation is more time-consuming and
requires large memory (by a factor of 18 for each wave function), but is nec-
essary for stability. The cut-off scheme is also necessary for other basis sets,
as was discussed in [Baer 2001].
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27.3 Computational Procedures

TDDFT-MD simulations start with the preparation of an initial electronic
excited-state for a chosen ionic coordinate and by assigning initial veloci-
ties to the ions. The initial excited-state is obtained through a constrained
self-consistent field (SCF) DFT calculation with the time-independent Kohn-
Sham equation. When considering photo-excited dynamics, occupied and
unoccupied Kohn-Sham orbitals, say ϕi and ϕa, respectively, having non-
vanishing dipole matrix element, 〈ϕi| r |ϕa〉, are chosen for the electron-hole
pair. The SCF calculation is the performed while keeping them half-occupied.
The calculation requires continuous attention to the orbital character of the
pair, because this character can be exchanged with that of the other orbital
when a level crossing occurs in the course of the SCF calculation. When
that happens, we need to repopulate the electronic levels in order to keep
the electron and hole states half-occupied. Figure 27.1 shows an example for
the single vacancy in a carbon nanotube (CNT), where significant level ex-
change occurs during the SCF calculation [Miyamoto 2002]. Then, the SCF
convergence becomes very slow near the level exchange point requiring us
to use case-by-case techniques. For example, we found it was effective, al-
though not perfect, to allow the orbitals concerned with the exchange to be
equally occupied with fractional number of electrons only in the middle of
the exchange.

Note that such level alternation occurs not only in the initial time-
independent calculation but also in the TDDFT-MD simulation. Figure 27.2
is an example for the single vacancy in a CNT [Miyamoto 2004a]. As was
mentioned above, and contrary to the static case, the convergence during

Fig. 27.1. Electronic energy levels and charge density contours corresponding to
the ground (left panels) and excited states (right panels). Note the change in the
ordering of the energy levels. See for details [Miyamoto 2002]
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Fig. 27.2. Example of level alternation among differently occupied levels through-
out the MD simulation. Displayed is the time-evolution of the expectation values
of electronic levels of defected nanotubes (see for details [Miyamoto 2004a]). The
solid and dotted lines are valence and conduction bands, while solid lines denoted
by arrows are the excited electron and hole. Level alternation between hole-state
and valence band occurs around 10 fs, while level alternation between the excited-
electron and conduction band occurs around 20 fs

the dynamical time-steps is very fast. This is an important advantage of the
real-time scheme. Static approaches for the simulation, where the constrained
DFT calculation is performed at every MD step, can be performed with larger
time-steps ∆t, but suffer from the very slow SCF convergence problem.

It is important to stress here that we need to start from a well-converged
SCF calculation since the long-term stability of the TDDFT-MD simulation
is quite sensitive to the degree of SCF convergence. The use of the cut-
off scheme proper to TDDFT-MD requires the initial SCF calculation to be
performed adopting the same smoothing parameters and the same (full) grid.

In the TDDFT-MD simulation, the Suzuki-Trotter scheme is used for the
electrons, while the ionic equations of motion are propagated using the Verlet
algorithm. To follow the time-dependent Kohn-Sham orbitals, ϕie−iωit, the
time-step (∆t) needs to be small. Since the orbital energy, ωi, is bound by the
largest kinetic energy, or the cut-off energy, as discussed in Sect. 12.2 (12.11),
the proper value in atomic units of time (1 a.u. = 2.42 × 10−2 fs) is roughly
estimated as (2π/6)Ecut. Note that this value is typically a hundred times
shorter than that of conventional ab-initio MD simulations. For example, for
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silicon surfaces with Ecut = 8 Ry, ∆t is 0.40 a.u., and for CNT with Ecut =
40 Ry, it is ∆t = 0.08 a.u. A more appropriate value should be determined,
however, from a test-run of about 100 time-steps, by carefully monitoring the
drift in the total-energy.

At every time-step, the ionic coordinates should also be updated, although
the time-step is extremely short, much shorter than what would be required
in classical MD simulations. However, the off-diagonal elements of the Kohn-
Sham Hamiltonian, 〈ϕi(t)| Ĥ(t) |ϕj(t)〉, make the Hellmann-Feynman forces
highly oscillatory. The frequent updating of the ionic coordinates averages out
these oscillations. Note that this is a kind of Rabi oscillation that appears
unless electrons are completely on a potential energy surface. When the Rabi
oscillation becomes apparent, it is a sign of a significant non-adiabatic transi-
tion. Experience shows that, when the magnitude of the off-diagonal matrix
elements exceeds 0.01 a.u., it begins to grow rapidly soon after and a devia-
tion from the PES becomes significant. Since the TDDFT-MD is invalid from
that point on, the simulation should be stopped.

27.4 Examples of TDDFT-MD Simulations

In the following, we show several applications of TDDFT-MD simulations
induced by electronic excitations. The simulation time required for the in-
vestigation is at least sub-picosecond, which is a typical time-scale for the
fastest ionic motion. Note that this is also the typical time-scale for photo-
induced chemical reactions. This time-scale is substantially shorter than that
of thermally activated reactions like atomic diffusion, but it is the upper limit
accessible with the recent large-scale supercomputers.

27.4.1 Semiconductor Bulk and Surfaces

First, we focus on defects and surfaces of semiconductors. Defects in semicon-
ductors can generate deep levels in the band gap. When the electron localized
near the defect is excited, it can be delocalized soon after or it can remain
localized for a while, inducing atomic diffusion.

Figure 27.3 shows a gallium arsenide (GaAs) crystal in which silicon (Si)
and hydrogen (H) impurity atoms form a complex. Without the H atom,
the Si atom generates a shallow donor level. However, when the complex is
formed, the donor level goes down in the band gap. The shallow donor carrier
density is recovered upon illumination of the crystal by a laser [Loridant-
Bernard 1998]. This can be attributed to laser-induced Si-H dissociation. It
is likely that the H atom can dissociate efficiently on one of the excited-
state potential surfaces. On the ground state, however, the large activation
barrier of 2 eV that has to be overcome inhibits this process. This technology
is expected to be an alternative to conventional thermal annealing [Pearton
1986].
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H H H

0.23 eV

Si Si Si

Fig. 27.3. Si–H complex in GaAs. Three snapshots for the simulation where an
initial kinetic energy of 0.75 eV was assigned to the H atom in the direction opposite
to the Si–H bond. For more details, see [Miyamoto 1999]

We performed TDDFT-MD simulations [Miyamoto 2000] for this system.
From the constrained LDA total-energy calculation, the energy required to
promote an electron from a Si-H bonding state to a nearby Si-H anti-bonding
state was found to be 4 eV, in agreement with the experimental value of
3.5 eV.

When the simulation started without giving an initial velocity to the ions,
the ions were found to oscillate around their initial positions without showing
any nonadiabatic transition over 30 fs. From an analysis of the trajectory, the
Si-H bond was found weakened by 20%. To obtain the activation barrier for
the dissociation, another simulation was performed, this time giving the ions
an initial kinetic energy of 0.45 eV. The activation barrier height was found
to be 0.23 eV from an analysis of the potential energy shown in Fig. 27.3.
For the ground state, the corresponding value is 1.79 eV. Such significant
reduction of the activation barrier can explain the efficient recovery of the
carrier density by laser illumination.

Another example is the H desorption from a Si(111) surface. The simula-
tion was done in order to understand the mechanism for a scanning tunneling
microscopy (STM) experiment, in which the desorption was controlled by in-
jecting carriers [Shen 1995, Foley 1998]. The mechanism had been interpreted
as a direct dissociation of H along the potential energy surface corresponding
to Si–H σ → σ∗ excitation. The extremely low yield for the H-desorption
found experimentally was attributed to spontaneous recombination of the σ∗

electron and σ hole [Shen 1995, Foley 1998].
The TDDFT-MD simulation showed that, contrary to the direct recom-

bination, the excited-state decayed with the σ-hole state being mixed with
the valence band [Miyamoto 2000]. In contrast, the σ∗-electron state was not
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(hole) *(electron)

Si4H10

Si7H16

2-layer
slab

Fig. 27.4. Charge contour maps of an excited electron and holes of Si4H10 and
Si7H16 clusters and a 2-layer slab for the Si(111) surface. The left panels are hole
state (σ) and the right panels are excited electron (σ∗)

mixed with other conduction bands. The calculated lifetime of the σ → σ∗

excitation is dependent on the size of the system and becomes shorter when
the system becomes larger.

The models used for the simulation were clusters, i.e., Si4H10 and Si7H16,
periodically located in a large enough unit cell, and repeated slabs consisting
of 2 and 8 layers. Figure 27.4 shows charge contour maps for the σ and σ∗

levels for the three clusters and for the 2-layered slab. Note that, as the system
size is increased, the degree of localization of the σ and σ∗ states is weaker.
This makes the force for the Si–H dissociation weaker and the lifetime of the
excitation shorter. The lifetime for the 8-layer slab was found to be shorter
than 10 fs. Because of this, the Si–H bond length started oscillating soon after
the beginning of the simulation.

Note that the results depend on the functional form for the exchange-
correlation potential (as shown in Fig. 27.5), although the influence on the
qualitative aspects is not so obvious: the amplitude for the Si–H bond length
oscillation was found to be larger for the GGA, as the excited-state PES of
the GGA is steeper than that of the LDA.

27.4.2 Carbon Nanotubes

After intense research on carbon fibers, it was found that a graphene
sheet could be rolled into a tubular form [Iijima 1991]. These particu-
larly thin fibers were called “carbon nanotubes” (CNTs). Theoretical works
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Fig. 27.5. Time evolution of a bond length of one of the surface Si–H bonds,
denoted by arrows shown in the inset. The LDA and GGA results are shown. For
more details, see [Miyamoto 2000]

[Hamada 1992, Saito 1992, Mintmire 1992, Tanaka 1992] predicted that the
electronic properties of CNTs depended on the chirality of the winding. This
finding opened a door for electronic applications of CNTs. Real CNTs have
imperfections (vacancies, structural defects, and impurities) which affect the
conductivity [Igami 1999, Choi 2000]. Since the experimental study of de-
fects and impurities in CNTs has just begun, ab initio simulations play an
important role guiding the experiments. To address the issues of defects and
impurities, we propose (theoretically) to eliminate impurity atoms with the
aid of electronic excitations.

Efficient Elimination of Oxygen Impurities from CNTs

Recent growth technology using chemical vapor deposition (CVD) enabled
us to fabricate CNTs attached to metal electrodes. This is expected to be an
indispensable technique for building devices with CNTs. In order to elimi-
nate the carbon soot among the produced CNTs, CVD needs either alcohol
[Maruyama 2002] or water [Hata 2004] in addition to hydrocarbons, but there
is a risk of O-contamination. Indeed, an impurity O atom can form a C–O–C
complex as a part of the honeycomb network, especially in defected nanotubes
[Mazzoni 1999].

Figure 27.6 (a) shows a theoretically determined structure of an O-
impurity in a CNT, and the potential modulation of the valence electrons
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Fig. 27.6. (a) Left : Atomic structure of the nanotube in presence of an O-impurity.
Right : Modulation of the SCF potential due to the existence of an O-impurity in
the CNT. The plot shows the difference between the SCF potentials of an oxidized
and non-oxidized nanotube, averaged along the directions perpendicular to the
nanotube axis. (b) Energy level of the oxidized nanotube (left) and partial charge
density of the O 2s and 2p levels (center). The rightmost panel shows a schematic
picture of the Auger process initiated by the O 1s to 2p core excitation

due to the existence of the O-impurity. This modulation is obtained by tak-
ing the difference between the SCF potentials of the CNTs with and with-
out the oxygen impurity. This modulation indicates a strong perturbation
of the electronic structure, which causes a reduction in the conductivity of
the CNTs. Since the C–O chemical bond is much stronger than the C–C
bond, oxygen extraction using thermal energy has the risk of breaking the
C–C bond network. We proposed the use of electronic excitations to elimi-
nate this O-impurity without damaging the rest of the C–C bond network
[Miyamoto 2004c].

Figure 27.6 (b) shows the electronic energy levels of the oxidized CNT
shown in Fig. 27.6 (a), labeled as O 2s (below the bottom of CNT valence
bands) and O 2p (in the resonance of the CNT conduction bands). These are
highly localized states at an O-impurity site in the CNT. Although notations
of the O atomic orbitals are used in this figure, these levels (2s and 2p) indeed
contain 2p admixture of the neighboring C atoms, respectively in bonding and
anti-bonding phases. One can thus expect that electronic excitation from the
2s level to the 2p level can be used as a tool to break the C–O–C complex.
However, according to our TDDFT-MD simulations [Miyamoto 2004c], this
excitation only provokes large oscillations of the position of the O-impurity
atom and do not break the complex.

However, we think that a resonant Auger process can induce the breaking
of the C–O–C complex. The Auger process can be initiated by the O 1s core
excitation into the O 2p level. Here, the O 2p level is the one displayed in
Fig. 27.6 (b) instead of the atomic O 2p level. This excitation should be

(a) (b)



27 Excited-State Dynamicsin Extended Systems 419

Fig. 27.7. Snapshots of O-emission from the nanotube wall with the Auger final
state displayed in the right of (b). In the last snapshot, a new C–C bond, formed
upon O emission, is indicated. For more details, see [Miyamoto 2004c]

achieved by either X-ray or electron beam irradiation of the nanotube with
excitation energy of 530 eV, and is very likely to cause Auger decay of the
remaining two holes in the O 2s level as shown in the right of Fig. 27.6 (b).

Since present TDDFT simulations use a single-particle representation for
the electronic wave functions, they are not able to treat directly many-body
Auger processes. However, it is reasonable to assume that this Auger process
is spontaneous. Therefore we start the TDDFT-MD simulation by setting
the Auger final state as the initial condition. Figure 27.7 shows ultra-fast
dynamics of O-emission from the CNT wall, starting from the Auger final
state. This calculation also shows formation of a new C–C bond which heals
the large vacancy formed just after oxygen emission. We further tested intro-
duction of an H2 molecule which can capture the emitted O atom to prevent
re-oxidation of the CNT by the emitted O atom.

We believe that this simulation shows a feasible technology to clean up
CNTs fabricated by recent CVD technology as a part of electronic devices,
namely as a “post-fabrication process”.

27.5 Concluding Remarks

We presented the TDDFT-MD scheme, an approach to simulate excited-state
dynamics in extended systems. This scheme adopts a classical approximation
for the ions and a mean-field approximation for the electron-ion interaction.
When using robust numerical algorithms, it is possible to follow, in a stable
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way, the dynamics for at least sub-ps (sub-million time-steps). For such sys-
tems like defects in GaAs and in CNTs, where a single potential surface is
concerned, one can explore the excited-state dynamics in some detail with
this scheme. For other systems, like H/Si(111), one can see when a decay of
the excited-states begins. The TDDFT-MD should, of course, be recognized
as only a primitive tool for a deep understanding of the excited-state. To go
beyond, we need to incorporate dephasing effects, quantum effects of the ions,
many-electron effects beyond the adiabatic exchange-correlation, etc. These
are difficult, but fundamental, problems in Physics and Chemistry.
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28 Back to the Ground-State: Electron Gas

M. Lein and E.K.U. Gross

28.1 Introduction

In this chapter, we explore how concepts of time-dependent density functional
theory can be useful in the search for more accurate approximations of the
ground-state exchange-correlation (xc) energy functional.

Within stationary density functional theory, all observables related to
the ground-state of an interacting many-electron system can be written as
functionals of the ground-state density n(r) by virtue of the Hohenberg-Kohn
theorem [Hohenberg 1964]. Using the Kohn-Sham approach [Kohn 1965],
one considers a non-interacting many-electron system with the same ground-
state density as the interacting system. The total energy E of the interacting
system is then split into

E = TKS + Vext + EHxc = TKS + Vext + EH + Exc . (28.1)

Here TKS is the kinetic energy of the Kohn-Sham system, the second contri-
bution,

Vext =
∫

d3r n(r)vext(r) , (28.2)

is the potential energy due to the external potential vext(r), and

EH =
1
2

∫
d3r

∫
d3r′

n(r)n(r′)
|r − r′| (28.3)

is the Hartree energy. The xc energy Exc as well as the Hartree-xc energy
EHxc are defined by (28.1). In the stationary theory, one usually tries to
find approximate expressions for the xc energy in terms of the density or
the Kohn-Sham orbitals. A different approach is presented in the following.
We outline the derivation of the adiabatic-connection fluctuation-dissipation
formula which links the ground-state energy to the dynamical response func-
tion (cf. [Langreth 1975, Gunnarsson 1976]). We then use TDDFT to relate
the correlation energy to the exchange-correlation kernel fxc, and we test the
resulting formula by applying it to the uniform electron gas using various
approximate exchange-correlation kernels (cf. [Lein 2000b]).

M. Lein and E.K.U. Gross: Back to the Ground-State: Electron Gas, Lect. Notes Phys. 706,
423–434 (2006)
DOI 10.1007/3-540-35426-3 28 c© Springer-Verlag Berlin Heidelberg 2006
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28.2 Adiabatic Connection

The principle of adiabatic connection refers to a smooth turning-on of the
electron-electron coupling constant λ from zero to unity while keeping the
ground-state density fixed, i.e., for each value of λ, the external potential
vλ(r) is chosen such that the ground-state density of the system with electron-
electron interaction λvee(r, r′) = λ/|r − r′| equals the ground-state density
of the fully interacting system. The Hamiltonian

Ĥ(λ) = T̂ + V̂ (λ) + λV̂ee , (28.4)

with V̂ (λ) =
∫

d3r n̂(r)vλ(r), thus interpolates between the Kohn-Sham
Hamiltonian ĤKS = Ĥ(0) and the fully interacting Hamiltonian Ĥ = Ĥ(1).
We first rewrite the Hartree-xc energy as

EHxc = E − Vext − TKS = E − Vext −EKS + VKS

=
∫ 1

0

dλ
d
dλ

[E(λ) − V (λ)] . (28.5)

According to the Raleigh-Ritz principle, the ground state Ψ(λ) minimizes the
expectation value of Ĥ(λ) so that we have

dE(λ)
dλ

=
d
dλ

〈Ψ(λ)|Ĥ(λ)|Ψ(λ)〉 = 〈Ψ(λ)|dĤ(λ)
dλ

|Ψ(λ)〉 . (28.6)

Similarly, the fact that the density is independent of λ leads to

dV (λ)
dλ

=
∫

d3r n(r)
dvλ(r)

dλ
= 〈Ψ(λ)|dV̂ (λ)

dλ
|Ψ(λ)〉 . (28.7)

After inserting dĤ(λ)/dλ = dV̂ (λ)/dλ + V̂ee into (28.6) and substituting
(28.6) and (28.7) into (28.5), we arrive at the adiabatic-connection formula

EHxc =
∫ 1

0

dλ 〈Ψ(λ)|V̂ee|Ψ(λ)〉 =
∫ 1

0

dλ Vee(λ) . (28.8)

To relate this energy to the response function (cf. Sect. 1.4), we first write
the electron-electron interaction

V̂ee =
1
2

N∑

j �=k

1
|rj − rk|

=
1
2

N∑

j �=k

∫
d3r

∫
d3r′

δ(r − rj) δ(r′ − rk)
|r − r′| (28.9)

in terms of the density operator n̂(r) =
∑

j δ(r − rj) ,

V̂ee =
1
2

∫
d3r

∫
d3r′

1
|r − r′| {n̂(r)n̂(r′) − n̂(r)δ(r − r′)} . (28.10)
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We then find

Vee(λ) =
1
2

∫
d3r

∫
d3r′

1
|r − r′|

× {〈Ψ(λ)|n̂(r)n̂(r′)|Ψ(λ)〉 − n(r)δ(r − r′)} . (28.11)

The expectation value of the product of density operators can be written as

〈Ψ(λ)|n̂(r)n̂(r′)|Ψ(λ)〉 = n(r)n(r′) + Sλ(rt, r′t′)
∣∣
t=t′

, (28.12)

where the direct correlation function

Sλ(rt, r′t′) = 〈Ψ(λ)|ˆ̃n(r, t)H ˆ̃n(r′, t′)H|Ψ(λ)〉 (28.13)

characterizes the density fluctuations in the system. Here, ˆ̃n(r, t)H = n̂(r, t)H−
n(r) is the density deviation operator in the Heisenberg picture. The direct
correlation function can be expressed in terms of its temporal Fourier trans-
form as

Sλ(rt, r′t′) =
∫ ∞

0

dω
2π

Sλ(r, r′, ω)e−iω(t−t′) . (28.14)

The lower boundary of the integration in (28.14) has been set to zero because
Sλ(r, r′, ω) vanishes for ω < 0. The direct correlation function is related
to the response function χλ(r, r′, ω) by the zero-temperature fluctuation-
dissipation theorem [Pines 1966],

−2�{χλ(r, r′, ω)} = Sλ(r, r′, ω), ω > 0 . (28.15)

Equation (28.12) can therefore be transformed into

〈Ψ(λ)|n̂(r)n̂(r′)|Ψ(λ)〉 = n(r)n(r′) − 1
π
�
∫ ∞

0

i du χλ(r, r′, iu) , (28.16)

where we have moved the integration path onto the imaginary axis in the
complex-frequency plane. For numerical evaluations, the integration over
imaginary frequencies is more suitable than the real-frequency integration
because it avoids the poles in the response function related to the excita-
tion energies of the system. By combining (28.8), (28.11), and (28.16) and
exploiting that χλ(r, r′, iu) is real-valued, we obtain the xc energy

Exc = −1
2

∫ 1

0

dλ
∫

d3r

∫
d3r′

1
|r − r′|

×
{
n(r)δ(r − r′) +

1
π

∫ ∞

0

du χλ(r, r′, iu)
}

. (28.17)

One can verify by explicit evaluation that the exchange energy is recovered
by inserting the response function χKS(r, r′, iu) of the non-interacting KS
system into (28.17),
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Ex = −1
2

∫ 1

0

dλ
∫

d3r

∫
d3r′

1
|r − r′|

×
{
n(r)δ(r − r′) +

1
π

∫ ∞

0

du χKS(r, r′, iu)
}

. (28.18)

Comparing (28.17) and (28.18), we obtain an expression for the correlation
energy,

Ec = − 1
2π

∫ 1

0

dλ
∫

d3r

∫
d3r′

1
|r − r′|

×
∫ ∞

0

du
{
χλ(r, r′, iu) − χKS(r, r′, iu)

}
. (28.19)

In order to use the last equation for practical calculations, we have to ap-
proximate the response function χλ(r, r′, iu). A possible route to such ap-
proximations is provided by the Dyson-type equation (cf. Sect. 1.4)

χλ(r, r′, ω) − χKS(r, r′, ω) =
∫

d3r1

∫
d3r2 χKS(r, r1, ω) fλ

Hxc(r1, r2, ω)χλ(r2, r
′, ω) , (28.20)

where
fλ
Hxc(r1, r2, ω) =

λ

|r1 − r2|
+ fλ

xc(r1, r2, ω) . (28.21)

One way of calculating Ec is to approximate χλ and fλ
xc independently of

each other on the right-hand side of (28.20) and then substitute into (28.19).
In another approach, one chooses a given approximation for fλ

xc and solves
the integral equation (28.20) for χλ. The solution of the Dyson-type equation
is demanding in general. In the uniform electron gas, however, the transla-
tional invariance dictates that the response functions and the xc kernel do not
depend independently on two positions but only on the difference between
the two coordinates. These quantities can then be expressed in terms of their
Fourier transforms:

χλ(r, r′, ω) =
∫

d3q

(2π)3
χλ(q, ω)ei(r−r′)q , (28.22a)

fλ
xc(r, r

′, ω) =
∫

d3q

(2π)3
fλ
xc(q, ω)ei(r−r′)q . (28.22b)

The integral in the Dyson equation is then transformed into a simple product,
and the solution is found to be

χλ(q, ω) =
χKS(q, ω)

1 − χKS(q, ω)fλ
Hxc(q, ω)

. (28.23)
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The response function χKS(q, ω) of the non-interacting electron gas is the
well-known Lindhard function. At imaginary frequency iu, it is given by [von
Barth 1972]

χKS(q, iu) =
kF

2π2

{
Q2−ũ2−1

4Q
ln

ũ2 + (Q+1)2

ũ2 + (Q−1)2

− 1 + ũ arctan
1+Q

ũ
+ ũ arctan

1−Q

ũ

}
, (28.24)

with
Q =

q

2kF
, ũ =

u

qkF
, k3

F = 3π2n . (28.25)

The correlation energy per electron ec follows from (28.19) and (28.23):

ec = − 1
π2n

∫ ∞

0

dq
∫ 1

0

dλ
∫ ∞

0

du
[χKS(q, iu)]2 fλ

Hxc(q, iu)
1 − χKS(q, iu)fλ

Hxc(q, iu)
. (28.26)

Since the Lindhard function is known, only the xc kernel has to be approxi-
mated in (28.26).

28.3 Scaling Properties

In the following, we show that the evaluation of the correlation energy is
simplified by a scaling property of the xc kernel: given an approximation for
the xc kernel in the fully interacting non-uniform system, the xc kernel for
any value of the coupling constant follows immediately.

We are interested in the xc kernel of an interacting system in its ground
state. This quantity describes the infinitesimal change of the xc potential due
to the influence of a small perturbation. Provided that the time evolution of
the slightly perturbed system starts from the ground state, and that we also
choose the initial Kohn-Sham state to be the ground state of the Kohn-
Sham system, the xc potential can be written as a functional of the time-
dependent density only. The xc potential then obeys a scaling relation in the
form [Hessler 1999]

vλ
xc[n](r, t) = λ2 vxc[n′](λr, λ2t) , (28.27)

with
n′(r, t) = λ−3 n(r/λ, t/λ2) . (28.28)

A similar relation for the xc kernel follows by taking the functional derivative
of (28.27) with respect to the density:

fλ
xc[n] (rt, r′t′) = λ4fxc[n′] (λr λ2t, λr′ λ2t′) . (28.29)
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As we are dealing with the linear-response regime, the xc kernel depends on
the difference (t − t′) only. Hence we can evaluate the Fourier transform of
(28.29) with respect to (t− t′):

fλ
xc[n] (r, r′, ω) = λ2 fxc[n′] (λr, λr′, ω/λ2) . (28.30)

In the uniform electron gas, the density is constant in space and the xc kernel
depends only on the difference (r−r′). Then Fourier transformation of (28.30)
with respect to (r − r′) yields

fλ
xc[n] (q, ω) = λ−1 fxc[n/λ3] (q/λ, ω/λ2) . (28.31)

The electron-gas literature often uses the local-field factor G(q, ω) instead of
the xc kernel. At coupling constant λ the two quantities are related by

Gλ(q, ω) = − q2

4πλ
fλ
xc(q, ω) . (28.32)

The scaling law for the local-field factor reads

Gλ[n] (q, ω) = G[n/λ3] (q/λ, ω/λ2) . (28.33)

Equation (28.33) shows that the limit λ → 0 is closely connected to the
high-density limit of G(q, ω). This becomes even more apparent if we write
the local-field factor as a function of the Wigner-Seitz radius rs, the reduced
wave vector q/kF, and the reduced frequency ω/ωF, with

4π
3
rs

3 =
1
n
, ωF =

k2
F

2
. (28.34)

We then obtain

Gλ(rs, q/kF, ω/ωF) = G (λrs, q/kF, ω/ωF) . (28.35)

28.4 Approximations for the xc Kernel

In the uniform electron gas, a number of approximations are available for the
xc kernel. Denoting the exact wave-vector dependent and frequency depen-
dent xc kernel of the uniform gas as fhom

xc (q, ω), we consider the following
approximations:
Random Phase Approximation (RPA) : fxc(q, ω) ≡ 0.
Adiabatic Local Density Approximation (ALDA) : This is the long-wavelength
limit of the static xc kernel:

fALDA
xc (q, ω) = lim

q→0
fhom
xc (q, 0) . (28.36)

It can readily be expressed in terms of the xc energy per electron exc:

fALDA
xc (q, ω) =

d2

dn2
[nexc(n)] . (28.37)
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Parametrization by Corradini et al. (see [Corradini 1998]): This approxi-
mation for the static xc kernel of the uniform electron gas is a fit to the
quantum Monte Carlo data published by Moroni, Ceperley, and Senatore
[Moroni 1995]. It satisfies the known asymptotic small-q and large-q limits.
Since it interpolates between different values of rs, it can be evaluated for
arbitrary values of the density, in contrast to the original parametrization
given in [Moroni 1995].

Parametrization by Richardson and Ashcroft (RA) (see [Richardson 1994];
see also [Lein 2000b] for corrections of typographical errors in the original
parametrization): This approximation for the xc kernel at imaginary fre-
quencies is based not upon Monte Carlo data but upon results of numerical
calculations by Richardson and Ashcroft. It is constructed to satisfy many
known exact conditions. The xc kernel is constructed from Richardson and
Ashcroft’s local-field factor contributions Gn and Gs via

fRA
xc (q, iu) = −4π

q2

[
Gs(Q, iU) + Gn(Q, iU)

]
, (28.38)

with
Q =

q

2kF
, U =

u

4ωF
. (28.39)

For the present application, we are fortunate that the RA kernel was derived
for imaginary frequencies. Due to its complicated structure near the real axis,
the analytic continuation of the xc kernel between imaginary and real axis
is not straightforward [Sturm 2000], although it was demonstrated that the
continuation of the RA kernel into the complex plane yields good results for
the plasmon excitation of the homogeneous electron gas [Tatarczyk 2001].
We also test the static limit of the RA kernel,

f static RA
xc (q, iu) = fRA

xc (q, 0) , (28.40)

in order to compare with the static Corradini approximation. (For a com-
parison of the RA and Monte Carlo fxc in the static limit, see Fig. 3 of
[Moroni 1995].) As a dynamic but spatially local approximation we may use
the long-wavelength limit of fRA

xc (q, iu),

f local RA
xc (q, iu) = fRA

xc (0, iu) , (28.41)

which we refer to as “local RA”.
An approximate xc kernel that is readily applicable to inhomogeneous

systems is given by the Petersilka-Gossmann-Gross (PGG) kernel [Petersilka
1996a]. This frequency-independent exchange-only approximation was de-
rived in the context of the time-dependent optimized effective potential
method [Ullrich 1995a]. Its real-space version reads

fPGG
x (r, r′, ω) = − 2

|r−r′|
|
∑

i niϕi(r)ϕ∗
i (r

′)|2
n(r)n(r′)

, (28.42)
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where ϕi(r) and ni are the ground-state KS orbitals and their occupation
numbers (0 or 1). In the uniform gas, transformation to momentum space
yields:

fPGG
x (q, ω) = − 3π

10k2
F

{(
2
Q
−10Q

)
ln

1+Q

|1−Q|

+
(
2Q4−10Q2

)
ln
[
(1+

1
Q

)
∣∣∣1− 1

Q

∣∣∣
]

+ 11 + 2Q2

}
, (28.43)

where Q = q/(2kF). Due to its exchange-only nature, the PGG kernel, taken
at coupling constant λ, is simply proportional to λ.

In the following, we evaluate the correlation energy of the uniform
electron-gas, (28.26), for the different xc kernels. We expect that RA’s para-
metrization is close to the exact uniform-gas xc kernel and that the Corradini
parametrization is close to the exact static limit. The ALDA is the exact long-
wavelength limit of the static xc kernel. Hence, a comparison between these
three cases will clarify the importance of both wave-vector and frequency
dependence of the xc kernel (for the correlation energy).

Accurate correlation energies are given for example by the parametriza-
tion of Perdew and Wang in [Perdew 1992a]. We refer to these values as
the “exact” correlation energy eexact

c . For each choice of xc kernel, the differ-
ence between the correlation energy ec and the exact value eexact

c is shown in
Fig. 28.1 as a function of the density parameter rs in the range rs = 0 . . . 15.

The RA results differ by less than 0.02 eV from the exact values, i.e.,
the RA kernel reproduces the exact correlation energy nearly perfectly. With
a deviation of less than 0.1 eV, the Corradini approximation gives a good
estimate as well. We note that the result of the static version of the RA
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Fig. 28.1. Difference between approximate correlation energies and the exact
correlation energy per electron in the uniform electron gas
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formula lies almost on top of the Corradini curve. From this we infer that the
small error produced by the Corradini parametrization is in fact due to its
static nature. We conclude that neglecting the frequency dependence causes
an error typically smaller than 0.1 eV.

It is clearly seen in Fig. 28.1 that the RPA approximation, which neglects
the xc kernel completely, makes the correlation energy too negative. The
inclusion of the simplest possible choice of kernel, the ALDA kernel, severely
over-corrects ec, so that the absolute deviation from the exact correlation
energy remains about the same as in RPA. Furthermore, Fig. 28.1 shows
that the local RA (dynamic approximation) performs better than ALDA,
but worse than Corradini or static RA. Therefore, it seems that the wave-
vector dependence of the xc kernel should be taken into account in order to
obtain accurate correlation energies. In other words, the xc kernel is very
non-local.

The PGG approximation behaves somewhat differently in that it yields
an underestimate of the absolute value of ec for small rs and an overestimate
for large rs. It is a very good approximation in the range rs = 5 . . . 10. The
behavior near rs = 0 indicates that the PGG kernel differs from the exact
exchange-only kernel, since exchange effects should dominate over correlation
effects in the high-density limit.

To gain further insight into the effects of the q-dependence and the u-
dependence of fxc(q, iu) in (28.26), we analyze the correlation energy into
contributions from density fluctuations of different wave vectors q and imagi-
nary frequencies iu. Equation (28.26) naturally defines a wave-vector analysis
ec(q) if only the q-integration is written explicitly while the other integrations
are incorporated in ec(q):

ec =

∞∫

0

d
(

q

2kF

)
ec(q) . (28.44)

The exact wave-vector analysis is essentially given by the Fourier transform
of the exact coupling-constant averaged correlation-hole density nḡc(r):

eexact
c (q) =

2kF

π
nḡc(q) , (28.45)

where
ḡc(q) =

∫
d3r ḡc(r) exp(−iqr) . (28.46)

A parametrization of ḡc(r) has been given by Perdew and Wang [Perdew
1992b]. (Although this parametrization misses the non-analytic behavior of
ḡc(q) at q= 2kF, it is otherwise almost “exact”.)

In Fig. 28.2 we compare approximate and “exact” wave-vector analyses
for rs = 4. While the RPA curve is too negative for all q, we note that ALDA
is rather accurate for small q. The ALDA over-correction to ec comes from
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Fig. 28.2. Wave-vector analysis (28.44) of the correlation energy per electron of
the uniform gas at rs = 4. Approximations are compared to the “exact” wave-vector
analysis of [Perdew 1992b]

positive contributions at large q. To a much smaller extent, the Corradini
curve also exhibits this behavior. In general, however, it is close to the exact
wave-vector analysis, as are RA and static RA. In the case of PGG, we note
a substantial error cancellation between small and large q-values.

From the last three equations, it is apparent that the large-q behavior of
ec(q), and therefore fxc(q, iu), is intimately related to the limit of ḡc(r) at
small inter-electron distances r (“on-top” limit). An unphysical divergence
for r → 0 is implied by the ALDA kernel and other semilocal approximations
as was emphasized by Furche and Van Voorhis [Furche 2005b].

As a complement to the wave-vector analysis, we define the imaginary-
frequency analysis ec(u) of the correlation energy by writing (28.26) as an
integral over u:

ec =

∞∫

0

d
(

u

ωp

)
ec(u) , (28.47)

with the plasma frequency ωp given by

ω2
p = 4πn . (28.48)

Since ec(u) is not known exactly, we must restrict ourselves to a compar-
ison among different approximations, as displayed in Fig. 28.3 (low imagi-
nary frequencies) and Fig. 28.4 (high imaginary frequencies) for rs = 4. In all
cases, ec(u) starts with a finite negative value at u=0 and then smoothly
approaches zero. Assuming that the RA result is the most accurate one, we
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Fig. 28.3. Imaginary-frequency analysis (28.47) of the correlation energy per
electron of the uniform gas at rs = 4 in various approximations (low-frequency
regime)
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may assess the performance of the other kernels. Similar to the wave-vector
analysis, RPA is too negative over the whole frequency range. For small fre-
quencies, ALDA, Corradini, and RA are practically equal; the differences are
located at u � ωp. In ALDA, ec(u) becomes positive at u ≈ ωp. PGG exhibits
a slight error cancellation between small and high u. Yet, it appears to have
a very accurate frequency analysis in the high-u regime. In consistency with
the integrated energies, the Corradini curve is very close to the static RA
curve. The latter starts to deviate from the dynamic RA at about u ∼ ωp.

28.5 Concluding Remarks

We have seen that the non-locality of the xc kernel, i.e., the non-zero spatial
range of fxc(r, r′, ω), is essential for the calculation of accurate correlation
energies via the adiabatic-connection formula, while the frequency depen-
dence is less important. An analysis of several kernels in the two-dimensional
electron gas has been carried out by Asgari et al. [Asgari 2003]. Similar to the
three-dimensional case, the frequency dependence was found to be of minor
relevance. Contrary to the 3D gas, the over-correction by the ALDA kernel
turned out to be less severe.

Recently, the approach based on the fluctuation-dissipation theorem has
been applied to a variety of molecules, employing xc kernels derived from
standard xc potentials that are used in quantum chemistry [Furche 2005b].
The results indicate that improvement over conventional DFT methods is
achieved only with non-local xc kernels.

In analogy to the method described here, one may express the exchange-
correlation energy by an adiabatic-connection formula within the framework
of time-dependent current-density functional theory [Dion 2005]. This ap-
proach still awaits its systematic application to real systems.

While this chapter has focussed on the correlation energy, the next chap-
ter (Chap. 29) will analyze the xc potentials derived within the adiabatic-
connection fluctuation-dissipation framework.



29 The Exchange-Correlation Potential
in the Adiabatic-Connection
Fluctuation-Dissipation Framework

Y.M. Niquet and M. Fuchs

29.1 Introduction

As shown in the previous chapter, time-dependent DFT – which is basically
an excited-state theory – also provides useful insight into the ground-state
properties. Indeed, non-local approximations for the correlation energy Ec[n]
can be built upon TDDFT using the adiabatic connection and fluctuation
dissipation (ACFD) theorems [Langreth 1975, Langreth 1977]. The random-
phase approximation (RPA) is the prototype of these ACFD functionals. It
has been applied to the homogeneous electron gas more than three decades
ago [Nozières 1958, von Barth 1972, Vosko 1980], then to jellium slabs and
surfaces [Pitarke 1998, Pitarke 2001, Dobson 1999, Kurth 1999]; the cal-
culation of the ground-state energy surface of simple diatomic molecules
[Furche 2001c, Fuchs 2002, Aryasetiawan 2002, Fuchs 2003, Fuchs 2005b]
(H2, N2 . . . ) and solids [Miyake 2002, Marini 2006] (Si, Na, NaCl, h-
BN . . . ) has been achieved much more recently. Though demanding, the
RPA improves over the LDA and GGA in many respects: for example,
the RPA accounts for long-range effects such as van der Waals interactions
[Dobson 1996, Kohn 1998, Lein 1999] and properly dissociates molecules with
electron pair bonds such as H2 [Fuchs 2005b]. The RPA however misses im-
portant short-range correlations [Singwi 1968], the total energy being usu-
ally too low [Fuchs 2002] (though isoelectronic total energy differences are
believed to be quite accurate [Yan 2000]). This deficiency can however be
cured with LDA-like corrections [Kurth 1999, Yan 2000] or using refined
time-dependent DFT kernels [Fuchs 2002, Lein 2000b]. As a matter of fact,
the RPA is just a particular realization of a large class of functionals, leaving
plenty of opportunities for improvement.

The correlation potential vc(r) that is derived from a given approximation
for Ec[n] is a key ingredient of density functional theory. ACFD potentials
would open the way for self-consistent calculations and could provide valuable
information about the underlying functionals. In this chapter, we derive the
expression for the RPA exchange-correlation potential vRPA

xc (r). We show
that vRPA

xc (r) satisfies the so-called linear-response Sham-Schlüter equation
[Sham 1983, Sham 1985, Casida 1995b]. We also provide an approximate
solution of this equation, that is much simpler to compute while being likely
of reasonable accuracy. We then discuss the asymptotic behavior of vRPA

xc (r)

Y.M. Niquet and M. Fuchs: The Exchange-Correlation Potential in the Adiabatic-Connection
Fluctuation-Dissipation Framework, Lect. Notes Phys. 706, 435–442 (2006)
DOI 10.1007/3-540-35426-3 29 c© Springer-Verlag Berlin Heidelberg 2006
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in finite systems such as atoms [Niquet 2003a, Niquet 2003b, Niquet 2003c,
Niquet 2005], which reveals much physics as well as the merits and deficiencies
of the RPA. A more extensive discussion of the ACFD potentials (including
the PGG and ALDA kernels) can be found in [Niquet 2003c].

Another vxc-related issue is the well-known “bandgap problem”. Indeed,
the Kohn-Sham (KS) bandgap energy εg = εc − εv is usually found much
lower than the experimental bandgap (εv and εc being respectively the high-
est occupied and lowest unoccupied KS energies). As a matter of fact, εg

might differ from the interacting bandgap energyEg = E(N +1)+E(N −1)−
2E(N), where E(N) is the total energy of the N−electron system, due
to the existence of a derivative discontinuity in the exchange-correlation
functional [Sham 1983, Perdew 1982, Perdew 1983, Sham 1985b]. In prac-
tice, the fundamental bandgap energy and quasiparticle band structure of
a solid are thus computed with many-body Green function techniques such
as the GW method [Hedin 1969, Mattuck 1967]. In principle, the Green
function G should be updated through Dyson equation until many-body
self-consistency is achieved [Baym 1961, Baym 1962]. In most cases, how-
ever, the GW self-energy is calculated using KS orbitals and energies as
input, thus leaving out self-consistency. This “GKSWKS” (also known as
“G0W0”) approach has been successfully applied to a wide variety of ma-
terials [Hybertsen 1985, Hybertsen 1986, Godby 1988, Aulbur 2000]. There
has been, however, recent controversy about the effects of many-body self-
consistency on the quasiparticle band structure and about the rationale be-
hind the GKSWKS approach [Schöne 1998, Ku 2002]. In this chapter, we show
how the RPA functional provides such a rationale within a consistent DFT
framework [Niquet 2004].

The chapter is organized as follows: the expression of the RPA potential
is first derived in Sect. 29.2; its asymptotic properties are then discussed in
Sect. 29.3; the RPA bandgap problem is investigated in Sect. 29.4.

29.2 The RPA Exchange-Correlation Potential

In this section, we show that vRPA
xc (r) satisfies the so-called linear-response

Sham-Schlüter equation [Sham 1983, Sham 1985, Casida 1995b]. We also dis-
cuss an approximate (but reasonably accurate) solution of this equation. For
the sake of simplicity, we restrict ourselves to spin-compensated N -electron
systems.

We first focus on the RPA correlation potential vRPA
c (r) = δERPA

c /δn(r).
The RPA correlation energy reads, after integration over the coupling
constant1 [Niquet 2003c]:

1 Please note that RPA-like approximations can also be derived from many-body
perturbation theory starting from variational functionals of the Green func-
tion [Almbladh 1999]. Different flavours of these functionals (Luttinger-Ward
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ERPA
c [n] =

1
2

∫
du
2π

Tr {ln[1 − veeχKS(iu)] + veeχKS(iu)} . (29.1)

At variance with the LDA or GGA, (29.1) is an explicit functional the KS or-
bitals and energies, hence an implicit functional of the density. The derivation
of vRPA

c (r) is thus somewhat involved. Using the relation:

δTr{lnA(iu)}
δn(r)

= Tr
{
A−1(iu)

δA(iu)
δn(r)

}
(29.2)

we indeed get at once:

vRPA
c (r) = −1

2

∫
du
2π

Tr
{

[WKS(iu) − vee]
δχKS(iu)
δn(r)

}
, (29.3)

where WKS(iu) = [1−veeχKS(iu)]−1vee is the RPA screened Coulomb interac-
tion. We are now left with δχKS(iu)/δn(r). We proceed taking advantage of
the much simpler dependence of χKS(iu) on the KS Green function GKS(iu).
Indeed (as can be verified by straightforward integration),

χKS(r, r′, iu) = 2
∫

dv
2π

GKS(r, r′, iu + iv)GKS(r′, r, iv) , (29.4)

where:

GKS(r, r′, iu) =
1

iu− ĤKS

=
∑

j

ϕj(r)ϕ∗
j (r

′)
iu− εj

. (29.5)

Here ĤKS = T̂ + vKS is the KS Hamiltonian, T̂ being the kinetic energy
operator and vKS the Kohn-Sham potential. The derivative chain rule then
yields:

δχKS(r, r′, iu)
δn(r)

=
∫

dw
∫

d3r1

∫
d3r2

∫
d3r3

δχKS(r, r′, iu)
δGKS(r1, r2, iw)

δGKS(r1, r2, iw)
δvKS(r3)

δvKS(r3)
δn(r)

. (29.6)

The last derivative on the right-hand side, δvKS(r3)/δn(r), is just the inverse
of the static KS density-density response function, χ−1

KS(r3, r, iu = 0) [since by
definition χKS(r, r3, iu = 0) = δn(r)/δvKS(r3)]. As for the second derivative,
we have (in a compact, matrix-like notation):

δ[GKS(iw)G−1
KS(iw)]

δvKS(r3)
= 0 ⇒ δGKS(iw)

δvKS(r3)
= −GKS(iw)

δG−1
KS(iw)

δvKS(r3)
GKS(iw) .

(29.7)

[Luttinger 1960], Nozières [Nozières 1964]. . . ) however yield different approxima-
tions for the correlation energy, and thus different potentials. The original RPA as
given by (29.1) can actually be derived from Nozières’ functional [Nozières 1964].
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Moreover, the functional derivative of the inverse KS Green function G−1
KS(iw)=

iw − T̂ − vKS is just:

δG−1
KS(r4, r5, iw)
δvKS(r3)

= −δ(r3 − r4)δ(r3 − r5) . (29.8)

Last, the derivative of χKS(iu) with respect to GKS(iw) directly follows from
(29.4):

δχKS(r, r′, iu)
δGKS(r1, r2, iw)

=
2
2π

δ(r − r1)δ(r′ − r2)GKS(r2, r1, iw − iu)

+
2
2π

δ(r′ − r1)δ(r − r2)GKS(r2, r1, iw + iu) . (29.9)

Backward substitution of (29.9), (29.8), (29.7) and (29.6) into (29.3) finally
yields the following expression for the RPA correlation potential:

vRPA
c (r) =

∫
d3r′ χ−1

KS(r, r′, iu = 0)ρc(r′) , (29.10)

where:

ρc(r) = 2
∫

du
2π

∫
d3r1

∫
d3r2 GKS(r, r1, iu)Σc(r1, r2, iu)GKS(r2, r, iu) .

(29.11)
and Σc(r1, r2, iu) is the correlation part of the so-called imaginary-frequency
GKSWKS self-energy [Hedin 1969] (also see Sect. 29.4):

Σc(r, r′, ε) = −
∫

dv
2π

GKS(r, r′, ε + iv)[WKS(r, r′, iv) − vee(r, r′)] . (29.12)

Equations (29.10) and (29.11) have a clear OEP-like structure (see Chap. 9)
[Krieger 1992b, Grabo 1998]. As a matter of fact, the exact-exchange potential
vx(r) = δEx[n]/δn(r) also satisfies (29.10) and (29.11) with Σc(iu) replaced
by the exchange-only self-energy:

Σx(r, r′) = −
∫

dv
2π

eivηGKS(r, r′, iv)vee(r, r′)

= −
N/2∑

j=1

ϕj(r)ϕ∗
j (r

′)vee(r, r′) , (29.13)

with η → 0+. Moreover, (29.10) for vRPA
xc (r) = vx(r)+vRPA

c (r) can be cast in
a more familiar form applying χKS(iu = 0) on both sides then using (29.4):

0 =
∫

du
2π

∫
d3r1

∫
d3r2 GKS(r, r1, iu)

{
Σxc(r1, r2, iu)

− vRPA
xc (r1)δ(r1 − r2)

}
GKS(r2, r, iu) , (29.14)
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where

Σxc(r, r′, ε) = −
∫

dv
2π

eivηGKS(r, r′, ε + iv)WKS(r, r′, iv) . (29.15)

is the full imaginary-frequency GKSWKS self-energy [Hedin 1969]. This equa-
tion is known as the linear-response Sham-Schlüter equation [Sham 1983,
Sham 1985, Casida 1995b] in the GW approximation for the self-energy.2

Solving the linear-response Sham-Schlüter equation is a formidable task.
This has nonetheless been done in bulk silicon by Godby et al. [Godby 1986,
Godby 1988] and for a jellium surface by Eguiluz et al. [Eguiluz 1992]. An
approximate but hopefully reasonnable solution of the linear-response Sham-
Schlüter equation [Niquet 2003b, Niquet 2003c, Niquet 2005, Kotani 1998]
can be drawn from the static COHSEX approximation to the GKSWKS self-
energy, that neglects some dynamical contributions to (29.15) [Hedin 1969].
The static COHSEX self-energy splits into a statically screened exchange
part Σsex and a static Coulomb hole term Σcoh:

Σsex(r, r′) = −
N/2∑

j=1

ϕj(r)ϕ∗
j (r

′)WKS(r, r′, iu = 0) (29.16a)

Σcoh(r, r′) =
1
2
δ(r − r′)W s

KS(r, r, iu = 0) , (29.16b)

where W s
KS(r, r′, iu) = WKS(r, r′, iu) − vee(r, r′) is the response part of the

RPA screened Coulomb interaction. Σsex(r, r′) has the same functional form
as the exchange-only self-energy [(29.13)], but with vee(r, r′) replaced by
WKS(r, r′, iu = 0). Σcoh(r, r′) on the other hand is just half the potential felt
by an electron at r and due to the “Coulomb hole” that forms around it (the
factor 1/2 comes from the adiabatic building of this Coulomb hole [Hedin
1969]). Accordingly, the approximate RPA potential that solves (29.14) in
the static COHSEX approximation for the self-energy also splits in two parts
ṽRPA
xc (r) = ṽsex(r) + ṽcoh(r), where ṽcoh(r) = 1

2W
s
KS(r, r, iu = 0) and ṽsex(r)

satisfies the same equation as the exchange-only potential with vee(r, r′)
replaced by WKS(r, r′, iu = 0). Therefore ṽRPA

xc (r) can be calculated with
any existing x-OEP code once WKS(r, r′, iu = 0) is known. This has been
done by Kotani [Kotani 1998] for example in some bulk metals and silicon.

29.3 Asymptotic Behavior of the RPA Potential
in Finite Systems

In this section, we discuss the asymptotic behavior of the RPA potential in
finite systems such as atoms. This indeed provides useful insight into the
physics of the RPA functional. We focus on the helium atom as a test case.
2 Note that the potential is defined by (29.10) and (29.14) up to an additive

constant, because
∫

d3r χKS(r, r′, iu) = 0.
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Let us first recall the asymptotic behavior (r → ∞) of the exact exchange-
correlation potential of the He atom [Almbladh 1985]:

vxc(r) = −1
r
− αHe+

2r4
+ O

(
1
r5

)
, (29.17)

where αHe+ = 9/32 a.u. is the static polarizability of the He+ ion. The −1/r
term [that comes from vx(r)] is the bare potential felt by an electron dragged
away from the He atom, while the ∝ 1/r4 term [that comes from vc(r)] arises
from the polarization of the resulting He+ ion.

We have carefully investigated the asymptotic behavior of the RPA po-
tential in [Niquet 2003b, Niquet 2003c, Niquet 2005]. We find that vRPA

xc (r)
indeed behaves as (29.17), but with αHe+ replaced by the RPA polarizability
of the He atom:

αRPA
He = −

∫
d3r

∫
d3r′ zχRPA(r, r′, iu = 0)z′ , (29.18)

χRPA(iu) = [1−χKS(iu)vee]−1χKS(iu) being the atomic RPA density-density
response function. Note that this result can be (most) easily inferred from
a multipole expansion of WKS(r, r′, iu) in (29.16), ṽRPA

xc (r) having the same
asymptotic behavior as vRPA

xc (r).
The asymptotic behavior of vx(r) in the exact exchange approximation

would be vx(r) = −1/r + O(exp.) [Krieger 1992b, Grabo 1998]. The RPA
thus improves over x-OEP in giving the next, 1/r4 term of the asymptotic
expansion, that accounts for polarization effects. Of course this 1/r4 term
will not change the long-range behavior of the KS orbitals (as compared
to x-OEP), but the underlying physics might still impact the vicinity of the
atom. Nonetheless, the 1/r4 prefactor, αRPA

He = 1.22 a.u. [van Gisbergen 1998],
while consistent with the RPA approximation, is quite far from the expected
αHe+ = 0.28 a.u. This is reminiscent of the self-correlation problem in the
RPA density-density response function and correlation energy: the system
still polarizes as a two-electron system upon ionization because (i) the RPA
fails to suppress self-correlation and (ii) the RPA fails to account for orbital
relaxation. The ACFD-PGG functional, that include exact-exchange effects in
two-electron systems, corrects for most of this self-correlation error, yielding
vxc(r) = −1/r − 0.68/(2r4) + O(1/r5) [Niquet 2005]. It still misses orbital
relaxation however.

29.4 The Bandgap Energy of Solids

As mentioned in the introduction, DFT, which is a ground-state theory, is not
meant for the calculation of quasiparticle band structures. Even the bandgap
energy, a linear combination of ground-state total energies, may not be
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correctly given by the KS band structure3 [Sham 1983, Perdew 1982, Perdew
1983, Sham 1985b]. The KS RPA bandgap energies themselves, calculated in
vRPA
xc (r) or ṽRPA

xc (r), are too low [Godby 1986, Godby 1988, Kotani 1998].
The quasiparticle band structure of a solid is thus usually computed with
the GW method [Hedin 1969, Mattuck 1967]. In principle, the Dyson equa-
tion should be solved iteratively to find the self-consistent Green function
G and the self-consistent GW self-energy Σxc. This would notably make
the quasiparticle band structure independent of the initial guess for the
Green function [Baym 1961, Baym 1962]. Such a self-consistent GW cal-
culation has however long been untractable for real materials. The GW self-
energy is thus usually computed using KS orbitals and energies as input.
This “GKSWKS” approach has been successfully applied to a wide variety of
materials [Hybertsen 1985, Hybertsen 1986, Godby 1988, Aulbur 2000]. In
most cases it shifts the KS conduction bands with respect to the KS valence
bands in a nearly rigid way. It has long been thought that many-body self-
consistency would degrade the quality of the GW band structure. The first
self-consistent GW calculations in real materials [Schöne 1998, Ku 2002] have
however revived this debate and questioned the rationale behind GKSWKS

calculations. In this paragraph we show that the RPA functional provides
such a rationale within a consistent DFT framework.

The interacting fundamental bandgap energy of a N -electron system is
the difference Eg = I − A between its first ionization potential I and its
electron affinity A. These are defined as total energy differences between the
N - and (N ± 1)-electron systems:

I = E(N − 1) − E(N) (29.19a)
A = E(N) − E(N + 1) . (29.19b)

The calculation of I and A as RPA total energy differences yields, after
tedious manipulations [Niquet 2004]:

−I = εv + 〈ϕv|Σxc(εv) − vRPA
xc |ϕv〉 + O(V−1/4) (29.20a)

−A = εc + 〈ϕc|Σxc(εc) − vRPA
xc |ϕc〉 + O(V−1/4) . (29.20b)

ϕv(r) and ϕc(r) are the highest occupied and lowest unoccupied orbital KS
orbitals, Σxc is the GKSWKS self-energy4 [(29.15)] and V is the volume of the
system. Also, one may show [Niquet 2003b] that 〈ϕv|Σxc(εv)− vRPA

xc |ϕv〉 = 0
if the KS potential vKS(r) has been shifted so that limr→∞ vKS(r) = 0.

3 The KS x-OEP bandgap energies of many semiconductors are found to be in
good agreement with the experiment [Städele 1997, Städele 1999]. However, the
interacting x-OEP bandgap energies of these materials are close to the Hatree-
Fock bandgaps and thus too large.

4 Equation (29.15) is equal to the usual (real-frequency) expression for the
GKSWKS self-energy [Hedin 1969] as long as ε is in the KS bandgap (includ-
ing ε = εc and ε = εv).
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This yields I = −εv + O(V−1/4): the highest occupied KS energy tends
to the negative of the DFT-RPA first ionization potential in bulk systems5

[Almbladh 1985, Levy 1984]. This result only holds if εv has been calculated
self-consistently [i.e., using vRPA

xc (r)]; Equations (29.20) remain valid though
if LDA/GGA orbitals, energies and potential are used as input for the RPA
total energy. The interacting RPA bandgap energy of a solid (V → ∞) thus
differs from the KS RPA bandgap energy εg = εc−εv by a GKSWKS-like self-
energy correction. This shows that the usual GKSWKS approach is not a mere
practical recipe and that it has a well-defined and meaningful interpretation
within DFT. This does not, however, settle the debate about the need and
effects of many-body self-consistency.6 The interacting RPA bandgap ener-
gies (Eg = 1.35 eV for Si and Eg = 5.88 eV for diamond [Niquet 2004])
are usually in reasonnable agreement with the experiment (1.17 eV and
5.48 eV respectively), while the KS RPA bandgap energy of silicon for ex-
ample is close to the LDA [Godby 1986, Godby 1988, Kotani 1998], showing
that the RPA potential has a sizeable derivative discontinuity.

29.5 Conclusion

In this chapter, we have derived the expression of the RPA exchange-correlation
potential vRPA

xc (r). We have shown that the latter satisfies the so-called linear-
response Sham-Schlüter equation in the GW approximation for the self-
energy. We have provided an approximate but hopefully reasonnable solution
of this equation for practical use. We have then discussed the asymptotic be-
havior of the RPA potential in finite systems. We have shown that vRPA

xc (r)
has the expected −1/r − α/(2r4) tail in the He atom, though α is the RPA
polarizability of He instead of the polarizability of the He+ ion. This is rem-
iniscent of the self-correlation problem in the RPA density-density response
function, which can be (partly) corrected in more refined ACFD approxima-
tions such as the exact-exchange TD kernel. Last, we have calculated the
RPA bandgap energy of a solid. We have shown that the latter differs from
the Kohn-Sham bandgap energy by a GKSWKS-like self-energy correction,
computed using Kohn-Sham orbitals and energies as input. This provides a
clear rationale behind GKSWKS quasiparticle bandgap calculations, that can
be consistently interpreted and analyzed within density functional theory.

5 Let us recall that I = −εv for the exact exchange-correlation functional provided
the external potential vext(r) → 0 when r → ∞ [Almbladh 1985, Levy 1984].

6 There is, moreover, a subtle but important difference between (29.20) and the
usual expression for the GKSWKS bandgap energy [Hybertsen 1985, Hybertsen
1986, Aulbur 2000]: the former lack the so-called renormalization factors that
appear in the latter. The interacting RPA bandgap energies are thus a bit larger
than the usual GKSWKS figures. A detailed discussion of this point can be found
in [Niquet 2004].



30 Dispersion (Van Der Waals) Forces
and TDDFT

J.F. Dobson

30.1 Introduction

By “dispersion forces” [Mahanty 1976] we mean the part of the attractive
van der Waals (vdW) interaction that cannot be attributed to any perma-
nent electric multipoles. These ubiquitous forces are typically weaker than
ionic and covalent bonding forces, but are of longer range than the latter,
typically decaying algebraically rather than exponentially with separation.
They are important in soft condensed matter and in rare-gas chemistry, for
example. We will work in the electromagnetically non-retarded (non-Casimir
[Milton 2001]) limit, which means in practice that we can treat interacting
systems at separations from about a micron down to full overlap of electronic
clouds. We do not aim for a complete review of vdW phenomena and theories,
but will rather concentrate on adiabatic connection / fluctuation-dissipation
(ACFD) approaches. These work with dynamic electron density-density re-
sponse functions, which in turn can be calculated by TDDFT methods. An
interesting alternative is suggested in Chap. 3.

30.2 Simple Models of the vdW Interaction
between Small Systems

30.2.1 Coupled-Fluctuation Model

It is worthwhile to consider first a very simple picture of the vdW inter-
action between neutral spherical atoms at separation R � b where b is an
atomic size. (For more detail see, e.g., [Dobson 2001] or [Langbein 1974].) The
Hartree field of a neutral spherical atom decays exponentially with distance,
and so the Hartree energy cannot explain the algebraic decay of the vdW
interaction. However, the zero-point motions of the electrons (or thermal
motions where significant) can cause a temporary fluctuating dipole moment
d2 to arise on atom #2. The nonretarded Coulomb interaction energy be-
tween this dipole, and another dipole of order α1d2R

−3 that it induces on
atom #1, has a nonzero average value that can be estimated [Dobson 2001]
as

E = −C6R
−6 , C6 = K�ω0α1α2 . (30.1)
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Here α1 and α2 are the dipolar polarizabilities of the atoms. The “Hamaker
constant” C6 for this geometry contains a dimensionless constant K, not
specifiable from the above qualitative argument. The factor R−6 can be un-
derstood as arising from two actions of the dipolar field, each proportional to
R−3, showing that this approach relates to second -order perturbation theory.

30.2.2 Model Based on the Static Correlation Hole:
Failure of LDA/GGA at Large Separations

The spontaneous dipole d2 invoked above would be implied if we had found
an electron at a position r on one side of atom #2. The induced dipolar
distortion on atom #1 then represents a very distant part of the correlation
hole density nc(r ′|r) [Gunnarsson 1976] due to discovery of the electron at
r. The shape of this hole is entirely determined by the shape of atom #1,
and is thus quite unlike the long-ranged part of the xc hole present in a
uniform electron gas of density n(r). It is therefore unsurprising that the
local density approximation (LDA) misses the long-ranged tail of the vdW
interaction. In fact, the LDA and the GGAs can only obtain the vdW tail
via the distortion of the density of each atom. This distortion is predicted by
these theories to decay exponentially with separation of the two atoms, thus
ruling out the correct algebraic decay of the energy. The situation with GGA
is less clear when the densities of the interacting fragments overlap. If the
principal attractive correlation energy contribution comes from electrons near
the overlap region, then treating this region as part of a weakly nonuniform
gas might be reasonable. In keeping with this, various different GGAs can
give qualitatively reasonable results for vdW systems such as rare-gas dimers.
The results are not consistent or reliable, however [Perez-Jorda 1995, Zhang
1997, Patton 1997a, Patton 1997b], though surprisingly good results near the
energy minimum are obtained [Perez-Jorda 1999, Walsh 2005] with Hartree-
Fock exchange plus the Wilson-Levy functional [Wilson 1998, Wilson 1990].
Some discussion is given in a recent review [Dobson 2001].

30.2.3 Model Based on Small Distortions
of the Ground State Density

Instead of considering the energy directly, Feynman [Feynman 1939] and
Allen and Tozer [Allen 2002] considered the small separation-dependent
changes δn(r,R) in the groundstate density n(r) of each fragment, caused by
the Coulomb interaction v12

ee between the fragments. The Coulomb field act-
ing at the nucleus of each fragment, created by δn(r,R) as source, leads to a
force which was identified as the vdW force, in the distant limit. One can then
obtain the correct result F = −∇R(−C6R

−6) in the widely-separated limit,
in agreement with (30.1). Such a result emerges, for example, if δn(r,R)
is calculated from a many-electron wavefunction correct to second order in
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v12
ee , involving a double summation with two energy denominators. [The first-

order wavefunction perturbation makes zero contribution to δn(r,R).] By
contrast, looking at the total energy to second order in v12

ee one already ob-
tains the dispersion interaction with only a single summation and one energy
denominator, a substantially easier task of the same order as obtaining the
first-order perturbed wavefunction. From here on we restrict attention to
approaches based directly on the energy.

30.2.4 Coupled-Plasmon Model

Another simple way to obtain the R−6 interaction is to regard the cou-
pled fluctuating dipoles invoked above as forming a coupled plasmon mode
of the two systems [Langbein 1974]. One solves coupled equations for the
time-dependent density distortions on the two systems, leading to two nor-
mal modes (in- and out-of-phase plasmons) of free vibration of the elec-
trons. The R dependence of the sum of the zero-point plasmon energies∑

i �ωi/2 gives an energy of form −C6R
−6, in qualitative agreement with

the coupled-fluctuation approach described above, for the case of two small
separated systems (see, e.g., [Dobson 2005a, Mahanty 1976, Langbein 1974]).
A strength of the coupled-plasmon approach is that it is not perturbative, and
is equally valid for large or small systems, even for metallic cases where zero
energy denominators could render perturbation theory suspect. The coupled-
plasmon theory is linked to the correlation-hole approach by the fluctuation-
dissipation theorem to be discussed starting from Sect. 30.6.2 below.

30.3 The Simplest Models for vdW Energetics
of Larger Systems

There is a large early literature (see, e.g., [Mahanty 1976]) calculating forces
between macroscopic bodies by adding R−6 energy contributions between
pairs of atoms, or pairs of volume elements. To describe close contacts or
chemical bonds, the small-R divergence has to be “saturated” or cut off, and
substituted by another form for small R. The well-known “6–12” or Lennard-
Jones potential φ6−12(R) = −C6R

−6 + C12R
−12 is an example used both

in chemical and biological situations, and also quite recently for graphitic
structures. Typically, the coefficients C6 and C12 are fitted to experimen-
tal data, and may differ even between different structures of the same (e.g.,
graphitic) type [Girifalco 2000]. Other saturation procedures have been con-
sidered [Wu 2002]. Recent work has provided a non-empirical way to achieve
short-distance saturation [Dion 2004] that appears to be valid at least for
small finite systems (see Sect. 30.9.2). We show in Sect. 30.5 below, however,
that the

∑
R−6 tail of fitted Lennard-Jones potentials is not in principle cor-

rect for the asymptotic vdW interaction of an important class of condensed



446 J.F. Dobson

matter systems. It is also difficult to see how a more recent fitting scheme
[von Lilienfeld 2004] can deal with the severe non-additivity required. These
considerations reinforce the need to develop the seamless ACFD approach to
be described below in Sect. 30.6.

30.4 Formal Perturbation Theory Approaches

30.4.1 Second Order Perturbation Theory
for Two Finite Nonoverlapping Systems

A more precise result than (30.1) can be obtained by treating the inter-
fragment Coulomb interaction v12

ee = e2/r12 in second-order perturbation
theory [Longuet-Higgins 1965, Zaremba 1976]:

E
(2)
12 = − �

2π

∫
d3r1

∫
d3r′1

∫
d3r2

∫
d3r′2

e2

r12

e2

r′12

×
∞∫

0

du χ1(r1, r
′
1, iu)χ2(r2, r

′
2, iu) . (30.2)

Here χ1 and χ2 are the density-density response functions (see Chap. 1) of
the two fragments separately (each treated in the complete absence of the
other, but including all interactions inside each fragment, and evaluated at
imaginary frequency ω = iu). The quantities r1 and r ′

1 are positions inside
the first fragment, while r2 and r ′

2 are inside the second fragment. There
are many equivalent forms [McWeeny 1989, Zaremba 1976] of the second-
order perturbation energy. The form (30.2) has been chosen for display here
because it is useful in establishing connections between different approaches
to the dispersion interaction to be discussed below.

Equation (30.2) is not justified when the electrons on the two systems
overlap, so that electrons in system 1 and system 2 cannot be treated as dis-
tinguishable. A more complex v12

ee perturbation theory, the symmetry adapted
perturbation theory (SAPT [Jeziorski 1994]) is available in cases of over-
lap. Some doubts about (30.2) also arise for spatially large systems (see
Sect. 30.5).

The charge-neutrality and constant-potential conditions
∫

dr′ χ(r, r′, iu) =∫
dr χ(r, r′, iu) = 0 are automatically satisfied [Dobson 1998, Dobson 1996] if

one writes the density-density responses as the gradient of nonlocal dynamic
polarizability tensors α [Hunt 1983], χ(r, r′, iu) = −e−2∂ri

∂r′
j
αij(r, r′, iu).

Using integration by parts and defining tij(r) = r−2(3rirj − δijr
2) one then

obtains from (30.2)
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E(2) = − �

2π

∫
d3r1

∫
d3r2

∫
d3r′1

∫
d3r′2

3∑

ijkl=1

tik(r12)tjl(r′
12)

× r−3
12 r

′−3
12

∫ ∞

0

du α
(1)
ij (r1, r

′
1, iu)α(2)

kl (r2, r
′
2, iu) . (30.3)

From (30.3) it is clear that the leading dependence of the dispersion energy
E(2) is of O(R−6) at large separations (as indicated by the simple arguments
in Sect. 30.2 above), but that E(2) depends in general on the orientation of
the two systems as embodied in the angular dependence of the polarizability
tensors α(1), α(2). By writing r12 = R+x1−x2, expanding tij in powers of xi

and x′
j , and assuming isotropic dipole polarizabilities Aij = δijA(iu) for each

system, one obtains from (30.3) in lowest order the following more familiar
formula generalizing (30.1):

E(2) = −C6/R
6 , C6 =

3�

π

∫
du A(1)(iu)A(2)(iu) . (30.4)

Higher terms in the multipolar expansion in powers of x1 and x2 give
corrections to (30.3) of order R−8, R−10, etc. [Jeziorski 1994, Osinga 1997].

For well-separated finite systems, (30.2) reduces the calculation of accu-
rate vdW interaction parameters to the calculation of sufficiently accurate
dynamical density response functions of the isolated components. The sim-
plest case is that of two atoms, but atomic polarizabilities are in fact notori-
ously difficult to treat via density functional methods, because they involve
extreme inhomogenity of the density. Straightforward ALDA response calcu-
lation for atoms, based on LDA KS potentials, lead to dimer C6 coefficients
that are up to 20% too large for rare gases [van Gisbergen 1995] and 50%
for the Be dimer [Dobson 2005b]. RPA response tends to underestimate C6.
Some of the problems with ALDA are due to the need for self-interaction
correction [Mahan 1990] perhaps both in the groundstate calculation and in
the response [Pacheco 1992a, Pacheco 1992b, Pacheco 1997]. Use of the LB94
groundstate KS potential, which has the correct asymptotic behavior like SIC
theories, leads to improved C6 and C8 vdW coefficients [Osinga 1997].

Equation (30.2) should not be confused with Moeller-Plesset (MP) per-
turbation theory [Szabo 1989]. The latter goes systematically beyond the
Hartree-Fock theory by treating the entire bare electron-electron interac-
tion vee as a perturbation. This is in contrast to (30.2), in which the ex-
act susceptibilities χ1 and χ2 contain the intra-subsystem interactions v11

ee ,
v22
ee in principle to all orders: only the inter -subsystem interaction v12

ee is
treated perturbatively. Correspondingly, the separation-dependent part of
the second-order MP (MP2) energy is equivalent to (30.2) but with the
bare (Kohn-Sham or HF) responses χ01, χ02 on the right-hand side. On
the other hand, in MP2 and related approaches the overlapped case is not
excluded. There have been a number of approaches related to this idea
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[Engel 2000, Engel 2001, Angyan 2005]. Lein et al. [Lein 1999] used perturba-
tion of (30.14) within the ACFD and so could include fxc directly, obtaining
reasonable results for noble-gas and metal dimers.

30.4.2 vdW and Higher-Order Perturbation Theory

For non-overlapping electronic systems one can go further within perturba-
tion theory with respect to the inter-system Coulomb interactions vij

ee. In third
order one finds an interaction between three separated systems, which cannot
be expressed as the pairwise sum of R−6 Hamaker terms such as (30.4). At
large separations and spherical systems the leading (dipolar) contribution to
this third-order term has the Axilrod-Teller form (see e.g. [Rapcewicz 1991])
EvdW, (3) ≈ C9R

−3
12 R−3

23 R
−3
13 , where C9 contains some angular dependence.

There are also corrections to the pair interaction (30.3) from perturbation
orders beyond 2 [Jeziorski 1994].

30.5 Nonuniversality of vdW Asymptotics
in Layered and Striated Systems

Unfortunately, the finite-order perturbation approaches discussed in the pre-
vious section, as well as

∑
R−6 formulas partly justified by this perturbative

approach, are questionable for many (infinite) solid-state systems of cur-
rent technological interest [Dobson 2001, White 2003, Dobson 2005a, Dob-
son 2006]. The most severe cases are those where there is a zero electronic
energy gap, leading to zero energy denominators in perturbation theory.
One example is the case of parallel nanoscopically thin metallic sheets sep-
arated by distance D: here, by summing the zero point energies of coupled
2D plasmons, one obtains [Bostrom 2000, Dobson 2001, Dobson 2005a] an
interaction EvdW ∼ −C5/2D

−5/2. By contrast, the
∑

R−6
ij approach gives

EvdW∼−C4D
−4, which is necessarily much smaller at large separations. For

two parallel metallic nanotubes or nanowires of radius b, separated by dis-
tance D � 2b, the coupled plasmon approach was recently found [White 2003,
Dobson 2005a, Dobson 2006] to give EvdW∼−CaD

−2 [ln(D/b)]−3/2, whereas
the

∑
R−6

ij method gives EvdW∼−C5D
−5, different by almost three powers

of D. The important case of two graphene planes (zero-gap semiconductors)
was shown recently [Dobson 2005c, Dobson 2006] to give EvdW ∼−C3D

−3,
whereas the

∑
R−6

ij approach gives EvdW ∼−C4D
−4, the same result as for

regular 2D insulators [Rydberg 2000]. A finite number of higher perturbation
terms (see Sect. 30.4.2), added to

∑
R−6

ij , cannot reproduce these unconven-
tional power laws.

In the above cases where
∑

R−6
ij fails qualitatively, in addition to the zero

energy gap there is an incomplete metallic screening because the systems
are nanoscopically small in at least one space dimension. Three-dimensional
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metals (e.g., thick metallic plates) do not exhibit vdW decay laws of un-
usual form [Dobson 2001], and this seems to be associated with complete
metallic screening, leading to a finite polarizability at small frequency and
wavenumber [Dobson 2006], and a finite plasmon energy gap.

The above considerations apply to widely separated sub-systems. Re-
cently, evidence has also been given that standard theories (LDA/GGA/fitted
Lennard-Jones potentials [Charlier 1994, Girifalco 2002]) do not give re-
liable answers for the energetics of layered metallic or semi-metallic sys-
tems near their equilibrium spacing, either. This is despite the fact that
the LDA predicts good equilibrium geometries. For theoretical evidence, see
[Dobson 2004], Fig. 4 of [Jung 2004], and [Rydberg 2003a, Hasegawa 2004,
Tournus 2005]. There is experimental evidence also [Benedict 1998c, Zacharia
2004]. These are technologically important systems (graphite and derivatives,
fullerenes, conducting nanotubes), so these discrepancies are significant.

In principle, therefore, and especially for large solid-state systems, one
would like a theory of vdW forces that is not local nor perturbative and is
“seamless” – that is, it gives good results at all separations. Below we make
the case that appropriate theories can be constructed from the fluctuation-
dissipation theorem along with a density-density response function χ(r, r′, ω)
from TDDFT: indeed even the random phase approximation (RPA) version
of χ (the case fxc = 0) can sometimes give good results. We first present the
necessary theory in some detail.

30.6 Correlation Energies from Response Functions:
The Fluctuation-Dissipation Theorem

The approach to be described here has antecedents in theories of the Lifshitz
type [Dzyaloshinskii 1961] that included electromagnetic retardation but ulti-
mately approximated the response function of electrons in a local macroscopic
fashion. That theory was mainly applied to bulk systems at macroscopic sep-
aration, and represented the response of the electrons through a spatially
local but frequency-dependent dielectric function obtained principally from
experiment. Here we consider only the electromagnetically non-retarded case
but retain the full nonlocal microscopic response functions of the electrons,
permitting a “seamless” treatment at any separation where electromagnetic
retardation is unimportant, right down to bonding with overlap of the elec-
tronic clouds.

30.6.1 Basic Adiabatic Connection
Fluctuation-Dissipation Theory

As explained in Chap. 1, the exact adiabatic connection formula (ACF) for
the combined Hartree, exchange, and correlation energy in the ground state
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of an inhomogeneous many-electron system is [Langreth 1975, Gunnarsson
1976, Harris 1975]

EHxc =
1
2

∫ 1

0

dλ
∫

d3r

∫
d3r′

e2

|r − r′|n2λ(r, r′) . (30.5)

Here n2λ(r, r′) is the pair density in the reduced-interaction many-electron
ground state |λ〉 with electron-electron Coulomb potential λe2/r12. The prob-
ability of finding an electron in a small volume d3r near r, and simultaneously
another electron in d3r′ near r′, is n2λ(r, r′)d3r d3r′. The λ integration re-
stores the necessary kinetic correlation energy arising from quantal zero-point
motions, and is performed at constant ground-state density n(r).

Introducing an operator r̂a for the position of the ath electron, and re-
membering that the second electron found at r′ cannot be the same as the
first one (a �= b) we have

n2λ(r, r ′) = 〈λ|
∑

a�=b

δ3(r − r̂a)δ3(r′ − r̂b) |λ〉

= 〈λ|
∑

a,b

δ3(r−r̂a)δ3(r′−r̂b) |λ〉 − δ3(r − r′) 〈λ|
∑

a

δ3(r − r̂a) |λ〉

= 〈λ| n̂(r)n̂(r′) |λ〉 − δ3(r − r′)n(r) . (30.6)

Here we used the electron density operator n̂(r) =
∑

a δ
3(r − r̂a), whose

expectation is the electron density, 〈n̂(r)〉 = n(r). We now also introduce the
density fluctuation operator

δn̂(r) = n̂(r) − n(r) . (30.7)

(This operator corresponds to spontaneous density fluctuation processes such
as those invoked in Sect. 30.2.1, in which a density fluctuation away from the
expectation value n(r) produces dipole fields that initiate the van der Waals
energy.) Then, putting n̂ = n+ δn̂ into (30.6) and noting that 〈λ| δn̂(r) |λ〉 =
0, we have

n2λ(r, r′) = 〈λ| δn̂(r)δn̂(r′) |λ〉 + n(r)n(r′) − δ3(r − r′)n(r) . (30.8)

When the second term on the right side of (30.8) is put into the ACF (30.5)
it simply yields the Hartree electron-electron energy. The other two terms
of (30.8) thus yield the exact xc energy:

Exc =
1
2

∫ 1

0

dλ
∫

d3r

∫
d3r′

e2

|r − r′|
[
〈λ| δn̂(r)δn̂(r′) |λ〉 − δ3(r − r′)n(r)

]
.

(30.9)
[The correlation term 〈λ| δn̂(r)δn̂(r′) |λ〉 represents the fact that density fluc-
tuations at r ′ can be tied to (correlated with) fluctuations at r, just the kind
of process described in Sect. 30.2.1].
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The idea now is that the correlations represented by the fluctuation term
in (30.9) are caused by interactions between the electrons, and the description
of this physics is rather subtle: If a fluctuation occurs, it will cause some inter-
action energy beyond the Hartree description. It is easier conceptually, and
helpful in the construction of approximation schemes, to relate this process
to the interaction between the non-random density changes caused when
a small externally-controlled field is applied. Thus we are led to introduce
time-dependent density response theory, and we have converted a tricky “if”
scenario into a conceptually simpler “when” scenario. The mathematical tool
that justifies this shift in philosophy is the fluctuation-dissipation theorem
[Callen 1951], derived in sufficient generality (i.e., for two unequal operators)
in the book by Landau and Lifshitz [Landau 1969]. For completeness we now
give a simple direct derivation of the frequency integrated, zero-temperature
form of the theorem needed here.

Suppose that Â and B̂ [e.g., δn̂(r) and δn̂(r ′)] are Hermitian operators
with zero groundstate average, 〈0| Â |0〉 = 〈0| B̂ |0〉 = 0, where |0〉 is the
groundstate of an interacting system with hamiltonian Ĥ. In the presence
of an additional externally applied time-dependent “potential” δv exp(ut)
coupling to Â, the hamiltionian is Ĥ − δv exp(ut)Â. Calculating the per-
turbed state |Ψ(t)〉 by standard first-order time-dependent perturbation
methods, one finds that the expectation of property B̂ at time t is of form
〈Ψ(t)| B̂ |Ψ(t)〉 = χBA(iu)δv exp(ut), where

χAB(iu) + χBA(iu) = −2
∑

J

EIJ
〈0| Â |J〉 〈J | B̂ |0〉 + 〈0| B̂ |J〉 〈J | Â |0〉

E2
IJ + �2u2

.

(30.10)
Here |J〉 is an eigenstate, and EIJ = EI − EJ is an eigenenergy difference,
of the interacting hamiltonian Ĥ. The quantity χAB is the “AB response
function”, e.g., the electronic density-density response in the case at hand.
Note that the use of a real external potential exp(ut) corresponds to the more
usual choice exp(−iωt) but with a positive imaginary frequency ω = iu. Using
the arctan integral

∫∞
0

du (E2
IJ + �

2u2)−1 = π/(2�EIJ ) we have
∫ ∞

0

du (χAB + χBA) = −π

�

∑

J

{
〈0| Â |J〉 〈J | B̂ |0〉 + 〈0| B̂ |J〉 〈J | Â |0〉

}

= −π

�
〈0| ÂB̂ + B̂Â |0〉 . (30.11)

This is a frequency-integrated, T = 0 K form of the very general fluctuation-
dissipation theorem [Callen 1951, Landau 1969] (FDT). The FDT is more
usually quoted as a result at finite temperature and for a single frequency
lying just above the real axis, where �χAA is known to represent energy
absorption (“dissipation”). Applying (30.11) to the density fluctuation oper-
ators Â, B̂ = δn̂(r), δn̂(r′) from (30.7), we have
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〈λ| δn̂(r)δn̂(r′)+δn̂(r′)δn̂(r) |λ〉 = −�

π

∫ ∞

0

(χλ(r, r′, iu) + χλ(r′, r, iu)) du

(30.12)
where the density-density response χλ is just that introduced in Chap. 1,
applied to the system with reduced Coulomb interaction λe2/r12.

Combining (30.12) with (30.9) and noting that the r and r′ integrations
can be interchanged, we obtain

Exc =
1
2

∫ 1

0

dλ
∫

d3r

∫
d3r′

e2

|r − r′|{
−�

π

∫ ∞

0

du χλ(r, r′, iu) − δ3(r − r′)n(r)
}

. (30.13)

We will refer to the important exact formula (30.13) as the “ACFD” xc
energy. Its generalization to finite temperature is straightforward and can
be expressed using discrete Matsubara frequencies instead of a continuous
frequency integral.

In TDDFT the linearized interacting density-density response χλ ≡ χλ

(r, r ′, ω) and the KS response χKS ≡ χλ=0 are related by the Dyson-like
screening equation [Gross 1985]

χλ = χKS + χKS ∗ (λvee + fxc, λ) ∗ χλ , (30.14)

where stars represent convolution in (r, r ′) space and vee is the bare electron-
electron Coulomb potential (see Chap. 1). In practice, the inputs to (30.14)
(namely χKS and – in almost all existing approximations – fxc) can be com-
puted from the groundstate KS orbitals {ϕi}. In turn, the {ϕi} are directly
computable from the groundstate KS potential vKS(r). Thus the ACFD en-
ergy (30.13) is often best regarded as a functional EACFD[vKS(r)] of the
groundstate KS potential. In principle, one should introduce a high level of
self-consistency (the OEP level) by choosing vKS to minimize the nonlocal
functional (30.13), with the external potential fixed. In this sense, most de-
tailed calculations to date have been “post-functionals”: that is, they have
computed E[vLDA

KS ] rather than E[vOEP
KS ]. In Sect. 30.7.1 below we will argue

that this does not significantly affect the predictions of (30.13) for the distant
vdW correlation energy, at least in the case fxc = 0 (corresponding to the
RPA). Thus the energy functionals are not overly sensitive to the vKS used
as input. On the other hand, if one uses the Feynman approach described in
Sect. 30.2.3 above, in which the vdW force is calculated directly as a force
on the nuclei, then the small selfconsistent changes in vKS as a function of
distance, calculated beyond the LDA, are crucial [Allen 2002].

30.6.2 Exact Exchange: A Strength of the ACFD Approach

In order for a theory to work well for interacting systems with overlap of
electronic clouds, it is essential that it accounts adequately for the Pauli
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exchange energy: indeed, the Hartree-Fock theory already describes many
covalent bonds quite well. In fact, when the independent-electron (Kohn-
Sham) response χKS ≡ χλ=0 is substituted for χλ, (30.13) yields the exact
nonlocal exchange energy EExact, DFT

x , defined in the DFT sense. The simplest
proof assumes real KS orbitals ϕi, so that

χKS(r, r′, iu) = 2
∑

i�=j

wijni
ϕi(r)ϕj(r′)ϕj(r)ϕi(r′)

w2
ij + �2u2

, (30.15)

independent of λ, where wij = εi − εj is a KS eigenvalue difference and ni is
a Fermi occupation factor. Putting this into (30.13) one obtains

Exc[χKS] = −1
2

∫
d3r

∫
d3r′

e2

|r − r′|
∑

i

niϕi(r)ϕi(r′)ϕi(r)ϕi(r′) . (30.16)

Here the u integration in (30.13) gave π/(2�), and the completeness relation
δ3(r − r ′) =

∑
j ϕj(r)ϕj(r ′) was used to show that the delta function term

in (30.13) simply restores the j = i term excluded from the sum (30.15) for
χKS. The orthonormality of the {ϕi(r)} was also used. Equation (30.16) is
just the exact DFT exchange energy EExact, DFT

x , showing that any ACFD
energy formula based on a numerically accurate χKS for a pair of interacting
systems is already a candidate to be a useful, seamless vdW theory as far
as the overlapped regime is concerned. This is true even if the screening of
χKS to create χλ is done crudely, as for example in the RPA (time-dependent
Hartree, fxc = 0) approximation.

30.7 The xc Energy
in the Random Phase Approximation

The energy in the RPA is defined by (30.13) and (30.14) with fxc set to zero.
Numerical evaluation of the RPA energy is non-trivial for inhomogeneous
systems. It has been evaluated numerically for small molecules where it gave a
reasonable account of “static correlation” [Furche 2001c]. It performed better
than the GGA for the binding of Be2 [Fuchs 2002]. For Na and Si solids it
gave a reasonable geometry [Miyake 2002]. Numerical RPA calculations for
layered jellium systems [Dobson 1999] exhibited a vdW energy tail (unlike
LDA calculations) and also exposed significant flaws in the LDA predictions
even in the overlapped regime [Dobson 2004, Jung 2004] (see also Sects. 30.9
and 30.8.3). Here we first explore some formal vdW properties of the RPA in
the well-separated “dispersion force” limit.
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30.7.1 Testing the RPA Correlation Energy For vdW
in the Well-Separated Limit:
The Second-Order Perturbation Regime

The general physical arguments above show that basic physics of the vdW
interaction is present within the ACFD energy with mean-field-like approxi-
mations for the response function. However it is not clear a priori that such
an approach can produce accurate predictions of vdW energies. It was there-
fore reassuring to find [Dobson 1994b] that the formula (30.2) is exactly true
within the ACFD, at least with the RPA approximation for the response. The
proof [Dobson 1994b] involved direct perturbation of the RPA version of the
screening equation (30.14) with respect to v12

ee . It was necessary to include:
(i) terms involving first-order changes to the cross response χλ, 12, but also
(ii) terms involving second order changes in the intra-system responses χ11

and χ22 (recently called “spectator” terms [Langreth 2005]).
After an integration with the Coulomb potential, both of these terms

yielded contributions of second order in v12
ee . The outcome was that the vdW

interaction from the RPA correlation energy is of form (30.2) but with the
individual responses of the isolated systems, naturally, replaced by their RPA
versions:

ERPA, 2
12 ∼ − �

2π

∫
d3r1 . . .

∫
d3r′2

e2

r12

e2

r′12

∞∫

0

du χRPA
1 (r1, r

′
1, iu)χRPA

2 (r2, r
′
2, iu) .

(30.17)
That is, the formula (30.2) is true within the seamless ACFD/RPA formalism
for a pair of widely separated systems.

It is also worth noting that the proof of (30.17) in [Dobson 1994b] assumed
that the KS (independent-electron) responses χ

(0)
11 , χ

(0)
22 of the subsystems

did not vary with separation D, as D → ∞. This corresponds to the most
common way of implementing RPA correlation energy as a “post-functional,”
that is, using χKS deduced from the KS orbitals obtained from a groundstate
LDA or GGA calculation. Of couse, in a fully selfconsistent (OEP) RPA
correlation energy calculation, one would vary the groundstate KS potential
vKS (and correspondingly χKS), to minimize the total nonlocal RPA energy.
An estimate of the effect of the change in the KS potential in the subsystems
can be made as follows. Suppose that we start with the selfconsistent OEP-
RPA solution vOEP

KS as described above and make a small change δvKS in the
KS potential (e.g., toward the LDA post-functional value described above).
The change in RPA energy due to this change is of second order in δvKS

because the energy is minimized by vOEP
KS . If we assume that δvKS = O(D−p),

as required to produce the nuclear D−7 vdW force via the Feynman-Tozer
approach described in Sect. 30.2.3 above, then the (second-order) correction
energy is of O(D−2p) and so is negligible compared with the post-functional
energy (30.17).
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30.7.2 Coupled Plasmons and the ACFD Approach

Another strength of the ACFD approach is that it contains the sum of plas-
mon zero point energies (see Sect. 30.2.4 above), in the sense to be described
below. In large systems, where the single-particle excitations form a con-
tinuum, any isolated poles of χλ as a function of frequency, lying near to
the real frequency axis, are generally considered to correspond to plasmons
– collective electron density oscillations. Using the analyticity of causal re-
sponse functions and the f-sum rule (which ensures that χ falls off as ω−2

at large frequency), one can convert the imaginary frequency integral in the
ACFD formula (30.13) to an integral along the positive real frequency axis.
Hence it is apparent that any plasmon poles lying close below the real axis
will have a large influence on the xc energy. At least for the RPA [the case
fxc = 0 in the screening equation (30.14)], one can show that the contribu-
tions of these poles (via their semi -residues) is just the sum of the zero-point
energies

∑
q �ωq/2 of the plasmons. For more detail, see [Dobson 2005a] or

[Mahanty 1976]. Thus the ACFD(RPA) correlation energy contains a contri-
bution from the plasmon zero point energies, and hence contains the basic
physics discussed in Sect. 30.2.4. It is not in general true, however, that the
ACFD(RPA) correlation energy equals the sum of plasmon zero-point ener-
gies: the integration contour is not closed, and Cauchy’s theorem does not
give a definitive answer for the integral. Portions of the integration contour
away from the poles can be important as well. Indeed there are cases where
there are no real plasmons, but the RPA correlation energy still yields an
interesting vdW interaction [Dobson 2005c, Dobson 2006].

So far we have motivated the idea that the ACFD is at least qualitatively
correct in both the overlapped and the distant regimes, even when used with
quite simple models for the response function χλ.

30.8 Beyond the RPA: The ACFD
with a Nonzero xc Kernel

30.8.1 The Case of Two Small Distant Systems in the ACFD
with a Nonzero xc Kernel

The asymptotic situation is not entirely simple when one uses a TDDFT
response with a nonzero kernel fxc within the ACFD energy (30.13), rather
than the RPA response. Suppose that one assumes (i) that the dynamic
kernel fxc(r1, r2, ω) is zero when r1 and r2 lie in different fragments, to sec-
ond order in v12

ee , and (ii) that the presence of the other fragment does not
affect the value of fxc(r1, r

′
1, ω) inside a given fragment, again to second or-

der in v12
ee – i.e., we neglect “spectator” effects in fxc. (These assumptions

are satisfied within the ALDA provided one uses a “post-functional” ap-
proach in which the changes in density and χKS in each fragment, beyond
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the isolated case, are ignored.) Then in fact one can show by generalizing
the methods described in [Dobson 1994b] that the seamless ACFD approach
does not yield the perturbative result (30.2) in the well-separated limit,
there being an additional energy term involving ∂fxc/∂λ. When used with
simple local approximations for fxc, the additional term is non-vanishing,
and it is not yet known whether it improves or worsens the agreement
of the seamless ACFD TDDFT approach with the exact C6 asymptotics.
For the exact nonlocal fxc, the ∂fxc/∂λ term must cancel to second order
with the nonlocal and spectator terms neglected in the above analysis. It is
even possible that this requirement could lead to a useful new constraint on
model fxc kernels. More work is required to clarify these points.

30.8.2 Beyond the RPA in the ACFD:
Energy-Optimized fxc Kernels

The standard non-memory approximation for fxc has been the adiabatic local
density approximation [Zangwill 1980a] (ALDA) given by fALDA

xc (r, r′, ω) =
δ3(r − r′)d2[nehom

xc (n)]/dn2. It is “optimized” for describing low-frequency,
long-wavelength excitations in near-homogeneous systems, and is therefore
quite unsuitable for the calculation of ground-state xc energies from (30.13)
and (30.14), because these formulae effectively sample all the frequency and
wavenumber space. For example, in a uniform electron gas, fALDA

xc (r, r′, ω)
leads to a very poor evaluation of the correlation energy when substituted
into (30.13) and (30.14), (see, e.g., Fig. 1 of [Dobson 2000a]).

The simplest way to remedy this is to find a local frequency-independent
kernel fopt

xc (λ, n) that does give the correct uniform-gas Exc when substi-
tuted into (30.13) and (30.14). It turns out [Dobson 1994b, Dobson 2000a]
that this requirement, applied for every homogeneous density n, together
with the scaling rule fxc(λ, n) = λ−1

�
4e−2m−2F (λ−1rs), 4πr3

s a
3
B/3 ≡ n−1,

uniquely determines the dimensionless energy-optimized kernel fopt
xc (r). The

optimized kernel has to produce a magnitude of corrrelation energy lying be-
tween the (too large) RPA value corresponding to fxc = 0 and the (too small)
value corresponding to the ALDA kernel. Unsurprisingly, then, fxc(rs) lies be-
tween zero and fALDA

xc .A parametrized form accurate for metallic densities is
[Dobson 2000a] fopt

xc (rs) = −0.50044r
2
s +4.53653×10−3r3

s −3.3660×10−5r4
s .

The theory is of course constrained to give accurate correlation energy
for the uniform gas. Its performance for a nonuniform gas has been tried in
the context of layered jellium [Dobson 2000a] where it had little effect on the
energy differences required for a vdW energy calculation, compared with a
pure RPA calculation. Other than this, there has been little direct testing of
this kernel in other systems.

The purely local (q-independent) character of the fopt
xc kernel can cause

numerical difficulties in the solution of the screening equation (30.14), when a
q-space algorithm is used. For this reason, and to include some of the physical
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aspects of nonlocality, a static but spatially nonlocal energy-optimized kernel
was tried by Jung et al. [Jung 2004]. They used the λ-scaling law

fxc,λ(r1, r2, ω) = λ−1f (0)
xc (λ−3ñ, λr12) , (30.18)

where ñ(r1, r2) is an effective density taken in their applications to be [n(r1)+
n (r2)]/2 or

√
n(r1)n(r2), both leading to similar results. The forms (30.18)

(and indeed the scaling in the Dobson-Wang scheme [Dobson 2000a]) is con-
sistent with the frequency-independent limit of the general scaling law de-
rived by Lein, Gross, and Perdew [Lein 2000b]. The spatial nonlocality was
assumed by Jung et al. to take a Hubbard-like form

f (0)
xc = f (0)

xc (rs, q) = fALDA
xc (rs)

{
1 + α(rs)

(
q

kF

)2
}−1

, (30.19)

where an excellent fit to the numerically exact correlation energy of the uni-
form gas with 0 < rs < 50 was obtained by choosing α(rs) = (8.26 + rs) /(100+
5rs) (see Fig. 2 of [Jung 2004]). With the kernel (30.19), the minimum region
of the energy-versus separation curve of two high-density jellium slabs was
found to be very similar to the pure RPA result, but the minimum region
was lower than the LDA curve, representing an additional binding energy of
about 50% compared to LDA [Jung 2004]. The only source of error (other
than numerics) in the ACFD calculations is the use of a simple fxc in place
of the exact one. Since the results of the various nonlocal theories with and
without the xc kernel were very similar, it is presumably the LDA result that
is in error.

30.8.3 Beyond the RPA in the ACFD:
More Realistic Uniform-Gas Based fxc Kernels

Recently more realistic q- and/or ω-dependent kernels have been obtained
for the uniform electron gas [Richardson 1994, Corradini 1998] that rather
accurately [Lein 2000b] give ec for the 3DEG, when substituted into the
ACFD formulae (30.13) and (30.14). The static kernel of Corradini et al.
[Corradini 1998] has been used with the ACFD under the appropriate λ
scaling formula (30.18) for layered nonuniform jellium systems [Pitarke 2003,
Jung 2004]. The surface energy results [Pitarke 2003] based on a single jellium
slab were not very different from the pure RPA nor from the LDA results.
The vdW results for two jellium layers [Jung 2004] were not very different
from the energy-optimized schemes described above, nor from the pure RPA
calculation. There were some differences from the LDA, and in one case [Jung
2004] all the microscopic schemes including the Corradini version did give
about a 50% increase in binding energy of the slabs, compared with an LDA
energy calculation. The equilibrium separation D0 of the slabs was quite
similar in all of the fxc-corrected schemes and the LDA, but was slightly
smaller in the pure RPA energy calculation.
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It should also be possible to graft the more sophisticated frequency-
dependent Richardson-Ashcroft uniform-gas kernel [Richardson 1994] onto
an ACFD energy calculation for nonuniform systems, but that has not yet
been done to the author’s knowledge.

Another consideration not yet explored in the vdW context is the use of
tensor memory kernels such as that used in the Vignale-Kohn-Ullrich current-
current response formula [Vignale 1996, Vignale 1997, Conti 1999]. These ker-
nels are based on the near-homogeneous gas with sinusoidal density variation,
and have been proposed [van Faassen 2002] for description of the polarization
response in 1D systems. This method obtains rather good polymer properties
(see Chap. 21), and so should be a good candidate for seamless van der Waals
energetics of these systems.

30.8.4 xc Kernels not Based on the Uniform Electron Gas

All of the xc kernels discussed above have been based on the uniform or
near-uniform electron gas, and grafted onto an ACFD energy calculation for
a nonuniform system, in a modified local-density manner. Kernels have also
been developed that are based specifically on the KS orbitals of the nonuni-
form system. Perhaps the simplest of these is the kernel of Petersilka, Goss-
man and Gross [Petersilka 1996a, Petersilka 1998] which is a static, spatially
nonlocal exchange-only kernel. It has been tested [Fuchs 2002] on the ener-
getics of the Be-Be dimer, where it performed somewhat similarly to the RPA
for the binding energy, and better than the RPA for the bond length. The
PGG kernel is self-interaction free, which suggests that it might out-perform
the RPA more clearly when used with an appropriate SIC groundstate cal-
culation.

The nonlocal kernel of Reining and coworkers [Reining 2002] is designed
for finite-frequency response of semiconductors, and may be relevant to vdW
interactions between these systems.

A further possibility, similar in spirit to a system-specific fxc, is the use of
the inhomogeneous Singwi-Tosi-Land-Sjolander (ISTLS) formalism [Dobson
2002] to generate χλ. To date no vdW calculations have been performed in
this way, however.

30.8.5 Is the ACFD Energy Insensitive to fxc in Layered
and Striated Systems having Zero Bandgap?

Perhaps the most surprising vdW results discussed above were the non-
standard power laws described in Sect. 30.5 for the interaction energy of
layered and striated systems that have no energy gap between occupied and
unoccupied KS orbitals. The asymptotic (D → ∞) vdW attraction in these
cases is dominated by excitations with low-wavenumber (q ∼ D−1 → 0).
At these wavenumbers the Coulomb potential is vee = 2πe2 exp(−qD)/q (for
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sheet geometry) or vee ≈ −2e2 ln q (for tube or wire geometry), i.e., it is diver-
gent as q → 0. Provided that the kernel fxc is spatially short-ranged, fxc(q)
does not diverge as q → 0 and so may be neglected in these non-overlapping
geometries, compared with the bare Coulomb term λvee in (30.14). Limited
testing in the layered jellium case [Dobson 2000a, Jung 2004] found that
fxc has little effect on the energy-versus separation curves, even near the
overlapped equilibrium spacing, suggesting that perhaps low-q excitations
are still important even at small spatial separations. It should be stressed
that in other cases such as prediction of the vdW attraction between dis-
tant atoms from (30.2), it is essential to include fxc: atomic respose functions
can be significantly under-estimated in the RPA. Also, in finite-gapped sys-
tems (semiconductors and insulators), highly nonlocal kernels may be needed
[Reining 2002] to reproduce dielectric behavior correctly: this is not relevant
to the zero-gapped systems of Sect. 30.5, however.

30.9 Density-based Approximations
for the Response Functions in ACFD vdW Theory

Recently it has become possible to evaluate nonlocal TDDFT response func-
tions and the corresponding ACFD energy for inhomogeneous systems, both
in the asymptotic and the overlapped vdW regimes. In simple layered (jel-
lium slab) geometry, this type of calculation is now numerically tractable
for vdW energetics, without essential approximations except for the choice
of fxc [Dobson 1999, Dobson 2004, Jung 2004]. This has led to the provi-
sion of benchmarks quantifying successes and failures of the LDA, and of
other approximate theories, for these systems, at all separations of the slabs.
ACFD calculations for large systems with full three-dimensional inhomogene-
ity remain near the limit of computational feasibility, but some results are
starting to appear [Fuchs 2002, Miyake 2002, Furche 2001c, Marini 2006]. If
this approach is to be widely used, it will be necessary to find some suit-
able approximations that retain the seamless vdW character of the energy
functional. These are discussed in Sect. 30.9.2 below.

30.9.1 Density-Based Approximations
for the Non-Overlapping Regime

Consider first the result (30.3) relating to non-ovelapping systems, in which
the long-ranged effects of v12

ee in (30.14) have already been taken into account
via perturbation theory. The remaining response functions α1(r1, r1

′, iu) and
α2(r2, r2

′, iu) can be approximated in a local fashion based on the local
fragment density, without losing the vdW tail. This leads to an approximation
to the second-order vdW energy of two small systems by a functional of their
individual groundstate electron densities n1(r1), n2(r2):
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E(2) ≈ − 3�e

2(4π)3/2m1/2

∫

1

d3r1

∫

2

d3r2
1
r6
12

√
n1n2√

n1 +
√
n2

. (30.20)

Equation (30.20) is a highly nonlocal functional of the groundstate electron
density n. It was first obtained [Andersson 1996], by considering some as-
ymptotics, starting from a semi-empirical plasmon-motivated form due to
Ashcroft and Rapcewicz [Rapcewicz 1991]. Independently, (30.20) was de-
rived straightforwardly [Dobson 1996] by a constrained local approximation
for the response functions in (30.3). In practice, (30.20) gives answers some-
times greatly too large because of the contributions from the tails of the
atomic densities, and it requires a cutoff in the spatial integrations, based on
gradients of n and described in detail in Andersson et al. [Andersson 1996].
The answers are sensitive to this cutoff, but do provide results for C6 that are
mostly quite good for distant atom-atom interactions, and err in the worst
cases by about a factor of 2. Given the relatively poor performance of the
RPA and ALDA for atomic polarizabilities via (30.4) based on an LDA KS
potential, this kind of error does not look so bad. However, one must also
note the very simple and rather successful formulas in the chemistry litera-
ture [Atkins 1997], involving the electron affinity and based loosely on the
arguments given in Sect. 30.2.1 above.

Another approach [Dobson 2000b, Dinte 2004] allows one to avoid a cut-
off by using an exact “force theorem” to constrain model response functions
in (30.3). With the simplest (fully local) model polarizability, this approach
obtained correct trends but was inferior to the cutoff approach described
above. Better results may result from a less local ansatz for the polarizabili-
ties.

30.9.2 “Seamless” Density-Based vdW Approximations Valid
into the Overlapped Regime

Within the ACFD, the essential nonlocality of the vdW energy arises from the
long range of the electron-electron interaction vee in the Dyson-like screening
equation (30.14). This fact is the key to obtaining approximations that do
not suppress the tail of the vdW interaction.The approach of Dobson and
Wang [Dobson 1994b, Dobson 1999] to the general case, including overlap,
is to evaluate the ACFD energy by approximating the “bare” (Kohn-Sham)
response χKS in the screening equation (30.14), using the groundstate density
as input. The screening equation (30.14) is still solved numerically with reten-
tion of the long-ranged character of the electron-electron interaction vee. Care
has to be taken to conserve charge, and to ensure that the approximate χKS

does not introduce unphysical flow of electrons from one subsystem to the
other, in the non-overlapping limit. This approach was tested successfully
[Dobson 1999, Dobson 2000a] for the vdW interaction of a pair of jellium
slabs. Here comparison could be made with an accurate numerical solution
of the full ACFD equations at all separations from the overlapping contact
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situation out to the asymptotic non-overlapping vdW regime. The correct
vdW-RPA interaction was obtained at large separations where the usual
LDA/GGA produces no interaction at all, and the RPA energies near the
equilibrium separation were reproduced somewhat better than in the LDA.
The tests were subsequently extended [Dobson 2000a] to the inclusion of a
local fxc which turned out to make a negligible difference in the cases studied.
This type of approach has not yet been tried in other geometries.

A promising path to seamless theories is the separation of the bare
electron-electron interaction into short-ranged and long-ranged parts, vee =
vsr
ee + vlr

ee, with different approximations made in treating vsr
ee and vlr

ee [Stoll
1985, Savin 1991, Savin 1988, Pollet 2002, Angyan 2005]. Kohn, Meir and
Makarov [Kohn 1998] gave a systematic way to do this within the ACDF ap-
proach, but it seems that so far no corresponding seamless energy calculations
have appeared.

A series of approximations to the ACFD have been proposed by a group
based at Chalmers and Rutgers Universities. First, for layered jellium systems
(with only one-dimensional inhomogeneity), aproximations were developed
[Rydberg 2000] to simplify the numerical solution of the screening equa-
tion (30.14). Then, in order to deal with layered systems beyond the jel-
lium model, approximations were developed for the susceptibility that took
into account the non-jellium nature of the layers. This was achieved by con-
straining an approximate density response function to reproduce the static
polarizability of each layer, to an electric field perpendicular to the layer, ob-
tained from a groundstate LDA/GGA calculation [Rydberg 2000, Hult 1999,
Rydberg 2003b]. Recently this type of approach has been extended to more
general geometries [Dion 2004, Langreth 2005, Schroder 2003]. A good fea-
ture of this approach is that it treats overlapped cases while also providing
a vdW energy “tail” of classic R−6 form

E ≈ −
∫

d3rA

∫
d3rB f(nA(rA),∇nA(rA);nB(r B),∇nB(rB)) |rA − rB |−6

(30.21)
for separated subsystems A and B. These seamless theories are promising for
weakly bonded finite molecules and small clusters, giving a natural “satu-
ration” of the R−6 van der Waals energy contributions at shorter distances,
a long-anticipated goal [Wu 2002]. Low-order perturbation theory also sup-
ports (30.21).

On the other hand, one version of the Chalmers/Rutgers approach gives
results close to the LDA for the near-equilibrium energetics of graphite
[Rydberg 2003b], and the LDA result is now widely believed to be ques-
tionable (see Sect. 30.5 above). A later version [Dion 2004] gives a larger
graphite binding, intermediate between the two rather divergent experimen-
tal numbers [Zacharia 2004, Benedict 1998c]. Furthermore, the asymptotic
form (30.21) is known to be incorrect for layered and striated metallic and
semimetallic systems at large separations (see Sect. 30.5 above). It remains to
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be seen how important this discrepancy is in practice: the question can be an-
swered (for example) by numerically exact ACDF calculations currently un-
derway for “stretched” layered semi-metallic (graphitic) systems. If this con-
sideration does turn out to be important, then it seems unlikely that a single
theory dependent only on the local density and its gradient can be adequate.
For example, the Dobson-Wang approach [Dobson 1999, Dobson 2000a] ob-
tains correct asymptotics for thin metals, but its behaviour has not yet been
explored for insulators. The Chalmers/Rutgers approach is appropriate for
small systems, semiconductors and insulators, but does not obtain the correct
asymptotics for layered and striated metals or semi-metals. It seems that a
general theory may have to take into account at least some qualitative data
on the states near the (possibly zero) bandgap that determine the metallic
or semi-metallic properties of the system. These details of the electronic en-
ergy bandstructure are presumably reflected in the groundstate density, but
only in rather subtle ways. This area of research is still very much open.
One possible approach [Dobson 2005a] is to use an existing vdW-corrected
LDA energy formalism, with a further ACFD/TDDFT correction only for
the long-wavelength components of the response.

30.10 Summary

The prediction of vdW energetics is still a controversial area, especially for
large highly anisotropic “soft” systems with small or zero energy gaps. Even
for such “difficult” systems the adiabatic connection fluctuation dissipation
(ACFD) approach, based on various TDDFT approximations for the density-
density response χ, appears to be very promising. Unfortunately even the
RPA (fxc = 0) theory, applied without further approximations, leads to en-
ergy calculations at the edge of current computational capabilities. Approx-
imation schemes are becoming available, but so far none is confirmed to be
valid in all the known limits. ACFD calculations via inclusion of exchange-
correlation kernels fxc have so far received only very limited testing. This has
been done for small dimers near their equilibrium spacing, for more general
small systems at large separations, and for large layered systems in planar
(jellium) geometry. There are difficult issues in all these cases. Ultimately,
when these issues have been resolved, TDDFT can be expected to be an
important aspect of accurate calculations of the delicate energetics of vdW
systems.



31 Kohn-Sham Master Equation Approach
to Transport Through Single Molecules

R. Gebauer, K. Burke, and R. Car

31.1 Introduction

In recent years it has become possible to study experimentally charge trans-
port through single molecules [Nitzan 2003]. Typically, the devices in which
such experiments can be realized consist of metal-molecule-metal junctions,
where two metallic leads are connected by some molecule. Such junctions are
expected to be at the basis of future molecular-based electronic devices. But
apart from technological applications, these experiments can also be taken as
a basis for understanding electron tunneling in general.

The theoretical modeling of molecular transport, however, is a very chal-
lenging task: On one hand, it is intuitively clear that the conduction prop-
erties of a molecular junction will crucially depend on details of the chemi-
cal bonding, particularly at the interface between the metal electrodes and
the molecule. Such properties are routinely studied using methods based
on density-functional theory (DFT) [Hohenberg 1964]. On the other hand,
ground-state theories like DFT cannot be directly applied to systems with a
finite current, because such devices are out of equilibrium.

A standard methodology that allows to calculate transport properties
from first principles is based on non-equilibrium Green’s functions (NEGF)
[Keldysh 1965]. In this framework, which is today adopted for almost all
calculations in this field, the current is obtained by solving an elastic scat-
tering problem with open boundaries through which electrons are injected
from the leads. The NEGF formalism is often used together with DFT in
order to achieve chemical accuracy also in systems containing several tens to
hundreds of atoms. The NEGF method is explained in detail in Chap. 32 of
this book.

Here we present an alternative formulation that can be seen as a gen-
eralization of the Boltzmann transport equation (BTE) [Ashcroft 1976] to
the fully quantum mechanical case. The BTE is a very successful approach
to study transport in non-equilibrium systems. In contrast to NEGF for-
malisms, where energy-dependent scattering problems are solved, the BTE
is formulated in the time-domain: Electrons are accelerated by an external
driving force (an electric field, for instance), and the energy which is injected
in this way into the system is dissipated by inelastic scattering events. The
interplay between acceleration and dissipation leads to a steady state in which

R. Gebauer et al.: Kohn-Sham Master Equation Approach to Transport Through Single Mole-
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a finite, time-independent current flows through the system. The BTE is a
semi-classical theory that is formulated in terms of wave packets whose di-
mensions in space are typically of the order of several tens of nanometers. It
is therefore clear that the BTE cannot be used to study molecular junctions
where chemical details on the atomistic scale need to be taken correctly into
account.

In this chapter we show how it is possible to generalize the Boltzmann
approach to quantum systems at the nanoscale, and how transport can be
treated as a time-dependent problem in this framework.

31.2 Modeling a Molecular Junction

The first step towards a computational treatment of electron transport
through single molecules is the choice of a suitable model geometry in which
the calculations are performed. Experimentally the nanojunctions are placed
between two metallic contacts. Such contacts can be for example the tip of a
scanning tunneling microscope (STM), or a metallic surface on which a mole-
cular layer is assembled. Those metallic contacts are then connected via the
leads to an external power source, e.g., to a battery. In standard NEGF calcu-
lations, this setup is modeled using open boundary conditions in the contacts,
and the leads outside the computational box on both sides of the molecule
are considered semi-infinite, as shown in the upper panel of Fig. 31.1.

31.2.1 Periodic Boundary Conditions

In contrast to the usual approach, we model the molecular junction using a so-
called ring geometry: the molecule together with a finite piece of the metallic
contacts is repeated periodically. This setup, which represents a closed circuit
in which no electrons can be exchanged with the exterior, is shown in the
middle and lower panel of Fig. 31.1.

In order to induce an electrical current in this ring, one needs to apply an
external electromotive force. In our calculations we use a spatially constant
electric field E to accelerate the electrons. Often such a field is represented
using a scalar potential vE(r) = −E · r. This choice, called position gauge,
is however impossible in a ring geometry with periodic boundary conditions,
because the r-operator is not periodic and not bounded from below. Instead,
we represent E using a time-dependent vector potential A(t) = −cEt that is,
like the electric field, uniform in space and therefore compatible with periodic
boundary consitions. The price to pay for the use of this so-called velocity
gauge is that the Hamiltonian now becomes explicitly time-dependent. In our
framework this is not a problem, because we aim at a kinetic approach in the
spirit of the BTE, in which the quantum system is propagated in time until
it reaches a steady state.
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B

Fig. 31.1. Upper panel : Molecular junction with semi-infinite leads and open
boundary conditions. Middle panel : Periodic geometry where the molecule and a
piece of metal is repeated periodically. This can also be imagined as a ring geometry
(lower panel). The electric field in the ring is induced by a magnetic flux inside the
ring. The dashed boxes represent the computational cells with open and closed
boundary conditions, respectively

One way to visualize the origin of the vector potential A(t) is by imagining
a magnetic field in the center of the ring (but outside the material itself), as
schematically shown in Fig. 31.1. If that field increases with time, then an
electric field is induced that accelerates the electrons in the ring.

One obvious problem arising from this choice of gauge is that A(t) is
not bounded, and as the vector potential increases indefinitely, the Hamil-
tonian becomes singular. We avoid this by performing gauge transformations
in regular intervals, as explained in Sect. 31.4.

31.2.2 The Role of Dissipation

The external electric field that is applied to the ring accelerates the electrons.
In a system through which a finite current is flowing, this means that energy
is injected and that the electrons are driven away from equilibrium. They will
however not settle in a steady state with constant current flowing through
the junction, but continue to be accelerated and gain more and more energy.
This situation does not correspond to the physics we want to model: In the
experimental setup a finite voltage applied to the molecule generally results
in a constant current flowing through the junction.
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The missing element in our model is therefore a way to dissipate energy.
In the BTE dissipation is described using a collision term that accounts for
the scattering of wavepackets with phonons, impurities or other electrons. In
the case of transport through a molecule, the situation is slightly different
than in this semiclassical case. The small size of the molecules allows for a
quasi ballistic transport on the lengthscale of the junction. It is therefore
often a good approximation to neglect scattering in the junction itself.

The situation is different for the metallic contacts. These regions of the
device are of mesoscopic, or even macroscopic, size. Here dissipation, mainly
by phonons, can generally not be neglected, and as we have seen above this
dissipation is crucial to establish a steady state with a finite and constant
current. In open boundary methods like the NEGF approach, all these effects
far away from the molecule are treated implicitly. One introduces two different
quasi-Fermi levels to the left and the right side of the junction, and these
effectively contain all the scattering and thermalization processes happening
in the large contacts.

In our model we contain only a part of the metallic leads in the simulation
cell, and this small metal region must account for all the dissipative effects
needed to reach steady state. Since practical computations limit the size of
the simulation cell, one can treat in practice only metal regions much smaller
than the electronic mean free paths that would be required for thermalization.
Computationally, one applies therefore a much stronger dissipation inside
small metal contacts than what would be given by a realistic electron-phonon
coupling strength. In this way, one can achieve thermalization and steady
state with relatively small computational cells.

31.3 Master Equations

As discussed above, dissipation is a crucial ingredient for our quantum kinetic
approach. One can consider that the system (the electrons in our case) is in
contact with a heat bath (the phonons), that allows energy transfer between
the system and its environment and tends to bring the system towards ther-
mal equilibrium at a given bath temperature T . From that point of view it is
clear that the electrons cannot be described simply by wavefunctions: At fi-
nite T the equilibrium is given by a statistical average of electronic eigenstates
with different energies. Such statistical averages are commonly described us-
ing density matrices. Let ρ̂ be the density matrix of our electronic system,
then we have in equilibrium

ρ̂eq =
∑

i

n0
i |i〉〈i| , (31.1)

where |i〉 are the eigenstates of the system and n0
i are thermal occupation

numbers.
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31.3.1 Master Equation

If an external bias is applied to the electrons, then ρ̂ is driven away from ρ̂eq.
The dynamics followed by the density matrix is given by the master equation,
which in our case has the form

d
dt

ˆ̄ρ(t) = −i
[
Ĥ(t), ˆ̄ρ(t)

]
+ C̆

[
ˆ̄ρ(t)

]
. (31.2)

Here, Ĥ(t) contains the external electric field, and the collision term C̆[· · · ]
describes the inelastic scattering with the heat bath. Equation (31.2) with
only the first term on the r.h.s. corresponds simply to the time-dependent
Schrödinger equation, written for density matrices rather than wavefunctions.

The collision term, which tends to bring the system to its thermal equi-
librium, induces transitions between eigenstates of the system. An electron
that is placed initially in an excited eigenstate remains there forever if no in-
teraction with the bath is present. With the term C̆[ ˆ̄ρ] however, there will be
a finite probability for the electron to lose energy and go towards a lower un-
occupied eigenstate. These transitions between eigenstates are incorporated
using Fermi’s golden rule that determines which transitions are energetically
allowed in presence of a phonon with a given frequency. Because Fermi’s
golden rule relies implicitly on an averaging procedure in time (all energeti-
cally forbidden transitions are oscillatory and average therefore to zero), also
the action of C̆[· · · ] implies such an averaging. We indicate this fact using a
bar for the averaged ˆ̄ρ(t) in (31.2).

The derivation of an explicit form for the collision term relies on two ma-
jor approximations. The first is to assume that the interaction between the
electrons and the bath is weak and that one can therefore apply perturbation
theory. This approximation is usually a very good one, the electron-phonon
interaction, for example, can indeed be very well described using a perturba-
tive approach. The second approximation, which is often much more delicate,
is the so-called Markov approximation. One assumes that the heat bath is
always in thermal equilibrium and that all interactions with the bath are
instantaneous processes. In this way the dynamics of the system at time t is
only given by its state ρ̂(t) at the same time, and not by its history. This ap-
proximation is of course closely related to the use of time-averaging in C̆[ ˆ̄ρ(t)]
and the application of Fermi’s golden rule, as discussed above.

Using these approximations, an explicit form of the collision term is de-
rived in many textbooks [Louisell 1973, Cohen-Tannoudji 1992]. Here we only
state the result, which can be cast in the form

C̆
[
ˆ̄ρ(t)

]
= −

∑

l,m

γlm

{
L̂mlL̂lm ˆ̄ρ(t) + ˆ̄ρ(t)L̂mlL̂lm − 2L̂lm ˆ̄ρ(t)L̂ml

}
. (31.3)

Here the L̂ij are operators representing an electronic transition from
eigenstate |j〉 to |i〉 : L̂ij = |i〉〈j|. The numbers γij define the strength of
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the coupling to the bath for each possible electronic transition. They are
given by

γij =






∣∣∣〈i|V̂e−ph|j〉
∣∣∣
2

[n̄(εj − εi) + 1] εi < εj
∣∣∣〈i|V̂e−ph|j〉

∣∣∣
2

[n̄(εi − εj)] εi > εj

. (31.4)

Ve−ph is the electron-phonon interaction potential, εi, εj are the energies
of the electronic eigenstates |i〉 and |j〉, respectively, and n̄(ω) is the thermal
mean occupation number of phonons with energy ω: n̄(ω) = 1/(eω/kT −1). It
is important to note that in (31.4) the probability of an electronic transition
downwards in energy is higher than the probability for a jump upwards. This
symmetry breaking is a true quantum effect: Induced emission and absorption
of phonons have the same probability, but an electron can also jump to a
lower energy level by spontaneous emission of a phonon. These spontaneous
emission processes are the origin of the breaking of symmetry, and allow the
system to reach thermal equilibrium.

As already mentioned in Sect. 31.2.2, we limit our V̂e−ph to the metal
region of the ring. Moreover, we increase the coupling constants γij by an
overall factor γ0 that can vary from roughly 100 to 1000. This allows us to
reach a steady state using a relatively small metallic region.

31.3.2 TDDFT and a KS Master Equation

In order to carry out realistic calculations, the scheme set up in the previous
sections needs to be made computationally tractable. The computational cell
typically contains hundreds to thousands of electrons, and it is of course
impossible to work in terms of the exact many-particle wavefunctions or
density matrices.

It is possible to describe the dissipative many-electron system, evolving
under the master equation (31.2) using a generalization of DFT to dissipa-
tive systems [Burke 2005b]. In the same way as in standard DFT one can
prove that the potential is uniquely determined (up to an arbitrary addi-
tional constant) by the charge density n(r), it is possible to show that for
a dissipative quantum system no two different one-body potentials can give
rise to the same time-dependent density n(r, t), given the superoperator C̆ in
(31.2) and an initial density matrix ρ̂(0). This theorem establishes a DFT for
quantum systems evolving under a master equation. For the use in practical
calculations one constructs a corresponding KS system. In that system of
non-interacting electrons, the one-body potential vKS[n, ρ̂KS(0), C̆] is defined
such that it yields the exact density n(r, t) of the interacting system.

Defined in this way, the KS system has certain pathologies. The superop-
erator in the many-body master equation is guaranteed to vanish only on the
many-body equilibrium density matrix, but not necessarily on the equlibrium
KS density matrix. To avoid this problem, we modify the master equation
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by introducing a KS form of the superoperator C̆ in terms of the single par-
ticle reduced density matrix ρ̂KS(t). To this end, we define the single-particle
potential vKS(T )(r) as the KS potential in the Mermin functional at tempera-
ture T , i.e., the potential that, when thermally occupied with non-interacting
electrons, reproduces the exact density at thermal equilibrium. The KS states
|α〉 defined in this way (which we designate with Greek letters to distinguish
them from the many particle eigenstates |i〉 above) are used as a basis for the
density matrix:

ˆ̄ρKS(t) =
∑

α,β

fαβ(t)|α〉〈β| . (31.5)

To find the KS master equation itself, we reduce the many-body (31.2)
to a single-particle form by tracing out all other degrees of freedom, and
use a Hartree-style approximation for the two-particle correlation functions
appearing in the collision term. In this way we find for the coefficients fαβ in
(31.5):

d
dt

fαβ = −i
∑

λ

(Hαλfλβ − fαλHλβ) + (δαβ − fαβ)
∑

λ

1
2

(γαλ + γβλ) fλλ

− fαβ

∑

λ

1
2

(γλα + γλβ) (1 − fλλ) . (31.6)

Equation (31.6) is the final form for the master equation used in our
calculations. It can be viewed as a generalization of the BTE to the full
quantum case, as it is formulated in terms of the density matrix rather than in
terms of wavepackets. The first term in the r.h.s. represents the Hamiltonian
propagation. The Hαβ are the matrix elements of the time-dependent KS
Hamiltonian in the basis of the unperturbed orbitals. The second and third
terms in the r.h.s. represent the collision terms. One can verify that (31.6)
satisfies a series of important properties for a master equation: The trace of
ρ̂ is invariant, guaranteeing a constant number of electrons in the system.
Furthermore, ρ̂ stays Hermitian during the time propagation and, in the
absence of external perturbations, tends to the Fermi-Dirac distribution as
its thermal equilibrium state. Finally, one can show that the collision terms
act to reduce the off-diagonal elements fαβ while pushing the system towards
equilibrium.

31.4 Practical Aspects

31.4.1 Time Propagation

The complete single particle density matrix ρ̂ has the dimension (Nocc +
Nunoc) × (Nocc + Nunocc) = M × M , where M is the size of the basis set
and Nocc, Nunocc are the number of occupied and unoccupied KS states,
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respectively. In practice, it is often impossible to treat the full M×M matrix
in the master equation (31.6). In such cases, the computational load can be
significantly reduced by explicitly including only the basis states |α〉 within
a given energy window around the Fermi energy. All states with an energy
below this range are considered occupied, all higher lying states are neglected.
In this way the time propagation can be carried out even in systems where
a large basis set (like, e.g., plane waves) is used to describe the ground state
electronic structure.

In practice, the time integration in (31.6) is carried out in the following
way: From a given time t the density matrix is propagated for a finite period
τE using only the Hamiltonian propagator with the time-dependent vector
potential, corresponding to the first term in the r.h.s. of (31.6). Let us choose
the x-direction along the circumference of the ring, and assume that the
unit cell is of size L in this direction. The electric field E = Eex is then
also directed along ex, and we can choose τE = 2π/(EL). In this case, the
vector potential changes in that period from A(t) to A(t) − 2πcex/L. At
this point, is is possible to perform a gauge transformation by adding to the
vector potential 2πcex/L and at the same time multiplying all electronic
wavefunctions with a phase factor exp(−i2πx/L). These phase factors are
compatible with periodic boundary conditions. In this way one avoids a vector
potential that increases indefinitely. After the Hamiltonian time propagation
plus gauge transformation, the density matrix is propagated for the same
time interval τE using the collision term only, corresponding to the second
and third terms in the r.h.s. of (31.6). After this procedure one obtains the
density matrix ρ̄(t + τE). In the limit L → ∞, the time τE tends to zero,
and this integration procedure converges to the exact solution of the master
equation.

31.4.2 Calculating Currents

One important quantity to calculate in this kinetic scheme is of course the
current, as it is the central quantity characterizing transport through the
molecule. The current j(r, t) must satisfy the current continuity equation

d
dt

n(r, t) + ∇ · j(r, t) = 0 , (31.7)

which translates the fact that charges are locally conserved [n(r, t) is the
charge density]. It is well known that the Hamiltonian propagation does sat-
isfy (31.7), if the current is defined as

jH(r, t) = Tr
[
ˆ̄ρ(t)Ĵ(r)

]
, (31.8a)

Ĵ(r) =
1
2
{[p̂ + A(t)/c] δ(r − r̂) + δ(r − r̂) [p̂ + A(t)/c]} . (31.8b)

In the case of our master dynamics however, the current jH defined in
this way does not satisfy the continuity equation. The reason for this is again
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the time-averaging procedure that underlies the collision term C̆[ ˆ̄ρ] that we
mentioned above in Sect. 31.3. As explained there, the use of Fermi’s golden
rule in our scheme implies performing time integrals over many oscillations
of electronic transitions. Mapping this time-dependent process on an instan-
taneous scattering event amounts to neglecting all electronic currents that
flow during that time, and, as a consequence, the continuity equation is not
satisfied.

It is possible to recover the missing term of the current that origi-
nates from the interaction with the bath. This term, which we call colli-
sion or dissipative current jC(r, t) restores the local charge conservation, and
the total physical current (which is measuread in experiments) is the sum
j(r, t) = jH(r, t) + jC(r, t). An explicit form for the dissipative current is
given elsewhere [Gebauer 2004a].

31.5 Results

This quantum kinetic scheme has been used for both realistic and model
calculations, which we will briefly outline in the following.

31.5.1 Model Calculation

To illustrate our methodology, we consider in the following a one-dimensional
test system consisting of a double-barrier resonant tunneling structure (DBRTS)
[Gebauer 2004b]. We treat electron-electron interactions on the Hartree level,
allowing therefore to study the key elements of this scheme only, without dis-
cussing more sophisticated exchange and correlation effects.

The external vext(x) in absence of an applied electric field is shown in the
upper panel on the left of Fig. 31.2. The double barrier constitutes the junc-
tion and is set into a periodically repeated unit cell as shown in the figure.
Outside the barrier region, we assume a carrier density of 4.3×1018 cm−3, and
choose an effective mass of 0.1 me and a dielectric constant of 10. The phonon
density of states D(ω) ∝ ω2, and the electron-phonon couplings γαβ = γ0 for
all states α, β. We choose values of 0.136 meV and of 0.218 meV, respectively,
for γ0, and a temperature of 25.3 K, so that kBT is comparable to the elec-
tronic level spacing at the Fermi energy in our finite system (L = 244 nm).
We solve (31.6) for steady state behavior, i.e. dfαβ/dt = 0, and determine
the Hartree potential self-consistently, for different values of the applied ex-
ternal field E . The total potential acting on the electrons when E corresponds
to peak current is shown in the middle panel on the left of Fig. 31.2. The
total potential includes vext(x), the externally applied bias [represented by
a linearly varying potential vE(x) = −E · x], and the Hartree potential. We
have transformed to the position gauge here only for illustration.

The total potential has the same qualitative behavior found in self-
consistent calculations using open boundary conditions for similar model
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Fig. 31.2. Upper panel : the double-barrier resonant tunneling structure in the
absence of an electric field. Middle panel : total potential at steady state, in pres-
ence of an external electric field. Lower panel : The currents at steady state. Solid
line: total current j(x), long dashed line: collision current jC(x), short dashed line:
Hamiltonian current jH(x). Please note the non-linear scale of the horizontal axis

systems. In our approach, however, the voltage drop across the barrier is
an output of the calculation.

In the lower panel on the left of Fig. 31.2 we plot the expectation values
of current densities j(x), jC(x), and jH(x) corresponding to the electric field
and electron-phonon coupling of the middle panel. In this one-dimensional
system at steady state the continuity equation amounts to dj(x)/dx = 0,
the current must therefore be a constant in space. It can be clearly seen
in Fig. 31.2 that this is not the case for jC or jH separatly, but to a good
approximation for the total physical current j(x).

Let us now discuss the current-voltage (I-V) characteristics of this system.
From a näıve model in which the bands to the left and right of the barrier are
simply shifted rigidly, one obtains the following picture (see also Fig. 31.3):
At low bias no current can flow through the system because the electrons see
a high barrier blocking any transport (left panel in Fig. 31.3). Only once the
bias has reached a threshold value, a localized level between the two barriers
enters in resonance with the incoming electrons and allows for a finite current
flow (right panel). At very large bias, the localized level falls below lower limit
of the occupied bandwidth for the incoming electrons, and current is again
suppressed (lower panel).
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Fig. 31.3. Schematic representation of the transmission behavior of a double-
barrier resonant tunneling structure (see text)
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Fig. 31.4. Calculated I-V characteristics of the double-barrier resonant tunneling
structure

As shown in Fig. 31.4, our calculated I-V characteristics follow the ex-
pected trend. Note that the voltage shown on the horizontal axis is the drop
across the barrier structure, rather than the total voltage drop E · L in the
simulation cell. That voltage is an outcome of the self-consistent calculation,
rather than an input quantity. The dashed vertical lines indicate the voltages
where one would expect current to start respectively stop flowing according
to the above considerations.

From this figure we can clearly see that our kinetic model represents cor-
rectly the non-linear behavior of the current and intriguing quantum effects
like negative differential resistance (NDR) when the current decreases with
increasing applied voltage.
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It is interesting to note that the I-V characteristics show a hysteresis loop,
depending on whether one goes up or down in the applied electromotive force.
This effect is due to the charging of the resonant level at high bias which alters
the effective potential barrier seen by the electrons. This hysteresis loop has
also been found by other calculations [Jensen 1991, Mizuta 1991].

31.5.2 Realistic Simulations

In the following we report calculations on a molecular electronic device to
illustrate further the above concepts. Our circuit consists of a self-assembled
monolayer of benzene dithiolate (BDT) molecules in contact with two gold
electrodes according to the geometrical setup in Fig. 31.5. Here we briefly
mention only a few key computational aspects of these calculations, which
are reported elsewhere [Piccinin 2006].

We adopt the adiabatic generalized gradient approximation (GGA) for
exchange and correlation and use the PBE [Perdew 1996b] form of the
GGA functional. We use norm-conserving pseudopotentials [Troullier 1991]
to model the effect of the atomic nuclei plus frozen core electrons on the
valence electrons and expand the wavefunctions of the latter in plane waves.
Numerically we deal with a discrete set of electronic states calculated at a
finite set of k-points in the Brillouin zone of the periodic supercell. With the
present choice of k-points the average level spacing at the Fermi energy is
around 0.1 eV. As usual in band structure calculations of metallic systems,
the discrete distribution of electronic levels is broadened by convoluting it
with a Fermi-Dirac distribution (with kBT = 0.6 eV in the present calcula-
tion). Given the very small size of our supercell compared to the electronic
mean free-path for inelastic phonon scattering, which in gold at room temper-

Fig. 31.5. (a) Lateral view of the benzene dithiolate (BDT) monolayer between
two Au(111) surfaces. A total of 8 layers are included in the unit cell of the simula-
tion. The dark atoms in the slabs indicate the region where dissipation is applied.
(b) Top view of the BDT monolayer on Au(111): the box indicates the unit cell
used in the simulation
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ature is of a few hundred Ångström, we use a very crude model for the bath.
In particular we neglect inelastic scattering processes in the molecular junc-
tion inside the non-shaded region in Fig. 31.5, since electrons traverse this
region ballistically to a very good approximation. Inelastic processes needed
to thermalize the electrons are confined to the shaded region in Fig. 31.5. To
achieve thermalization in such a small space, we adopt an artificially large
coupling between the electrons and the bath, similar to what is usually done
in non-equilibrium molecular dynamics simulations of classical systems. We
also hold the bath at an unphysically large temperature corresponding to the
adopted broadening of the energy levels. In spite of these very crude approx-
imations dictated by numerical limitations, the calculation reproduces well a
number of the physical features of a real molecular device.

The calculated steady state potential and currents corresponding to an
applied electromotive force of 1 eV are reported in Fig. 31.6 [Gebauer 2005].
The potential shows a small linear drop inside the electrodes, as expected

Fig. 31.6. Top panel: sum of the externally applied potential and the induced
potential at steady state. The externally applied potential is visualized in the posi-
tion gauge (see text). Bottom panel: Hamiltonian current jH(r), quantum collision
current jC(r) and physical current j(r) = jH(r) + jC(r). The electromotive force
is applied along the (111) direction, which is shown in the plot. All quantities are
averaged over planes perpendicular to the (111) direction. The black dots indicate
gold atomic planes. The gray dots indicate BDT atoms
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from Ohm’s law for a wire of finite resistance when a current circulates.
However, most of the potential drop is due to the contact resistance and
correctly occurs across the molecular junction. This drop is not purely lin-
ear but shows a well defined shoulder within the aromatic ring of the BDT
molecules. This reflects the polarization of the ring under the applied bias.
The calculated dc current I is about 3.1 µA per DBT molecule, a value that
compares well with some recent experiments [Xiao 2004]. Our artificial bath
model keeps the distribution of the electrons close to a thermal equilibrium
distribution, mimicking real experimental conditions, where the distribution
of the electrons injected in a molecular device is close to a thermal equi-
librium distribution. Having fixed the strength of the inelastic coupling, the
main factor controlling the I-V characteristics of a molecular device like the
one in Fig. 31.5 is electron transmission through the molecular junction. Some
calculations using an open circuit geometry, which ignore explicit dissipative
effects, give a current I which is rather close to the one that we calculate
here [Ke 2004]. Notice that the quantum collision current, which originates
from inelastic scattering in the shaded regions, is nonzero inside the molec-
ular junction, where it contributes to the observable current density j(r). It
should be noticed, however, that the collision current that we calculate here
is grossly overestimated due to the artificially large electron-bath coupling
required by the small size of our unit cell. Under these circumstances it is
better to approximate the physical current with the term (31.8) alone, ignor-
ing the collision current, as the ensuing violations of continuity are usually
small [Piccinin 2006].

31.6 Comparison with Standard NEGF Treatment

The standard DFT treatments of single-molecule transport [Di Ventra 2000,
Xue 2002] mix ground-state KS density functional theory with the Landauer
formalism. This mixture, while intuitive, qualitatively correct for weak corre-
lation, and non-empirical, is not rigorous. By rigorous, we mean it would yield
the exact answer if the exact ground-state functional were used. It is clear
that the it must fail for, e.g., strong interaction, where Coulomb blockade
effects dominate. (Although, see [Toher 2005] for an example that demon-
strates that common DFT approximations can produce large overestimates
in tunelling currents, within the Landauer formalism.)

Our new formalism is rigorous, in the sense that it is based on a DFT
theorem that does apply to the present situation. If we knew the exact XC
functional for the TDKS Master equation, it would produce the exact answer.
The same is true for the work of Chap. 32. Thus, in the limit as γ → 0, but
keeping γ always finite and the ring large enough to ensure enough scattering
occurs in the metal region such that the electrons do not remember their pre-
vious encounter with the constriction, the two should yield identical results.
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Given the difference in formalisms, it is a major task to compare them to
each other, or either to the standard treatment when XC effects are present.

It is much simpler to make the comparison for weak electric fields, where
Kubo response theory applies, and dissipative effects can be ignored. Re-
cent work, in the linear response regime, has shown that certain XC electric
field effects are missing from the standard treatment [Burke 2005b]. Our
dissipative approach recovers the Kubo response in the limit of weak fields
[Burke 2005b], and so takes these effects into account.

31.7 Conclusions

In conclusion, we have shown how the semiclassical Boltzmann transport
equation can be generalized to treat fully quantum mechanical systems. The
resulting master equation allows one to propagate an electronic system in
time, under the combined influence of an external driving force and dissipa-
tion due to inelastic scattering. We have shown how this general scheme can
be applied to the calculation of transport properties, both in model systems
and in realistic molecular devices. Further applications of this method to
other molecular devices, as well as to electronic conduction through carbon
nanotubes, suspended between gold electrodes, are currently in progress.



32 Time-Dependent Transport Through Single
Molecules: Nonequilibrium Green’s Functions

G. Stefanucci, C.-O. Almbladh, S. Kurth, E.K.U. Gross, A. Rubio,
R. van Leeuwen, N.E. Dahlen, and U. von Barth

32.1 Introduction

The nomenclature quantum transport has been coined for the phenomenon
of electron motion through constrictions of transverse dimensions smaller
than the electron wavelength, e.g., quantum-point contacts, quantum wires,
molecules, etc. To describe transport properties on such a small scale, a quan-
tum theory of transport is required. In this Chapter we focus on quantum
transport problems whose experimental setup is schematically displayed in
Fig. 32.1a. A central region of meso- or nanoscopic size is coupled to two
metallic electrodes which play the role of charge reservoirs. The whole sys-
tem is initially in a well defined equilibrium configuration, described by a
unique temperature and chemical potential (thermodynamic consistency).
No current flows through the junction, the charge density of the electrodes
being perfectly balanced. In the previous Chapter, Gebauer et al. proposed
to join the left and right remote parts of the system so to obtain a ring
geometry, see Fig. 30.1. In their approach the electromotive force is gen-
erated by piercing the ring with a magnetic field that increases linearly in
time. Here, we consider the longitudinal geometry of Fig. 32.1a and describe
an alternative approach. As originally proposed by Cini [Cini 1980], we may
drive the system out of equilibrium by exposing the electrons to an external
time-dependent potential which is local in time and space. For instance, we
may switch on an electric field by putting the system between two capacitor
plates far away from the system boundaries, see Fig. 32.1b. The dynamical
formation of dipole layers screens the potential drop along the electrodes and
the total potential turns out to be uniform in the left and right bulks. Ac-
cordingly, the potential drop is entirely limited to the central region. As the
system size increases, the remote parts are less disturbed by the junction, and
the density inside the electrodes approaches the equilibrium bulk density.

There has been considerable activity to describe transport through these
systems on an ab initio level. Most approaches are based on a self-consistent
procedure first proposed by Lang [Lang 1995]. In this steady-state ap-
proach, based on density functional theory (DFT), exchange and correla-
tion is approximated by the static local density potential, and the charge
density is obtained self-consistently in the presence of the steady current.
However, the original justification involved subtle points such as differ-
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Fig. 32.1. Schematic sketch of the experimental setup described in the main text.
A central region which also includes few layers of the left and right electrodes is
coupled to macroscopically large metallic reservoirs. (a) The system is in equilib-
rium for negative times. (b) At positive times the electrons experience an electric
field generated by two capacitor plates far away from the system boundaries. Dis-
carding retardation effects, the screening of the potential drop in the electrodes is
instantaneous and the total potential turns out to be uniform in the left and right
electrodes separately

ent Fermi levels deep inside the left and right electrodes and the im-
plicit reference of nonlocal perturbations such as tunneling Hamiltonians
within a DFT framework. (For a detailed discussion we refer to [Stefanucci
2004b].) The steady-state DFT approach has been further developed [Derosa
2001, Brandbyge 2002, Xue 2002, Calzolari 2004] and the results have been
most useful for understanding the qualitative behavior of measured current-
voltage characteristics. Quantitatively, however, the theoretical I-V curves
typically differ from the experimental ones by several orders of magni-
tude [Di Ventra 2000]. Several explanations are possible for such a mis-
match: models are not sufficiently refined, parasitic effects in measurements
have been underestimated, the characteristics of the molecule-contact in-
terfaces are not well understood and difficult to address given their atom-
istic complexity. Another theoretical reason for this discrepancy might be
the fact that the transmission functions computed from static DFT have
resonances at the non-interacting Kohn-Sham excitation energies, which
in general do not coincide with the true excitation energies. Furthermore,
different exchange-correlation functionals lead to DFT-currents that vary by
more than an order of magnitude [Krstić 2003].
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On the other hand, excitation energies of interacting systems are acces-
sible via time-dependent TDDFT [Runge 1984, Petersilka 1996a]. In this
theory, the time-dependent density of an interacting system moving in an
external, time-dependent local potential can be calculated via a fictitious sys-
tem of non-interacting electrons moving in a local, effective time-dependent
potential. Therefore, this theory is in principle well suited for the treatment
of nonequilibrium transport problems [Stefanucci 2004a, Stefanucci 2004b].
Below, we combine the Cini scheme with TDDFT and we describe in detail
how TDDFT can be used to calculate the time-dependent current in systems
like the one of Fig. 32.1. The theoretical formulation of an exact theory based
on TDDFT and nonequilibrium Green functions (NEGF) has been developed
in [Stefanucci 2004b] and shortly after used for conductance calculations of
molecular wires [Evers 2004]. A practical scheme to go beyond static calcu-
lations and perform the full time evolution has been recently proposed by
Kurth et al. [Kurth 2005]. The theory was originally developed for systems
initially described by a thermal density matrix. An extension to unbalanced
(out of equilibrium) initial states can be found in [Di Ventra 2004].

Here we also mention that another thermodynamically consistent scheme
has been proposed by Kamenev and Kohn [Kamenev 2001]. They consider a
closed system (ring) and drive it out of equilibrium by switching an exter-
nal vector potential. As the Cini scheme, this approach also overcomes the
problem of having two or more chemical potentials. Since the Kamenev-Kohn
approach uses a vector potential rather than a scalar potential, TD current
DFT (TDCDFT) would be the natural density-functional extension to use.

32.2 An Exact Formulation Based on TDDFT

In quantum transport problems like the one discussed in the previous section,
we are mainly interested in calculating the total current through the junction
rather than the current density in some point of the system. Assuming that
the electrons can leave the region of volume V in Fig. 32.1b only through the
surface S, then the total time-dependent current IS(t) is given by the time
derivative of the total number of particles in volume V. Denoting by n(r, t)
the particle density we have

IS(t) = −e

∫

V
d3r

d
dt

n(r, t) . (32.1)

Runge and Gross have shown that n(r, t) can be computed in a one-particle
manner provided that it falls off rapidly enough for r → ∞ (this theory ap-
plies only to those cases where the external disturbance is local in space).
Therefore, we may calculate n(r, t), and in turn IS(t), by solving a ficti-
tious non-interacting problem described by an effective Hamiltonian ĤKS(t).
The potential vKS(r, t) experienced by the electrons in ĤKS(t) is called the
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Kohn-Sham (KS) potential and it is given by the sum of the external po-
tential, the Coulomb potential of the nuclei, the Hartree potential and the
exchange-correlation potential vxc. The latter accounts for the complicated
many-body effects and is obtained from an exchange-correlation action func-
tional, vxc(r, t) = δAxc[n]/δn(r, t) (as pointed out in [van Leeuwen 1998], the
causality and symmetry properties require that the action functional Axc[n]
is defined on the Keldysh contour – see Chap. 3). Axc is a functional of the
density and of the initial density matrix. In our case, the initial density matrix
is the thermal density matrix which, due to the extension of the Hohenberg-
Kohn theorem [Hohenberg 1964] to finite temperatures [Mermin 1965], is also
a functional of the density.

Without loss of generality we will assume that the external potential
vanishes for times t ≤ 0. The initial equilibrium density is then given by∑

i f(εi)|〈r|ϕi(0)〉|2, where f is the Fermi function. The KS states |ϕi(0)〉
are eigenstates of ĤKS(0) with KS energies εi. For positive times, the time-
dependent density can be calculated by evolving the KS states according to
the Schrödinger equation

i
d
dt

|ϕi(t)〉 = ĤKS(t)|ϕi(t)〉 . (32.2)

Thus,
n(r, t) =

∑

i

f(εi) |〈r|ϕi(t)〉|2 , (32.3)

and the continuity equation, ṅ(r, t) = −∇· jKS(r, t), can be written in terms
of the KS current density

jKS(r, t) = −
∑

i

f(εi)�[ϕ∗
i (r, t)∇ϕi(r, t)] , (32.4)

where ϕi(r, t) = 〈r|ϕi(t)〉 are the time-dependent KS orbitals. Using Gauss
theorem and the continuity equation it is straightforward to obtain

IS(t) = e
∑

i

f(εi)
∫

S

dσ n̂ · �[ϕ∗
i (r, t)∇ϕi(r, t)] , (32.5)

where n̂ is the unit vector perpendicular to the surface element dσ.
The switching on of an electric field excites plasmon oscillations which

dynamically screen the external disturbance. Such metallic screening prevents
any rearrangements of the initial equilibrium bulk density, provided that the
time-dependent perturbation is slowly varying during a typical plasmon time-
scale (which is usually less than a fs). Thus, the KS potential vKS undergoes
a uniform time-dependent shift deep inside the left and right electrodes and
the KS potential drop is entirely limited to the central region.

Let us now consider an electric field constant in time. After the transient
phase, the current will slowly decrease. We expect a very long plateau with
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superimposed oscillations, whose amplitude is inversely proportional to the
system size. As the size of the electrodes increases the amplitude of the os-
cillations decreases and the plateau phase becomes successively longer. The
steady-state current is defined as the current at the plateau for infinitely large
electrodes.

What is the physical mechanism leading to a steady-state current? In
the real system, dissipative effects like electron-electron or electron-phonon
scatterings provide a natural explanation for the damping of the transient
oscillations and the onset of a steady state. However, in the fictitious KS
system the electrons are noninteracting and the damping mechanisms of the
real problem are described by the local potential vxc. We conclude that, for
any non-interacting system having the geometry of Fig. 32.1, there must
be a class of time-dependent local potentials leading to a steady current.
Below, we use the NEGF techniques to study under what circumstances a
steady-state current develops and what is the underlying physical mechanism.
We also show that the steady-current can be expressed in a Landauer-like
formula in terms of fictitious transmission coefficients and one-particle energy
eigenvalues.

32.3 Non-Equilibrium Green Functions

The one-particle scheme of TDDFT corresponds to a fictitious Green func-
tion Ĝ(z, z′) that satisfies a one-particle equation of motion on the Keldysh
contour of Fig. 32.2,

{
i
d
dz

− ĤKS(z)
}
Ĝ(z, z′) = δ(z, z′) . (32.6)

Fig. 32.2. The Keldysh contour γ is an oriented contour with endpoints in 0− and
−iβ, β being the inverse temperature. It constitutes of a forward branch going from
0− to ∞, a backward branch coming back from ∞ to 0+ and a vertical (thermic)
track on the imaginary time axis between 0+ and −iβ. The variables z and z′ run
on γ
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It is convenient to define the projectors Pα =
∫

d3rα |r〉〈r| onto the left
or right electrodes (α = L,R) or the central region (α = C). Although the r
basis is not differentiable, the diagonal and off-diagonal matrix elements of
the kinetic energy remain well defined in a distribution sense. We introduce
the notation

Oαβ ≡ PαÔPβ , (32.7)

where Ô is an arbitrary operator in one-body space. The uncontacted KS
Hamiltonian is Ê ≡ ĤKS, LL +ĤKS, CC +ĤKS, RR while V̂ ≡ ĤKS−Ê accounts
for the contacting part. Since V̂LR = V̂RL = 0, from (32.1)–(32.6) the current
from the α = L,R electrode to the central region is

Iα(t) = e

∫
d3r i

d
dt

〈r|Ĝ<
αα(t, t)|r〉

= e

∫
d3r 〈r|V̂αC Ĝ<

Cα(t, t) − Ĝ<
αC(t, t)V̂Cα|r〉 . (32.8)

We define the one-particle operator Q̂α(t) in the central subregion C as

Q̂α(t) = Ĝ<
Cα(t, t)V̂αC (32.9)

and write the total current in (32.8) as

Iα(t) = 2e �Tr
{
Q̂α(t)

}
, α = L,R , (32.10)

where the symbol “Tr” denotes the trace over a complete set of one-particle
states of C.

For the noninteracting system of TDDFT everything is known once we
know how to propagate the one-electron orbitals in time and how they are
populated before the system is perturbed. The time evolution is fully de-
scribed by the retarded or advanced Green functions ĜR,A, and by the initial
population at zero time, i.e., by Ĝ<(0, 0) = if(ĤKS(0)), where f is the Fermi
distribution function [since ĤKS(0) is a matrix, so is f(ĤKS(0))]. Then, for
any t, t′ > 0 we have [Cini 1980, Stefanucci 2004a, Blandin 1976]

Ĝ<(t, t′) = i ĜR(t, 0)f(ĤKS(0))ĜA(0, t′)

= ĜR(t, 0)Ĝ<(0, 0)ĜA(0, t′) , (32.11)

and hence
Q̂α(t) =

[
ĜR(t, 0)Ĝ<(0, 0)ĜA(0, t)

]

Cα
V̂αC . (32.12)

The above equation is an exact result. For noninteracting electrons, (32.12)
agrees with the formula obtained by Cini [Cini 1980]. Indeed, the derivation
by Cini does not depend on the details of the noninteracting system and
therefore it is also correct for the Kohn-Sham system, which however has the
extra merit of reproducing the exact density. The advantage of this approach
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is that the interaction in the leads and in the conductor are treated on the
same footing via self-consistent calculations on the current-carrying system. It
also allows for detailed studies of how the contacts influence the conductance
properties. We note in passing that (32.12) is also gauge invariant since it does
not change under an overall time-dependent shift of the external potential
which is constant in space. It is also not modified by a simultaneous shift of
the classical electrostatic potential and the chemical potential for t < 0.

Let us now focus on the long-time behavior and work out a simplified ex-
pression. We introduce the uncontacted Green function ĝ which obeys (32.6)
with V̂ = 0, {

i
d
dz

− Ê(z)
}
ĝ(z, z′) = δ(z, z′) . (32.13)

The ĝ can be expressed in terms of the one-body evolution operator Û(t)
which fullfils

i
d
dt

Û(t) = Ê(t)Û(t), with Û(0) = 1̂ . (32.14)

The retarded and advanced components are

ĝR(t, t′) = −Θ( t− t′)Û(t)Û†(t′) (32.15a)

ĝA(t, t′) = Θ(−t + t′)Û(t)Û†(t′) , (32.15b)

while the lesser component ĝ<(t, t′) = iĝR(t, 0)f(Ê(0))ĝA(0, t), since also the
uncontacted system is initially in equilibrium [cf. (32.11)].

We convert the equation of motion for Ĝ into an integral equation

Ĝ(z, z′) = ĝ(z, z′) +
∫

γ

dz̄ ĝ(z, z̄)V̂ Ĝ(z̄, z′) , (32.16)

γ being the Keldysh contour of Fig. 32.2. The TDDFT Green function Ĝ pro-
jected in a subregion α = L,R or C can be described in terms of self-energies
which account for the hopping in and out of the subregion in question. Con-
sidering the central region, the self-energy can be written as

Σ̂(z, z′) =
∑

α=L,R

Σ̂α, Σ̂α(z, z′) = V̂Cα ĝ(z, z′)V̂αC . (32.17)

Equations (32.16)–(32.17) allow to express Q̂α in terms of the projected Green
function onto the central region, Ĝ ≡ ĜCC, and Σ̂. Below we shall make an
extensive use of the Keldysh book-keeping of Chap. 3. After some tedious
algebra one finds
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Q̂α(t) =
∑

β=L,R

[
ĜR · Σ̂<

β ·
(
δβα + ĜA · Σ̂A

α

)]
(t, t)

+
∑

β=L,R

[
ĜR · Σ̂� � ĜM � Σ̂

	
β ·

(
δβα + ĜA · Σ̂A

α

)]
(t, t)

+i
∑

β=L,R

ĜR(t, 0)
[
ĜM � Σ̂

	
β ·

(
δβα + ĜA · Σ̂A

α

)]
(0, t)

+
{
ĜR(t, 0)ĜM(0, 0) − i

[
ĜR · Σ̂� � ĜM

]
(t, 0)

}[
ĜA · Σ̂A

α

]
(0, t) .

(32.18)

Here we briefly explain the notation used. The symbol “·” is used to write∫∞
0

dt̄ f(t̄)g(t̄) as f ·g, while the symbol “�” is used to write
∫ −iβ

0
dτ̄ f(τ̄)g(τ̄) as

f�g. The superscripts “M”, “”, “�” in Green functions or self-energies denote
the Matsubara component (both arguments on the thermal imaginary track),
the Keldysh component with a real first argument and an imaginary second
argument and the Keldysh component with an imaginary first argument and
a real second argument, respectively.

Let us now take both the left and right electrodes infinitely large and
thereafter consider the limit of t → ∞. Then, only the first term on the r.h.s.
of (32.18) does not vanish as both Ĝ and Σ̂ tend to zero when the separation
between their time argument increases. Thus, the long-time limit washes out
the initial effect induced by the conducting term V̂ . Moreover, the asymptotic
current is independent of the initial equilibrium distribution of the central
device. We expect that for small bias the electrons at the bottom of the left
and right conducting bands are not disturbed and the transient process is
exponentially short. On the other hand, for strong bias the transient phase
might decay as a power law, due to possible band-edge singularities.

Using the asymptotic (t, t′ → ∞) relation [Stefanucci 2004a]

Ĝ<(t, t′) =
[
ĜR · Σ̂< · ĜA

]
(t, t′) , (32.19)

we may write the asymptotic time-dependent current as

Iα(t) = 2e �Tr
{[

ĜR · Σ̂<
α

]
(t, t) +

[
Ĝ< · Σ̂A

α

]
(t, t)

}
. (32.20)

Equation (32.20) is valid for interacting devices connected to interacting elec-
trodes, since the noninteracting TDDFT Green function gives the exact den-
sity. It also provides a useful framework for studying the transport in inter-
acting systems from first principles. It can be applied both to the case of a
constant (dc) bias as well as to the case of a time-dependent (e.g., ac) one.
For noninteracting electrons, the Green function Ĝ of TDDFT coincides with
the Green function of the real system and (32.20) agrees with the formula by
Wingreen et al. [Wingreen 1993, Jauho 1994].
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32.4 Steady State

Let us now consider an external potential having a well defined limit when
t → ∞. Taking first the thermodynamic limit of the two electrodes and
afterward the limit t → ∞, we expect that the KS Hamiltonian ĤKS(t)
will globally converge to an asymptotic KS Hamiltonian Ĥ∞

KS, meaning that
limt→∞ Ê(t) = Ê∞ = const. In this case it must exist a unitary operator ¯̂U
such that

lim
t→∞

Û(t) = exp[−iÊ∞t] ¯̂U . (32.21)

Then, in terms of diagonalizing one-body states |ϕ∞
mα〉 of Ê∞

αα with eigenvalues
ε∞mα we have

Σ̂<
α (t, t′) = i

∑

m,m′

e−i[ε∞
mαt−ε∞

m′αt′]V̂Cα|ϕ∞
mα〉〈ϕ∞

mα|f(¯̂E)|ϕ∞
m′α〉〈ϕ∞

m′α|V̂αC ,

(32.22)
where ¯̂E = ¯̂U Ê0 ¯̂U† and Ê0 ≡ Ê(t = 0). For t, t′ → ∞, the left and right
contraction with a nonsingular V̂ causes a perfect destructive interference for
states with |ε∞mα−ε∞m′α| � 1/(t+t′) and hence the restoration of translational
invariance in time

Σ̂<
α (t, t′) = i

∑

m

fmαΓ̂mαe−iε∞
mα(t−t′) , (32.23)

where fmα = 〈ϕ∞
mα|f(¯̂E)|ϕ∞

mα〉 while Γ̂mα = V̂Cα|ϕ∞
mα〉〈ϕ∞

mα|V̂αC.1 The above
dephasing mechanism is the key ingredient for the appearance of a steady
state. Substituting (32.23) into (32.20) we get the steady state current

Iα = −2e
∑

mβ

fmβ

[
Tr
{
ĜR(ε∞mβ)Γ̂mβĜ

A(ε∞mβ)�[Σ̂A
α (ε∞mβ)]

}

+ δβα Tr
{
Γ̂mα�[ĜR(ε∞mα)]

}]
, (32.24)

with ĜR,A(ε) = [ε− Ê∞
CC − Σ̂R,A(ε)]−1. Using the equalities

�[ĜR] =
1
2i

[ĜR − ĜA], [ĜR − ĜA] = [Ĝ> − Ĝ<] , (32.25)

together with

[Ĝ>(ε) − Ĝ<(ε)] = −2πi
∑

mα

δ(ε− ε∞mα)ĜR(ε∞mα)Γ̂mαĜ
A(ε∞mα) (32.26)

and
1 In principle, there may be degeneracies which require a diagonalization to be

performed for states on the energy shell.
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�[Σ̂A
α (ε)] = π

∑

m

δ(ε− ε∞mα)Γ̂mα , (32.27)

the steady-state current in (32.24) can be rewritten in a Landauer-like [Imry
2002] form

JR = −e
∑

m

[fmLTmL − fmRTmR] = −JL . (32.28)

In the above formula TmR =
∑

n T nL
mR and TmL =

∑
n T nR

mL are the TDDFT
transmission coefficients expressed in terms of the quantities

T nβ
mα = 2πδ(ε∞mα − ε∞nβ)Tr

{
ĜR(ε∞mα)Γ̂mαĜ

A(ε∞nβ)Γ̂nβ

}
= T mα

nβ . (32.29)

Despite the formal analogy with the Landauer formula, (32.28) contains
an important conceptual difference, since fmα is not simply given by the
Fermi distribution function. For example, if the induced change in effective
potential varies widely in space deep inside the electrodes, the band structure
¯̂Eαα may be completely different from that of Ê∞

αα. However, if we asymptot-
ically have equilibrium far away from the central region, as we would expect
for electrodes with a macroscopic cross section, the change in effective poten-
tial must be uniform. To leading order in 1/N we then have

Êαα(t) = Ê0
αα + δvα(t) , (32.30)

and Ê∞
αα = Ê0

αα + δvα,∞. Hence, except for corrections which are of lower
order with respect to the system size, ¯̂Eαα = Ê0

αα and

fmα = f(ε∞mα − δvα,∞) . (32.31)

We emphasize that the steady-state current in (32.28) results from a pure
dephasing mechanism in the fictitious noninteracting problem. The damping
effects of scattering are described by Axc and vxc. Furthermore, the current
depends only on the asymptotic value of the KS potential, vKS(r, t → ∞),
provided that (32.30) holds. However, vKS(r, t → ∞) might depend on the
history of the external applied potential and the resulting steady-state current
might be history dependent. In these cases the full time evolution can not
be avoided. In the case of the time-dependent local density approximation
(TDLDA), the exchange-correlation potential vxc depends only locally on the
instantaneous density and has no memory at all. If the density tends to a
constant, so does the KS potential vKS, which again implies that the density
tends to a constant. Owing to the non-linearity of the problem there might
still be more than one steady-state solution or none at all.

32.5 A Practical Implementation Scheme

The total time-dependent current IS(t) can be calculated from the KS or-
bitals according to (32.5). However, before a TDDFT calculation of transport
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can be tackled, a number of technical problems have to be addressed. In par-
ticular, one needs a practical scheme for extracting the set of initial states of
the infinitely large system and for propagating them. Of course, since one can
in practice only deal with finite systems this can only be achieved by apply-
ing the correct boundary conditions. The problem of so-called “transparent
boundary conditions” for the time-dependent Schrödinger equation has been
attacked by many authors. For a recent overview, the reader is referred to
[Moyer 2004] and references therein. Below, we sketch how to compute the
initial extended states and how to propagate them (we refer to [Kurth 2005]
for the explicit implementation of the algorithm).

The KS eigenstate ϕi of the Hamiltonian ĤKS(0) is uniquely specified by
its eigenenergy εi and a label i for the degenerate orbitals of this energy. It
is possible to show that the eigenfunctions of �ĜR

CC(E) can be expressed as
a linear combination of the ϕi projected onto the central region. If we use
Ng grid points to describe the central region, the diagonalization in principle
gives Ng eigenvectors, but only a few have the physical meaning of extended
eigenstates at this energy. It is, however, very easy to identify the physical
states by looking at the eigenvalues: only few eigenvalues are nonvanishing.
The corresponding states are the physical ones. All the other eigenvalues
are zero (or numerically close to zero) and the corresponding states have
no physical meaning. This procedure gives the correct extended eigenstates
in the central region only up to a normalization factor. When diagonalizing
�ĜR

CC(E) with typical library routines, one obtains eigenvectors that are nor-
malized in the central region. Physically this might be incorrect. Therefore,
the normalization has to be fixed separately. This can be done by matching
the wavefunction for the central region to the known form (and normaliza-
tion) of the wavefunction in the macroscopic leads.

Once the initial states have been calculated, we need a suitable algorithm
for propagating them. The explicitly treated region C includes the first few
atomic layers of the left and right electrodes. The boundaries of this region
are chosen in such a way that the density outside C is accurately described by
an equilibrium bulk density. It is convenient to write Êαα(t), with α = L,R,
as the sum of a term Êα which is constant in time and another term V̂α(t)
which is explicitly time-dependent, Êαα(t) = Êα + V̂α(t). In configuration
space V̂α(t) is diagonal at any time t since the KS potential is local in space.
Furthermore, the diagonal elements Vα(r, t) are spatially constant for metallic
electrodes. Thus, V̂α(t) = Vα(t)1̂α and VL(t) − VR(t) is the total potential
drop across the central region. Here 1̂α is the unit operator for region α. We
write ĤKS(t) = Ê(t) + V̂ = ˆ̃H(t) + V̂(t), with V̂(t) = V̂L(t) + V̂R(t). For any
given initial state ϕ(0) = ϕ(0) we calculate ϕ(tm = m∆t) = ϕ(m) by using a
generalized form of the Cayley method

(1̂ + iδ ˆ̃H
(m)

)
1̂ + i δ

2 V̂(m)

1̂ − i δ
2 V̂(m)

ϕ(m+1) = (1̂ − iδ ˆ̃H
(m)

)
1̂ − i δ

2 V̂(m)

1̂ + i δ
2 V̂(m)

ϕ(m) , (32.32)
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with ˆ̃H
(m)

= 1
2 [ ˆ̃H(tm+1) + ˆ̃H(tm)], V̂(m) = 1

2 [V̂(tm+1) + V̂(tm)] and δ =
∆t/2. It should be noted that our propagator is norm conserving (unitary)
and accurate to second-order in δ, as is the Cayley propagator. Denoting by
ϕα the projected wave function onto the region α = R,L,C, we find from
(32.32)

ϕ
(m+1)
C =

1̂ − iδĤ(m)
eff

1̂ + iδĤ(m)
eff

ϕ
(m)
C + S(m) −M (m) . (32.33)

Here, Ĥ(m)
eff is the effective Hamiltonian of the central region:

Ĥ
(m)
eff = Ê(m)

CC − V̂CL
iδ

1̂ + iδÊL

V̂LC − V̂CR
iδ

1̂ + iδÊR

V̂RC , (32.34)

with Ê(m)
CC = 1

2 [ÊCC(tm+1) + ÊCC(tm)]. The source term S(m) describes the
injection of density into the region C. For a wave packet initially localized in
C the projection onto the left and right electrode ϕ

(0)
α vanishes and S(m) = 0

for any m. The memory term M (m) is responsible for the hopping in and out
of the region C. Equation (32.33) is the central result of our algorithm for
solving the time-dependent Schrödinger equation in extended systems.

As an example, we consider a one-dimensional system of noninteracting
electrons at zero temperature where the electrostatic potential vanishes both
in the left and right leads. The electrostatic potential in the central region is
modeled by a double square potential barrier. Initially, all single particle levels
are occupied up to the Fermi energy εF . At t = 0, a bias is switched on in
the leads and the time-evolution of the system is calculated. The numerical
parameters are as follows: the Fermi energy is εF = 0.3 a.u., the bias is
VL = 0.15, 0.25 a.u. and VR = 0, the central region extends from x = −6 to
x = +6 a.u. with equidistant grid points with spacing ∆x = 0.03 a.u. The
electrostatic potential vext(x) = 0.5 a.u. for 5 ≤ |x| ≤ 6 and zero otherwise.
For the second derivative of the wavefunction (kinetic term) we have used a
simple three-point discretization. The energy integral in (32.5) is discretized
with 100 points which amounts to a propagation of 200 states. The time step
for the propagation is ∆t = 10−2 a.u.

In Fig. 32.3 we have plotted the total current at x = 0 as a function of
time for two different ways of applying the bias in the left lead: in one case
the constant bias VL = V0 is switched on suddenly at t = 0, in the other case
the constant V0 is achieved with a smooth switching VL(t) = V0 sin2(ωt) for
0 < t < π/(2ω). As a first feature we notice that a steady state is achieved and
that the steady-state current does not depend on the history of the applied
bias, in agreement with the results obtained in Sect. 32.4. Second, we notice
that the onset of the current is delayed in relation to the switching time t = 0.
This is easily explained by the fact that the perturbation at t = 0 happens
in the leads only, e.g., for |x| > 6 a.u., while we plot the current at x = 0. In
other words, we see the delay time needed for the perturbation to propagate
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Fig. 32.3. Time evolution of the current for a double square potential barrier when
the bias is switched on in two different manners: in one case, the bias VL = V0 is
suddenly switched on at t = 0 while in the other case the same bias is achieved with
a smooth switching VL(t) = V0 sin2(ωt) for 0 < t < π/(2ω). The parameters for the
double barrier and the other numerical parameters are described in the main text

from the leads to the center of our device region. We also note that the higher
the bias the more the current exceeds its steady-state value for small times
after switching on the bias.

32.6 Conclusions

In conclusion, we have described a formally exact, thermodynamically con-
sistent scheme based on TDDFT and NEGF in order to treat the time-
dependent current response of electrode-junction-electrode systems. Among
the advantages, we stress the possibility of including the electron-electron
interaction not only in the central region but also in the electrodes. We
have shown that the steady state develops due to a dephasing mechanism
without any reference to many-body damping and interactions. The damp-
ing mechanism (due to the electron-electron scatterings) of the real prob-
lem is described by vxc. The nonlinear steady-state current can be ex-
pressed in a Landauer-like formula in terms of fictitious transmission coeffi-
cients and one-particle energy eigenvalues. Our scheme is equally applicable
to time-dependent responses and also allows the calculation of the (tran-
sient) current shortly after switching on a driving external field. Clearly,
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its usefulness depends on the quality of the approximate TDDFT function-
als being used. Time-dependent linear response theory for dc-steady state
has been implemented in [Baer 2004] within TDLDA assuming jellium-
like electrodes (mimicked by complex absorbing/emitting potentials). It has
been shown that the dc-conductance changes considerably from the stan-
dard Landauer value. Therefore, a systematic study of the TDDFT function-
als themselves is needed. A step beyond standard adiabatic-approximations
and exchange-only potentials is to resort to many-body schemes like those
used for the characterization of optical properties of semiconductors and
insulators [Marini 2003b, Reining 2002, Tokatly 2001] or like those based
on variational functionals [von Barth 2005]. Another path is to explore in
depth the fact that the true exchange-correlation potential is current depen-
dent [Ullrich 2002b].

We have also shown that the steady-state current depends on the history
only through the asymptotic shape of the effective TDDFT potential vKS pro-
vided that the bias-induced change δvα is uniform deep inside the electrodes.
(This is the anticipated behavior for macroscopic electrodes.) The present
formulation can be easily extended to account for the interaction with lattice
vibrations at a semiclassical level. The inclusion of phonons might give rise to
hysteresis loops due to different transient electronic/geometrical device con-
figurations (e.g., isomerisation or structural modification). This effect will be
more dramatic in the case of ac-driving fields of high frequencies where the
system might not have enough time to respond to the perturbation.
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33 Scattering Amplitudes

A. Wasserman and K. Burke

33.1 Introduction

Electrons are constantly colliding with atoms and molecules: in chemical
reactions, in our atmosphere, in stars, plasmas, in a molecular wire car-
rying a current, or when the tip of a scanning tunneling microscope in-
jects electrons to probe a surface. When the collision occurs at low ener-
gies, the calculations become especially difficult due to correlation effects
between the projectile electron and those of the target. These bound-free
correlations are very important. For example, it is due to bound-free corre-
lations that ultra-slow electrons can break up RNA molecules [Hanel 2003]
causing serious genotoxic damage. The accurate description of correlation
effects when the targets are so complex is a major challenge. Existing
approaches based on wavefunction methods, developed from the birth of
quantum mechanics and perfected since then to reach great sophistication
[Morrison 1983, Burke 1994, Winstead 1996], cannot overcome the exponen-
tial barrier resulting from the many-body Schrödinger equation when the
number of electrons in the target is large. Wavefunction-based methods can
still provide invaluable insights in such complex cases, provided powerful com-
puters and smart tricks are employed (see, e.g., [Grandi 2004] for low-energy
electron scattering from uracil), but a truly ab-initio approach circumventing
the exponential barrier would be most welcome. The purpose of this chapter
is to describe several results relevant to this goal.

Imagine a slow electron approaching an atom or molecule that has N
electrons, and is assumed to be in its ground state, with energy EN

GS. The
asymptotic kinetic energy of the incoming electron is ε, so the whole system
of target plus electron has a total energy of EN

GS + ε. This is an excited
state of the (N +1)-electron system, and, as such, it can be described by the
linear response formalism of TDDFT starting from the ground state of the
(N + 1)-electron system. We will explain how.

The targets we will consider must be able to bind an extra electron. For
example, take the target to be a positive ion, so that the (N + 1)-electron
system, with ground-state energy EN+1

GS , is neutral. Previous chapters in this
book have described how to employ TDDFT to calculate, e.g., excitation
energies corresponding to bound → bound transitions from the ground state.
However, in the scattering situation considered here, the excitation energy is

A. Wasserman and K. Burke: Scattering Amplitudes, Lect. Notes Phys. 706, 493–505 (2006)
DOI 10.1007/3-540-35426-3 33 c© Springer-Verlag Berlin Heidelberg 2006
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known in advance: it is I + ε, where I is the first ionization energy of the
(N + 1)-system, I = EN

GS − EN+1
GS . It is the scattering phase shifts, rather

than the energies, which are of interest in the scattering regime.
The TDDFT approach to scattering that we are about to discuss

[Wasserman 2005b] is very different from wavefunction-based methods, yet
exact in the sense that if the ground-state exchange-correlation potential (vxc)
and time-dependent exchange-correlation kernel (fxc) were known exactly, we
could then (in principle) calculate the exact scattering phase shifts for the
system of N + 1 interacting electrons. Any given approximation to vxc and
fxc leads in turn to definite predictions for the phase shifts. The method
involves the following three steps: (i) Finding the ground-state Kohn-Sham
potential of the (N + 1)-electron system, vN+1

KS (r); (ii) Solving a potential
scattering problem, namely, scattering from vN+1

KS (r); and (iii) Correcting the
Kohn-Sham scattering phase shifts towards the true ones, via linear response
TDDFT.

We start by reviewing those aspects of the linear response formalism of
TDDFT that were introduced in Chap. 1 and will be used in the following sec-
tions. We then derive TDDFT equations for one-dimensional scattering, and
work out in detail two simple examples to show how to calculate transmis-
sion and reflection amplitudes in TDDFT. The discussion is then generalized
to three dimensions, where we explain how the familiar single pole approxi-
mation for bound → bound transitions can be continued to describe bound
→ continuum transitions to get information about scattering states. We end
with a brief summary and outlook.

33.2 Linear Response for the (N + 1)-Electron System

For a thorough treatment, see Chap. 1. Here we only review what will be
needed for the following sections. The central equation of the linear response
formalism of TDDFT is the Dyson-like response equation relating the sus-
ceptibility χN+1(r, r′, ω) of a system of interacting electrons with that of its
ground-state Kohn-Sham analog, χN+1

KS (r, r′, ω) [Petersilka 1996a], see (1.23).
The N + 1 superscript was added in order to emphasize that we are going
to perturb the ground-state of the (N + 1)-electron system, where N is the
number of electrons of the target. In what follows, however, for notational
simplicity, the (N + 1) superscript will be dropped from all quantities. We
write the spin-decomposed susceptibility in the Lehman representation:

χσσ′(r, r′, ω) = lim
η→0+

[
∑

i

Fiσ(r)F ∗
iσ′(r′)

ω −Ωi + iη+
+ c.c.(ω → −ω)

]
, (33.1)

with

Fiσ(r) = 〈ΨGS|n̂σ(r)|Ψi〉 ; n̂σ(r) =
N+1∑

l=1

δ(r − r̂l)δσσ̂l
(33.2)



33 Scattering Amplitudes 495

where ΨGS is the ground state of the (N + 1)-electron system, Ψi its ith

excited state, and n̂σ(r) is the σ-spin density operator. In (33.1), Ωi is the
ΨGS → Ψi transition frequency. The term “c.c.(ω → −ω)” stands for the
complex conjugate of the first term with ω substituted by −ω. The sum
in (33.1) should be understood as a sum over the discrete spectrum and
an integral over the continuum. All excited states (labelled by i) with non-
zero Fiσ(r) contribute to the susceptibility. In particular, the scattering state
discussed in the introduction consisting on a free electron of energy ε and an
N -electron target, contributes too. How to extract from the susceptibility the
scattering information about this single state? The question will be answered
in the following sections, starting in one dimension.

33.3 One Dimension

33.3.1 Transmission Amplitudes from the Susceptibility

Consider large distances, where the (N + 1)-electron ground-state density is
dominated by the decay of the highest occupied Kohn-Sham orbital [Katriel
1980]; the ground-state wavefunction behaves as [Ernzerhof 1996]:

ΨGS −→
x→∞

ψN
GS(x2, . . . , xN+1)

√
n(x)
N + 1

SGS(σ, σ2, . . . , σN+1) (33.3)

where ψN
GS is the ground-state wavefunction of the target, SGS the spin func-

tion of the (N+1)-electron ground-state and n(x) the (N+1)-electron ground-
state density. Similarly, the asymptotic behavior of the ith excited state is:

Ψi −→
x→∞

ψN
it

(x2, . . . , xN+1)
φki

(x)√
N + 1

Si(σ, σ2, . . . , σN+1) , (33.4)

where ψN
it

is an eigenstate of the target (labeled by it), Si is the spin function
of the ith excited state of the (N + 1)−system, and φki

(x) a one-electron
orbital (not to be confused with ϕ, notation reserved for Kohn-Sham orbitals).

The contribution to Fiσ(x) (33.2) from channels where the target is ex-
cited vanishes as x → ∞ due to orthogonality. We therefore focus on elastic
scattering only. Inserting (33.3) and (33.4) into the 1D-version of (33.2), and
taking into account the antisymmetry of both ΨGS and Ψi,

Fiσ(x) −→
x→∞

√
n(x)φki

(x)δ0,it

∑

σ2...σN+1

S∗
GS(σ . . . σN+1)Si(σ . . . σN+1) (33.5)

The susceptibility at large distances is then obtained by inserting (33.5) into
the 1D-version of (33.1):
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χ(x, x′, ω) =
∑

σσ′

χσσ′(x, x′, ω) −→
x,x′→±∞

√
n(x)n(x′)

×
∑

i

φki
(x)φ∗

ki
(x′)

ω −Ωi + iη
δ0,it

δSGS,Si
+ c.c.(ω → −ω) (33.6)

Since only scattering states of the (N + 1)-electron optical potential con-
tribute to the sum in (33.6) at large distances, it becomes an integral over
wavenumbers k =

√
2ε, where ε is the energy of the projectile electron:

∑

i

φki
(x)φ∗

ki
(x′)

ω −Ωi + iη
−→

x,x′→±∞

1
2π

∫ ∞

0[R],[L]

dk
φk(x)φ∗

k(x′)
ω −Ωk + iη

(33.7)

Inthisnotation,thefunctionsφki
are box-normalized, and φki

(x) = φk(x)/
√
L,

where L → ∞ is the length of the box. The transition frequency Ωi = EN+1
i −

EN+1
GS is now simply Ωk = EN

GS + k2/2 − EN+1
GS = k2/2 + I, where I is the

first ionization potential of the (N + 1)-electron system, and EM
GS and EM

i

are the ground and ith excited state energies of the M -electron system. The
subscript “[R],[L]” indicates that the integral is over both orbitals satisfying
right and left boundary conditions:

φ
[R]
[L]

k (x) →
{

e±ikx + r(k)e∓ikx , x → ∓∞
t(k)e±ikx , x → ±∞

. (33.8)

When x → −∞ and x′ = −x the integral of (33.7) is dominated by
a term that oscillates in space with wavenumber 2

√
k2 − 2I and amplitude

given by the transmission amplitude for spin-conserving collisions t(k) at that
wavenumber. Denoting this by χosc, and setting ε = 1

2k
2 we obtain:

t(ε) = lim
x→−∞

[
i
√

2ε√
n(x)n(−x)

χosc(x,−x, ε + I)

]
. (33.9)

Therefore, in order to extract the transmission amplitude t(ε) from the sus-
ceptibility when an electron of energy ε collides with an N -electron target
in one dimension, one should first construct the ground-state density of the
(N + 1)-electron system, perturb it in the far left with frequency I + ε, and
then look at the oscillations of the density change in the far right: the am-
plitude of these oscillations [“amplified” by i

√
2εn(x)−1] is the transmission

amplitude t(ε) (see Fig. 33.1).
The derivation of (33.9) does not depend on the interaction between the

electrons. Therefore, the same formula applies to the Kohn-Sham system:

tKS(ε) = lim
x→−∞

[
i
√

2ε√
n(x)n(−x)

χosc
KS(x,−x, ε + I)

]
. (33.10)

In practice, the Kohn-Sham transmission amplitudes tKS(ε) are obtained
by solving a potential scattering problem, i.e., scattering from the (N + 1)-
electron ground-state KS potential.



33 Scattering Amplitudes 497

Ground−state density 
of N + 1 systemPerturbation

Density change

Fig. 33.1. Cartoon of (33.9). To extract the transmission amplitude for an electron
of energy ε scattering from an N -electron target: apply a perturbation of frequency
ε + I on the far left of the (N + 1)-ground-state system (I is its first ionization
energy), and look at how the density changes oscillate on the far right. Once am-
plified, the amplitude of these oscillations correspond to t(ε). Reproduction from
the roof of the Sistine Chapel, with permission from artist

Illustration of (33.10)

For one electron, the susceptibility is given by [Maitra 2003b]:

χKS(x, x′, ε+ I) =
√

n(x)n(x′) [gKS(x, x′, ε) + g∗KS(x, x′,−ε− 2I)] , (33.11)

where the Green’s function gKS(x, x′, ε) has a Fourier transform satisfying
{
−i

∂

∂t
− 1

2
∂2

∂x2
+ vKS(x)

}
gKS(x, x′, t− t′) = −iδ(x− x′)δ(t− t′) . (33.12)

Let’s find the transmission amplitude for an electron scattering from a double
delta-function well, vext(x) = −Z1δ(x) − Z2δ(x − a). The Green’s function
can be readily obtained in this case as

gKS(x, x′) = g1(x, x′) − Z2g1(x, a)g1(a, x′)
1 + Z2g1(a, a)

, (33.13)

where g1 is the Green’s function for a single delta-function of strength Z1 at
the origin. It is given by [Szabo 1989]:

g1(x, x′) =
1
ik

{
eik|x−x′| − Z1eik(|x|+|x′|)

ik + Z1

}
, (33.14)

with k =
√

2ε. Having constructed χKS explicitly, application of (33.10) yields
the correct answer

tKS =
ik/(Z1 + ik)

1 + Z2g1(a, a)
. (33.15)
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33.3.2 TDDFT Equation for Transmission Amplitudes

The exact amplitudes t(ε) of the many-body problem are formally related to
the tKS(ε) through (33.9), (33.10) and (1.23): the time-dependent response
of the (N +1)-electron ground-state contains the scattering information, and
this is accessible via TDDFT. A potential scattering problem is solved first
for the (N +1)-electron ground-state KS potential, and the scattering ampli-
tudes thus obtained (tKS) are further corrected by fHxc to account for, e.g.,
polarization effects.

Even though (33.9) is impractical as a basis for computations (one can
rarely obtain the susceptibility with the desired accuracy in the asymptotic re-
gions, as we did in the previous example) it leads to practical approximations.
The simplest of such approximations is obtained by iterating (1.23) once, sub-
stituting χ by χKS in the right-hand side of (1.23). This leads through (33.9)
and (33.10) to the following useful distorted-wave-Born-type approximation
for the transmission amplitude:

t(ε) = tKS(ε) +
1

i
√

2ε
〈〈HOMO, ε|f̂Hxc(ε + I)|HOMO, ε〉〉 . (33.16)

In (33.16), and from now on, the double-bracket notation stands for:

〈〈HOMO, ε|f̂Hxc(ε + I)|HOMO, ε〉〉 =
∫

dx
∫

dx′ ϕ∗
HOMO(x)ϕ[L]∗

ε (x)fHxc(x, x′, ε + I)ϕHOMO(x′)ϕ[R]
ε (x′) , (33.17)

where ϕHOMO is the highest-occupied molecular orbital of the (N+1)-electron
system, and ϕ

[R]
ε (x) is the energy-normalized scattering orbital of energy ε

satisfying [R]-boundary conditions (see (33.8)). This is reminiscent of the
single-pole approximation for excitation energies of bound → bound transi-
tions, (1.31). Many other possibilities spring to mind for approximate solu-
tions to (33.9).

33.3.3 A Trivial Example, N = 0

The method outlined above is valid for any number of particles. In particular,
for the trivial case of N = 0 corresponding to potential scattering. Consider
an electron scattering from a negative delta-function of strength Z in one
dimension [Fig. 33.2]. The transmission amplitude as a function of ε is given
by (see Sect. 2.5 of [Griffiths 1995]):

t(ε) =
ik

Z + ik
; k =

√
2ε . (33.18)

How would TDDFT get this answer?: (i) Find the ground-state KS potential
of the (N+1) = 1−electron system. The external potential admits one bound
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ε
0

= −Z 2/2

ε
t ( ε) = ?

Fig. 33.2. Left: cartoon of an electron scattering from a negative delta-function
potential. Right: cartoon of an electron bound to the same potential; the ground-
state density decays exponentially, just as in hydrogenic ions in 3D

state of energy −Z2/2. The ground-state KS potential is given by vKS(x) =
vext(x) + vHxc(x), but vHxc = 0 for one electron, so vKS(x) = vext(x) =
−Zδ(x); (ii) Solve the ground-state KS equations for positive energies, to
find tKS(ε) = ik/(Z + ik). (iii) In this case, fHxc = 0, so χ = χKS, and
t = tKS. Notice that approximations that are not self-interaction corrected
(to guarantee vHxc = 0) would give sizable errors in this simple case.

33.3.4 A Non-Trivial Example, N = 1

Now consider a simple 1D model of an electron scattering from a one-electron
atom of nuclear charge Z (Fig. 33.3) [Rosenthal 1971]:

Ĥ = −1
2

d2

dx2
1

− 1
2

d2

dx2
2

− Zδ(x1) − Zδ(x2) + λδ(x1 − x2) , (33.19)

The two electrons interact via a delta-function repulsion, scaled by λ. With
λ = 0 the ground state density is a simple exponential, analogous to hydro-
genic atoms in 3D.

(i) Exact solution in the weak interaction limit: First, we solve for the
exact transmission amplitudes to first order in λ using the static exchange
method [Bransden 1983]. The total energy must be stationary with respect to
variations of both the bound (φb) and scattering (φs) orbitals that form the
spatial part of the Slater determinant: [φb(x1)φs(x2) ± φb(x2)φs(x1)] /

√
2,

where the upper sign corresponds to the singlet, and the lower sign to the
triplet case. The static-exchange equations are:

[
−1

2
d2

dx2
+ γ|φs,b(x)|2 − Zδ(x)

]
φb,s(x) = µb,sφb,s(x) , (33.20)

where γ = 2λ for the singlet, and 0 for the triplet. Thus the triplet transmis-
sion amplitude is that of a simple δ-function, (33.18). This can be understood
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ε
t ( ε) = ?

Fig. 33.3. Left: cartoon of an electron scattering from 1D-He+. Right: cartoon of
two electrons bound to the delta function in a singlet state

by noting that in the triplet state, the Hartree term exactly cancels the ex-
change (the two electrons only interact when they are at the same place, but
they cannot be at the same place when they have the same spin, from Pauli’s
principle). The results for triplet (ttriplet) and singlet (tsinget) scattering are
therefore:

ttriplet = t0 , t0 ≡ ik
Z + ik

(33.21a)

tsinglet = t0 + 2λt1 , t1 ≡ −ik2

(k − iZ)2(k + iZ)
(33.21b)

(ii) TDDFT solution: We now show, step by step, the TDDFT procedure
yielding the same result, (33.21). The first step is finding the ground-state
KS potential for two electrons bound by the δ-function. The ground-state of
the (N + 1)-electron system (N = 1) is given to O(λ) by:

ΨGS(x1σ1, x2σ2) =
1√
2
ϕGS(x1)ϕGS(x2) [δσ1↑δσ2↓ − δσ1↓δσ2↑] , (33.22)

where the orbital ϕGS(x) satisfies [Lieb 1992, Magyar 2004b]:
[
−1

2
d2

dx2
− Zδ(x) + λ|ϕGS(x)|2

]
ϕGS(x) = µϕGS(x) (33.23)

To first order in λ,

ϕGS(x) =
√
Ze−Z|x| +

λ

8
√
Z

{
2e−3Z|x| + e−Z|x|(4Z|x| − 3)

}
. (33.24)

The bare KS transmission amplitudes tKS(ε) characterize the asymptotic
behavior of the continuum states of vKS(x) = −Zδ(x) + λ|ϕGS(x)|2, and
can be obtained to O(λ) by a distorted-wave Born approximation (see, e.g.,
Sect. 4.1.4 of [Friedrich 1991]):

tKS = t0 + λt1 . (33.25)
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Fig. 33.4. Real and imaginary parts of the KS transmission amplitude tKS, and
of the interacting singlet and triplet amplitudes, for the model system of (33.19).
Z = 2 and λ = 0.5 in this plot. Reprinted with permission from [Wasserman 2005b].
Copyright 2005, American Institute of Physics

The result is plotted in Fig. 33.4, along with the interacting singlet and triplet
transmission amplitudes, (33.21). The quantity λt1 is the error of the ground-
state calculation. The interacting problem cannot be reduced to scattering
from the (N + 1)-KS potential, but this is certainly a good starting point; in
this case, the KS transmission amplitudes are the exact average of the true
singlet and triplet amplitudes [compare (33.25) with (33.21)].

We now apply (33.9) to show that the fHxc-term of (1.23) corrects the
tKS values to their exact singlet and triplet amplitudes. The kernel fHxc is
only needed to O(λ):

fHx, σσ′(x, x′, ω) = λδ(x− x′)(1 − δσσ′) , (33.26)

where the fHxc of (1.23) is given to O(λ) by fHx = fH + fx = 1
4

∑
σσ′ fHx, σσ′

(= 1
2fH here). Equation (33.26) yields:

χ(x, x′, ω) = χKS(x, x′, ω) +
λ

2

∫
dx′′ χKS(x, x′′, ω)χ(x′′, x′, ω) . (33.27)

Since the ground state of the 2-electron system is a spin-singlet, the Kronecker
delta δSGS,Si

in (33.6) implies that only singlet scattering information may be
extracted from χ, whereas information about triplet scattering requires the
magnetic susceptibility M =

∑
σσ′(σσ′)χσσ′ , related to the KS susceptibility

by spin-TDDFT [Petersilka 1996b]:

M(x, x′, ω) = χKS(x, x′, ω) − λ

2

∫
dx′′ χKS(x, x′′, ω)M(x′′, x′, ω) . (33.28)
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For either singlet or triplet case, since the correction to χKS is multiplied
by λ, the leading correction to tKS(ε) is determined by the same quantity,
χ̂

(0)
KS ∗ χ̂

(0)
KS, where χ̂

(0)
KS is the 0th order approximation to the KS susceptibility

[i.e., with vKS(x) = v
(0)
KS(x) = −Zδ(x)]. Its oscillatory part at large distances

[Maitra 2003b] [multiplied by
√

n(x)n(−x)/ik, see (33.9)] is precisely equal
to λt1. We then find through (33.9), (33.27), and (33.28) that

tsinglet = tKS + λt1 , ttriplet = tKS − λt1 , (33.29)

in agreement with (33.21).
The method illustrated in the preceeding example is applicable to any one-

dimensional scattering problem. Equations (33.9) and (1.23) provide a way to
obtain scattering information for an electron that collides with an N -electron
target entirely from the (N + 1)-electron ground-state KS susceptibilty (and
a given approximation to fxc).

33.4 Three Dimensions

33.4.1 Single-Pole Approximation in the Continuum

We have yet to prove an analog of (33.9) for Coulomb repulsion in three
dimensions. But we can use quantum-defect theory [Seaton 1958] to deduce
the result at zero energy. Consider the l = 0 Rydberg series of bound states
converging to the first ionization threshold I of the (N +1)-electron system:

Ei − EGS = I − 1/
[
2(i− µi)2

]
, (33.30)

where µi is the quantum defect of the ith excited state. Let

εi = −1/
[
2(i− µKS, i)2

]
(33.31)

be the KS orbital energies of that series. The true transition frequencies
ωi = Ei − EGS, are related through TDDFT to the KS frequencies ωKS, i =
εi − εHOMO, where εHOMO is the HOMO energy. Within the single-pole
approximation (SPA) [Petersilka 1996a], applicable to Rydberg excitations
according to the criteria of applicability discussed in [Appel 2003]:

ωi = ωKS, i + 2〈〈HOMO, i|f̂Hxc(ωi)|HOMO, i〉〉 (33.32)

Numerical studies [Al-Sharif 1998] suggest that ∆µi = µi − µKS, i is a small
number when i → ∞. Expanding ωi around ∆µi = 0, and using I = −εHOMO,
we find:

ωi = ωKS, i −∆µi/(i− µKS, i)3 . (33.33)

We conclude that, within the SPA,
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Fig. 33.5. s-phase shifts as a function of energy for electron scattering from He+.
Dashed lines: the line labeled KS corresponds to the phase shifts from the exact KS
potential of the He atom; the other dashed lines correspond to the TDDFT singlet
and triplet phase shifts calculated in the present work according to (33.35). Solid
lines: accurate wavefunction calculations of electron-He+ scattering from [Bhatia
2002]. The solid line in the center is the average of singlet and triplet phase shifts.
Dotted lines: Static exchange calculations, from [Lucchese 1980]. The asterisks at
zero energy correspond to extrapolating the bound → bound results of [Burke 2002].
Reprinted with permission from ref.[Wasserman 2005b]. Copyright 2005, American
Institute of Physics

∆µi = −2(i− µKS, i)3〈〈HOMO, i|f̂Hxc(ωi)|HOMO, i〉〉 . (33.34)

Letting i → ∞, Seaton’s theorem [π limi→∞ µi = δ(ε → 0+)] [Seaton 1958]
implies:

δ(ε) = δKS(ε) − 2π〈〈HOMO, ε|f̂Hxc(ε + I)|HOMO, ε〉〉 (33.35)

a relation for the phase-shifts δ in terms of the KS phase-shifts δKS applicable
when ε → 0+. The factor (i−µKS, i)3 of (33.34) gets absorbed into the energy-
normalization factor of the KS continuum states.

We illustrate in Fig. 33.5 the remarkable accuracy of (33.35) when applied
to the case of electron scattering from He+. For this system, an essentially
exact ground-state potential for the N = 2 electron system is known. This
was found by inverting the KS equation using the ground-state density of an
extremely accurate wavefunction calculation of the He atom [Umrigar 1994].
We calculated the low-energy KS s-phase shifts from this potential, δKS(ε)
(dashed line in the center, Fig. 33.5), and then corrected these phase shifts
according to (33.35) employing the BPG approximation to fHxc [Burke 2002]
(which amounts to using the adiabatic local density approximation for the
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antiparallel contribution to fHxc and exchange-only approximation for the
parallel contribution). We also plot the results of a highly accurate wave-
function calculation [Bhatia 2002] (solid), and of static-exchange calculations
[Lucchese 1980] (dotted). The results show that phase shifts from the (N+1)-
electron ground-state KS potential, δKS(ε), are excellent approximations to
the average of the true singlet/triplet phase shifts for an electron scattering
from the N -electron target, just as in the one-dimensional model of the pre-
vious section; they also show that TDDFT, with existing approximations,
works very well to correct scattering from the KS potential to the true scat-
tering phase shifts, at least at low energies. In fact, for the singlet phase
shifts, TDDFT does better than the computationally more demanding sta-
tic exchange method, and for the triplet case TDDFT does only slightly
worse. Even though (33.35) is, strictly speaking, only applicable at zero en-
ergy (marked with asterisks in Fig. 33.5), it clearly provides a good descrip-
tion for finite (low) energies. It is remarkable that the antiparallel spin ker-
nel, which is completely local in space and time, and whose value at each
point is given by the exchange-correlation energy density of a uniform elec-
tron gas (evaluated at the ground-state density at that point), yields phase
shifts for e-He+ scattering with less than 20% error. Since a signature of
density-functional methods is that with the same functional approximations,
exchange-correlation effects are often better accounted for in larger systems,
the present approach holds promise as a practical method for studying large
targets.

33.4.2 Partial-Wave Analysis

For the case of spherically symmetric (N + 1)-electron ground states, useful
expressions can be derived for the transition matrix elements (t-matrix) in
the angular momentum representation. For example, the matrix elements in
the usual definition [Gonis 1992] tl ≡ −k−1 exp[−ikδl] sin δl are given by:

tl = tKS
l + 4〈〈fHxc〉〉l , (33.36)

where the tKS
l are the Kohn-Sham t-matrix elements, and

〈〈fHxc〉〉l =
∫

dr1

∫
dr2

ϕHOMO(r1)φ(r2)
(r1r2)2

fHxc(r1, r2; ε + I)×

× ϕkl(r1)φkl(r2)Y r̂1r̂2
lHOMOmHOMO

Y∗r̂1r̂2
l0 , (33.37)

with Y r̂r̂′

lm ≡ Y m
l (r̂)Y m∗

l (r̂′). In (33.37), the ϕ’s are radial Kohn-Sham orbitals
regular at the origin, and the φ’s are quasiparticle amplitudes determined
by the asymptotic behavior of the interacting radial Green’s function (see
Sect. 2.3.2 of [Wasserman 2005a]). These are generally difficult to obtain in
practice, but approximating them by the corresponding Kohn-Sham orbitals



33 Scattering Amplitudes 505

yields a simple prediction for the t-matrix elements. Furthermore, the single-
pole approximation of (33.35) is obtained from (33.36) after expanding it to
first order in δl − δKS

l .

33.5 Summary and Outlook

Based on the linear response formalism of TDDFT we have discussed a new
way of calculating elastic scattering amplitudes for electrons scattering from
targets that can bind an extra electron. In one dimension, transmission ampli-
tudes can be extracted from the (N+1)-electron ground-state susceptibility,
as indicated by (33.9). Since the susceptibility of the interacting system is
determined by the Kohn-Sham susceptibility within a given approximation to
the exchange-correlation kernel, the transmission amplitudes of the interact-
ing system can be obtained by appropriately correcting the bare Kohn-Sham
scattering amplitudes. Equation (33.16), reminiscent of the single-pole ap-
proximation for bound → bound transitions, provides the simplest approxi-
mation to such a correction. A similar formula for scattering phase shifts near
zero energy, (33.35), was obtained in three dimensions by applying concepts
of quantum defect theory.

These constitute first steps towards the ultimate goal, which is to accu-
rately treat bound-free correlation for low-energy electron scattering from
polyatomic molecules. An obvious limitation of the present approach is that
it can only be applied to targets that bind an extra electron because the start-
ing point is always the (N + 1)-ground-state Kohn-Sham system, which may
not exist if the N -electron target is neutral, and certainly does not exist if the
target is a negative ion. In addition to extending the formalism to treat such
cases, there is much work yet to be done: a general proof of principle in three
dimensions, testing of the accuracy of approximate ground-state KS poten-
tials, developing and testing approximate solutions to the TDDFT Dyson-like
equation, extending the formalism to inelastic scattering, etc. Thus, there is
a long and winding road connecting the first steps presented here with the
calculations of accurate cross sections for electron scattering from large tar-
gets when bound-free correlations are important. The present results show
that this road is promising. Of course,“the road goes ever on and on. . . ”
[Baggins 1973] but this section looks worthwhile.
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interaction study of the photoelectron spectra of small sodium cluster anions”,
J. Chem. Phys., vol. 91, pp. 3794–3795.
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Dion, M., H. Rydberg, E. Schröder, D. C. Langreth, and B. I. Lundqvist, 2004,

“van der Waals Density-Functional for General Geometries”, Phys. Rev. Lett.,
vol. 92, pp. 246401-1–4.

Dion, M., and K. Burke, 2005, “Coordinate scaling in time-dependent current
density-functional theory”, Phys. Rev. A, vol. 72, pp. 020502-1–4.

Ditmire, T., J. Zweiback, V.P. Yanovsky, T. E. Cowan, G. Hays, and K.B. Wharton,
1999, “Nuclear fusion from explosions of femtosecond laser-heated deuterium
clusters”, Nature (London), vol. 398, pp. 489–492.

Dmitrenko, O., W. Reischl, R. Bach, and J. Spanget-Larsen, 2004, “TD-DFT Com-
putational Insight into the Origin of Wavelength-Dependent E/Z Photoiso-
merization of Urocanic Acid”, J. Phys. Chem. A, vol. 108, pp. 5662–5669.

Dobson, J. F., 1992, “Electron-gas boundary properties in non-neutral jellium
(wide-parabolic-quantum-well) systems”, Phys. Rev. B, vol. 46, pp. 10163–
10172.

Dobson, J. F., 1994a, “Harmonic-Potential Theorem: Implications for Approximate
Many-Body Theories”, Phys. Rev. Lett., vol. 73, pp. 2244–2247.

Dobson, J. F., 1994b, “Quasi-Local Approximation for a van der Waals Energy
Functional”, in Topics in Condensed Matter Physics, edited by M.P. Das,
Chap. 7 (Nova, New York); cond-mat/0311371.

Dobson, J. F., B. P. Dinte, 1996, “Constraint Satisfaction in Local and Gradi-
ent Susceptibility Approximations: Application to a van der Waals Density-
Functional”, Phys. Rev. Lett., vol. 76, pp. 1780–1783.



References 527

Dobson, J. F., M. Bünner, and E. K. U. Gross, 1997, “Time-Dependent Density-
Functional Theory beyond Linear Response: An Exchange-Correlation Poten-
tial with Memory”, Phys. Rev. Lett., vol. 79, pp. 1905–1908.

Dobson, J. F., B. Dinte, and J. Wang, 1998, “van der Waals Functionals via Local
Approximations for Susceptibilities”, in Electronic Density-Functional Theory:
Recent Progress and New Directions, edited by J. F. Dobson, G. Vignale and
M.P. Das, p. 261 (Plenum, New York).

Dobson, J. F., and J. Wang, 1999, “Successful Test of a Seamless van der Waals
Density-Functional”, Phys. Rev. Lett., vol. 82, pp. 2123–2126.

Dobson, J. F., and J. Wang, 2000a, “Energy-optimized local exchange-correlation
kernel for the electron gas: Application to van der Waals forces”, Phys. Rev.
B, vol. 62, pp. 10038–10045.

Dobson, J. F., B. P. Dinte, J. Wang, and T. Gould, 2000b, “A novel constraint for
the simplified description of dispersion forces”, Australian J. Phys., vol. 53,
pp. 575–596.

Dobson, J. F., K. McLennan, A. Rubio, J. Wang, T. Gould, H.M. Le, and B.P.
Dinte, 2001, “Prediction of dispersion forces: is there a problem?” Australian
J. Chem., vol. 54, pp. 513–527.

Dobson, J. F., J. Wang, and T. Gould, 2002, “Correlation energies of inhomogeneous
many-electron systems”, Phys. Rev. B, vol. 66, pp. 081108-1–4(R).

Dobson, J. F., and J. Wang, 2004, “Testing the local density approximation with
energy-versus-separation curves of jellium slab pairs”, Phys. Rev. B, vol. 69,
pp. 235104-1–9.

Dobson, J. F., J. Wang, B. P. Dinte, K. McLennan, and H.M. Le, 2005a, “Soft
Cohesive Forces”, Int. J. Quant. Chem., vol. 101, pp. 579–598.

Dobson, J. F., and A. Rubio, 2005b, unpublished.
Dobson, J. F., and A. Rubio, 2005c, “Nonuniversality of the dispersion inter-

action: analytic benchmarks for van der Waals energy functionals”, cond-
mat/0502422.

Dobson J. F., A. White, and A. Rubio, 2006, “Asymptotics of the dispersion in-
teraction: analytic benchmarks for van der Waals energy functionals”, Phys.
Rev. Lett., vol. 96, pp. 073201-1–4.

Domps, A., P.-G. Reinhard, and E. Suraud, 1998, “Theoretical Estimation of the
Importance of Two-Electron Collisions for Relaxation in Metal Clusters”,
Phys. Rev. Lett., vol. 81, pp. 5524–5527.

Dörner, R., T. Weber, M. Weckenbrock, A. Staudte, M. Hattass, R. Moshammer,
J. Ullrich, and H. Schmidt-Böcking, 2002, “Multiple ionization in strong laser
fields”, Adv. Atom. Mol. Opt. Phys., vol. 48, pp. 1–34.

Drake, G.W. F. (ed.), 1996, in Atomic, Molecular, and Optical Physics Handbook,
(AIP Press, Woodbury, New York).

Dreizler, R.M., and E. K. U. Gross, 1990, Density-Functional Theory: An Approach
to the Quantum Many-Body Problem (Springer, Berlin).

Drescher, M., M. Hentschel, R. Kienberger, G. Tempea, C. Spielmann, G.A. Reider,
P.B. Corkum, and F. Krausz, 2001, “X-ray Pulses Approaching the Attosec-
ond Frontier”, Science, vol. 291, pp. 1923–1927.

Drescher, M., M. Hentschel, R. Kienberger, M. Uiberacker, V. Yakovlev, A. Scrinzi,
T. Westerwalbesloh, U. Kleineberg, U. Heinzmann, and F. Krausz, 2002,
“Time-resolved atomic inner-shell spectroscopy”, Nature (London), vol. 419,
pp. 803–807.



528 References

Dreuw, A., B.D. Dunietz, and M. Head-Gordon, 2002, “Characterization of the
Relevant Excited States in the Photodissociation of CO-Ligated Hemoglobin
and Myoglobin”, J. Am. Chem. Soc., vol. 124, pp. 12070–12071.

Dreuw, A., G. R. Fleming, and M. Head-Gordon, 2003a, “Chlorophyll fluorescence
quenching by xanthophylls”, Phys. Chem. Chem. Phys., vol. 5, pp. 3247–3256.

Dreuw, A., J. L. Weisman, and M. Head-Gordon, 2003b, “Long-range charge-
transfer excited states in time-dependent density-functional theory require
non-local exchange”, J. Chem. Phys., vol. 119, pp. 2943–2946.

Dreuw, A., G. R. Fleming, and M. Head-Gordon, 2003c, “Charge-Transfer State
as a Possible Signature of a Zeaxanthin-Chlorophyll Dimer in the Non-
photochemical Quenching Process in Green Plants”, J. Phys. Chem. B,
vol. 107, pp. 6500–6503.

Dreuw, A., and M. Head-Gordon, 2004, “Failure of Time-Dependent Density-
Functional Theory for Long-Range Charge-Transfer Excited States:
The Zincbacteriochlorin-Bacteriochlorin and Bacteriochlorophyll-Spheroidene
Complexes”, J. Am. Chem. Soc., vol. 126, pp. 4007–4016.

Duan, X., X. Li, R. He, and X. Cheng, 2005, “Time-dependent density-functional
theory study on intramolecular charge transfer and solvent effect of dimethy-
laminobenzophenone”, J. Chem. Phys., vol. 122, pp. 084314-1–9.

Dubrovin, B. A., A. T. Fomenko, and S. P. Novikov, 1984, Modern Geometry – Meth-
ods and Applications, vol. 1 (Springer, New York).

Dundas, D., and J.M. Rost, 2005, “Molecular effects in the ionization of N2, O2,
and F2 by intense laser fields”, Phys. Rev. A, vol. 71, pp. 013421-1–8.

Dunlap, B. I., J.W. D. Connolly, and J.R. Sabin, 1979, “On some approximations
in applications of Xα theory”, J. Chem. Phys., vol. 71, pp. 3396–3402.

Dunietz, B. D., A. Dreuw, and M. Head-Gordon, 2003, “Initial Steps of the Pho-
todissociation of the CO Ligated Heme Group”, J. Phys. Chem. B, vol. 107,
pp. 5623–5629.

Dunning Jr., T.H., 1989, “Gaussian basis sets for use in correlated molecular cal-
culations. I. The atoms boron through neon and hydrogen”, J. Chem. Phys.,
vol. 90, pp. 1007–1023.

Durbeej, B., and L.A. Eriksson, 2000, “Thermodynamics of the Photoenzymic Re-
pair Mechanism Studied by Density-Functional Theory”, J. Am. Chem. Soc.,
vol. 122, pp. 10126–10132.

Durbeej, B., and L.A. Eriksson, 2002, “Reaction mechanism of thymine dimer
formation in DNA induced by UV light”, J. Photochem. Photobiol. A, vol. 152,
pp. 95–101.

Durbeej, B., and L. A. Eriksson, 2003, “On the bathochromic shift of the absorption
by astaxanthin in crustacyanin: a quantum chemical study”, Chem. Phys.
Lett., vol. 375, pp. 30–38.

Dyer, J., W. J. Blau, C.G. Coates, C.M. Creely, J.D. Gavey, M.W. George, D.C.
Grills, S. Hudson, J. M. Kelly, P. Matousek, J. J. McGarvey, J. McMaster,
A.W. Parker, M. Towrie, and J. A. Weinstein, 2003, “The photophysics of
fac-[Re(CO)3(dppz)(py)]+ in CH3CN: a comparative picosecond flash pho-
tolysis, transient infrared, transient resonance Raman and density-functional
theoretical study”, Photochem. Photobiol. Sci., vol. 2, pp. 542–554.

Dzyaloshinskii, I. E., E.M. Lifshitz, and L. P. Pitaevskii, 1961, “The general theory
of van Der Waals forces”, Adv. Phys., vol. 10, pp. 165–209.



References 529

Eberly, J. H., R. Grobe, C. K. Law, and Q. Su, 1992, “Numerical experiments in
strong and super-strong fields”, in Atoms in Intense Laser Fields, edited by
M. Gavrila, pp. 301–334 (Academic Press, Boston).

Eberly, J. H., and K. C. Kulander, 1993, “Atomic Stabilization by Super-Intense
Lasers”, Science, vol. 262, pp. 1229–1233.

Eckart, C., 1935, “Some studies concerning rotating axes and polyatomic mole-
cules”, Phys. Rev., vol. 47, pp. 552–558.

Eguiluz, A.G., 1985, “Self-consistent static-density-response function of a metal
surface in density-functional theory”, Phys. Rev. B, vol. 31, pp. 3303–3314.

Eguiluz, A.G., M. Heinrichsmeier, A. Fleszar, and W. Hanke, 1992, “First-
principles evaluation of the surface barrier for a Kohn-Sham electron at a
metal surface”, Phys. Rev. Lett., vol. 68, pp. 1359–1362.

Ehrenfest, P., 1927, “Bemerkungen über die angenäherte Gültigkeit der klassischen
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Jacak, L., P. Hawrylak, and A. Wójs, 1998, Quantum Dots (Springer, Berlin).
Jackiw, R., and A. Kerman, 1979, “Time-dependent variation principle and the

effective action”, Phys. Lett. A, vol. 71, pp. 158–162.
Jacobson, K. I., and R.E. Jacobson, 1976, Imaging Systems (John Wiley & Sons,

New York).
Jamorski, C., M. E. Casida, and D.R. Salahub, 1996, “Dynamic polarizabilities

and excitation spectra from a molecular implementation of time-dependent
density-functional response theory: N2 as a case study”, J. Chem. Phys.,
vol. 104, pp. 5134–5147.

Jamorski, C., J. B. Foresman, C. Thilgen, and H.-P. Lüthi, 2002a, “Assessment
of time-dependent density-functional theory for the calculation of critical fea-
tures in the absorption spectra of a series of aromatic donor-acceptor systems”,
J. Chem. Phys., vol. 116, pp. 8761–8771.
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harmonic generation in rare gases at high laser intensity”, Phys. Rev. A,
vol. 39, pp. 5751–5761.

Li, X.-D., W.-D. Cheng, D.-S. Wu, H. Zhang, Y.-J. Gong, and Y.-Z. Lan, 2003,
“Theoretical studies on photophysical properties of fullerene and its two
derivatives (C60, C60COOCH2, C60COOHCH3)”, Chem. Phys. Lett., vol. 380,
pp. 480–485.

Li, X., W. Cheng, D. Wu, Y. Lan, H. Zhang, Y. Gong, F. Li, and J. Shen, 2004,
“Modeling of configurations and third-order nonlinear optical properties of
C36 and C34X2 (X = B,N)”, J. Chem. Phys., vol. 121, pp. 5885–5892.

Liang, Y., S. Augst, S. L. Chin, Y. Beaudoin, and M. Chaker, 1994, “High harmonic
generation in atomic and diatomic molecular gases using intense picosecond
laser pulses - a comparison”, J. Phys. B: At. Mol. Opt. Phys., vol. 27, pp. 5119–
5130.

Liao, Y., B. Eichinger, K. Firestone, M. Haller, J. Luo, W. Kaminsky, J. Benedict,
P. Reid, A. Jen, L. Dalton, and B. Robinson, 2005, “Systematic Study of the
Structure-Property Relationship of a Series of Ferrocenyl Nonlinear Optical
Chromophores”, J. Am. Chem. Soc., vol. 127, pp. 2758–2766.

Lieb, E.H., 1983, “Density-functionals for Coulomb systems”, Int. J. Quant. Chem.,
vol. 24, pp. 243–277.

Lieb, E.H., 1985, “Density-Functionals For Coulomb Systems”, in Density-
Functional Methods in Physics, edited by R.M. Dreizler, and J. da
Providência, vol. 123 of NATO ASI Series; Series B: Physics, pp. 31–80
(Plenum Press, New York).

Lieb, E.H., J. P. Solovej, and J. Yngvason, 1992, “Heavy atoms in the strong mag-
netic field of a neutron star”, Phys. Rev. Lett., vol. 69, pp. 749–752.

Lipparini, E., and L. Serra, 1998, “Spin-wave excitations in quantum dots”, Phys.
Rev. B, vol. 57, pp. R6830–R6833.

Lipparini, E., M. Barranco, A. Emperador, M. Pi, and L. Serra, 1999, “Transverse
dipole spin modes in quantum dots”, Phys. Rev. B, vol. 60, pp. 8734–8742.

Lipparini, E., L. Serra, and A. Puente, 2002, “Magnetic dipole and electric quadru-
pole responses of elliptic quantum dots in magnetic fields”, Eur. Phys. J.B,
vol. 27, pp. 409–415.

Littlejohn, R.G., and M. Reinsch, “Gauge fields in the separation of rotations and
internal motions in the n-body problem”, Rev. Mod. Phys., vol. 69, pp. 213–
276.



References 549

Liu, H.C., and F. Capasso (eds.), 2000, Intersubband Transitions in Quantum Wells
I and II, vols. 62 and 66 of Semiconductors and Semimetals (Academic Press,
San Diego).

Liu, X. J., J.K. Feng, A.M. Ren, and X. Zhou, 2003, “Theoretical studies of the
spectra and two-photon absorption cross sections for porphyrin and carbapor-
phyrins”, Chem. Phys. Lett., vol. 373, pp. 197–206.

Liu, X., H. Rottke, E. Eremina, W. Sandner, E. Goulielmakis, K.O. Keeffe, M.
Lezius, F. Krausz, F. Lindner, M.G. Schätzel, G.G. Paulus, and H. Walther,
2004, “Nonsequential Double Ionization at the Single-Optical-Cycle Limit”,
Phys. Rev. Lett., vol. 93, pp. 263001-1–4.

Liyanage, P., R. de Silva, and K. de Silva, 2003, “Nonlinear optical (NLO) properties
of novel organometallic complexes: high accuracy density-functional theory
(DFT) calculations”, J. Mol. Struct. (Theochem), vol. 639, pp. 195–201.

Llano, J., J. Raber, and L.A. Eriksson, 2003, “Theoretical study of phototoxic
reactions of psoralens”, J. Photochem. Photobiol. A, vol. 154, pp. 235–243.

Longuet-Higgins, H.C., 1965, “Spiers memorial lecture. Intermolecular Forces”,
Discussions of the Faraday Society, vol. 40, pp. 7–18.

Loridant-Bernard, D., S. Mezière, M. Constant, N. Dupuy, B. Sombret, and J.
Chevallier, 1998, “Infrared study of light-induced reactivation of neutralized
dopants in hydrogenated n-type GaAs doped with silicon”, Appl. Phys. Lett.,
vol. 73, pp. 644–646.

Louck, J.D., 1976, “Derivation of the Molecular Vibration-Rotation Hamiltonian
from the Schrödinger equation for the Molecular Model”, J. Mol. Spectr.,
vol. 61, pp. 107–137.

Louisell, W.H., 1973, Quantum Statistical Properties of Radiation (Wiley, New
York).
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Parusel, A.B. J., G. Köhler, and S. Grimme, 1998, “Density-Functional
Study of Excited Charge Transfer State Formation in 4-(N ,N -
Dimethylamino)benzonitrile”, J. Phys. Chem. A, vol. 102, pp. 6297–6306.

Parusel, A.B. J., and A. Ghosh, 2000a, “Density-Functional Theory Based Con-
figuration Interaction Calculations on the Electronic Spectra of Free-Base
Porphyrin, Chlorin, Bacteriochlorin, and cis- and trans-Isobacteriochlorin”,
J. Phys. Chem. A, vol. 104, pp. 2504–2507.

Parusel, A.B. J., T. Wondimagegn, and A. Ghosh, 2000b, “Do Nonplanar Por-
phyrins Have Red-Shifted Electronic Spectra? A DFT/SCI Study and Rein-
vestigation of a Recent Proposal”, J. Am. Chem. Soc., vol. 122, pp. 6371–6374.

Parusel, A.B. J., 2000c, “A DFT/MRCI study on the excited state charge
transfer states of N-pyrrolobenzene, N-pyrrolobenzonitrile and 4-N,N-
dimethylaminobenzonitrile”, Phys. Chem. , vol. 2, pp. 5545-5552.

Parusel, A.B. J., and S. Grimme, 2001a, “DFT/MRCI calculations on the ex-
cited states of porphyrin, hydroporphyrins, tetrazaporphyrins and metallo-
porphyrins”, J. Porph. Phthal., vol. 5, pp. 225–232.
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Sham, L. J., and M. Schlüter, 1985, “Density-functional theory of the band gap”,
Phys. Rev. B, vol. 32, pp. 3883–3889.

Shao, Y., M. Head-Gordon, and A. I. Krylov, 2003, “The spinflip approach within
time-dependent density-functional theory: Theory and applications to diradi-
cals” J. Chem. Phys., vol. 118, pp. 4807–4818.

Sharma, S., J. K. Dewhurst, and C. Ambrosh-Draxl, 2005, “All-Electron Exact
Exchange Treatment of Semiconductors: Effect of Core-Valence Interaction
on Band-Gap and d-Band Position”, Phys. Rev. Lett., vol. 95, pp. 136402-1–4.

Sharp, R.T., and G. K. Horton, 1953, “A Variational Approach to the Unipotential
Many-Electron Problem”, Phys. Rev., vol. 90, pp. 317.

Shelnutt, J. A., X.-Z. Song, J.-G. Ma, S.-L. Jia, W. Jentzen, and C. J. Medforth,
1998, “Nonplanar porphyrins and their significance in proteins”, Chem. Soc.
Rev., vol. 27, pp. 31–42.

Shen, T.-C., C. Wang, G.C. Abeln, J. R. Tucker, J.W. Lyding, Ph. Avouris, and
R.E. Walkup, 1995, “Atomic-Scale Desorption Through Electronic and Vi-
brational Excitation Mechanisms”, Science, 268, pp. 1590–1592.

Sheng, Y., J. Leszczynski, A. Garcia, R. Rosario, D. Gust, and J. Springer, 2004,
“Comprehensive Theoretical Study of the Conversion Reactions of Spiropy-
rans: Substituent and Solvent Effects”, J. Phys. Chem. B, vol. 108, pp. 16233–
16243.

Sherwood, P., 2000, “Hybrid quantum mechanics/molecular mechanics ap-
proaches”, in Modern Methods and Algorithms of Quantum Chemistry,
pp. 285–305, edited by J. Grotendorst, (John von Neumann Institute for Com-
puting, Forschungszentrum Jülich)
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Vaĺın-Rodŕıguez, M., A. Puente, and L. Serra, 2001b, “Far-infrared absorption
in triangular and square quantum dots: Characterization of corner and side
modes”, Phys. Rev. B, vol. 64, pp. 205307-1–5.
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