Deasmn SupportSystems o P
for Risk-Based Management "‘“/ﬂiA

of Contaminated Sites

Antonio Marcomini
Glenn Walter Suter ||

Andrea Critto
Editors

@ Springer



Decision Support Systems for Risk-Based
Management of Contaminated Sites



Antonio Marcomini « Glenn W. Suter II -
Andrea Critto
Editors

Decision Support Systems
for Risk-Based
Management of
Contaminated Sites

@ Springer



Editors

Antonio Marcomini Glenn W. Suter I1

University Ca’ Foscari of Venice U.S. Environmental Protection Agency
Italy Cincinnati, OH

marcom(@unive.it USA

suter.glenn@epa.gov

Andrea Critto

University Ca’ Foscari of Venice
Italy

critto@unive.it

ISBN 978-0-387-09721-3 e-ISBN 978-0-387-09722-0
DOI 10.1007/978-0-387-09722-0

Library of Congress Control Number: 2008931334

© Springer Science+Business Media, LLC 2009

Allrights reserved. This work may not be translated or copied in whole or in part without the written
permission of the publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York,
NY 10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in
connection with any form of information storage and retrieval, electronic adaptation, computer
software, or by similar or dissimilar methodology now known or hereafter developed is forbidden.
The use in this publication of trade names, trademarks, service marks, and similar terms, even if they
are not identified as such, is not to be taken as an expression of opinion as to whether or not they are
subject to proprietary rights.

Printed on acid-free paper

springer.com



Preface

Decision making in environmental risk management is a very complex process
that must integrate multiple and often conflicting objectives, knowledge and
expertise from different disciplines and the views of multiple parties. In fact, the
complexity of the process is caused by the need to look at the conservation of
the environment along with the improvement of human well being in a more
cost-effective way. Environmental protection and cleanup objectives are
increasingly connected to the aspirations of involved populations and to the
economic profits derived by the redevelopment of contaminated or abandoned
areas.

Recognition of this complexity has led to the development of several frame-
works and methods for establishing and rationalizing the management pro-
cesses. These activities include significant attempts to codify specialist expertise
into decision support tools, to facilitate reproducible and transparent deci-
sion—making and support the decision makers in defining possible options of
intervention to solve a problem.

Every day, decision makers must perform a complex process of defining
environmental quality objectives for contaminated river basins, coastal lagoons
and other ecosystems and selecting remedial options that will achieve those
goals. Although each environmental management problem is unique and
should be supported by a site-specific analysis, many of the key decisions are
similar in structure and objectives. This consideration has encouraged the
definition of standard management frameworks and approaches, sometimes
adopted in specific national or international environmental regulations, and the
development of dedicated decision support systems. In fact, there is a wide
multiplicity of Decision Support Systems that concern specific areas of manage-
ment, such as the financial or environmental ones, but few of them tackle the
assessment and management of pollutants released in the environment, and
their effects. Moreover, few of them can respond to the abovementioned
problem complexity with a corresponding complete but concurrently user-
friendly organization.

The book, after an introduction about the environmental and socio-economic
relevance of contaminated sites in Europe and the United States and about the
risk based environmental management concepts and principles, provides an
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analysis of the main steps and tools for the development of decision support
systems: environmental risk assessment, multi-criteria analysis, spatial analysis
and geographic information system, indices and indicators definition.

Finally, specific chapters are dedicated to the review of decision support
systems for contaminated land, river basins and coastal lagoons, including the
discussion of management problem formulation and the description of the
application of specific decision support systems. The case studies are selected
to discuss these themes in a more illustrative and tangible way.

The decision support systems presented in this volume encompass a range of
types of support and decisions to be supported. In some cases, they provide
purely technical support concerning a particular decision such as, are wastes the
cause of observed environmental impairments or health effects? At the other
extreme, they integrate value judgments with technical information to help
identify the optimum management action.

This book is addressed primarily to environmental risk managers and to
decision makers involved in a sustainable management process for contami-
nated sites, including contaminated lands, river basins and coastal lagoons.
Decision support systems are intended to meet their needs. They must be aware
of what decision support systems and capabilities are available so that they can
decide which to use and what new systems should be developed. A secondary
audience is the environmental scientists who gather data and perform assess-
ments to support decisions. They provide input to the decision support systems
and often implement the systems for the managers. Other audiences include
developers of decision support systems, students of environmental science and
members of the public who wish to understand the assessment science that
supports remedial decisions.

Cincinnati, USA Glenn W. Suter II
Venice, Italy Antonio Marcomini
Andrea Critto
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Introduction

Annette M. Gatchett, Antonio Marcomini and Glenn W. Suter 11

A book on Decision Support Systems for Risk-based Management of
contaminated sites is appealing for two reasons. First, it addresses the
problem of contaminated sites, which has worldwide importance. Second, it
presents Decision Support Systems (DSSs), which are powerful computer-
based tools for assessment and management in complex interdisciplinary
decision-making processes. In this Introduction, the two aspects will be
presented to explain the complexity of contaminated site assessment and
management, the diversity of current policy and practise, and the helpful
support provided by DSSs. These themes will be discussed in more detail in
the following chapters of this book, which provide reviews of both methods and
applications.

Importance of Contaminated Sites

Contaminated sites often raise greater public concern than other environmental
issues, because the occurrence of wastes at a local site is vivid and may be
threatening to human health. This consideration by itself is sufficient to elevate
the stature of assessing and managing contaminated sites among the most
critical objectives of policies and practises. Moreover, environmental
protection regulations and policies give priority to the rehabilitation of
contaminated resources, such as soil or water, rather than exploiting
unspoiled natural resources. As a result, the rehabilitation of contaminated or
potentially contaminated sites, referred to as, is preferred to the development of
agricultural or natural spaces known as greenfields. This is especially true in
countries, such as many European States, where green, open spaces are scarce,
due to intensive land use.

Statistics support the importance of redeveloping contaminated sites. A
recent European Environment Agency (EEA, 2007) report estimates that

A.M. Gatchett (D<)
Acting Deputy Director, National Risk Management Research Laboratory, US Environmental
Protection Agency, Cincinnati, OH, USA
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XVi Introduction

potentially polluting activities have occurred at nearly 3 million sites in Europe,
of which approximately 250,000 are judged to require clean up. By contrast,
more than 80,000 sites have been cleaned up in the last 30 years in European
countries where data on remediation are available. European countries are not
alone in having numerous contaminated sites. It is estimated that the US alone
has more than 450,000 brownfield sites requiring some cleanup. Over the past
25 years the US has cleaned up more than 966 or 62% of Superfund sites
(CERCLA, 1980), which are generally considered the most contaminated
brownfield sites. Work continues on more than 400 Superfund sites.

Contamination affects surface water, groundwater, sediments and soils.
Currently, the sources of aqueous contamination are primarily non-point,
because industrial and urban effluents and other point sources are well
regulated and treated. Soils have been contaminated primarily by industrial
activities that involve uncontrolled disposal or leakage from inadequate storage.
However, accidental spills continue to be important sources of contamination.

Another critical concern is the cost of remediation. EEA (2007) reports that
annual national expenditures for the management of contaminated sites
(including only soil contamination) are on average about 12 Euro per capita,
which corresponds to nearly a thousandth of the average national Gross
Domestic Product. Of these costs, 60% are employed for remediation
measures and 40% for site investigation activities.

The importance of contaminated site management is also underlined by the
fact that the previous data provided by the EEA are included in the Core Set of
Indicators (CSI) produced by the Agency for the whole European community.
The CSI collects those indicators that have high relevance for the EU policies’
priority issues and represent the most important information for assessment of
environmental topics and definition of management measures. Therefore, the
inclusion of an indicator such as the “Progress in management of contaminated
sites (CSI 015)” is a clear sign of the attention paid to the problem by the
European Union.

Because Brownfield contaminated sites are mostly a community issue, public
authorities usually play the leading role in their assessment and management,
particularly when human health is at stake. However, industrial organizations
and other private institutions also have an interest in the restoration of
contaminated sites and should participate in remedial actions.

An example of collaboration between public institutions, regulators, private
parties and industries is the establishment of scientific networks dealing with
contamination topics, such as the European CLARINET (Contaminated Land
Rehabilitation Network for Environmental Technologies in Europe) and
NICOLE (Network for Industrially Contaminated Land in Europe) and in the
US through state organizations such as the Interstate Technology and Regulatory
Council (ITRC). For example, during the last 10 years CLARINET has defined
strategies and approaches for addressing contaminated site issues.

It should not be forgotten that the contaminated sites problem is not only a
subject of environmental debate but is also often an economic and social concern
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(already proved by the rehabilitation costs previously reported). Rehabilitation
of contaminated sites has a socio-economic impact when important
industrial activities are involved (e.g., the industrial ports of Rotterdam in the
Netherlands or of Porto Marghera in Italy where pollution problems affect
critical economic activities), when human communities are concerned (e.g., in
urban areas, where contaminated sites are usually characterized by economic and
social degradation and abandonment), and when the economic and social
revenues of the remediation process, in terms of job creation, sustainable land
use and social well being, are considered.

The contaminated sites issue is also addressed in several laws and
regulations. In Europe, recent EU legislations have addressed contaminated
sites. In the Water Framework Directive (EU Directive 2000/60/EC), the
contamination of inland surface waters, transitional waters, coastal waters
and groundwater is tackled in an integrated and holistic approach to water
resources management (see more details about this Directive and the
contamination issue in Chapter 14). Equally, another European Directive,
under final preparation, regards soil and its management, where also risk
assessment and management are expected to have a significant role.
Moreover, liability issues are addressed by the Directive 2004/35/CE of the
European Parliament and of the Council on environmental liability with regard
to the prevention and remedying of environmental damage, which supports the
“polluter pays” principle. While this principle remains true in the case of
Superfund, the US is moving toward a more collaborative approach to
encourage cleanup without strict regulatory enforcement. This was made
apparent by the passage of the Small Business Liability Relief and
Brownfields Revitalization Act (Brownfields, 2002).

Decision Processes for Contaminated Sites

Acknowledging the significance of the contaminated sites problem does not by
itself facilitate finding its solution. The decision process for assessing and
managing contaminated sites is controversial and difficult, in part because of
its diverse aspects (economic interest, environmental restoration, social
acceptance, technological application, land planning, and other influences).
For these reasons, during recent years, many studies and regulatory
applications have emphasized defining the decision process for the assessment
and management of contaminated sites.

For example, the risk-based land management approach developed by
CLARINET (2002) highlights three main goals: fitness for use (proper land
use which is accepted by concerned people), protection for the environment,
and long-term care (taking into account intergenerational effects of present
choices in light of sustainability).
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The various approaches used by different countries can be generalized as
including three main stages: inventory; characterization and risk assessment;
and remediation or management.

e The inventory stage identifies contaminated sites, performs a preliminary
investigation and produces a priority list.

e The characterization and risk assessment stage collects relevant information
and estimates risks to human health and the environment for use in devel-
oping management objectives.

e The last stage, management, includes selecting and implementing the reme-
dial actions on the site that lead ultimately to its remediation, reuse and
monitoring the outcomes.

Each stage calls for a decision and an assessment to provide supporting
information: (1) what sites should be listed and in what priority, (2) are the
risks at a site sufficient to justify remedial actions, and (3) what is the best action
given the risks and other relevant information?

From this general overview, the process may be perceived as quite structured
and unproblematic. In practice, the process is complex since no two sites are
exactly the same. Therefore many issues and questions arise at all three stages.

For example, in the risk assessment, the set of potential remedial actions
must be identified and then each must be assessed to determine its risks, costs,
benefits and compliance with regulatory frameworks. The range of technologies
must include plausible and practical technologies. There are rare cases in which
no action is selected. In the US Superfund program, a no action alternative is
assessed to determine whether remediation is needed and then for comparison to
proposed remedial actions before a decision is made. Equally, in the remediation
stage and more generally in the management stage, different redevelopment
solutions for the site should be compared, and the concerns and preferences of
stakeholders should be duly considered.

The information from the assessment stage, including risk features, eco-
nomic and technological aspects and stakeholders’ perceptions, should be
integrated, processed and evaluated in the management stage. Therefore, deci-
sion making for contaminated sites remains a complex process, requiring
considerable administrative, economic and technical efforts.

Decision Support Systems Role

A Decision Support System (DSS) can be defined as a computer-based tool used
to support complex decision-making and problem solving (Shim et al., 2002).
Nothing could be more fitting to the complexity of risk-based contaminated sites
management, as described in the previous section.

Specifically when public authorities have to manage complex contamination
issues, tools that facilitate their challenging task in a framework that efficiently
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provides ideas, best practices and searchable resources are of great benefit. The
help that a computer-based system can offer in data summarization, in logical
and quantitative analyses and in communicating analytical results and basic
information is widely recognized, and is indeed the topic of this book. The
many examples of DSSs detailed herein indicate the effectiveness of these
instruments.

Decision Support Systems may help to answer different management
questions. Examples include the following. What is the level of risk? What
are the remedial technology options? What are the costs? Will the regulatory
targets be achieved?

DSSs also allow the integration of different types of information. They can
include integrative methodologies, such as cost-benefit analyses, that evaluate
site management alternatives. DSSs can also provide powerful functionalities
for analysis, visualization, simulation and information storage that are essential
to complex decision processes. Information and options can be presented in an
ordered structure, visualized in a space-time perspective, elaborated in simu-
lated scenarios and therefore more easily discussed among the interested parties
to reach a common rehabilitation objective.

Moreover, DSSs can facilitate one of the most important aspects of con-
taminated sites management, which is communication. The use of a DSS allows
the parties to openly discuss potential decisions and their implications under
different scenarios and assumptions of risks, benefits and costs. This fosters a
dialogue and consensus building process among decision-makers, experts and
stakeholders. It provides greater transparency in the decision making process
for communication with the wider public and higher authorities.
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Chapter 1
Basic Steps for the Development of Decision
Support Systems

Paul Black and Tom Stockton

Abstract There is a growing desire to develop effective and efficient computational
methods and tools that facilitate environmental analysis, evaluation and pro-
blem solving. Environmental problems of interest may include concerns as
apparently dissimilar as revitalization of contaminated land, and effective
management of inland and coastal waters. The approach to effective problem
solving in both of these examples can involve the development of what are
commonly called Decision Support Systems (DSSs).

Standard DSSs might be characterized as computational systems that pro-
vide access to a wealth of information pertaining to a specific problem. The
types of information that might be available include information content,
maps, and data. This information can be contained in databases and geographic
information systems (GIS). Access is often provided through interfaces to
queries that ease the task of sifting through the often large amounts of informa-
tion available. These DSSs facilitate some numerical analysis (e.g., overlays of
data on GIS images, rudimentary statistical analysis of data), but usually only
indirectly affect evaluation and problem solving. Currently, DSSs of this form
are the most common. However, an option exists to incorporate evaluation and
problem solving directly into a DSS by using statistical decision tools such as
sensitivity analysis and multi-criteria decision analysis. These systems may be
thought of as decision analysis (MCDA) support systems.

Development of a DSS requires consideration of both the problem to be
solved and the computational tools that are appropriate or needed. In terms of
the problem, important components include: definition of objectives; links to
the legislative or regulatory context; model structuring including identification
of, and relationships between, parameters; cost factors; and value judgments.
These should encompass environmental, economic and socio-political con-
cerns. This is the standard approach to performing decision analysis using
MCDA tailored specifically to environmental problem solving. A further
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consideration is how to gather and present case studies, once the DSS is
developed. Computational issues that are faced include: database management
(e.g., information, data, GIS); analysis tools (statistics, fate and transport
modeling, risk assessment, MCDA); visualization of the problem; presentation
of results; document production; feedback mechanisms; help; and advice. The
user interface to each of these components, the navigation through these com-
ponents, and degree of openness of each component of the DSS must also be
considered. Openness, including communication and stakeholder involvement,
is very important for maintaining transparency and defensibility in all aspects
of the DSS.

1.1 Introduction

More and more people are becoming aware of the seriousness of environmental
problems. Consequently, they often look to scientists to provide solutions. One
way that scientists are attempting to meet this challenge is to develop efficient
computational methods and tools that facilitate environmental analysis and
problem solving. Environmental problems of interest may include concerns
as apparently dissimilar as revitalization of contaminated land, evaluation of
the impacts of ecological risk, and effective management of inland and coastal
waters. Approaches to effective problem solving for these types of problems can
involve the development of Decision Support Systems (DSSs).

A DSSis a system for helping to choose among alternative actions. Although
a full taxonomy of DSSs could include non-computer applications (paper or
back-of-the-envelope calculations, checklists, books, encyclopedias, for exam-
ple), the main focus of this chapter is how to build a DSS in a computer-based
environment. There are many DSS application areas, possible approaches to
making decisions, and levels at which decisions can be supported. A DSS might
support decision-making for a specific problem or type of problems. If the
problem becomes remotely complex, perhaps involving more than a few pages
of information, or a handful of quantified factors, then the DSS is usually
computer assisted. If quantitative analysis is involved, then computer models
are usually needed.

Before building a DSS, a designer must consider application areas, function-
ality, technical complexity, structural development, stakeholder involvement in
both development and use, and approaches to hardware and software imple-
mentation. Further consideration must be given to the level at which the DSS
should function. A DSS can be specific to an application, generic to an applica-
tion area (an application framework), or generic to all possible applications
(generic framework). Given these considerations, Fig. 1.1 provides an overview
of some options that are available for implementing a DSS. This set of options
can be implemented in a wide variety of combinations depending upon the
technical level at which decisions need to be supported, the technical approach
to decision-making, and the type of application. The following subsections
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Fig. 1.1 Overview of options for decision support systems

describe these options for DSSs, and how the options affect functionality and
construction of, and stakeholder interaction with, a computer-based DSS
application.

1.2 Types of Decision Support System

The range of “systems” that might be called a DSS is large. The least complex
are information retrieval systems that provide access to information with the
goal of using the information to help make a decision. The most complex are
frameworks that allow any decision to be modeled and solved using a formal
decision analysis approach. A DSS can be designed that is:

® very specific to a particular decision or component of a particular decision
(e.g., a watershed nutrient loading model built for a specific watershed, a
Brownfield revitalization model built for a specific industrial site),

e aframework that allows a particular type of application to be modeled (e.g.,
watershed management, site revitalization, sustainable land reuse), or,

e a generic framework for modeling any type of decision (e.g., Analytica
(lumina.com), GoldSim, (goldsim.com))

Most example DSSs presented in the succeeding chapters of this book are
framework programs for specific applications. For example, DESYRE and
SMARTe (smarte.org) provide frameworks for solving site contamination
and revitalization problems. Both of these DSSs allow the user to evaluate a
specific site. Similarly, CADDIS (epa.gov/caddis) and MODELKEY (modelk-
ey.ufz.de) are application framework DSSs with a focus instead on evaluation
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of aquatic ecosystems. Again, the user can apply these DSSs to a specific site or
location (watershed, stream system, etc.). Specific application DSSs can be built
by using these framework programs, or they can be built as stand-alone appli-
cations. For example, a stand-alone DSS has been developed for the probability
of volcanic hazard assessment at Yucca Mountain, a proposed nuclear waste
disposal facility (CRWMS, 1996).

A potential benefit of application framework DSSs is that they provide a
common format for users, so that similar problems can be approached in the
same way. However, a potential benefit of building a stand-alone DSS is the
greater flexibility that can be achieved by customized programming from start
to finish. That is, the constraints or limitations of an application framework are
removed. This depends on the amount of flexibility that is built into the frame-
work DSS, but often it is not possible to accommodate every nuance of all the
potential specific applications in a framework program.

One advantage of generic framework DSSs is that they are available for
immediate use. Analytica and GoldSim are examples of commercial general
framework DSSs. Analytica offers a graphical user interface that can be used to
create, analyze, and communicate quantitative decision models. GoldSim is
aimed instead at constructing environmental models to support decision mak-
ing, although decision analysis options can be built into this visual framework
program.

The focus of Analytica is on solving numerical decision problems. However,
DSSs do not have to have that focus. A DSS, instead, might simply provide
access to information content, as opposed to data. This distinguishes model-
based and information-based DSSs. Table 1.1 uses some specific examples of
DSSs to provide a summary of the interaction between types of DSSs and this
level of functionality.

The World Wide Web (Web) is a prime example of an information-based
DSS. Some sites on the Web are also examples of information-based DSSs (e.g.,
Wikipedia!, Google). The Web holds an enormous amount of information that
people use every day to help make better decisions. Consequently, the Web can
be thought of as a DSS. There are still constraints for this high-level framework

Table 1.1 Examples of types of decision support systems
Types of DSS

Functionality ~ Generic Specific Specific application
framework framework
Information- WWW WWW.epa.gov Radon (in epa.gov)
based Encyclopedia wedMD asthma (in webMD)
Model-based Analytica SMARTe Greenville (SMARTe)
GoldSim DESYRE Yucca Mountain PVHA

! Wikipedia provides a web page on Decision Support Systems, with many related references
and examples of DSSs.
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DSS, under which almost any type of information-based application can
be run. The constraints are based on the information content and quality.
A specific application DSS might be constructed, instead, to provide access to
more information.

Thinking of the Web as a DSS opens up many more possibilities for the
implementation of a DSS. DSSs can be built as stand-alone desktop programs
for an individual’s personal computer (PC), or they can be built as shared
resources on a server. The Web is an ideal location for serving or sharing of
information, and, hence offers a forum for housing DSSs. This can be true for
specific applications that can be shared with a project team, for application
framework DSSs that can be used to collectively build a specific application
DSS, and for generic framework DSSs that can be used to build a specific
application DSS. Although the Web is not a requirement for sharing such a
resource, it can facilitate sharing with a broad audience. The main disadvantage
of a web-based application is efficiency. That is, a DSS will usually run faster as
a desktop application than as a web-based application.

The distinctions between framework and application are not always obvious.
A matrix of two examples for each type of DSS is shown in Table 1.1. This table
is not meant to be definitive, so much as providing some insight into the
different levels of DSS and the different ways they might be assembled. Of the
information-based DSS types, the World Wide Web accommodates any form
of web-based development and hence can be thought of as a generic framework
for DSS. An encyclopedia is another example, although it does not require a
computer application. WebMD (webmd.com) could be considered a specific
framework for medical information, and EPA’s website acts as a specific frame-
work for environmental information. Specific applications then follow. On the
model-based DSS types, generic framework programs such as Analytica and
GoldSim allow the user to build decision models for any type of application.
Specific framework programs, including most DSSs presented in this book,
allow the user to build specific applications within a topical area (e.g., environ-
mental, or, more specifically, brownfields revitalization, stressor identification
in aquatic systems). Consequently, specific applications include those devel-
oped using an application framework (e.g., Greenville is an application of
SMARTe), or they can be stand-alone (e.g., the PVHA [probability of volcanic
hazard] at Yucca Mountain was programmed using FORTRAN)).

1.3 Functionality

Despite the application or framework designation of a specific DSS, the issue
of functionality depends on technical objectives. Figure 1.2 shows a general
technical architecture for a DSS, including the basic elements that should be
considered for DSS development. The main technical components are a knowl-
edge base, analysis tools and inference engine. Other components, such as a
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Fig. 1.2 General technical architecture for decision support systems

user interface, stakeholder interaction and quality assurance or feedback are
important for effectiveness of the functionality, but do not directly impact the
technical components. Figure 1.2 also highlights open source software (OSS,
opensource.org) options that currently exist for implementation of the various
elements. This is done to provide examples of some tools that are available for
DSS construction, and to recognize that DSS construction does not require use
of commercial products.

The capabilities built into a DSS depend on the role the DSS will play in
meeting the application decision objectives. The role of the DSS may be to
provide access to a knowledge base that contains only text, tables, and graphics,
in which case it might manage, retrieve, and search information. Examples
of framework DSSs of this type include the Web, Wikipedia, and web-served
search engines. Specific application DSSs usually involve accessing data or
summaries of data, as well as non-numerical information. When data are
involved, data retrieval might occur in a variety of ways. For example, searching,
sorting, subsetting, querying, plotting, data mining, and statistical analysis tools
can be developed to access the data. Geographic information systems (GIS) can
also be accommodated in these types of DSSs. Collectively, these might be called
information-based DSSs. Information management is an essential part of build-
ing the DSS so that information retrieval is made possible. Databases might be
maintained in flat files, however, in the case of large, complex datasets, data base
management will often include relational databases.

Information-driven DSSs support decision-making simply by providing access
to information and data. There is no attempt to fully and numerically integrate the
information or data into the decision process to support quantitative inference,
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prediction, or decision analysis, although data summaries might be provided.
Processing information to support quantitative analysis requires what is often
called an inference engine. The inference engine propagates the information or
data through a model that is structured to provide numerical solutions to decision
support. Model development then requires structuring a model by defining
relationships between factors, parameters, or variables, and then specifying values
for those factors, parameters, or variables.

The approach to decision support depends on the type of DSS, and the type
of quantitative analysis that is performed for a model-driven DSS. In the
remainder of this section, development of information-based DSSs is described
first, including static analysis tools that might be used to display data or
information. Development of model-based DSSs is then described, including
various options for inference engines. This is followed by a discussion of other
aspects that are important to DSS development, such as developer and user
interaction, quality assurance, and some philosophical comments on the build-
ing and utility of the DSSs.

1.3.1 Information-Based DSS

An information-based DSS includes information upon which decisions are
supported. The simplest form provides access to textual information, possibly
including static tables, pictures, and graphics. In this form, the information is
used qualitatively to support decision-making. For example, Web-searching
is often performed to provide information that will better inform a decision.
Checklists might also be included, which allow the user to select an option from
a list. This is the simplest form of DSS. It involves no numerical information or
data, and, hence involves no explicit quantitative analysis. Decision-making
is supported by examining and possibly qualitatively evaluating the available
information content.

The next level of information-based DSS includes numerical data in addition
to information. The numerical data might be used in summary form to support
decision-making, but no formal propagation of the numerical information is
attempted. These data are not used for the purposes of inference, prediction,
or decision analysis, but are used to provide the ad hoc decision support that
is inherent in an information-based DSS. That is, the data are used primarily as
another source of information. Analytical tools can be incorporated into the
DSS to view and explore data; however decision models and inference engines
are not contemplated.

1.3.1.1 Structures in an Information-Based DSS

Construction of the simple information-based DSS involves database access to
textual information. This is usually achievable with flat database structures that
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are populated with information content that might be supplied by developers,
contributors or users. Key words may need to be identified in the construction
process to enhance search functionality of these simple DSSs. Search engines
and key word identification might lead to more complex database structures.
User contributions can be set up so that they are input directly online in a Web-
based DSS. Quality assurance includes checking and debugging the software,
reviewing the content before it is included in the DSS, and evaluating user
supplied feedback that is effective in continually monitoring the DSS and
which might result in its improvement or refinement.

In the case of numerical data, flat or relational database structures can be
used. GIS systems can integrate map data and data retrieval and summary.
Numerical data can be structured using data that are collected specifically to
populate the DSS, or data from literature reviews, meta-analysis, or expert
elicitation. Sometimes, data formed from literature reviews and meta-analysis
are termed secondary data. However, it is not clear that this is a useful distinc-
tion. It is more important to acknowledge the source of the data, associated
quality in relation to other information sources, and how the data are assimi-
lated or processed prior to entry into the database. This might be more impor-
tant when the data are used in an inference engine or model-based DSS. The
quality of the data usually becomes clear during analysis, but also might
be evaluated based on user feedback. That is, if the data are not regarded as
useful, it is unlikely that they will be used. This directly impacts the usefulness of
the DSS.

Literature review data are not, in general, ideally suited to immediate use
because the reason for their collection might not match their intended use in
another application. They are usually collected and summarized, manipulated
or otherwise processed prior to inclusion in a DSS database unless the literature
is referenced verbatim. It is possible to include these data pre-processing steps
in the DSS, so that data processing is traceable to its source through the DSS. In
an open source DSS this might also be considered preferable. Options include
assembling a dataset based on literature reviews, or assessing some summary
statistics that imply a distribution or an important value related to the factor,
parameter or variable of interest. Meta-analysis and expert opinion are likely to
play much smaller roles in information-based DSS, but, if needed, user inter-
faces can be created to facilitate their inclusion.

Information-based DSSs can involve analysis capabilities, even if there is no
intent to quantify inference, prediction or decision-making. The first step in
analysis is retrieval of information. Pure content DSSs can be analyzed using
search engines that can retrieve any part of the potentially massive, database.
Following retrieval functions, another simple form of analysis tool is search and
selection. For example, checklists can be made available so that the user can
choose an option from the list. The user could, in general, select any subset of
the information that is available. If numerical data are involved, then there are
many more options to consider for analysis capabilities. A numerical database
can be queried, statistical analysis can be performed, and, in the case of GIS
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data, geographic images or maps can be presented. Querying provides access to
the data and allows subsets of the data to be obtained for presentation or for
further analysis.

Functionally, analysis tools can be provided within an information-based
DSS to analyze the supporting database. These tools span querying data to
performing complex statistical analysis, including GIS interfaces. If numerical
data are collected on a temporal or repetitive basis, then tools can be developed
to update the database automatically, for example, using Bayesian updating.
Other forms of updating can also be automated by building user interfaces for
addition of data. Some analysis tools carry more weight when they are engaged
in a model-based framework DSS, in which they can be used to not only analyze
the data, but also to build specific DSS applications.

The structure of analysis tools in DSSs starts with providing an interface to
facilitate their implementation. For information and data queries, interfaces
can be built that simplify the process so that a querying language does not have
to be used directly. This can be seen in examples from the Web for which queries
and searches are often implemented with a simple user interface. In general, the
user-interface and navigation scheme is designed to efficiently access the data-
base by setting up some form of dialog box that translates the user preferences
into a querying language command. This allows subsets of the data to be
obtained for presentation or for further analysis.

At a basic level, all the analysis tools are constructed with a user interface
that entails objects similar to dialog boxes. For statistical analysis tools an
option exists to interface directly with a statistical programming language.
Consequently, statistical analysis tools are built using dialog boxes that inter-
face with the statistical programming language. The same basic approach of
constructing dialog boxes that interface with the appropriate programming
language can be taken for construction of GIS tools, expert elicitation tools,
automation tools, and any other technical tools that support analysis in a DSS.

1.3.1.2 Software Implementation of an Information-Based DSS

There are many programs that can be used for software implementation of a
simple information-based DSS. Here, the focus is on how DSSs can be imple-
mented using custom Web-based programming tools and open source software,
and based on World Wide Web Consortium (W3C, w3c.org) Web specifica-
tions. These tools facilitate Web-based DSS development but they can also be
used for stand-alone systems. However, there are clear advantages to serving an
information-based DSS on the Web given the external information that can be
accessed and the large audience that can potentially benefit.

For simple information-based DSSs the information content and user inter-
face can be developed using the eXtensible Markup Language (XML, w3c.org).
XML is platform independent; for example, Windows or Linux can be used.
Also, XML is software independent; the content can be edited with any text
editor. XML content can be developed directly through the Open Office suite of
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programs. Software compatible presentation can be handled using the eXten-
sible Stylesheet Language (XSL, w3c.org) and Cascading Style Sheets (CSS,
w3c.org). This separation facilitates providing accessibility to the broadest
possible audience using the W3C Web Accessibility Initiative specifications.
By using XML as a content management tool, content is separated from, and
thus is independent of, presentation style, technique, and technology. This
separation allows great flexibility and variety in the choice of presentation.
Information content, for example, can be seamlessly transformed into HTML
(w3c.org) for Web browsing and into Adobe Acrobat PDF for reporting.

For numerical data there are many database management programs and
tools available, both commercial and open source. Open source options for
database management include PostgreSQL (postgresql.org) and, for simple
databases, XML. PostgreSQL is a highly-scalable, Structured Query Language
(SQL, ansi.org) compliant, open source, object-relational database manage-
ment system. User queries of PostgreSQL databases are performed using SQL
based on user interaction with a database search user interface. The user inter-
face is presented in the user’s browser as an HTML form. Form parameters can
be translated into an SQL query using Java and Javascript (AJAX). User
queries of XML-based databases can also be based upon user interaction with
an HTML form. However, for XML-based databases, form parameters can be
used directly in Java or Javascript to search the database.

Many of the same tools play important roles in the development of analysis
tools. Dialog boxes can be built using Web programming languages such as
XML, Java, or Javascript. Of import here is how these tools can be interfaced
with other programming languages that perform the analysis. Database queries
for use in technical calculations can be performed using pre-defined SQL
queries from R or Java. R is an open source statistical programming language
(r-project.org). R is well-suited for building statistical tools for DSSs. Dialog
boxes can be constructed in XML or html so that both queries and R commands
are developed seamlessly. For the user this is important. For a contributing
developer, an option exists to build the interface for content using XML and for
analysis using R in Open Office. Since Open Office is a suite of office programs,
this can ease development for most contributors, removing the need for the
contributing developer to understand XML or R.

User choices in the dialog boxes are translated into the appropriate language
for technical analysis. In the case of statistical tools, R is an option for the
language. In the case of GIS there are open source options such as PostGIS
(postgis.refractions.net), MapServer (mapserver.gis.umn.edu), and Grass
(grass.itc.it). R can also be used with GIS databases to present spatial data. R
can interface with the GIS software through shape files that can be provided by
the user. R provides many statistical options for overlaying spatial data and
statistics on these shape files, forming a nexus of geographic and topical data
presentation. There are many DSSs that are aimed primarily at sharing geo-
graphic information in this form. Raw data are presented on the GIS images,
and no statistical summarization is otherwise performed. However, GIS
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programs also offer some statistical presentations of data in a geographic
presentation, but GIS programs do not offer the same power or flexibility as
statistical programming languages.

There are many other software options for development of a DSS, including
other open source and commercial programming tools. In addition, changes
and enhancements in technology are happening constantly thus requiring con-
stant tracking to make sure that the greatest advantage is gained from the most
recently developed tools. This is perhaps particularly true for open source
software, which is obviously in a continuous state of innovative development.

1.3.2 Model-Based DSSs

The main distinction between information-based DSSs and model-based DSSs
is the way in which decision-making is supported. For information-based DSSs,
decision-making is supported indirectly by providing access to information
that is relevant to the decision at hand. Although numerical analysis tools
might be involved, the decision component is qualitative. For model-based
DSSs, a further step is taken in order to quantitatively support decision-
making. Generally, this step might be described as building a decision model
and using an inference engine to process the model. Basic construction includes
building a model structure, specifying the model, and processing the model.

Model-driven DSSs provide numerical solutions that support decision-making.
These solutions do not necessarily involve decision analysis, and might instead,
only involve inference or prediction. The difference is in the objectives. For
example, modeling of events may be sufficient for inference or prediction, or it
may be necessary to include costs and value judgments into a complete decision
analysis. Incorporating valuation and problem solving directly into a DSS using
decision analysis tools produces a system that could be thought of as a decision
analysis support system (DASS). This is accomplished by using statistical
decision tools such as decision analysis, sensitivity analysis, and value of infor-
mation analysis.

A decision is a choice between alternatives based on estimates of the values of
those alternatives. Supporting a decision means helping people working alone
or in a group to gather intelligence, generate alternatives, and make choices.
Comparing alternatives in a decision analysis requires inputs that capture
uncertainty in possible events, and costs or value judgments of outcomes. If
costs and value judgments are not included, then the decision support in a
model-based DSS stops at inference or prediction. If cost and value judgments
are included then decision analysis can be performed. A hierarchy can be
described within model-based DSS that ends with decision analysis.

Development of a model-based DSS requires consideration of both the
problem to be solved and the computational tools that are appropriate or
needed. In terms of an environmental problem, important components include:
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definition of objectives; links to the legislative or regulatory context; model
structuring including identification of, and relationships between, parameters;
uncertainty specification; and, specification of cost factors and value judg-
ments. These should encompass environmental, economic, and socio-political
concerns. Computational issues that are faced include: database management
(e.g., information, data, GIS); analysis tools (e.g., statistical analysis, fate and
transport modeling, risk assessment, multi-criteria decision analysis); visualiza-
tion of the problem; presentation of results; document production; feedback
mechanisms; help; advice; and training. The user interface to each of these
components, the navigation through these components, and degree of openness
of each component of the DSS must also be considered. Openness, including
communication and stakeholder involvement, is very important for maintain-
ing transparency and defensibility in all aspects of the DSS (Henrion, 2006).

1.3.2.1 Structures in a Model-Based DSS

The structure and resulting complexity of a model-based DSS is dependent on
the type of decision support envisioned. Potential components of a model-based
structure are presented below in a hierarchical fashion from relatively simple to
more complex. The move to more complex approaches is in large part a move
towards a more a holistic framework based on decision analytic approaches
aimed at adaptive decision-making in which uncertainties, decision conse-
quences, and stakeholder values are accounted for. Information sources (e.g.,
hyper-links to web pages containing relevant information), presentation cap-
abilities (e.g., GIS), and database accessibility to obtain data that might be used
in statistical summaries or data analysis can, and should, also be made available
in a model-based DSS.

DSS models are aimed at solving a specific question. Therefore, the initial
structuring steps include specifying the decision to be made and identifying
the decision options. DSS model structuring beyond identification of decision
options includes components for model building and model specification. Models
consist of variables and parameters, and factors and relationships between vari-
ables. Often variables are characterized as nodes, and relationships as rules
between nodes. Relationships between variables can involve empirical models
or mechanistic ones, also termed functional models. Complex hierarchical mod-
els can be built using rule-based systems, including expert systems and related
model structures. Decisions are usually made in the face of uncertainty (Morgan
and Henrion, 1990), in which case an uncertainty calculus should, arguably, be a
component of an expert system or a model-based DSS. Probability theory offers
one option, but there are others such as fuzzy logic (Zadeh, 1983), random sets
(Molchanov, 2005), belief functions (Dempster, 1967; Shafer, 1976), and lower
probability theory (Walley, 1991). Specification of cost and value functions can
be performed with a wide variety of methods that attempt to characterize the
utility of attributes of the decision problem (Keeney and Raiffa, 1993). Some
methods of model building and model specification are described below.
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1.3.2.2 Expert Systems

An expert system can be described as a tool that incorporates concepts derived
from experts in a field and that structures those concepts in a way that facilitates
problem solving (Giarratano and Riley, 2005). In this sense, an expert system is
an integral part of a model-based DSS. Issues to consider for the modeling
components include structuring and specification. Structuring can involve set-
ting up rule-based systems or more general forms of relationships between
variables (e.g., probabilistic relationships or functional relationships). Exam-
ples of rule-based systems include decision trees and production systems;
whereas, influence diagrams, probabilistic networks, Bayesian belief networks,
and neural networks are examples of the more general form.

Specification of an expert system, or a model, can be deterministic or prob-
abilistic (Crowell et al., 1999). Relationships can be logical rules, probabilistic
or uncertainty rules, or functional rules. The term deterministic is used to mean
that constant values specify each parameter in the model. The use of probability
is qualified here because there are many other theories of uncertainty that
could be used instead. Functional rules can also be expressed with uncertainty.
Typically, an expert system consists of three parts.

Expert System = Knowledge Base + Inference Engine 4+ User Interface (1.1)

The knowledge base consists of the relevant domain-specific information
available for a particular decision. The inference engine consists of the algo-
rithms for processing the information in the knowledge base. The user interface
facilitates model structuring, model specification, and navigation through the
model.

The knowledge base needs to be processed by an engine that can provide
useable, synthesized information. This engine is referred to as the inference
engine and can include tools such as a user interface that guides one to relevant
pieces of the knowledge base, logic rules, statistical analysis, modeling tools,
and decision analysis. There is a fine line between what is considered part of the
knowledge base versus the inference engine. For example, a GIS can have a
relational database management component with SQL querying that may be
considered as part of either the knowledge base or the inference engine. Distinct
separation between the knowledge base and the inference engine increases the
modularity and adaptability of the system.

Diagnostic decision trees and taxonomic identification keys are forms of
expert system in which an investigator responds to a structured sequence of
questions. Early uses of diagnostic decision trees are seen in medical diagnosis.
In general, diagnostic decision trees are straightforward to understand, are easy
to visualize, and can be implemented with or without a computer. These types
of decision trees can also be automatically constructed using tree-based classi-
fication estimated by statistical analysis of the knowledge base (Ripley, 1996).
The disadvantages of decision trees can include (Crowell et al., 1999):
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e One unexpected response can lead to a misdiagnosis or incorrect conclusion
e Missing information is not handled well
e The tree is not easily updated with new information.

Crowell et al., (1999) suggest these drawbacks stem from the lack of separa-
tion between the knowledge base and the inference engine. The knowledge base
is the foundation of a reliable expert system. A clean separation allows the
knowledge base to be updated through learning from mistakes made in using
the inference engine.

Production systems represent another form of rule-based system that
attempts to perform symbolic reasoning using logic rules (Giarratano and
Riley, 2005). Production systems consist of three components: working mem-
ory, the rule base, and the interpreter. The working memory contains the
information the system has currently elicited. The production rules are formu-
lated as IF-THEN statements that provide a degree of explanation for a
particular case under consideration. The interpreter executes the rules based
on the current working memory. The number of rules can grow quickly and it
can be difficult to ensure consistency. Production systems differ from decision
trees in that they need not be applied in a sequential manner.

1.3.2.3 Uncertainty

The choice of which uncertainty-based calculus to use is important. Uncertainty
can be represented using, for example Bayesian probability theory (Berger,
1985), fuzzy logic (Zadeh, 1983), random sets (Molchanov, 2005), belief func-
tions (Shafer, 1976) and lower probability theory (Walley, 1991). It has been
demonstrated that the theories of fuzzy logic and random sets are identical in
terms of both their static representations of uncertainty and in their dynamic
combination rules (Goodman, 1994). Research has also shown that fuzzy logic
is consistent and coherent only if redefined probabilistically and only for
decision trees (Heckerman, 1986). Belief functions are as rich statically, but
they use different combination rules. Fuzzy logic, random sets, and belief
functions use an interval calculus, meaning that the measure of an event is
bounded by both lower and upper values. Arguably, the interval basis means
that two measures are available to characterize both uncertainty and ignorance,
corresponding to the location and width of interval (Black, 1996b). Probability
theory, instead, uses a single-valued calculus, although distributions can be
assigned to any parameter or variable. For fuzzy logic, random sets, and belief
functions, problems arise because of computational complexity, because the
static representations are not sufficiently rich, and the dynamic combination
rules lead to lack of coherence or rationality as defined by Bayesian probability
theory. In particular regarding dynamic combination, models that are built
using fuzzy logic or belief functions suffer from not being able to specify joint
distributions through conditioning. Lower probability theory overcomes some
of these deficiencies, but computational problems persist. Lower probability
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theory also uses an interval-based calculus, and lower probability theory is the
most general extension of Bayesian probability theory. However, computa-
tional complexity is still an issue, and there are some foundational issues in
higher dimensional spaces (Papamarcou and Fine, 1986). Bayesian probability
theory conforms to normative notions of coherence, and thus does not suffer
from the computational complexity issues that can plague paradigms that are
based on an interval calculus.

To support decision analysis, Bayesian methods are the only ones that
provide a normative, rational response (Savage, 1954). That does not mean
that other methods could not be used. For example, Seidenfeld recognized that
classical statistics will support the correct decision most of the time (Seidenfeld,
1992). The same applies to fuzzy logic and belief functions (Black, 1996a).
Nevertheless, the remainder of this chapter will focus on Bayesian probability
theory to represent uncertainty.

Probability networks are graphical models that depict the nature of relation-
ships among a number of variables (Crowell et al., 1999). These graphical
models consist of two components, one a qualitative representation of system
dependencies, typically in the form of a graph or influence diagram, and the
other a quantitative description of the system dependencies in terms of prob-
ability distributions. The initial step of graphical modeling allows experts to
qualitatively structure the problem prior to quantitatively specifying uncertain-
ties. A graph, loosely defined, is a set of nodes (vertices) connected by edges
(relationships between nodes). Bayes’ Theorem is the algorithmic foundation
for making inferences in probabilistic networks.

The relationships in a probability network represent a blend of knowledge of
the physical processes and experience, and expert opinion where knowledge of
the physical mechanism is lacking. This approach is Bayesian in nature in that
the focus is on probability as a belief about the system rather than a physical
characteristic of the system. The approach is very flexible in that all types and
sources of information can be incorporated with the input probability distribu-
tions. The outputs of a probability network are then probability distributions,
rather than single values. This is a real advantage of probabilistic networks over
the traditional expert system because distributions provide a more complete
level of explanation than just classification. Furthermore, probability network
models support adaptive decision-making under uncertainty with a built-in
mechanism, Bayes’ Theorem, for updating with new information, which can
be implemented with Markov Chain Monte Carlo methods if necessary. A
commonly cited disadvantage of probability networks models is the difficulties
involved in specifying all the conditional probabilities in a large, complex net-
work. This need not be seen as a limitation since sensitivity and decision analysis
can be used in the initial stages of model development to prioritize variable
selection and data collection.

An influence diagram (Howard and Matheson, 1981), sometimes called a
decision network, is a compact graphical and mathematical representation of a
decision problem. It is a generalization of a probability network where not only
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probabilistic inference problems but also decision problems can be modeled and
solved. Consequently, influence diagrams include nodes that represent values
and possible decision outcomes as well as uncertainty. General framework DSS
programs such as Analytica facilitate development of influence diagrams, and
provide the mathematical machinery necessary for their solution.

1.3.2.4 Utility or Value Judgments

Value judgment measurements usually encompass economic, political, and
social costs. For environmental problems, values of human and ecological
health are also important. Utility functions are the basis for characterizing
values in formal decision analysis (Bernado and Smith, 1994). Utility functions
are used to measure the relative preference of each of a set of possible decision
outcomes. For example, a person might choose to take an umbrella on a walk
simply because that person does not like to get wet. That person’s utility for not
getting wet is high. Clearly utilities are personal. Another individual might not
take an umbrella on a walk because his preferences are not to carry an object
compared with the consequence of getting wet. Utility functions can become
complex if many attributes of the decision outcomes need to be considered. For
example, when deciding whether to carry an umbrella, consideration might be
given to attributes such as: preference to stay as dry as possible, need to be
unencumbered to do work, desire to be seen in public with an umbrella, and cost
of buying the umbrella.

For complex environmental problems the economic, political, and social
consequences are often diverse and far-reaching. Possible concerns include
tangible costs such as sampling costs, remediation costs, redevelopment costs,
and insurance costs, as well as intangible costs related to community or ecolo-
gical benefits and quality of life issues. To measure total utility, all attributes
must be placed on the same scale. The scale can be monetary, or more abstract
scales can be used based on scores, ranks, and weights. Whatever common scale
is used, relationships between the attributes must also be formed. These can be
simple, and measured, for example, in terms of scoring and weighting systems,
or they can be complex, requiring specification of full joint utility functions
using conditioning and independence, much the same way as a joint probability
distribution can be formed.

Just as there are several competing theories of uncertainty, there are also
competing theories for specifying utility or value judgments. One option is to
specify values in terms of dollar costs, although this can sometimes be difficult
for some attributes. Use of monetary units usually implies performing a cost-
benefit analysis (Morgan and Henrion, 1990). If a comparative analysis
between decision options is needed, and actual cost is relatively unimportant
or is considered difficult to specify for some factors, then utility can potentially
be specified instead using, for example, multi-attribute utility theory (MAUT)
(Keeney and Raiffa, 1993), Analytical Hierarchy Process (AHP) (Saaty, 1980),
and outranking methods (Rogers and Bruen, 1998). However, if, in any of these
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approaches, a single attribute is specified in monetary terms, then, in a complete
model, the value of all other attributes could be translated into monetary value.

MAUT involves scoring to compare preferences across options. Scores
are established for each attribute, and are aggregated, often using weighting
mechanisms. The different attributes are combined into one common scale.
AHP achieves the same end result, but does so through pairwise comparisons of
decision criteria instead of utility and weighting. This is advantageous in that
relative judgments are made instead of absolute judgments. However, there are
disadvantages in that AHP can lead to contradictions in the preference order-
ing. Outranking focuses instead on finding a decision option that has a degree of
dominance over the other options. In some ways, this is a further relaxation
on specifying values or preferences. There are many other methods available
for specifying or ranking preferences (see, for example, Kiker et al., 2005 for
environmental applications), most of which are aimed at scoring, ranking, or
weighting of attributes. MAUT is discussed in greater detail in Chapter 3.

Decisions can also be made without regard for utility or expected utility. For
example, rights-based criteria can be used in which decisions are mandated
according to some rules (Morgan and Henrion, 1990). Environmental examples
include complete elimination of environmental risk regardless of the cost or
benefit, or setting a target risk threshold that must be satisfied regardless of cost
or benefit. This type of analysis is common in environmental restoration work.

Cost-benefit analysis and MAUT serve the process of maximizing expected
utility, or searching for a globally optimal decision. These methods can be
considered normative, or rational, or coherent. Other methods use more relaxed
sets of assumptions, which often ease the elicitation burden, but can result in
inconsistencies. This trade-off is an important consideration when deciding
which approach to use.

Multi-criteria decision-making refers to desires and preferences across many
attributes of the decision problem (Keeney and Raiffa, 1993). Human health
and ecological risk assessment deal with the science or technical side of envir-
onmental problems, an aspect that is well supported by probability theory.
The utility function aspects of multi-criteria decision-making are more aligned
with environmental risk management activities, providing a paradigm by which
environmental risk management can be quantified. A complete decision analy-
sis requires both components, as described below.

1.3.2.5 Bayesian Statistical Decision Analysis

A complete decision support system will contain a knowledge base that pro-
vides different types of information, some of which might be directly used in
a decision analysis model, and an inference engine that allows decisions to be
assessed quantitatively. To complete the quantitative components, the decision
analysis model must include information and an inference engine pertaining to
both the probability or science-based components and the utility or preference
based components. The paradigm that can accommodate both aspects and
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achieve coherence is termed Bayesian statistical decision analysis (Berger.
1985). Under the full Bayesian paradigm, decision analysis is performed by
maximizing expected utility, and updating of information is performed using
Bayes” Theorem. Probability networks are extended with multi-criteria deci-
sion-making models to achieve a complete quantitative Bayesian decision sup-
port system. Other metrics for addressing uncertainty or decision analysis are
possible, including fuzzy logic, random sets, and belief functions; however, as
mentioned earlier, none of these metrics satisfy the coherence axioms of Baye-
sian decision analysis (Black, 1996a).

A complete quantitative decision support system takes probabilistic net-
works a step further in a decision analysis framework by involving utility
functions associated with specific decision outcomes. Under Bayesian decision
analysis the “best” decision is the decision that maximizes expected utility
(Morgan and Henrion, 1990). The basic steps of a Bayesian statistical decision
analysis can be summarized as follows:

e Identify decision options.

e Develop a decision analysis model structure that will support selection of the
optimal decision action while accounting for uncertainty and cost and value
judgments.

e Elicit utility, loss, and cost functions for decision consequences.

e Develop prior distributions and likelihood functions based on available
information.

e Couple utility, prior distributions, and data likelihoods to identify optimal
decision, that is, maximize expected utility.

e Determine the need for further information through sensitivity and uncer-
tainty analysis, and use Bayes’ rule to update the system if further informa-
tion is collected.

Implemented in this way, Bayesian decision analysis is fully aligned with the
basic tenets of the scientific method (Berry, 1996). That is, identify the question
to be asked or the problem to be solved, form a decision model, collect available
information, choose the best decision, and determine if the decision is sup-
ported well enough or if more data or information are needed to reduce
uncertainty. Arguably, methods that deviate from Bayesian norms do not as
obviously follow this basic approach to problem solving.

1.3.3 Software Implementation of a Model-Based DSS

As with information-based DSSs, both Web-based and desktop inference
engine interfaces can be developed using a wide variety of powerful open
source development tools including Java, C+ +, Visual Basic, Perl, HTML
and XML for hyperlinking, and Web search engines. Several Java class pro-
posals for implementing production expert systems are already under
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development. Tools can also be developed using higher-level languages such
as R. Knowledge base interface tools would include relational databases
(RDMS), structure query language (SQL), geographic information systems
(GIS), and statistics. Statistical approaches that can be used to synthesize the
knowledge base include data mining and knowledge discovery in databases
(KDD), using neural networks and recursive partitioning, and meta-analysis
approaches for combining information from different sources. This expert
system could also largely be implemented with free open source computing
tools. Building this tool under an open source paradigm expands both the
availability to a wide variety of users as well as expanding the base of potential
contributors. Also, using open source software guarantees that future users
and contributors will not be restricted to using proprietary software in order to
update or modify the tool.

From a software perspective, model-based DDSs differ from information-
based DDSs largely in the reliance on a computational and probabilistic simula-
tion engine. This engine potentially needs to be able to manage, query, and store
data, integrate and control calls to external programs, and integrate elicited user
input as required by the particular decision framework. In the open source
community, R is a statistical programming language that can be used for the
inference engine, providing capabilities for:

e programming any necessary numerical calculations,

e conducting probabilistic simulations (e.g., both Monte Carlo and Markov
Chain Monte Carlo approaches),

e connecting and interacting with RDMS’s via SQL (e.g., JDBC connection to
a PostgreSQL database),

e contacting external programs within the probabilistic simulation (e.g., eco-
logical process model, groundwater model),

e integrating probabilistic simulation results into the decision model,

e generating statistical and graphical interpretation of the decision simulation,

e conducting sensitivity analysis of the simulation results.

Apache Cocoon (cocoon.apache.org) is an open source Web application
framework that can provide the glue that connects the user input (via a web
browser) to a decision engine built in R.

1.4 Stakeholder Involvement

Stakeholders in a DSS have varied roles. Stakeholders potentially include DSS
developers, contributors, and users. For simple information-based DSSs, user
interaction involves developing content and using the DSS to gather informa-
tion. For model-based and framework DSSs, contributions can be technical as
well as content oriented, and these DSSs can be used to both gather and analyze
information.
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A DSS is constructed by a development team that can be responsible for
project management, planning, development, maintenance, and testing or qual-
ity assurance. For environmental DSSs, environmental practitioners should be
involved at all levels of development. That is, the development should be
performed as a team that collectively understands the goals of the environ-
mental problems being addressed by the DSS.

Some DSSs might also accommodate development support from contribu-
tors. Contribution is usually made externally to the DSS by submitting material
to the development team. Contributors can provide content in text files or office
products that can be inserted directly into the DSS, although some translation
might be needed. For example for open source DSSs, the content might be
translated into XML for inclusion in the DSS. Translation into XML can be
facilitated using Open Office products.

Technical analysis tools or functions can also be contributed to a DSS, but
external contribution might be constrained by the programming language used
to build the DSS. That is, the contribution either needs to be in the same
programming language or languages used by the DSS, or it will need to be
translated, which often means re-programming. For commercial DSS products,
the opportunities to contribute are usually limited, and direct external contri-
bution is probably impossible. However, for open source systems, all the
programming is available for any stakeholder or potential contributor. This
potentially makes contribution easier, although it also raises quality assurance
and testing issues.

A further option with open source DSS applications is that another party can
obtain the software and tailor it to their specific needs. This party becomes a
developer in its own right. This could significantly increase the usefulness and
flexibility of a DSS. Sharing of open source software is strongly encouraged if
not required by the license agreements. In this case, a DSS built for a specific
problem could be modified directly for a similar problem by changing the
program code. Whereas there are advantages to this approach, another option
is for a framework DSS to capture and store specific applications for re-use.
Essentially, examples can be saved and used as templates for similar situations.
This can potentially result in considerable efficiencies when building a new
specific application DSS.

Another option is to provide an interface within the DSS for contributions.
This approach still requires some level of QA review, so it seems doubtful that
contributions could immediately be loaded to the DSS. However, the interface
could constrain the user input so that it more immediately matches the pro-
gramming needs of the DSS. Contributions should always be acknowledged. If
the contributions are submitted directly through a DSS user interface, then they
can be easier to track. Receiving contributions in this way is also an organiza-
tional issue for the development team. The benefits are the potential for faster
development of large DSSs. The disadvantage is managing or organizing many
contributing developers. For example the statistical programming language
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R has many contributors, and the contributions are managed by the R project
team (r-project.org).

A user interface can also be set up to receive feedback on the DSS. The
mechanism can be similar to one used for contributions, but the focus instead is
on receiving comments. This might include identification of problems, sugges-
tions for improvement or refinements, and any other feedback of interest. The
feedback comments can be stored in a database, prioritized, and implemented
to improve the functionality of the DSS. Once implemented, responses can also
be directed to the commenter. It is important for a DSS to find ways to receive
feedback. Automated electronic options exist for DSSs and are better for
handling a large comment database. An open source example is Bugzilla, a
product of Mozilla (bugzilla.org). Bugzilla was originally a bug-tracking tool,
but can be used far more extensively as a comment-tracking tool. Commercial
software such as Analytica and GoldSim provide similar feedback options.

Depending on the type of DSS, users can play different roles in building a
DSS. For a specific application DSS, the role of the user is probably only to
interpret the results because the DSS has been built, and information content
and data are available. However, the user may also use analysis tools to process
the information, and may then interpret the results. This is the level at which
decision support applies to a specific application DSS.

For a framework DSS, however, the user options are more varied. The user
can now build an application using the framework. In some sense, the distinc-
tion between user and developer becomes blurred, as the user runs the frame-
work program to develop a specific application. Focusing on the framework
program, the user specifies information and data that are used to build the
specific application. This can involve providing content or specifying parameter
values or distributions. Specification of parameter values or distributions can
involve access to databases or to elicitation tools. That is, the user can request
the DSS to access the internal databases directly to produce summary informa-
tion and to use information in a specific application. Alternatively, the user
might access external information, summarize the information externally, and
then input the summaries into the application specific DSS. In this latter case,
literature review data, meta-analysis, and expert elicitation might be involved.
User interfaces are provided to complete the specific application from the
framework program.

Within a framework program it is also desirable to have the capability to
store the specific application. This serves two purposes. One is that a project
team can have simultaneous access to the specific application at all times, and
the other is that the specific application is saved or archived. This is a natural
component of framework programs such as Analytica and GoldSim. These are
desktop programs, so applications can be saved locally. For Web-based frame-
work DSSs, for which applications are saved on the server side, database
management of the user input is required. The benefit of a web-based frame-
work DSS is that the user is provided with options to save information, to share
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the project, and to work in teams. Desktop framework DSSs are more difficult
to share in real-time.

For environmental applications the stakeholder user groups are varied
because environmental work tends to be multi-disciplinary, encompassing
technical, management, regulatory, and political components. The list of envir-
onmental DSS users can include regulators, community groups, environmental
engineers and consultants, property owners, developers, financial institutions,
insurers, and lawyers. The roles that these users or stakeholders play in the
development of a DSS depends on the nature of the DSS (application or
framework), and on the functionality of the DSS. However, in general, they
will play the role of user for a specific application DSS, and, in the case of a
framework DSS they will play the role of user of the framework and developer
of a specific application. In an open source system, the users will also play a role
in quality assurance, both through feedback or comment mechanisms if avail-
able, and through general use of the DSS. That is, if the DSS is functional and
useful, then the user groups will use it. If not, then the user groups will provide
feedback or perhaps search for another alternative. This approach to quality
assurance is different from tradition. However, it is more powerful in the sense
that the product must prove its overall value before it will be widely used. The
user community determines value, and, hence plays a critical role in quality
assurance.

1.5 Environmental DSS Vision and Philosophy

Although there are many types of environmental problems that need solutions,
the same decision strategy is often needed for each type of problem. For
example, watershed management is similar in watersheds or stream systems
around the World, land revitalization is similar from site to site, or environ-
mental restoration at Superfund sites in the U.S. follows the same regulations
and guidance. There are potential advantages in consistency of approach that
can be realized by forming framework DSSs for some different types of pro-
blems. At another level, all environmental problems are similar in that they
require consideration of the same basic economic, environmental, and socio-
political factors. Consequently, framework DSSs that address different types of
environmental problems can also share functionality and approaches to pro-
blem solving.

As described in the previous sections, DSSs span the gamut from informa-
tion-based DSS to model-based DSS, the most holistic example of which might
be called a decision analysis support system (DASS). Arguably, for the World
to effectively value environmental or ecological systems, it is important that
valuations of these systems are included in environmental-related decisions. It is
important that they become a part of the economic equation. A framework
DASS can be constructed to provide a holistic decision analysis system that
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integrates all aspects of environmental problem solving while facilitating com-
munication and discussion among all stakeholders through presentation and
document production capabilities. Is this absolutely necessary? The answer is
probably no; there are probably cases of decision support that do not require
this level of technical analysis (von Winterfeldt and Edwards, 1986). However,
when decisions need to be made that affect environmental, financial, and
community outcomes, then a DASS can effectively provide analytical capabil-
ities to support decision making.

The output from a DSS often must be shared broadly. Therefore, when
designing a DSS it is important to consider how to communicate and share
the results. Transparency, and reproducibility of the process builds trust in the
output and can begin with the programming itself. Openness in computer
applications is a concept that is relatively new. It is embraced by the open
source community, but does not have to be so limited in its domain (Henrion,
2006). Open source program code is publicly available for anyone to download,
review, run, and modify. Arguably, the same should be required for any
computer program or DSS that supports environmental decision-making
because of the policy implications of many environmental decisions. Benefits
of open source approaches to programming a DSS include greater transpar-
ency, reproducibility, and defensibility of the decisions that are supported. In
addition, development of open source DSS is a collaborative process with a
potentially wide range of contributors. The success of the open source move-
ment is seen in products such as the Linux operating system, the Apache server
system, the PostgreSQL database management program, the Firefox Web
browser, the Web-based information system Wikipedia, and the statistical
software program R. The same basic approach to openness can equally benefit
DSS that are used for environmental problem solving. Some of the open source
products are Web-based. There are clear advantages to presenting a DSS or
DASS on the Web. The power of the Web can be combined with analysis
and presentation tools in a comprehensive model-based environmental DSS
or DASS.

Use of open source architectures helps create an environment of sharing,
transparency and reproducibility, but the same can be achieved with proprie-
tary software if the developers are willing to make all their code available. That
is, open source is not a requirement for openness. What is important for DSS is
that openness, transparency and reproducibility of information, and technical
analysis are inherent components of the systems. This allows all potential users
or stakeholders to access all the relevant information and make decisions that
are as informed as possible. This means that an independent reanalysis would
arrive at essentially the same results. This also means that the DSS is subject
to review from all users and stakeholders, which provides much greater defen-
sibility than is possible in a closed system.

DSS and DASS can combine knowledge bases, expert system technology,
database and GIS access, analysis tools (e.g., environmental modeling, risk
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assessment, statistics, economic modeling, and decision analysis), and documen-
tation and presentation capabilities, to provide a truly interactive analysis of
environmental decision problems. However, the technical approach taken to
solving environmental decision problems is also important. As described pre-
viously, there are many options for technical paradigms for decision support.
These include Bayesian decision theory, and some interval-based calculi such as
fuzzy logic, random sets, belief functions, and lower probability theory. These
were discussed and compared briefly in Section 1.3.1. Arguably, the technical
philosophy behind an environmental DASS should follow the intent of the
scientific method and use the technical framework of Bayesian decision analysis.
Within a Bayesian analysis, uncertainty is captured with probability distributions,
and with costs and value judgments that are provided explicitly as loss or utility
functions. As noted above, to complete a proper environmental DASS, it is critical
that uncertainty and cost/value cover the full range of environmental, economic,
and socio-political components of environmental decision support.

An environmental DSS can be described as providing a complete project
management system for environmental decision problems that is comprised of
the following components:

e Guidance for each aspect and function of the DSS, including interpretation
of results and explanation of technical terms and methods.

e Access to and integration of project-specific knowledge bases with further
access to the wealth of information available on the Web.

e Database management, including SQL queries and GIS access.

e Environmental modeling capability including fate and transport, risk assess-
ment, and statistical and decision analysis tools.

e Expert system components that help the user navigate the technical choices
available within the DSS analysis tools (e.g., risk assessment, financial, and
social options, or statistical and decision analysis options).

e A presentation system that can be tailored to the specific needs of the users.

e A document production system that can be tailored to any form of computa-
tional output (e.g., Web-based, PDF, Office products).

e Quality assurance (QA) that is continuously measured and evaluated
through user supplied feedback as well as more traditional QA techniques.

e Interactive training in each aspect of the DSS.

For a DASS, an inference engine based on Bayesian decision theory can
operate within the system to directly support numerical insights into decision
problems. The philosophy also embraces open source concepts including shar-
ing, transparency, traceability, defensibility, continual development in response
to feedback from the user community, and quality assurance (QA) through
internal testing and user participation. The challenge of building such a DASS is
how to capitalize on available resources, expertise, and knowledge, and effec-
tively share and transfer that information to the organizations and individuals
responsible for making decisions and implementing revitalization.
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1.6 Conclusion

Decision support systems for contaminated sites help to organize information
that enables decision making. DDSs can be categorized according to the level of
application and the approach taken for technical decision support, but the
ultimate test will always be: “Did the output of the process using the DSS
lead to a scientifically informed decision that resulted in actions that met the
environmental objectives?”

Perhaps this book should be viewed as a DSS for selecting a DSS for your needs.
Therefore, we have further classified and characterized DSSs as application spe-
cific, as an application oriented framework program, or as a general framework
program. A DSS can be information-based, providing access to information
content and data, or model-based so that an inference engine is involved for
inference, prediction, or decision analysis. Analytical tools can be part of either
an information-based or model-based DSS. A model-based DSS can support an
inference without actually performing decision analysis. In which case, it seems
reasonable to define a DASS as the final extension that provides numerical decision
analysis support. En toto, this chapter introduces the range of systems that you will
encounter throughout this book and may help you to understand some of the basic
assumptions thus enabling you to select DSSs based on your needs and their likely
performance rather than on technical novelty or glitzy appeal.

For specific types of environmental problems, it seems reasonable to construct
a framework DSS or DASS, provide access to a wide range of information
through the Web or otherwise provide analysis tools, and ultimately support an
inference engine that can propagate information through a model. This describes
many of the example framework DSS that are included in later chapters of this
book. Some models stop short of performing decision analysis; but formal decision
analysis provides a method for fully integrating the value of ecological systems and
community benefits in an environmental analysis, which seems like a worthwhile
goal. The largest obstacle at this time is probably the challenges associated with
valuing human health, ecosystems, or community benefits. However, methods are
now being developed to address this problem. It should not be long before an
environmental DASS can fully support reasonable decision analysis that involves
comprehensive value judgments as well as uncertainty management. In the mean-
time, we encourage you to use or construct a DSS that works for you.
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Chapter 2
Environmental Risk Assessment

Andrea Critto and Glenn W. Suter 11

Abstract Environmental risk assessment is the process of evaluating the
likelihood that adverse human health and ecological effects may occur or are
occurring as a result of exposure to one or more agents. At contaminated sites,
environmental risk assessment estimates risks of effects if no remedial action is
taken and if each of the proposed alternatives were implemented. The purpose
is to provide relevant and useful information to inform the remedial decision.
The environmental risk assessment process begins with a planning phase that
defines the scope and goals or the assessment. Next an analytical phase esti-
mates exposure levels and exposure-response relationships for the contami-
nants of concern and the endpoint entities. Then a synthesis phase brings the
analytical results together to estimate risks and associated uncertainties. The
risks must then be communicated to the decision makers and stakeholders in a
useful form. If a decision analysis is used to support the decision process, the
risk assessment results should provide the needed input. Environmental risk
assessments may be simple comparisons of point estimates of exposure to
toxicological threshold values (e.g., no observed adverse effect levels). At the
other extreme, they may include spatial analysis, probabilistic modeling, weigh-
ing of evidence, and other advanced techniques. Decision support systems may
make environmental risk assessments quicker, easier, and more consistent and
provide access to advanced analytical techniques.

2.1 Introduction

Risk may be defined as “the combination of the probability, or frequency, of
occurrence of a defined hazard and the magnitude of the consequences of the
occurrence” (US-National Research Council 1983; Royal Society 1992). It should
be differentiated from hazard, which is commonly defined as “a property or
situation that in particular circumstances could lead to harm” (Royal Society
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1992). In fact, it is the likelihood of harm as a result of exposure to hazards which
distinguishes risk from hazard.

Accordingly, Risk Assessment is the procedure in which the risks posed by
hazards associated with processes or situations are estimated either quantita-
tively or qualitatively. Specifically, Environmental Risk Assessment is the
examination of risks resulting from hazards in the environment that threaten
ecosystems, plants, animals and people. It includes human health risk assessment
and ecological risk assessment. Within environmental risk assessment, Ecological
Risk Assessment is a process for organising and analysing data, information,
assumptions, and uncertainties to evaluate the likelihood of adverse ecological
effects (US-EPA 1998). This definition emphasizes the role and benefit of risk
analysis as a methodology for systematically gathering, structuring and analysing
relatively large bodies of complex information.

In the context of this book, risk based management of contaminated sites,
environmental risk assessment informs remedial decisions by estimating the
likelihood of adverse effects on human health and the environment. Typically,
this is done in two stages. First, the risks associated with the baseline condition
are assessed to determine whether risks from the unremediated site are accep-
table. Second, if baseline risks are unacceptable, the risks associated with alter-
native remedial actions (e.g., capping, removal, or land use restrictions) are
assessed. These remedial assessments consider whether sufficient risk reduction
would be achieved and whether significant risks are associated with the remedial
process itself.

Subsequent to risk assessment, Risk Management is the decision-making
process for identifying, evaluating, selecting and implementing actions to pre-
vent, reduce or control risks to human health and the environment (CRARM
1997). The process involves comparing the risks of taking no action with the
risks associated with each remedial alternative, while taking into account social,
cultural, ethical, economic, political, and legal considerations. It is often per-
formed informally and subjectively by the decision-maker, but it may be in-
formed by a formal management assessment employing cost-benefit analysis,
net benefit analysis, decision analysis, or another technique. It should result in
risks being reduced to an “acceptable” level within the constraints of the avail-
able resources.

In the process of assessing and managing risk, risk perception is a major
determinant in whether a risk is deemed to be “acceptable” and whether the risk
management measures undertaken are seen to resolve the problem (Fairman
etal. 1998). Risk perception involves people’s beliefs, attitudes, judgements and
feelings, as well as the wider social or cultural values that people adopt toward
hazards and the benefits of technology. It is closely linked to risk communica-
tion, which is an increasingly important area of risk management concerned
with the way in which information relating to risks is communicated and
includes the exchange of information about health and environmental risks
among risk assessors, risk managers, the public, media, interested groups and
others.
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2.2 Historical Development

Risk assessment has its roots in gambling and insurance, but it became forma-
lized as a method of addressing health concerns in the early 1970s (Ross 1995;
Barnard 1994).

The primary impetus for risk assessment of contaminated sites was the pro-
mulgation in the United States of the Comprehensive Environmental Response,
Compensation and Liability Act (CERCLA, or “Superfund”) in 1980. It estab-
lished a national program for remediating sites that were contaminated by
releases of hazardous substances. The overarching mandate of the Superfund
program is to protect human health and the environment from potential threats
posed by environmental contamination. To meet this mandate, the United States
Environmental Protection Agency (US-EPA) developed a human health and
ecological evaluation process as part of its remedial response program. This
process of gathering and assessing human health risk information was carried
out by adapting chemical risk assessment principles and procedures first pro-
posed by the National Academy of Sciences (NRC/NAS 1983).

The first formal human health risk assessment guidance manual was known
as the Superfund Public Health Evaluation Manual (US-EPA 1986). After
several years of Superfund program experience conducting risk assessment at
hazardous waste sites, US-EPA updated the Public Health Evaluation Manual
with the Human Health Evaluation Manual (US-EPA 1989). That guidance is
currently used for the evaluation of hazardous waste and other sites in many
states around the USA and internationally (CARACAS 1998, 1999).

During the 1990s, an increased attention was paid to developing ecological
risk assessment and probabilistic risk assessment procedures.

In 1992, the US-EPA’s Framework for Ecological Risk Assessment (US-
EPA 1992) proposed a structure, principles and terminology for the ecological
risk assessment process. The Agency then developed Guidelines for Ecological
Risk Assessment that explain how to implement the framework (US-EPA 1998).
Specific guidance for ecological risk assessments for Superfund is provided by the
U.S. EPA (1997).

The concept of risk implies uncertainty and probabilistic analyses. The US-
EPA has provided a “Process for Conducting Probabilistic Risk Assessment” at
contaminated sites (US-EPA 1999).

Risk assessment approaches are becoming widely used in Europe to support
the implementation of the recent European environmental policies concerning,
for instance, the production and use of chemicals, the remediation of contami-
nated sites, the management of water quality and the protection of human health.

Risk assessment is the key tool for setting acceptable practices and uses of
chemicals, as well as to set restrictions and risk reduction needs (Tarazona 2002).
Currently, different requirements and protocols are established for several groups
of chemicals. Industrial chemicals are covered by two categories: “existing” and
“notified” (new) substances, to which a common risk assessment protocol is
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applied: the Technical Guidance Document (EC 2003). Other regulations and
technical notes for guidance cover the risk assessment of pesticides, biocides,
pharmaceuticals, feed additives, etc. However, a revision of the European che-
micals policy is on-going, as result of the discussion on implementation of the
Commission’s White Paper issued in February 2001 (EC 2001) and the introduc-
tion of the REACH (Registration, Evaluation, Authorization and restriction
of Chemicals) legislation. Two basic ideas are focusing the discussion. First,
scientifically sound risk assessment methodologies should be used in the decision
process whenever possible. Second, the “Precautionary Principle” should be
applied when a scientifically sound risk assessment cannot be conducted.
Moreover, in the context of the REACH legislation, the focus has shifted from
risk assessment to risk management and from the principle of the authorities
identifying and regulating the risks to industry taking responsibility for doing the
assessments and for implementing the necessary measures to adequately control
the risks (i.e. the reversal of the burden of proof).

For contaminated sites, the risk assessment approaches applied over the EU
have been thoroughly explored by CARACAS, CLARINET and NICOLE net-
works. Results of the studies (CARACAS 1998, 1999; CLARINET 2003) have
shown that, even if the rationale is very similar, several differences exist among
Member States in terms of approaches. Moreover, to assist in the convergence of
thinking and the development of solutions for the problems presented by con-
taminated land in Europe, the concept of risk based land management (RBLM)
was proposed by CLARINET (2003) and included in the recommendation
contained in the European Thematic Strategy for Soil Protection.

While the idea of a unique risk assessment model for soil contamination is
generally not supported, there is a consensus for developing a common frame-
work and a tool box, comprising a set of models and common data bases.
Recent initiatives for building an Exposure Factors Sourcebook for Europe are
in line with this approach and similar projects could be addressed to physico-
chemical and toxicological data bases. Moreover, much of the work done to
develop and harmonize risk assessment methods in related fields (e.g., for the
risk assessment of new and existing substances coordinated by the European
Chemical Bureau), can contribute to the improvement of risk assessment prac-
tices for contaminated sites.

2.3 The Role of Risk Assessment in Environmental Management

Environmental risk assessment has became a fundamental tool for the environ-
mental decision making process, especially for chemical risk control.

Several complementary factors led to the definition of this fundamental role.
The most important of these was increased public concern about pollution and
environmental risks, which increased demand for prevention and protection.

As a consequence, the development of environmental regulations and poli-
cies were accelerated, in order to define stringent environmental benchmarks
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(i.e., environmental quality standards) and innovative assessment approaches
to support environmental management processes.

As a result, risk assessment and management techniques are used more and
more as decision-making tools (Fairman et al. 1998) for: (a) designing regula-
tions (e.g., the EU legislation relating to new and existing hazardous sub-
stances); (b) providing a basis for site-specific decisions (contaminated land
sites are an example where risk-based regulation is being used in Europe); (c)
ranking environmental risks (e.g., prioritisation of chemicals); and (d) compar-
ing risks.

Environmental risk assessment has become useful for planning and mana-
ging land use and for defining environmental monitoring plans.

Because environmental risk assessment has been used by regulators, it is also
increasingly used by industry. In fact, companies use environmental risk assess-
ment to determine the levels of risk associated with certain processes or plants
and for industrial financial planning (Salgueiro et al. 2001). Finally, risk assess-
ment and management can be important decision-making tools in the prioriti-
sation and evaluation of industrial risk reduction measures.

2.4 Overview of Risk Assessment Frameworks and Approaches

The procedure for human health risk assessment proposed by the National
Academy of Sciences, consisting of (a) hazard identification, (b) exposure assess-
ment, (¢) dose-response assessment, and (d) risk characterization, has been widely
used and accepted (NRC/NAS 1983). It has also been elaborated and adapted for
other organizations. For example, Covello and Merkhofer (1993), proposed a
procedure that includes: (a) problem formulation; (b) hazard identification; (c)
release assessment; (d) exposure assessment; (¢) consequence assessment; (f) risk
estimation; and (g) risk evaluation (see Fig. 2.1).

Although the human health and ecological risk assessment processes are
conceptually similar (ecological risk assessment having been developed from
human health risk assessment), they developed differently (Fairman et al. 1998).

The US-EPA (1992, 1998) pioneered the development of ecological risk assess-
ment, by developing a framework and guidelines. They include three major steps,
as shown in Fig. 2.2.

Problem formulation is the planning and scooping process that converts the
goals and constraints provided by the risk manager into an operational plan for
performing the risk assessment. The main expected results from the problem
formulation step are: (a) the selection of assessment endpoints, which are the
ecosystem’s components or attributes of concern (e.g., the abundance of a fish
population or the number of soil invertebrate taxa); (b) a conceptual model that
represents the hypothesized pathways by which human activities induce effects
on the assessment endpoints (Fig. 2.3); and (c) an analysis plan that designs the
analysis program, including identification of the data needs, means for data
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Fig. 2.1 The elements of environmental risk assessment

generation, and methods for conducting the subsequent steps of the risk assess-
ment. The analysis phase contains the characterizations of exposure and of
ecological effects. In the characterization of exposure, the assessors quantify
the release, migration and fate of contaminants, and characterise the exposure
of the receptors. In the characterization of effects, the assessors evaluate the
evidence of any cause and effects relationships and defines the exposure-response
relationships. Risk characterisation, the final step, provides risk estimates,
through integration of the results of the exposure and effects characterisations,
and characterizations of uncertainties.
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Fig. 2.2 The framework for
ecological risk assessment
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2.4.1 The Tiered Approach: Screening and Definitive Risk
Assessment

For efficiency, both human health and ecological risk assessments are often
performed in tiers of increasingly complex analyses. In assessments of contami-
nated sites, two tiers are typically employed, a screening assessment and a definitive
assessment (Suter et al. 2000; US-EPA 2001). Screening assessments are intended
to narrow the scope of subsequent assessments by screening out chemicals, media,
or routes of exposure that are not credible hazards. Definitive assessments are
intended to provide risk estimates that will support a management decision.

Screening assessments are like the screening of soil to remove rocks and
roots. At contaminated sites, they are used primarily to screen out chemicals that
do not occur at sufficient concentrations, over a sufficient area or with sufficient
frequency to be contaminants of concern. Usually, sufficient concentration is
determined by comparing a conservatively-estimated exposure concentration to a
toxicological benchmark such as a soil screening level (US-EPA 2005). The
exposure concentration might be a maximum observed concentration, a high
percentile of the distribution of observed concentrations, or a modelled concen-
tration based on a high-exposure scenario. The toxicological benchmarks may be
values developed specifically for screening such as the human health and ecolo-
gical soil screening levels (US-EPA 1996, 2005), the aquatic screening bench-
marks (Suter 1996) or values developed ad hoc. If the conservative exposure
concentration does not exceed the screening benchmark concentration, the che-
mical may be screened out.

The combined toxicity of multiple chemicals may also be screened. The only
model that is routinely used for that purpose is the hazard index (HI). The
assessor calculates:

HI = (Cei/Cy) 1)

where C,; is the exposure concentration of chemical i and Cy; is the correspond-
ing benchmark concentration. If the sum is greater than one, the mixture is
potentially hazardous and must be retained for further assessment.

Chemical concentrations may also be screened against background. This
approach is based on the idea that it is not reasonable to remediate concentra-
tions below background levels. However, it is important to ensure that the form
of the contaminant is not different from the form in background materials. For
example, concentrations of hexavalent chromium should not be compared to
background chromium which is nearly always trivalent. Also, naturally high
concentrations, such as soils in areas with metal ores, should not be treated as
part of the regional background.

Commonly, two screening assessments are performed at contaminated sites.
First, a screening assessment of pre-existing data is used to inform the problem
formulation. Then, when a preliminary sampling and analysis program has been
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completed, another screening assessment may be performed to revise the com-
plete sampling and analysis program that will inform the definitive assessment.

After screening assessments and data generation are complete, definitive
assessments are performed to inform the remedial decision. They tend to differ
from screening assessments in several important respects.

They are more focused on the priorities of the decision makers and stakeholders.
The results of definitive assessments must, as far as possible, address the concerns
of stakeholders and provide the information needed to select a remedial action
that adequately addresses environmental risks.

They are focused on those contaminants, media and receptors that passed the
screening assessment. Because screening assessments typically eliminate most
contaminants of potential concern and even some media and receptors, definitive
assessments can generate and analyze information that is specific to a relatively
few issues.

They are more site specific. Definitive assessments should replace generic
assumptions and models with site-specific information and models that repre-
sent the distribution and movements of contaminants and receptors on the site.

They are more spatial. Because remedial actions must be performed in speci-
fied areas, definitive risk assessments must associate risks with specific areas of
land, reaches of streams, or other contaminated areas. In addition, the risks are
dependent on the area contaminated. Small contaminated areas typically provide
small risks to wide-ranging animals. The exceptions are area independent routes
of exposure, such as a highly contaminated waste pond that provides drinking
water.

They are more specific to the endpoint receptors. For example, while a screen-
ing assessment may use the highest observed concentration and the lowest
toxicity value, a definitive assessment may use data for important site species
and limit concentration data to those seasons in which sensitive life stages are
present on the site.

They must incorporate more lines of evidence. Definitive assessments may use
data from biological surveys of the site, toxicity tests performed with site media,
laboratory toxicity tests, and biomarkers and body burdens of contaminants in
organisms from the site. As discussed below, these lines of evidence must be
weighed and integrated to estimate risks.

They use more quantitative analyses of uncertainty. In place of the conserva-
tive assumptions that are used in screening assessments, definitive assessments
may use uncertainty analysis to express the implications of missing or inaccu-
rate information.

They consider the risks and benefits of alternative actions. Different remedial
actions including no action (also called natural attenuation) have a mixture of
benefits from removal or isolation of contaminants and risks from dredging,
earth moving, disposal, incineration, etc.

Decision support systems play different roles in screening and definitive
assessments. Screening assessments are relatively simple and the entire assess-
ment can be readily converted to an algorithm and implemented in software.
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Definitive assessments are potentially much more complex. As a result, there
is a greater need for technical support but less opportunity for standardization.
Some portions of the assessment problem are more readily adapted to standard
analyses. For example, spatially explicit analyses of risks to humans or wildlife
from contaminated soils have been implemented in systems such as DESYRE
and SADA (Chapters 8, 11). However, portions of definitive assessments that
weigh multiple lines of evidence or that include unusual exposure scenarios or
receptors are less readily incorporated into a DSS.

2.4.2 Weight of Evidence Approaches and Triad Schemes

In the last decade, Weight of Evidence (WoE) approaches have become common
in Environmental Risk Assessment, especially for Ecological Risk Assessment.

Definitions and interpretations of WoE vary broadly, and there are no
standardized methods or regulatory guidance on how to conduct WoE studies.

As used in environmental studies, WoE can be defined as the determination
of environmental risks by weighing multiple Lines of Evidence (LoE). This
determination incorporates judgements concerning the quality, extent and
congruence of the data contained in the different LoEs (Chapman et al. 2002).
In this context, a LoE is information of a particular type (e.g., chemical analyses
of water or laboratory acute lethality tests) that pertains to an important aspect of
the environment (Smith et al. 2002).

WOoE is useful because multiple LoEs are often available for environmental
assessessment, and it is unreasonable to use only one and discard the others. In
addition, different LoEs bear different realtionships to the assessment endpoint,
and provide different types of evidence. Finally, the quality of data supporting
the lines of evidence vary in ways that are not always apparent, so it is important
to weigh all of the evidence so that errors or uncertainties are revealed by
discrepancies among LoEs. This means that analysis of a single LoE is in most
cases insufficient to achieve credible evaluation of environmental impairments
and several lines are needed to adequately assess stressor exposure and effects.
A single LoE can be useful as a screening tool but the possible conflicting results
from different LoEs require a WoE assessment for final decision-making (Hall
and Giddings 2000).

Each LoE can provide unique and useful information to the assessment process,
and, in this sense, no LoE is redundant. However, a fundamental step in a Weight
of Evidence consists in recognizing all the possible advantages and limitations
presented by each LoE (Hall and Giddings 2000) in order to select an appropriate
and complementary combination of LoEs. This evaluation strictly depends on the
aims of the study and the analyzed situation; it takes place in the Problem
Formulation phase of ERA, after developing the conceptual model in which
relationships between targets and environmental stressors are made explicit.

The simplest form of assessment by WOE is: if most of the assessment results
suggest impairment, then there is a greater likelihood that there truly is ecosystem
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impairment, but if most of the assessment results suggest no impairment, then
impairment is unlikely (Burton et al. 2002a). The most common criticism of this
simple approach is that not all LoEs are equally reliable or relevant, and high
quality LoEs may be negated by more numerous low quality LoEs.

Perhaps the best-know approach for combining multiple LoEs is the Sedi-
ment Quality Triad (SQT) first articulated by Long and Chapman (1985). The
Triad approach is based on a standard combination of three Lines of Evidence;
in the SQT they are:

— sediment chemistry;
— benthic community structure; and
— sediment toxicity.

The assessment endpoint for the SQT is benthic community structure, and the
observed or measured parameters included in each LoE are characteristics, related
to the assessment endpoint, that change in response to a stressor to which they are
exposed. These parameters are called measurement endpoints (US-EPA 1992) or
measures of effects (US-EPA 1998).

These three LoEs have been selected because each of them can provide a
distinct and complementary kind of information about the investigated envir-
onment, and, by means of their integration, a solid conclusion about the
effective ecosystem impairment can be achieved (Chapman 1990).

The SQT is generally and widely used, but it is continuously improved
(Chapman et al. 2002). It has been applied to numerous sediment quality
assessments; however, it provides an overall interpretation scheme applicable
also to other environmental media, including contaminated soil (Rutgers and
Den Besten 2005). In fact, all WoE assessment methods based on the selection
of three main LoEs (i.e. related to chemistry, ecology and toxicity) can be
defined as Triad-like or Triad based approaches.

Triad-like approaches must address two main issues: (1) the proper selection
of the measurement endpoints within each LoE in order to achieve an accurate
assessment of impairment and (2) the method by which the different LoEs are
combined and integrated into a WoE-based decision. Chapman (1990) pro-
vided a standard set of interpretations for each possible combination of positive
or negative results for the three LoEs. For example, if the sediment is toxic and
the benthic community is altered, but no chemical is measured at potentially
toxic concentrations, then “unmeasured toxic chemicals are causing the degra-
dation.” Alternatively, Best Professional Judgement (BPJ) or Multi-Criteria
Decision Analysis (MCDA) may be used when results are ambiguous or for
some other reason triad results are not interpretable using Chapman’s logic.

Triad based approaches and other WoE approaches, can be classified as qua-
litative or quantitative.

Qualitative approaches are defined as the “simple” combination of various
LoEs results in a non-quantitative manner. Congruencies or disagreements
among the different LoEs are evaluated, as in Chapman’s standard interpreta-
tion, but no quantitative risk estimation is provided.
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They includes all methods that use a matrix to integrate and summarize the
information provided by different LoEs. A critical issue in this type of approach
consists in the formulation of criteria for evaluating the relevance of impacts
highlighted by each LoE, while the main advantages of matrix-based approach
are that it has high degree of sensitivity, applicability and transparency (Burton
et al. 2002b).

In general, qualitative approaches have the advantages of being easy to use
and have a wide appropriateness but they may be characterized by low robust-
ness (Burton et al. 2002b). However, if BPJ is used in place of clear inferential
rules, qualitative infrerences are not transparent and thus cannot be easily
understood by stakeholders.

Quantitative approaches combine different LoEs by developing and apply-
ing indices. A single index can be calculated for each LoE or an overall index
can integrate information provided by all different LoEs.

Use of indices was criticized by Burton et al. (2002a), because it results in
information compression. Indices have the great advantage to ease the commu-
nication to non-professional stakeholders, irrespective to the specific methods
used. Moreover, the ranking of sites according to their values supports the
identification of critical areas that need to be further investigated.

We have emphasized the triad approach to weighing multiple lines of
evidence because of its popularity. However, other approaches have been
developed that are more flexible. One is to numerical weighting and scoring,
as in the Massachusetts method (Menzie et al. 1996). In such systems, the
ourcomes are scored for each LoE (e.g., low, moderate and high responses
receive scores of 1, 2, or 3), the scores are weighted based on the relevance and
quality of the LoE, and the weighted scores are combined. Another approach
developed for contaminated sites is abductive inference or “inference to the
best conclusion” (Suter et al. 2000, Suter 2007). It combines all relevant
information into a set of standard types: single chemical toxicity, ambient
media toxicity, biological surveys, and biomarkers and pathologies. Results
for each type of evidence are then evaluated against a set of issues and weight-
ing considerations and a qualitative score, weight and explanation is assigned
to each. Finally, a logical analysis is used to reach a conclusion concerning
risks. It is similar to Chapman’s original triad, but allows any number of types
of evidence and it allows for ambiguous or uncertain information. Another
application of “inference to the best conclusion” is found in the CADDIS
system (Chapter 17).

2.4.3 Spatial Risk Assessment Approaches

Assessments of risks to human and ecological receptors increasingly use spatial
information including the spatial distribution of stressors, receptors and effects
(see also Chapter 4). Spatial analysis is crucial because regional-scale processes
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influence population processes and human impacts and because site boundaries
and other jurisdictional units rarely, if ever, coincides with biologically or ecologi-
cally significant spatial units (Andersen et al. 2004). Moreover, the spatial dis-
tribution of multiple habitats, multiple sources, multiple stressors and multiple
receptors as well as the characteristics of the landscape affect the risk estimate
(Landis 2005). Similarly, the risk estimate is influenced by the spatial and
temporal distribution of soil and hydrogeologic characteristics, the environ-
mental settings, the current and anticipated use of land and the socio-economic
situation (Bien et al. 2004).

According to the scale of the problem to be assessed, it is possible to identify
two different approaches to deal with the spatial dimension of the risk assess-
ment: the site-specific spatial risk assessment and the regional risk assessment.

Site-specific spatial risk assessments are performed at local scales using site-
specific data to define the distribution of risks and thereby guide the distribu-
tion of remedial activities. Many scientists (e.g. Marinussen and Van der Zee
1996; Hope 2000; Korre et al. 2002; Linkov et al. 2002; Gaines et al. 2005;
Makropoulos and Butler 2006) have described how exposure and risk are
strongly influenced by the spatial distributions of both receptors and stressors.
For instance, exposure to contaminants involves spatially complex situations
due to the heterogeneity of contaminant distributions relative to habitat featu-
res and other environmental characteristics. Interest in site-specific spatial risk
assessment is growing. It is defined as a methodology which combines quantita-
tive risk assessment procedures and spatial distribution of stressors and receptors
to produce an assessment of risks at the scale of the site to provide geographical
risk maps. Such maps preserve the significant spatial dimension of the risk in
order to facilitate understanding and the communication (Gay and Korre 2006).
The objective of this approach is the spatial estimation of the risks posed by
some stressors (mainly contaminated sites) to evaluate remedial alternatives and
develop remedial plans.

Different site-specific risk assessment applications are available especially
concerning the contaminated sites. Korre et al. (2002) coupled advanced geos-
tatistics and exposure assessment to describe the spatial distribution of human
health risk associated with ingestion of lead contaminated soil. Hope (2000,
2001, 2005) developed a random-walk model to estimate a receptor’s exposure
to one or more stressors taking into account the relative spatial position of both
receptors and stressors and how that receptor is presumed to move within
the studied area. Some site-specific risk assessment methodologies have also
been implemented in dedicated software: HHRA-GIS (Morra et al. 2000),
HIRET (Bien et al. 2004), NORISC (http://www.norisc.com/), SADA (http://
www.tiem. utk.edu/~sada/help/) and DESYRE (Carlon et al. 2007). Finally,
the integrated project NOMIRACLE (http://nomiracle.jrc.it), founded by the
EU, addresses the issue of the pollutants transfer between different environ-
mental compartments, and the impact of cumulative stressors, including che-
mical mixture to human health in a spatial way.
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At regional scales, risk assessments deal with problems that affect large
geographic areas and with the spatial relationship among multiple and widely
distributed habitats, sources, stressors and endpoints (Hunsaker et al. 1990;
Landis 2005). Regional risk assessment becomes important when policymakers
are called to face problems caused by multiple sources of hazards, widely spread
over a large area, which affect multiple endpoints of regional interest (Graham
et al. 1991). Furthermore, in many cases, the limited economical resources
prohibit remediation of all the identified risks to health and the environment
in a region. As a result, methodologies are needed to rank risks within a region
in order to select those to be investigated more thoroughly or to prioritize the
remedial actions (Long and Fischhoff 2000).

For contaminated sites, assessments at regional or national levels are parti-
cularly useful to define priorities for action based on the risks and impacts of the
contaminated sites. Accordingly, regional risk assessment can be applied to
assess the extent of problems at regional scales in terms of sources of pollution
and constraints on land use and redevelopment planning. Indeed, these meth-
odologies have been widely used to classify and inventory of contaminated sites
at regional and national levels in Europe. Moreover, regional risk assessment
can identify significant causes of potential impacts on river basins and coastal
areas to estimate the risk that water bodies will fail to achieve a good ecological
status. This is done by modeling the relationship among sources, the distribu-
tion of stressors and locations of receptors in a watershed (see Chapter 18).

In comparison with traditional risk assessment concepts, one of the most
important characteristic of the regional approach is the inclusion of the spatial
characteristics of the regional landscape and any spatial characteristics asso-
ciated with the exposure or the effects of the exposure in the risk assessment
(Graham et al. 1991). Indeed, the spatiotemporal patterns of exposures depend
on the spatial relationship between the hazard sources and the endpoints and
these patterns influence the spatial distribution of the risks. Moreover, many
cumulative effects, which are not evident at local scale, can be apparent at
regional scale.

The main objectives of regional scale assessments are the evaluation of broader
scale problems, their contribution and influence on local scale problems as well
as the cumulative effects of local scale issues on regional endpoints in order to
prioritize the risks present in the region of interest (Smith et al. 2000). Further-
more, the regional risk approach can support the formulation of risk reduction
strategies in a spatially defined region, across a broad range of hazard sources
(Gheorghe et al. 2000).

As discussed by Hunsaker and colleagues (Hunsaker et al. 1989, 1990; Suter
1990; Graham et al. 1991), in regional risk assessment, the concept of hazard is
more nebulous and the interaction between the components of the problem
formulation phase are often complex because source terms, endpoints and refer-
ence environments are all interdependent. Indeed, developing source terms can
be difficult for regional hazards because they often involve multiple sources
that vary in both space and time. Moreover in the analysis phase, regional
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assessment differs from local scale in two ways. First, the models used in the
exposure and effect assessment must be regional: local models may have to be
adapted to larger geographical regions or very different models developed. Sec-
ond, the exposure or effects assessment must account for uncertainty that may
arise because of spatial heterogeneity, a feature that may not be significant in local
assessment.

Landis and colleagues (Landis and Wiegers 1997; Landis 2005) proposed
ranking models to estimate the relative probability that some environmental
negative effects, caused by anthropological activity, can occur. The criteria for
setting ranks are developed case by case on the basis of the complexity of the
system to be analyzed and the management needs. The objective of the relative
regional risk assessment is to rank the different sources of stressors and the different
endpoints (i.e. vulnerable habitats, species or resources) in order to define a relative
priority for further characterization of those risk assessment components with a
high relative risk rank. Moreover, the definition of relative scores allows the
comparison of the risks posed by the different sources of hazards and the
identification of the more vulnerable endpoints and more influential pathways.
The relative risk estimates are obtained by integrating of the importance of the
three components of the risk assessment (source rank, habitat rank and impact
rank) and the interaction among them (spatial overlapping) (Hamame 2002).

2.5 Challenges and New Direction of Environmental Risk
Assessment

Based on our experience and reviews by Menzie (2002), Fairman et al. (1998)
and van Leeuwen and Vermeire (2007), we consider the following to be the most
important challenges for advancing the practice of environmental risk assess-
ment: (a) integrating risk assessment and risk management; (b) dealing with
spatial and temporal scales; (c) harmonization of methodologies and tools; (d)
analysing uncertainties; and (e) communicating the risks and the decisions.

2.5.1 Integration of Risk Assessment and Risk Management

Although risk assessment exists to serve risk management, the proper relation-
ship between them has been controversial. This controversy arises because risk
assessment is a scientific enterprise which should provide unbiased estimates of
risk, but risk management must include non-scientific considerations such as
legal constraints, political policies, public preferences, and economic interests.
Hence, if risk managers are involved in risk assessment, the scientific process of
estimating risks will tend to become biased by other considerations. For this
reason, the 1983 National Research Council red book called for a clear distinc-
tion between risk assessment and risk management (NRC 1983).
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However, if risk assessment is completely separated from risk management, a
new problem arises. Policy decisions related to the scope and goals of the assess-
ment are made by technical experts (i.e., scientists or engineers) rather than the
risk manager who has the appropriate authority. As a result, the risk assessments
are unbiased by the political concerns of risk managers, but they become irrele-
vant, because they do not provide the information needed by the risk managers.

A solution to that quandary is to view risk assessment as a scientific practice
embedded in a larger risk management context. For example, the US-EPA’s
(1998) guidelines for ecological risk assessment call for a planning stage prior to
the problem formulation in which the risk manager and any involved stake-
holders set goals and constraints. Then, after the risk assessment is completed,
risk assessors should interact with the risk manager to assure appropriate com-
munication of results. The guidance for ecological risk assessment for Superfund
goes further by specifying six scientific/management decision points to ensure
that the risk assessment produces useful and defensible results (US-EPA 1997).

Although such interactions with risk managers are not part of the human
health risk assessment framework, the US-President/Congressional Commission
on Risk Assessment and Management (CRARM 1997) provides the following
principles for integrating human health risk assessment with risk management:
(1) risk characterization should be a decision-driven activity, directed towards
informing and solving problems; (2) coping with a risk situation requires a broad
understanding of the relevant losses, harms or consequences to the interested and
affected parties; (3) risk characterization is the outcomes of an analytical —
deliberative process; (4) the analytical — deliberative process leading to a risk
characterization should explicitly deal with problem formulation early on in the
process; (5) the process should be mutual and recursive; (6) those responsible for
the risk characterization should begin by developing a provisional diagnosis of
the decision situation so they can better match the analytical — deliberative
process to the needs of the decision, particularly in terms of the level and intensity
of effort and representation of parties; (7) each organization responsible for
making risk decision should work to build organizational capability to conform
to the principles of sound risk characterization.

An efficient integration of environmental risk assessment and environmental
risk management may be stimulated and supported by the development of risk
based decision support systems (Bardos et al. 2001; Sullivan et al. 2000). That is,
if risk managers are involved in the development of decision support systems,
policy-based decisions can be made once for a nation or region and then imple-
mented at all sites where the system is used. In that way, policy decisions are made
by proper authorities rather than by technical experts. Then, when the DSS is
implemented at a site, the influence of site-specific political and economic pas-
sions can be somewhat mitigated by invoking the standing policies. Examples of
such decisions include, should risks to an intruder into a fenced site be included
and should organism-level attributes such as mortality and fecundity be used as
ecological assessment endpoints or should population-level endpoints be used
instead?
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In the absence of input by risk managers to the design of a DSS, groups of
technical experts can develop their system based on precedents and interpreta-
tions of regulations and published policies. Examples of this approach include
the Risk Based Corrective Action (RBCA) proposed by American Society
for Testing and Materials (1998) and the Risk-Based Analysis, proposed by
Frantzen (2002).

2.5.2 Dealing with Scales

According to Menzie (2002), the three major scales affecting environmental risk
assessment results are: (1) spatial scales (for distribution of the stressors and
receptors); (2) temporal scales (for release, transformation, sequestration rates
as well as for biological processes including recovery); (3) effects scales (for type
of effects and magnitude of the effects).

Issues of scale have particular importance at contaminated sites. Spatial
scale is important because the areas within sites with particular types of con-
tamination, and the areas that potentially provide habitat have spatial dimen-
sions that limit the potential risks. For example, if the area contaminated is less
than a hectare, that is less than the home range of most wildlife species. Temporal
scale is important primarily because of the time required for contaminants to
move off the site, for contaminants to degrade and for containment measures to
fail. However, finer temporal scales are important to exposures if humans or
wildlife such as migratory birds visit the site for only short time periods.
Scales of effects determine whether the risks are significant. Adverse effects
are more important if they are more frequent (e.g., more organisms die) and
if they are more intense (e.g., if they reduce growth or fecundity by a greater
proportion).

During the 1990s and early 2000s there has been increasing interest in devel-
oping tools that capture the spatial distribution of ecological entities, contami-
nants and the resulting risks (Menzie 2002; Clifford et al. 1995).

2.5.3 Harmonization of Methodologies and Tools

According to Fairman et al. (1998) and van Leeuwen and Vermeire (2007), the
organizations currently carrying out risk assessment need to harmonise their
programmes; to some extent, that is already occurring (McCutcheon 1996).
Harmonisation of procedures does not require standardisation but is defined as
“an understanding of the methods and practices used in various countries and
organizations so as to develop confidence in, and acceptance of, assessments
that use different approaches” (van Leeuwen et al. 1996).

Although many test protocols for chemicals have been harmonized, some
areas need further work, particularly human health reproductive toxicity tests
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and test methods for the effects of chemicals influencing hormonal processes
(van Leeuwen et al. 1996). The development and harmonization of toxicity
testing methods for mixtures of chemicals has also been recommended (NRC
1996).

Finally, the development of a clear definition and classification of “assess-
ment factors” (e.g., uncertainty factors) and guidance for their application in a
defensible and harmonized manner, is advocated by many experts (Calabrese
and Baldwin 1993; Suter et al. 2000). These factors are used to compensate for
uncertain relationships between data and values to be estimated, requiring extra-
polations within each field of risk assessment and across the areas of human
health and ecological risk assessment. Uncertainty factors are applied mainly in
the dose-response stage of a human health risk assessment or in the effects
characterization of an ecological risk assessment, where they adjust for insuffi-
cient test data and to the extrapolate results across species and life stages. In
addition, consensus should be developed on the use of more sophisticated meth-
ods for extrapolating between taxa, life stages and conditions such as allometric
scaling, toxicokinetics and species sensitivity distributions (Suter 2007).

2.5.4 Analysing Uncertainties

Although the estimation of uncertainty received much attention during the 1990s,
the actual experience applying quantitative uncertainty analyses in environmen-
tal risk assessments is still limited (Menzie 2002). While the state of practice is to
list sources of uncertainty without ranking them or estimating their approximate
magnitudes, the identified uncertainties should be quantified as far as is practical.
For instance, uncertainties in the parameters due to measurement, extrapolation,
and the fitting of any empirical models used in parameter derivation can be
estimated by conventional statistics or expert judgment and propagated to esti-
mate total uncertainty in the risk estimate, usually by Monte Carlo analysis.
Although many techniques are already available, guidance is needed for their
application.

The need to manage uncertainty and to ensure that decisions are environ-
mentally protective led to the development of tiered approaches for evaluating
environmental risk (US-EPA 1997; ASTM 1998). These approaches begin with
simple conservative screening-level assessments and proceed to more sophis-
ticated analyses as needed in order to make a decision. Within each tier,
knowledge is increased and uncertainty reduced; sources and magnitudes of
uncertainty are also better known and characterized to insure that they are
properly managed. Quantitative uncertainty analysis is one of the tools that
can be used at later tiers to provide this additional insight. Thus, the tiered
assessment strategy is itself a tool for managing uncertainty. A tiered strategy
also guides risk assessors and risk managers in allocating the resources needed
for assessing risks.
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2.5.5 Risk Communication

Environmental risk assessors face multiple communication challenges. The first
is to understand what is expected of them. This requires that the assessors meet
with the risk managers and appropriate stakeholders to ensure that their needs
and concerns are properly translated into risk endpoints and scenarios.

Second, risk assessors must report their results to users such as economists
performing cost-benefit analyses, to peer reviewers, and ultimately to the risk
manager. This requires a report that presents the results in a useful way and that
contains enough information concerning that data and analyses that they can
understand the derivation of the results and judge the quality of the assessment.
To that end, the Science Policy Council (2000) presented guidance on how to
make a risk characterization clear, transparent, reasonable and consistent.

Finally, environmental risk assessors must communicate their results to the
risk managers, stakeholders, and the public. Direct communication provides an
opportunity to ensure that the results of the assessment are effective. However,
risk communication can be difficult because audiences may have strong pre-
conceptions about the risks posed by an environmental hazard and they typi-
cally have little knowledge of environmental science. Advice for communicating
human health risks is relatively abundant (e.g., Lundgren and McMakin 1998),
but advice for communicating ecological risks is rare (Suter 2007).

An overarching goal for engaging stakeholders in planning and problem
formulation as well as in the rest of the risk assessment process is to achieve a
common understanding on the objective and development of the assessment.
Fisher (1998) identifies a “shared understanding” as the goal of the risk com-
munication process. For example, the development or modification of under-
standable conceptual models provides useful means for developing a common
understanding of the problem and supports the identification of the possible
relations between stressors and ecological receptors.

Concerning “When should stakeholders be involved?”, the following criteria
should be considered: (1) the potential that they will be affected by the decision,
(2) the potential that they have information important for the assessment and
the decisions, (3) their level of interest, and (4) the magnitude of the potential
problem. The answer to “How should stakeholders be involved?” will depend on
the nature of the problem (Menzie 2002). In general, the risk managers determine
when and how stakeholders should be engaged, and risk assessors play a support-
ing role.

2.6 Conclusions

Many authors (Menzie 2002; Suter 1997; Fairman et al. 1998; van Leeuwen and
Vermeire 2007) envision increasing use of environmental risk assessment as a
basic tool for environmental decision making. According to Menzie (2002), the
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evolution of risk assessment will especially involve the following topics: (a)
integration of the assessment process into explicit decision frameworks through
the development of risk based decision support systems, (b) refinement of tools
to account for spatial, temporal and effects scales, (c) increased emphasis on
population-level and ecosystem risks, (d) development of methodologies and
tools to support probabilistic risk assessment, (¢) better education and commu-
nication about environmental issues. We agree. In addition, we believe that
decision support systems will be increasingly used to make environmental risk
assessment more efficient, more legally and scientifically defensible, and more
useful to risk managers.
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this chapter.
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Chapter 3
Decision Support Systems and Environment:
Role of MCDA

Silvio Giove, Adriana Brancia, F. Kyle Satterstrom, and Igor Linkov

Abstract Decision Support Systems (DSS) are computer-based tools designed
to support management decisions (Eom, 2001). Many environmental applica-
tions of DSS are reported in the current literature, including petroleum con-
tamination detection (Geng et al., 2001), lake remediation (Gallego et al., 2004),
soil decontamination (Zhiying et al., 2003), and many others. However, many
of these DSS are in fact different models integrated to better visualize data or
describe systems; they are not tailored to address specific decision problems or
help decision makers in making inevitable trade-offs. Multicriteria Decision
Analysis (MCDA), on the other hand, offers the ability to integrate policy
preferences with the judgements of technical experts (Figueira et al., 2005;
Linkov et al., 2007). MCDA methods enable simultaneous consideration of
stakeholder interests and technical evaluations, utilizing rigorous scientific meth-
ods to process technical information. MCDA is especially important in situa-
tions of significant uncertainty and data scarcity, such as management and
restoration of contaminated sites. This Chapter focuses on the conceptual
background of MCDA, with particular attention paid to environmental DSS,
and it discusses some of the most commonly used approaches, especially for
multi-attribute decision problems (i.e. where both criteria and alternatives are
finite in number).

Keywords DSS - Environmental risk assessment - Fuzzy logic - Management -
MCDA

3.1 Introduction
In 1944, John von Neumann and Oskar Morgenstern published the “Theory

of Games and Economic Behaviour”, a book that greatly influenced the devel-
opment of modern decision theory. In 1970, Little discussed the use of scientific
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models to help managers make decisions. In 1971, Gorry and Scott Morton
more clearly defined a framework for DSS, an important step, since human
decisions are generally expressed in a wide variety of terms and contexts. These
procedures were developed, in particular, for structured decisions. An addi-
tional aspect concerned strategic decisions involving the long-range plan of
organizations. Strategic decisions occur less often than operational decisions,
but they affect the entire system, and they potentially involve large sums of
money. For this reason, the risks involved when making them are higher. Deci-
sions about managerial control also affect the structure of the support system.
Based upon Simon’s classification of problem structure and Anthony’s classifica-
tion of decision level, Gorry and Scott Morton developed a framework for
computer-based decision support. Gorry and Scott Morton use the terms “struc-
tured”, “semi-structured,” and “unstructured,” and they define a DSS as any
computer system that deals with problems that have at least some unstructured
components. They also point out that strategic planning problems have different
information requirements than do information systems for structured problems.
The information for strategic planning decisions is broad in scope, may come
largely from external sources, is generally aggregated, often involves predictions
of the future quite some time away, involves a lot of uncertainty, and is not as
copious in quantity as information needed for operational control decisions.
Keeney and Raiffa (1976) were first to integrate decision analysis theory with
practical applications. Keen and Scott Morton (1978) considered DSS to be the
mixture of individuals’ intellectual resources with the potential of computers to
improve decision quality. They point out that structured problems do not require
much analysis by the decision maker, while unstructured problems are very
difficult to manage with computers and models. Therefore, they conclude that
DSS applications would be applied more often to semi-structured problem
domains. Alter (1977) empirically investigated 56 applications of DSS. He
describes seven types of DSS, which he organises into two groups:

® Data-oriented: use mainly a database that can analyse the data in one or more
files using statistical procedures or accounting models

® Model-oriented: exploit management science models or expert systems that
might suggest an “optimal” choice.

He found that, in practice, humans use computers in a variety of ways, not
necessarily concerned with academic classification systems. He also noted that
computer efficiency was distinctly less important than flexibility for DSS appli-
cations. Bonczek et al. (1980) studied the evolving role of models in DSS. They
observed that users, models, and data compose a DSS. The critical interfaces
between these three components were used as the basis for designing effective
languages, both for computation and for data retrieval. These authors believed
that DSS should be flexible and exploratory. Keen (1981) reviewed features and
theoretical benefits of DSS, as well as a number of actual applications from the
first decade of their use. Key points in the planning and evaluation of decision
support systems are the appropriate style of developing these systems (reliance
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on prototypes as opposed to the system’s development life cycle common to
other MIS applications), the limitations of traditional means of economic
evaluation (such as cost-benefit analysis), and the evolutionary nature of DSS
development. Keen focused on what the manager would need to know to build
a worthwhile decision support system, including how innovation could be
encouraged while making sure money was well spent, and how the value of
effectiveness, learning, and creativity could be assessed quantitatively. Keen
also developed a list of the benefits of using DSS, such as an increased number
of alternatives examined, the ability to carry out “ad hoc” analysis, better
controls, better decisions, cost savings, and other factors. During the develop-
ment of his studies, Keen also suggested the use of “Value Analysis” for asses-
sing DSS proposals, which focuses on benefits and estimating the costs of
obtaining those benefits. Rather than calculating a highly subjective benefit/
cost ratio, the system can be evaluated in terms of improving the decision-
making environment versus the monetary cost; this becomes the basis for the
Decision Maker (DM) for making the decision.
Keen (1986) established also the principles of value analysis as:

Separating benefit from cost

Establishing what quantifiable benefits are worth (in monetary terms)
Determining how much you would pay for that benefit

Identifying qualitative benefits

Rank ordering benefits (including both quantitative and qualitative benefits)
Defining indicators with which qualitative benefits can be evaluated
Identifying a rough estimation of needed benefits for project adoption, as
well as likely benefits

Keen recommends the construction of a prototype so the benefits of the
system can be evaluated by controlling what it can do in real terms. In this way,
uncertainty and risk may also be better studied before developing the whole
system. The final user can look at what the prototype does and, if necessary,
suggest modifications before the development of the full version. According to
Baker et al. (2001), a decision process should start by identifying the decision
makers and stakeholders involved in the decision, reducing the possible dis-
agreement about problem definition, requirements, goals, and criteria. Then, a
general decision-making process can be divided into the following steps:

Define the problem
Determine requirements
Establish objectives

Identify alternatives

Define criteria that should be:

o able to discriminate among the alternatives and support the comparison
of the performance of the alternatives

o include all important aspects of the objectives

o operational and concise
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o non-redundant with each criteria its own single concept

o few in number

o measurable, so that the alternative can be expressed on either a quantita-
tive or a qualitative measurement scale

e Sclect a decision making tool
e Evaluate alternatives against criteria
e Validate solutions against the problem statement.

All these steps are part of both the Value Tree Analysis (top-down approach),
which focuses on “value thinking”, as well as the bottom-up approach, which
focuses on “alternative thinking”. These are integral parts in many DSS to define
the structure of the decision.

The main protagonists in the decision analysis process are:

e A decision-maker is the person (or the organisation or any other decision-
making entity) charged with finding solutions for the decision-making pro-
blem at hand.

e A decision analyst gives advices and clarification to the decision maker when
he is unsure about which path to take. The main task of the decision analyst
is to aid the decision maker in finding the best decision alternatives to bring
to the development of the decision-making process.

o A stakeholder is normally a person (or group of persons) deeply concerned
about the project, often about its economic aspects.

The relationships between the three main subjects can vary widely. The sub-
jects may be completely independent, or the Decision Analyst may be the only
person totally involved in the decision process, while the stakeholder and the
decision maker have only partial influence. In another scenario, the decision
analyst and the decision maker may be the same person and have more rele-
vance than the stakeholder has in the decision process. It is also possible for a
single person to cover all three roles. After identifying the main subject involved
in the Decision Analysis Process (DAP), it is important to understand what
it means to construct a DAP. The DAP is usually developed in four steps
(Fig. 3.1) that provide a path for thinking about decisions, objectives, alter-
natives, creation of a hierarchy for the objectives and choice of the attributes
in the “collection of information” phase which puts the decision problem in
context, normally by asking a series of clarifying questions. When there is
more than one objective, it is useful to establish an importance hierarchy and
create the starting point for a second phase of analysis. In the problem-struc-
turing phase, it is very important to assign attributes to the different alternatives
as a means for discriminating between them. In the second phase, “elicitation of
decision maker’s preference”, the preferences of the decision maker are expressed
by the weights that show the relative importance of the evaluation criteria from
the point of view of the decision maker. This phase permits the elaboration of the
hierarchy between the different alternatives and consequently the final choice of
the best alternative. The final phase concerns the “sensitivity analysis” which
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Fig. 3.1 Phases of the decision trees analysis process (DAP)

investigates the degree to which variations in the inputs influence the final result.
For a wide class of multi-attribute decision models, Mareschal (1988) showed
how to determine the stability intervals or regions for the weights of different
criteria. These consist of the values that the weights of one or more criteria can
take without altering the results given by the initial set of weights, all other
weights being kept constant. Wolters and Mareschal (1995) proposed a linear
programming model to find the minimum modification of the weights required to
make a particular alternative rank first. Mészaros and Rapcsak (1996) presented
a general and comprehensive methodology for a wide class of MAVT models
where the aggregation is based on generalized means, including additive and
multiplicative models as well. In this approach, the weights and the scores of the
alternatives against the criteria can change simultaneously over given intervals.
The following questions were addressed:

e What are the intervals of the alternatives’ final rankings with the restriction
that the intervals of the weights and scores are given?

e What are the intervals of the weights and scores with the restriction that the
final ranking of the alternatives does not change?
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e Consider a subset of alternatives whose ranking values are allowed to change
in a specific interval. In what intervals are the weights and scores allowed to
vary, and how will these modifications affect the ranking values of the entire
set of alternatives?

Meészaros and Rapcsak (1996) pointed out that these questions lead to the
optimization of linear fractional functions over rectangles and proposed an
efficient technique to solve these problems. Triantaphyllou and Sanchez (1997)
presented a more complex sensitivity analysis of the change of alternatives’
scores against the criteria. Ekart and Németh (2005) recently extended some of
the results of Mészaros and Rapcsak (1996) for more general decision functions.

One instrument that permits the development of a DSS is MCDA. Itis capable
of taking into consideration all of the variables present in the decision process.
MCDA is especially useful for environmental management problems, which
require balancing scientific findings with multifaceted, value-laden input from
many different stakeholders with different priorities and objectives. Typically,
the information presented to environmental decision makers falls into one of
four categories that range from highly quantitative to highly qualitative:

Modelling and monitoring studies
Risk/impact assessments

Cost or cost-benefit analysis
Stakeholder preferences.

MCDA permits the combination of quantitative and qualitative inputs like
risks, costs, benefits, and stakeholder views. MCDA algorithms are designed to
synthesize a wide variety of information and raise awareness of the tradeoffs
that must be made between competing projects objectives. They also provide
a systematic approach for integrating risk levels, uncertainty, and technical
valuations. However, few MCDA approaches are specifically designed to incorpo-
rate multiple stakeholder perspectives. In situations with multiple stakeholders,
the decision process may be more intensive, often incorporating aspects of group
decision making. One of the advantages of an MCDA approach in group deci-
sions is the capacity for calling attention to similarities or potential areas of
conflict between stakeholders, resulting in a more complete understanding of
the values held by others (Linkov et al., 2006). In a group situation, the different
roles of the decision-maker(s) and the expert(s) should be emphasized and
described. The expert’s judgments should have a scientific and technical basis,
while the decision-maker’s judgments are usually based on more subjective
political and managerial considerations. The process-based schedule is another
important item for the efficiency and generalization of the decision strategy. A
versatile framework, the People-Process-Tool, has been proposed for this task
(Linkov, 2004).

This paper is organized as follows: Section 3.2 gives a general presentation of
Multicriteria Decision problems; Section 3.3 considers in particular detail
Multi-Attribute problems and methods for solving them.
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3.2 Multicriteria Decision Analysis (MCDA)

MCDA includes a large class of methods for the evaluation and ranking or
selection of different alternatives that considers all the aspects of a decision
problem involving many actors. A structural platform common to almost all
the decision problems includes the following items:

e An objective or target function (to be optimized)

e A set A of alternatives, in the finite case: A = {aj:j = 1,2, ...m}

e The decision maker, a conceptual figure, a single person or a group of persons
or an entity

e A countable family of criteria, K = {k;:1 = 1,2,...n} with their attributes;
the criteria can be organized into a hierarchical structure, a decision tree
where the root is the objective function whose leaves are the first-level criteria,
each of them split again into second-level criteria (sub-criteria), and so on to
the last level, whose terminal leaves are the indicators (or the last level sub-
criteria) formed by the available information (data or judgements)

e The decision maker’s preferences for the different evaluation of the criteria

e An algorithmic tool designed to optimize the objective function, considering
all the above information.

The information concerned with decision maker preferences can be expressed
with different methods, among them lexicographic order, minimum needs, aims
levels, average systems, trade-off weights, ordered weighted averaging (OWA), or
more complex aggregation function. Moreover, MCDA problems can be cate-
gorized in the following ways:

® Multi-Attribute Decision Analysis (MADA) that focuses on a finite number
of pre-existing alternative choices, versus Multi-Objective Decision Analysis
(MODA) that considers an infinite number of alternatives

® Group decision maker versus individual decision maker problems

o Single step versus Multi-step evaluation procedures

A typical MCDA classification is described below (Fig. 3.2) (Vincke, 1992):

o MAUT/MAVT (Multi-Attribute Utility/Value Theory). The criterion values,
normalized into a common numerical scale by means of a suitable transforma-
tion function (or Utility/Value Function), are aggregated using an aggregation
operator, a function which satisfies a set of rationality axioms. Using a bottom-
up approach, this operation is repeated for all the nodes in the decision tree (if
the problem is hierarchically structured) and for all the alternatives. At the tree
root (the objective) a single numerical value is then computed, which is the
score of the proposed alternatives. The alternatives can be rated and ranked,
since MAUT/MAVT produces a total ordering, and the best one can be
selected.

e Qutranking. This group of methods constructs an “outranking relationship”,
stating that an alternative may have a degree of dominance over another one.
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Fig. 3.2 A classification of MCDA problems and methods

Relationships are neither complete nor transitive. In this way, only a partial
ordering is produced, implicitly admitting that comparable alternatives may
exist.

Interactive methods. These methods consist of iterated steps. At first, a rough
solution is proposed to the decision maker, which can be accepted or rejected.
In the latter case, after the acquisition of new data or information (for instance,
extra information concerning a decision maker’s preferences) the system com-
putes and proposes a new solution to the decision maker. These steps, elici-
tation of preferences and re-computation, are repeated, creating successive
compromise solutions, until the satisfaction of the decision maker is reached.

The main difference between MADA and MODA is that: in the first case we

can speak of a decision in a “discrete environment”, in which the decisions are
selected from a finite number of possible alternatives; in the second, we are in a
“continuous environment”, in which a linear function is created and optimized for
reaching the proposed objective. MADA considers the “attributes” that are mea-
surable values, expressed as a nominal scale, ordinal scale, or comparison scale.
MODA, however, considers “objectives” that represent the improving level of the
attributes, in this case maximizing or minimizing the functions that are concerned
with the attributes (minimizing costs or maximizing earnings, for example).
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Fig. 3.3 A classification of MCDA problems under certainty

Another classification is decision under certainty or uncertainty. In the first
case, the decision maker has detailed knowledge of the environment in which
the decision will be made as well as exhaustive information of the decision
process. For classification with “certainty”, the steps of the decision process
are sketched in Fig. 3.3. The management of a decision under “uncertainty” may
be due to a variety of causes. Uncertainty can be caused by the lack of knowl-
edge of all or part of the parameters that influence action; uncertainty can also
be caused by internal indecision (about the alternatives, criteria importance, or
other factor). For situations with uncertainty due to internal indecision, it is
possible to construct scenarios for possible values (fuzzy decision-making) or to
treat probabilistically stochastic events (probabilistic decision-making). Another
distinction is compensatory and non-compensatory weighting methods: in the
former case, an interaction among attributes is possible (a “good” value is sub-
stituted for a “no good” value). Complete compensation is not usually a requested
property for environmental applications. For instance, in computing a sustainable
development index, a critical environmental impact due to chemical toxicity
cannot be offset by high economic development. This is the reason why the linear
score, obtained by a convex combination of the normalized criterion value by
means of a set of weights (acting as a compensative aggregation operator), is not
advisable for such applications, even if widely used.

Three general models can be defined: scoring models (a global score is defined),
compromising models (evaluation of the proximity in comparison with the ideal
result) and concordance models (evaluation based on the concordance with
decision maker judgements). These models include the TRADE-OFF method
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(Keeney and Raiffa, 1976), the SWING method (Von Winterfeld and Edwards,
1986), the RESISTENCE TO CHANGE (Rogers and Bruen, 1998), and MACH-
BETH (Bana, Costa and Vansnick, 1994).

3.3 Multi-Attribute Decision Analysis

Multi-Attribute Decision Analysis (MADA) is used when the number of alter-
natives is finite, while Multi-Objective Decision Analysis (MODA) is used in
other cases, for instance in optimizing a portfolio or maximizing a utility func-
tion. As mentioned above, a possible classification of MADA methods includes
MAUT/MAVT, outranking and interactive methods. In what follows, we briefly
describe some of the most common approaches for each of the three families.

3.3.1 MAUT|MAVT

Multiple attribute utility/value theory (MAVT) constructs a utility/value func-
tion for each criterion, usually a monotonic function whose co-domain is
included in the closed interval [0, 1]. Given that the assignment of such functions
is subjective, even if guided by a suitable software interface, and depends on the
user’s preference structure or perception about the criterion impact, the normal-
ization problem is solved without resorting to a data-driven formula such as
subdivision by maximum. Any data-driven normalization algorithm is quite
sensitive to outliers and can induce distortion in the final scoring if the sampled
data are dense around an average value. Therefore, rescaling all the available
criterion data into a common closed numerical scale easily and more correctly
solves the normalization problem. The value functions (sometimes also
called “utility” functions) convert the attribute values into a common scale,
and then these numerical values are aggregated into the final score. At the end
of the process, a complete order of all the alternatives is obtained.' The MAUT/
MAVT approach hypothesizes the rationality and the consistency properties for
the decision maker (Bridges et al., 2004) and implies the existence of the value
function for each criterion or sub-criterion. Many methods exist to define the
value functions (Keeney, 1976), but their description is beyond the aim of this
chapter.

The next step consists of the aggregation of this normalized data into a single
numerical output, the score of the alternative, or of an intermediate level node
of the decision tree, if a hierarchical structure is defined. To this purpose, an
Aggregation Operator needs to be defined, (Klement et al., 2000), that is a
multi-dimensional function that satisfies a set of rationality axioms. The most
popular is the (simple) Weighted Averaging (WA) approach that is a

! On the other side, outranking methods usually originate a partial pre-order.
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compensative method and requires independence of the criteria. Many other
methods have been proposed in the literature to solve MADA problems. They
include:

e Geometric Averaging (GA) (which has been usefully applied in strongly
conservative cases, since it gives a null global score if only one criterion is
null, thereby impeding compensation);

® Ordered Weighted Averaging (OWA) operators (Yager, 1988);

e Compensation operator introduced by Zimmermann (Von Altrock, 1995);

e Mecthods based on non-additive measures such as the Choquet integral.

A different approach is based on the scoring system obtained by a Fuzzy
Inference System (Von Altrock, 1995), wherein the implicit knowledge about the
system is implemented with a suitable set of inference rules based on linguistic
attributes of natural language, making it a suitable linguistic interface. Also, we
include in the family of MAVT, the Analytic Hierarchy Process (AHP) and the
Ideal Point methods, which are usually considered alone given their peculiar
characteristics, but do in fact compute a complete ordering of the alternative by
means of a suitable score. In the next sub-paragraphs, we furnish a short descrip-
tion of these methods, in particular of WA, OWA, the Choquet integral, the AHP
methodology, and the Ideal Point Method.

3.3.1.1 Simple Additive Weighting

Because of its easiness to understand and compute, the most popular Aggrega-
tion Operator function is the (simple) Weighted Averaging approach, the
computation of a weighted average of each criterion’s score for each alternative.
This very popular additive model computes the aggregated valued as (Eq. 3.1):

Via) =" wivia) (3.1)

where V(a) is the total value associated with each alternative a and w; is the
weight linked with the i'" criterion, usually selected by the decision maker,
under the constraints: w; > 0, w; = 1.

It is a compensative approach, and no interaction among the criteria can be
modelled, since the Independent Preference axiom is assumed (Keeney and
Raiffa, 1993). Simple Additive Weighting is based on the weighted average and
it is the most classic of the MADA methods; it is also known as a weighted linear
combination or scoring method (Malczewski, 1997; Janssen, 1992; Eastman,
1993). The steps for using this method are:

e The decision maker must give a weight to establish the importance of each
attribute

® A score is built for each alternative

® The alternative with the highest score is chosen.
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Itis a simple and intuitive approach, but it is based on a strong independence
hypothesis about the criteria (no interactions are admitted); thus, its applic-
ability should be limited solely to the cases where independency is satisfied (i.e.
compensation). Nevertheless, given its easy comprehension, it is often used for
real world applications. Another problem regards the interpretation of the
weights (relative importance or trade-off), and their assignment. For this pur-
pose, the AHP methodology may be applied, though many other tools have also
been proposed (Lootsma, 1999).

Many applications exist of the WA approach for environmental problems,
even if checking the Preferential Independence axiom is rarely proposed. One
notable example includes the Battelle-Columbus project, elaborated in the USA
for planning and management of water basins (Battelle-Columbus Laboratories,
1972). It can be used to asses the environmental impact of different projects,
concerned with water basins, and to plan projects for the medium and longer
terms with the minimal environmental impact. The method is based on a list of
“impact indicators”, with 78 parameters or environmental factors that represent a
significant environmental impact aspect (Ecology, Contamination, Aesthetic and
Human-interest). The rough data are transformed into the equivalent corre-
sponding “environmental quality index” using a suitable value function, and the
WA method is applied to calculate the environmental quality index, following the
philosophy of the MAVT.

3.3.1.2 Ordered Weighted Average (OWA)

The OWA method has been developed in the context of fuzzy set theory (Yager,
1988). It includes, as particular cases, weighted averaging, and, as extreme
situations, the Max and Min operators. If the weights are obtained by a non-
monotonic quantifier (Yager, 1993), the OWA operator implements linguistic
statements as “at least”, “at most”, “at least the half” and so on.? As soon as the
OWA weights are defined in such a way to compute a value close to the Min
operator, we say that the decision maker has a pessimistic tendency, and the
weights define a ANDness scenario. In the opposite case, the decision maker is
characterized by an optimistic behaviour. The degree of pessimism (optimism)
is measured by the following index (Eq. 3.2):

ORness(w) = In — 1 Z (n—r)w; (3.2)

In OWA operators the coefficients “w” express the relevance given to the best
or worst attribute, they are useful to give more or less importance to the best
criteria. OWA operators are particularly interesting because they permit the
definition of the “decisional behaviour” of the decision maker through the
distribution of the coefficient “w”. Indeed, if the coefficients are concentrated

2 Indeed, the OWA operator is a particular case of the Choquet integral, see later.
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in the first position, the best scores will be highlighted in comparison to the
worst. As an extreme case, MAX assumes the best criteria as representative of
the total judgement assigned to the evaluated alternative; it is a very optimistic
method and shows that the decision maker is comfortable with risk. On the
other hand, when the coefficients are concentrated on the last positions, the
opposite occurs. In the extreme case of the MIN, only the worst criterion is
considered: this is the case of the conservative approach, in which the decision
maker is pessimistic and risk-averse.

3.3.1.3 Non-Additive Measures and the Choquet Integral

More recently, the introduction of methods based on non-additive measures
helped to solve many theoretical and cumbersome aggregation problems. These
methods are recognized as the most mathematically well-founded MAVT ap-
proach. A non-additive measure assigns a positive weight to every possible
subset of the criteria, instead of to a single criterion only, as WA does. In so
doing, the global importance of two, three or more criteria can be greater, equal,
or less than the sum of the importance of each single criterion. A simple algorithm
(Choquet integral or similar ones such as the multi-linear algorithm) computes
the score of the alternatives, simply averaging the values of all the possible subsets
of criteria. With respect to WA or to OWA, this method requires parameters to
be assigned for all the possible interactions of criteria. If no interaction exists
among the criteria, the method degenerates to WA. Formally speaking, given
N = {1,2,3,...,n} the set of the criteria (for each node in the hierarchy), a non-
additive measure is a set function: m: S C N — [0, 1], so that, VS, T C N the
following condition holds (Marichal, 1998) (Eq. 3.3):

m(@) =0,¥S,TCN:SCT=m(S)<m(T),mN) =1 (3.3)

The second condition is a monotonic constraint, a quite intuitive rational
condition. A non-additive measure is named:

e additive if: m(SUT) = m(S) + m(T)

e sub-additive if: m(SUT)<m(S) + m(T)

e super-additive if: m(SUT)>m(S) + m(T)
where SNT = Q.

Let now (X ...., X,) be the normalized values of the criteria (normalized by
means of suitable value functions). If (x; ,..., X,) is an index permutation so
that: X1y < ... < Xm), Ay = {L,...,n}, A1y = O, the Choquet integral of the
vector is defined as (Eq. 3.4):

Cum(X1,Xn) = Y (X — X)) - m(Agy) (3.4)
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It coincides with the WA operator if the measure is additive (Marichal and
Roubens 2000). Moreover, every OWA operator is a Choquet integral if every
subset of the same cardinality has the same measure, i.e. (Eq. 3.5):

i—1
m(A) = wnj,VA:|A| =i (3.5)
j=0

Many other properties can be defined for it, like the M6bius transform, the
reduced order models, and the andness and orness indices, having the same
meaning as the ones defined for the OWA aggregation operators (Grabisch,
1997, Grabisch et al., 2001, 2003).

3.3.1.4 Analytic Hierarchy Process (AHP)

Even if usually not strictly considered a MAVT approach, given its particular
characteristics (the hierarchical decomposition and the pairwise comparison of
alternatives with respect to each criterion for intangible evaluations), the com-
putational algorithm of the AHP methodology is in fact an iteration of linear
combination of the criterion values. We thus prefer to include this approach in
the MAVT family, even if not “strictu sensu”. AHP is a very popular method,
originally developed by Saaty (Saaty, 2000) and widely reviewed and applied in
environmental applications (Ramanathan, 2001). It makes use of pairwise
comparison of alternatives, allowing the production of numerical values even
from intangible criteria. For this reason, AHP is recognized as one of the most
robust approaches for structuring complex problem and obtaining a significant
score for the alternatives.
The AHP basic model is structured on the following four steps:

1. Structuring the problem: generating a hierarchical decision tree

2. Comparison of judgments: to compute the relative importance of the vari-
ables belonging to the same level, and relative to each of the associated
variables. For each pair of attributes, the Expert answers question like “How
much more important” in which one attribute is presented with respect to
another one, using a Likert scale, or the natural 1,2,. ..,9 point scale. This scale
has a semantic interpretation: 1 = equally important, 3 = weakly preferred,
5 = preferred, 7 = strongly preferred, 9 = totally preferred, with even
numbers (2, 4, 6, 8) used in the case of uncertainty between two adjacent
linguistic terms. Other scales have been proposed, but the Likert scale is
generally accepted (Harker and Vargas, 1987; Lootsma, 1999). Moreover,
for a comparison matrix with N alternatives, only N(N-1)/2 comparisons are
required, given the symmetry of the comparison matrix (the elements in the
diagonal are all equal to 1).

3. Consistency Analysis in which a set of the Expert’s pairwise comparisons is
consistent if the transitivity property is satisfied (Saaty, 2000). Nevertheless,
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a limited amount of inconsistency has to be accepted, given the uncertainty
characteristics of human thinking. The ordinal consistency index is obtained
using the principal eigenvalue of the comparison matrix, and the judgements
are considered acceptable if the CI is inferior than the average of the
consistency indices of many randomly generated reciprocal matrices. It is
preferable to avoid an intransitivite preference cycle, because it is possible for
a reciprocal matrix to exhibit a good consistency index even with irrational
preference cycles. Thus suitable algorithms have been developed to check
for ordinal consistency (Kwiesielewicz and Van Uden, 2004). We note that
other consistency measures can be defined, such as the max-min transitivity,
aij > max (min (ajy, ayj) ), for every ayj, aj, ap; of the comparison matrix.

4. Analysis of priorities leads, through suitable aggregation tools, to a final
ranking of the alternatives. The original aggregation tool, based on the
principal eigenvector method, is still the most commonly used in real applica-
tions, but others are available (Lootsma, 1999), including OWA-based AHP
(Yager, 1999). AHP has been intensively applied even for Group Decision
problems, (see Van Den Honert and Lootsma, 1996 and the reference therein).
Schmoldt (Schmoldt et al., 2001) reports a set of environmental case studies
solved through AHP. Despite its great popularity, though, AHP has received
criticism. For instance, the phenomenon of rank reversal is troubling, as is
the exponential growth of computation and comparisons with respect to the
number of the alternatives. Rank reversal is observed when, upon adding or
deleting an alternative, at least two of the other alternatives invert their position
in the ranking (Belton and Gear, 1983). Rank reversal depends on the absence
of trade-offs among the criteria (Wedley et al., 2001). This undesired phenom-
enon can be solved using the super-matrix approach and the AHP network. To
reduce the great amount of data required, a limited number of elements may
be filled into the comparison matrix, and algorithms may be implemented to
compute the missing ones (Fedrizzi and Giove, 2007), a solution still not widely
applied in practice. Alternatively, a node may be decomposed into more than
one level if it has too many criteria (although some information may be lost).
Finally, we remark that, for the WA approach, many other methods exist to
compute weights, including SMART, SWING, the Direct Rating approach,
and the PCT approach (Rogers, 1998).

3.3.1.5 The Ideal Point Methods

Ideal Point methods, strictly speaking, are also not classified as MAVT. How-
ever, because they generally furnish a total order and a score of the alternatives,
we prefer to include them in the same family. The most commonly used method
is TOPSIS (Yoon and Hwang, 1995) in which each criterion is represented
along an axis in n-dimensional Euclidean space. In this space, each alternative
is assigned a position based on its performance related to each criterion.
A hypothetical optimum solution is positioned in the same way, and the
distance from the optimal is then calculated for all of the alternatives. This
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produces a ranking of alternatives, with the best being the alternative closest to
the optimal solution.

3.3.2 Outranking Methods

Outranking methods are also known as concordance methods Their main char-
acteristic is the pairwise comparison of the alternatives of each c