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PART 1

Institutions Matter

Firms play a major role in building a green economy by investing in
clean and renewable technologies instead of in conventional and fossil
fuel technologies. However, not only do some firms tend to invest in
green technologies to a greater extent than other firms, but those in one
jurisdiction also tend to invest in such technologies to a greater extent
than those in other jurisdictions. Why has Denmark developed a signifi-
cant lead in wind turbine technology? Why does Germany have such a
large percentage of solar energy generation? Why does Spain have one
of the highest percentages of wind energy production amongst devel-
oped countries? And why have Texas in the United States and Alberta in
Canada (both major producers of oil and natural gas) invested much more
in wind energy generation than Minnesota and Ontario (both of which
have greater wind resources than Texas and Alberta)?

Research has shown that there are many explanatory drivers and influ-
ences for investments in green technologies. Natural resources such as
sunshine and wind matter; firm strategy matters; firm capabilities mat-
ter; managerial perceptions and decisions matter; stakeholder influences
matter; societal norms and preferences matter; and of course, institutional
influences matter. Institutions shape regulations, investment returns, risk
and uncertainty, and give firms incentives to invest.

This volume brings together chapters on several of these drivers of the
green economy. Part I of the book focuses on how and why institutions
matter. The chapters in Part I help us understand that it is not regula-
tions alone but rather how regulations and public policy reduce technical
and economic uncertainty and create incentives that drives investments
in clean technologies such as renewable energy. Regulatory jurisdictions
that foster the growth of renewable technologies are designed to influ-
ence investments in support infrastructure (for example, grid interfaces
and transmission systems), to guarantee tariffs, and to manage conflict-
ing stakeholder expectations. The chapters also show that institutional
uncertainty and risk are not objective, but rather are perceived differently
by firms and their managers. Managerial perceptions of an institutional
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environment as more or less uncertain, risky, or beneficial (munificent)
drive managers’ analysis of clean technology decisions and affect their
subsequent behavior in investing in such projects. The insights from these
chapters will help managers and policymakers to develop better regula-
tions, conditions, and support systems that will foster clean technologies
and green economies.



CHAPTER ONE

The Role of Institutions in the
Implementation of Wind Energy

MicCHELLE BERNARD, MicHAEL CRAIG, AND
ITA1 SENED

Given the threat of climate change, the 2010 Deepwater Horizon oil spill,
volatile natural gas prices, and unrest in the Middle East, implementing
clean alternative energies is urgently needed. What drives the adoption
of these energies, however, has yet to be fully determined. Neoclassical
economists suggest that implementation would be accelerated by reduc-
ing regulations and establishing free markets, in which resource scarcity
would drive deployment. Others argue that technology propels alterna-
tive energy use. North (1990) maintains that markets lead to institutional
changes as firms and politically motivated interests induce changes in
institutional structures (see also Sened, 1997). What then are the roles
of resource availability, technology, and institutions in driving alterna-
tive energy utilization? We examine this question by focusing on wind,
thereby avoiding controversies surrounding other alternative energies,
such as the extent to which they are “clean” and the costs associated with
their large-scale production, for there is a consensus that wind is clean and
economically viable. We analyze the role of institutions in wind power
implementation, comparing its adoption in Minnesota and Texas and
then broadening our perspective with a global comparison among Spain,
Germany, and the United States. In accord with North (1981, 1990), we
maintain that market forces are not the only, or the most important, deter-
minants of wind’s performance. Rather, the institutions that govern and
regulate wind implementation have a very large impact.

Institutional Theory

Neoclassical economic theory proposes that the main exogenous vari-
able that explains shifts in economic performance is technology (Mokyr,

A. Marcus et al. (eds.), Cross-Sector Leadership for the Green Economy
© Alfred Marcus, Paul Shrivastava, Sanjay Sharma, and Stefano Pogutz 2011
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1990). As long as technologies are constant and preferences stable, every-
thing else is accounted for by supply and demand. In the global economy
of the twenty-first century, however, technology is shared worldwide.
Wind technology is relatively simple and is commonly understood across
different geographical and geopolitical arenas. Though wind conditions
vary across geographical regions, this variation cannot completely account
for differences in implementation. In fact, wind technology has been
more widely implemented in regions with less favorable resources, such
as southwest Europe, than in regions with more favorable resources, such
as the central United States. Why have some markets heavily invested in
wind technology while others have not? North provides an explanation.
“The structure of the economy” (North, 1981, 1990) is just as potent an
explanatory variable as technology and market forces.

In what follows, we show the connections between institutional
arrangements that govern and regulate the production of wind energy
and the extent to which it has been implemented. Our method of analysis
is known as analytic narrative (Bates, Greif, Levi, Rosenthal, & Weingast,
1998). Formal models of mathematical economics are often abstractions
of reality with little relevance to actual occurrences in real marketplaces.
Analytic narrative connects economic theory with the real world. We
assume that technology is constant across our study areas and control for
resource availability (wind) using widely available global maps of wind
conditions across regions of the globe (3Tier, 2011, U.S. Department of
Energy, 2011a, 2011b). From preliminary analysis of data from OECD
(Organisation for Economic Co-operation and Development) countries,
we further note that competitive markets and production costs are similar
for most inputs in the countries we studied. From the results of our study,
we found that we could attribute much of the variance in wind power
capacity to variance in institutional arrangements.

Wind’s Cost-Competiveness

An oft-repeated argument for the minimal deployment of renewable ener-
gies is their noncompetitive pricing compared with fossil fuels, because of
the underdeveloped technology of renewable energies. Coal- and natural
gas-fired power plants, the reasoning goes, produce electricity at a lower
cost per kilowatt-hour than renewables such as wind and so coal and
natural gas are therefore preferred by profit-maximizing energy utilities.
However, recent studies show the situation to be more nuanced, for wind
is currently cost-competitive in certain scenarios and it is likely to be even
more so in the near future. In 2010, the International Energy Agency
(IEA) compared the cost to produce baseload electricity, or the minimum
amount of electricity demanded over a 24-hour window, from nuclear,
coal, gas, and wind for projects to be brought online by 2015. The IEA
found onshore wind power in some cases to be cost-competitive with
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other sources, depending on local wind conditions. The study assumes a
reasonable but highly uncertain price per ton of carbon dioxide, due to
an anticipated cap-and-trade policy, which increases the cost of electric-
ity from the carbon-emitting technologies coal and gas. Yet even without
such a price, the study concludes that wind would be cost-competitive,
albeit to a lesser extent. Two discount rates, or the annual interest rate at
which money can be borrowed, are considered. The lower discount rate,
5 percent, favors capital-intensive low-carbon energy sources like nuclear
and wind; the higher rate, 10 percent, favors coal and natural gas. It is cru-
cial to emphasize that current interest rate forecasts predict discount rates
much lower than 5 percent (International Energy Agency, 2010).

A study conducted in 2009 by the NRC or National Research Council
(2009), a division of the U.S. National Academy of Sciences, titled
America’s Energy Future, agrees with the IEA’s findings for the United
States. The NRC study determined that for new electricity generation
facilities, onshore and offshore wind are price-competitive with other
energy sources, even in the absence of a price on carbon. Both the IEA’s
and the NRC’s findings admit that the cost of wind-generated electric-
ity varies widely, based on available wind resources. Furthermore, both
studies consider prices at the power plant rather than at the system level,
which excludes transmission and grid expenditures. These transmission
and grid expenditures are often higher for wind farms, because of their
isolated locations, but they still only add a few additional cents per kilo-
watt hour to the cost of electricity and so would most likely not put wind
at a significant disadvantage.

The U.S. Energy Information Administration, or EIA, arrived at the
same conclusions in 2009 as the previously mentioned two studies, even
when factoring transmission and grid expenditures into costs. Areas with
high-intensity winds outcompete fossil fuel electricity sources, even
with transmission costs incorporated, underscoring the importance of
available resources to wind energy adoption (U.S. Energy Information
Administration, 2009). These three studies demonstrate that wind is more
than cost-competitive with traditional energy sources (such as coal and
natural gas) in certain regions. One would therefore expect regions with
high-intensity winds to readily adopt wind power as a source of electric-
ity, for the sake of profits as well as the environment. We next investigate
whether this occurs in reality and, if not, why.

Resource Availability and Institutions

Although renewable energy technology—and its corresponding effect on
electricity prices—does not vary across OECD nations, renewable resources
(wind) and institutions do vary.We therefore examined the effects of resource
(wind) availability and institutions on wind power implementation in the
states of Minnesota and Texas, and then we broadened our investigation to
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a comparison of the United States, Spain, and Germany. We asked which
state or country we would predict to have the greatest wind power capac-
ity based on the available resources, as measured by wind intensity. Then
we investigated whether our predictions aligned with reality, and if not,
we looked into whether the regions’ institutional approaches explained the
differences.

Minnesota and Texas—Installed Wind Power Capacity. To gauge the extent
of wind power implementation in Minnesota and Texas, we use two
sources of electricity data. Table 1.1 summarizes the added and cumula-
tive wind power capacity for Minnesota (MN) and Texas (TX) over 2007,
2008, and 2009 as well as their national rank in cumulative capacity, per
the 2007 to 2009 Year End Market Reports of the AWEA or American
Wind Energy Association (2008, 2009, 2010). As shown, Texas not only
had significantly greater cumulative capacity than Minnesota as of 20009,
but also added significant amounts of capacity annually, whereas capac-
ity additions in Minnesota stalled and sharply decreased. Another metric
for measuring the size of a state’s wind power sector is its actual amount
of electricity generated. The U.S. Department of Energy (DOE) pro-
vides this information for the electric power industry, as summarized in
Table 1.2. Though Minnesota generated a higher percentage of its elec-
tricity from wind than Texas, by the raw quantity of wind-generated elec-

Table 1.1 Added and cumulative wind power capacity and national rank of Minnesota (MIN)
and Texas (TX), 20072009

National Ranking

Added Capacity (MW) Cumulative Capacity (MW)  (Cumulative Capacity)
Year MN TX MN TX MN TX
2007 405 1618 1299 4356 3 1
2008 455 2671 1754 7118 4 1
2009 56 2292 1809 9410 5 1

Source: American Wind Energy Association, 2008, 2009, and 2010.

Table 1.2 Electricity generated from wind and from all sources, from 2006 to 2008, in Minnesota
(MN) and Texas (TX)

Wind (MWh) Total (MWh) Wind (%)
Year MN X MN X MN X
2006 2,054,947 6,670,515 53,237,789 400,582,878 3.9 1.7
2007 2,638,812 9,006,383 54,477,646 405,492,296 48 2.2
2008 4,354,620 16,225,022 54,763,360 404,787,781 8.0 4.0

Source: Data from the U. S. Energy Information Administration, 2010a.
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tricity, Texas’s wind sector once again dominated Minnesota’s, producing
nearly four times the electricity in 2008.

Having established that Texas boasts a more vibrant wind power sector
than Minnesota does in terms of size and recent growth, we next focus
on explaining this difference. We know to a high degree of certainty that
technology does not explain the difference, for technology, competitive
markets, and production costs are likely constant across the two states, per
our prior assumption. Is it true that Texas has greater wind resources than
Minnesota? The annual average wind speeds at 80 meters elevation are
an indicator for overall wind resources. Wind speed directly determines
the potential for wind power in a state. The U.S. Department of Energy
(2011a, 2011b) estimates that winds must have annual average speeds of
greater than 6.5 m/s (meters per second) to be suitable for wind power
development, as noted in the report “Wind Powering America.” Another
crucial determinant, however, is the location of the wind resources, since
wind turbines in isolated gusty regions require large investments in new
transmission lines to bring the electricity to its point of consumption,
which has been recognized as a prominent barrier to wind power expan-
sion across the United States (Wiser & Barbose, 2008). Therefore, both
wind speed and distance from urban centers must be considered in judg-
ing the strength of wind resources for a given area.

Although Texas has some of the strongest winds in the United States,
its winds of more moderate speeds are much closer to urban centers than
its best winds. The state’s breeziest region is the Panhandle, the majority of
which has winds that average approximately 8.5 m/s in speed. Its largest cit-
ies, on the other hand, namely Houston, San Antonio, and Dallas, are about
450, 350, and 240 miles, respectively, southeast of the Panhandle. Although
not as windy as the Panhandle, most of the northwestern and central Texas
interior is, in fact, also suitable for wind power development, as it has winds
measured mostly between 6.5 and 8.0 m/s, although in a patchy distribu-
tion. Both Dallas and Austin sit roughly 25 miles from such windy land-
scapes; Houston, the largest city, lies approximately 150 miles distant.

Minnesota’s wind resources mirror those of Texas. Its strongest winds,
with average speeds similar to those in the Texas Panhandle, occur in its
southwestern corner, about 100 miles from Minneapolis and Saint Paul
and 115 miles from Rochester, the third largest city in the state after the
Twin Cities. However, these cities are near lands with significant wind
resources. The Twin Cities are separated from winds averaging 7.0 to 7.5
m/s by a mere 40 miles, and Rochester is only about 10 miles from winds
of speeds between 7.5 and 8.0 m/s.

An examination of the wind speed maps of Minnesota and Texas prove
the two states to have similar wind resources with respect to intensity and
relative location. For the disparity in the volume of wind power capacity
within each state to be explained by available resources alone, Texas would
be expected to have either faster or better situated winds than Minnesota.
Given that this is not the case, wind resources cannot explain what has
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propelled Texas to generate more wind electricity than Minnesota. To
better understand how each state’s institutions affect its wind power sec-
tor, we examined the states’ political and regulatory institutions. We
found that differences between the two states’ incentives, rules, policies,
and regulatory agencies have better enabled Texas to expand its transmis-
sion grid and increase its wind power capacity.

In 2007, Minnesota enacted legislation implementing a statewide
Renewables Portfolio Standard or RPS (Minn. Stat. §216B.1691) (Minnesota
Office of the Revisor of Statutes, 2007). Minor amendments to this statute
have been passed in subsequent years, but the statute remains essentially the
same. The legislation mandated Xcel Energy, the largest utility in Minnesota,
generate 30 percent of its electricity from renewables by 2020, and all other
utilities to generate 25 percent of their electricity from renewables by 2025.
Furthermore, 25 percent of Xcel’s electricity derived from renewables had to
be from wind or solar, with a maximum of 1 percent from solar. Thus, a high
mandate was set for wind energy, as well as for other renewable technologies,
including solar, thermal, landfill gas, and biomass. Unfortunately, Minnesota’s
RPS failed to set a high mandate for the construction of additional trans-
mission lines, only requiring utilities to “make a good-faith effort” (see
Minnesota Office of the Revisor of Statutes, 2007, §216B.1691, Subd. 2).

Passage of the RPS in Minnesota spurred a nearly five-fold increase
in the capacity of proposed wind projects to the Midwest Independent
Transmission System Operator (MISO), the regional transmission opera-
tor (RTO) responsible for managing the transmission grid in Minnesota
along with twelve other states and Manitoba (ISO/RTO Council, 2010).
If realized, these proposals would have exceeded the ultimate man-
dated amount of wind power generation by 340 percent (Marcus, 2010).
Unfortunately, none of these proposals has begun operations, because
of an extremely lengthy backlog of projects awaiting MISO’s approval
(Minnesota Department of Commerce, 2010). As of August 27, 2010,
the most recent wind turbine project to leave the MISO waiting list for
approval with completed reports first joined the list in April 25, 2006
(Midwest Independent Transmission System Operator, Inc. [MISO],
2010). This extraordinary slowness in the approval process is reflected in
the wind capacity statistics for Minnesota (see Table 1.1), particularly in
capacity additions in 2009. Indeed, on August 25, 2008, the Federal Energy
Regulatory Commission (FERC) approved a plan submitted by MISO to
reform its waiting list by, among other changes, moving from a first-
come, first-served basis to prioritizing projects based on their likelihood
of approval, and adding a fast-track option (Federal Energy Regulatory
Commission, 2008). Unfortunately, the rewards of this reform have yet
to be reaped.

Besides the multifarious policies dealing directly with renewable ener-
gies and the sluggish approval process for projects, wind power capacity
growth in Minnesota also depends on the transmission grid. The high-
est wind potential in the state exists along its western and southwestern
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borders, far from the Twin Cities and Rochester. New wind projects in
these areas would therefore require extensive construction of transmission
lines to transport the generated electricity. To this end, 11 transmission-
owning utilities, including Xcel Energy, have formed a joint initiative
named CapX2020, which as of mid-2011 has three project proposals
pending judgment by the Minnesota Public Utility Commission (PUC)
and two that have been approved. However, only one of these projects
is targeted to be in service in 2011; the four others are forecast to be
completed between 2013 and 2015 (CapX2020, 2010). Once again, it is
evident that Minnesota’s institutions have obfuscated the path to quick,
widespread wind energy deployment.

A collective action problem among grid stakeholders has further hin-
dered the expansion of the transmission grid, a phenomenon documented
by Marcus (2010). In 2007, a diverse coalition consisting of environmental
groups, citizens, utilities, and regulators (e.g., MISO and the Office of
Energy Security) formed to advocate for the passage of the RPS. Although
they collaborated successfully in this case, the coalition began to weaken
during the implementation phase of the RPS, as conflicting views on
unforeseen issues created tension among members. The construction of
new transmission lines, in particular, spread discord among stakehold-
ers, with environmental groups and citizens opposing them for fear of
their effects on wildlife and properties, respectively, while the utilities and
regulators strongly advocated for them, given their fundamental role in
electricity generation. To add to the confusion, various stakeholders ran-
domly entered and exited the debate, making collective action even more
difficult. For instance, the U.S. Department of Energy (2008) released a
report, “20% Wind Energy by 2030,” that included a plan for transmission
grid expansion in Minnesota that did not align with the one proposed by
other stakeholders, further obscuring the facts and stakes. Consequently,
Minnesota has not been as successful in building the controversial infra-
structure required for large-scale wind power generation as it has in passing
universally appealing legislation like its Renewables Portfolio Standard,
and the result has inhibited wind power growth.

Like Minnesota, Texas has enacted a Renewables Portfolio Standard,
which was first passed in 1999 and then amended in 2005 to update the
mandated minimum renewable energy capacity to 10,000 MW by 2025
(§39.904; Texas Constitution and Statutes, 2005b), or roughly 5 percent
of the state’s total electricity production. Remarkably, Texas achieved
the mandated levels of electricity generation in early 2010 (ERCOT,
2010), although, considering the rapid expansion wind power in Texas
has undergone in recent years (see Table 1.1), this should come as no
surprise. In addition to the electricity generation requirement, the 2005
amendment to the RPS, Senate Bill 20 (Texas State Legislature, 2005),
grants the Public Utility Commission (PUC) of Texas the authority to
order an electric utility or distribution and transmission utility to expand
or construct new transmission facilities (§39.203(e); Texas Constitution
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and Statutes, 2005a), a marked institutional departure from the setup in
Minnesota. This authority gives the PUC of Texas considerable power
to ensure that grid expansion occurs in a timely and efficient manner.
Indeed, another part of Senate Bill 20 ordered the PUC of Texas to
designate, after consultation with related entities such as the Energy
Reliability Council of Texas (ERCOT), Competitive Renewable Energy
Zones (CREZs), defined as the best areas for wind energy development
because of their exceptional wind resources and available lands. Once
the Texas PUC selected the CREZs, it would then commission utilities
to expand the transmission grid to these areas, thereby ensuring ade-
quate transmission capacity, regardless of the status of wind projects in
the region. In 2008, the Texas PUC selected five areas as CREZs, two in
the Panhandle and three in West Texas, and it has already assigned bil-
lions of dollars to transmission projects (see Public Utility Commission
of Texas, 2010).

In addition to rapidly installing new transmission lines, Texas continues
to bring new wind projects online. This is at least partly due to the nature
of Texas’s regional transmission operator, ERCOT, which only operates
within Texas. Specifically, ERCOT covers approximately 75 percent of
Texas, including the major urban centers and the southernmost portion
of the windy Panhandle. Thanks to ERCOT's intrastate nature, it is only
subject to state authority and legislation and so avoids a host of federal
regulations (Fleisher, 2008), allowing it to operate freely. Furthermore,
since ERCOT’s jurisdiction coincides with that of the PUC of Texas,
the two entities can collaborate more efficiently than other states with
multilateral RTOs. The result: steady and rapid expansion of wind power
capacity in Texas, as evidenced by the state’s continually growing wind
power capacity (see Table 1.1).

Although the political and regulatory institutions of Minnesota and
Texas are similar in many respects, key differences exist between them,
particularly with respect to the states’ RPSs and regulatory processes.
Texas has rapidly and, at times, proactively built new transmission lines,
and is not hindered by a long backlog of project approvals as Minnesota is.
Ultimately, it has been these institutional differences, rather than technol-
ogy or resource availability, that have produced the divergence in wind
power capacity between Texas and Minnesota.

United States, Spain and Germany—TInstalled Wind Power Capacity. In this
section of the chapter, we examine whether the same explanation behind
wind power adoption might hold in an analysis of the wind power in the
United States, Spain, and Germany. Figure 1.1 reports the percent of total
electricity generated by renewable sources in Germany, Spain, and the
United States for the year 2009. As can be seen, Germany and Spain have
far exceeded the United States in their renewable energy implementation.
An investigation into the causes of these disparities in wind-derived elec-
tricity reveals that they are driven not by available resources, but rather by
national institutions.
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Figure 1.1 Percent of total electricity generated by renewable resources in the United States,
Germany, and Spain.

Sources: U.S. Energy Information Administration, 2010a; Germany Working Group on Renewable Energy
Statistics for the Federal Ministry for the Environment, Nature Conservation and Nuclear Safety, 2010; Réd
Eléctrica de Espafia, 2010.

To better understand the root of the gap in wind-derived electric-
ity between the United States and its European counterparts, Spain and
Germany, we first examined the available wind resources in each nation
(Archer & Jacobson, 2005). The maps clearly show the United States to
have considerably greater wind intensity, particularly in the Midwest,
where winds attain speeds of between 6.9 m/s and 8.6 m/s, and along its
coasts, which have areas with greater than 9.4 m/s wind speeds. Germany,
on the other hand, has fairly moderate wind resources, which are concen-
trated mostly in its northern half and are mostly below 9.4 m/s in speed.
Spain appears to have very limited amounts of wind above 5.9 m/s. With
respect to the location of these high-intensity winds, the United States
does not have a clear advantage, for the wind-rich Midwest is far removed
from the densely populated coasts, although the coastal regions do have
high-intensity onshore and offshore winds of their own. Conversely,
many of Germany’s most populated cities, including Berlin, Hamburg,
and Bremen, sit in the northern part of the nation, close to the nation’s
best winds. Determining how well sited Spain’s high-intensity winds are
relative to its most populous areas, unlike the situation in the other two
nations, is not useful on a broad basis, because Spain’s high-intensity winds
are not concentrated in a given area. From these analyses, one might safely
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conclude that, considering the combination of availability and location of
wind resources alone, the United States would rank as the most favorable
for wind power development, Germany as the second, and Spain as the
least. However, this ranking is exactly the inverse of the actual percentage
of electricity generated in each country from wind power.

The institutions, political and otherwise, in Spain, Germany, and the
United States that affect renewable energy are incredibly diverse, with
substantial similarities and differences existing among them. Table 1.3
shows some of the types of policies that each nation has enacted regarding
renewable energy. Perhaps the single greatest policy difference among the
United States and Spain and Germany is that the latter two nations have
adopted a feed-in tariff, passed and revised most recently in Spain in 1997
and 2004 and in Germany in 1991 and 2009. Spain’s is the Renewable
Energy Plan; Germany’s is the Renewable Energy Sources Act. Feed-in
tariffs essentially guarantee fixed payments per unit of energy for electric-
ity generated by renewable energies, which gets rid of the uncertainty of
what price utilities would pay for completed renewable projects (Sawin,
2004). The efficacy of feed-in tariffs relative to other policies aimed at pro-
moting renewable energies has been well established (Butler & Neuhoff,
2004; Mitchell, Bauknecht, & Connor, 2006), although some question its
long-term impact (e.g., Sijm, 2002). Although the feed-in taritfs of Spain
and Germany differ in some respects (see Ragwitz & Huber, 2005), they
both, in addition to ensuring minimum payments for renewably gener-
ated electricity, guarantee grid access to renewable projects, a promise
enforceable by state orders to transmission operators (Ragwitz & Huber,
2005). The United States has no such national mechanism in place, and
so has no such power to force the expansion of its transmission grid. This
same scenario emerged in the case study of Minnesota and Texas, where
the state that had the authority to force utilities to expand the grid for
renewable projects—Texas—also had higher renewable power capacity.

Another point of comparison between the international and between-
state case studies with respect to the transmission grid is the complexity

Table 1.3 Types of renewable energy policies enacted by Germany, Spain, and the United States

Feed-in  RPS  Capital Investment — Public Energy Sales,
tariff subsidies,  or tax investment,  production energy, excise
grants, or  credits loans, or payments/ tax  tax, or VAT
rebates financing  credits reduction
Germany Yes Yes Yes Yes Yes No Yes
Spain Yes Yes Yes Yes Yes No Yes
United States No Yes*  Yes Yes Yes Yes No

Source: REN21 (Renewable Energy Policy Network for the 21st Century). (2010).
While no national RPS (Renewable Performance Standard) exists in the United States, the majority of states

have adopted an RPS or similar legislation.
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of their grid operations. As of 2010, the United States has a total of seven
RTOs, and they don’t even include a large portion of the nation. Germany
and Spain, on the other hand, each have a less complicated system and
it covers the entire nation. In Germany, there are four grid operators,
whereas Spain only has one, the Red Eléctrica de Espafia. Rank-ordering
the nations by number of transmission operators yields a list that is the
inverse of the list rank-ordered by wind power capacity. In other words,
the more transmission operators at the national level, the less wind power
results. We also found this pattern in the previous case study, for Texas
had its own exclusive transmission operator, ERCOT, whereas Minnesota
was controlled by a transmission operator that sprawled across 13 states
and provinces.

Spain presents a particularly interesting example, for it has consoli-
dated all of its transmission operation under a single private entity. This
has enabled the nation to develop the Control Center for Renewable
Energies, which controls all generation of electricity from wind in real-
time (within 15 minutes) and is integrated with the broader Power Control
Center, which balances power generation from all sources (Dominguez
de la Torre, Juberias, Prieto, Rivas, & Ruiz, 2008). This setup allows for
maximal incorporation of wind-derived electricity in two ways. First,
because these centers operate nationwide, wind-derived electricity can
be distributed across a vast geographical region, moderating any local-
ized spikes in wind power and so functioning more as baseload power.
Additionally, in times of abnormally high national wind power genera-
tion, the nation’s baseload generators, e.g., coal or natural gas plants, can
be modified accordingly, to make room on the grid for clean energy.
Conversely, expanding wind power in the United States is coming into
increasing conflict with grid capacity and largely inflexible baseload gen-
erators that can’t handle surges of electricity generation, often resulting in
the temporary curtailment of energy produced by wind farms. Germany,
which has a more unified grid than the United States, may at least partly
enjoy a similar advantage to Spain’s (Frontier Economics, 2009).

The extensive legacy of the German and Spain feed-in tariff policy
hints at an even deeper disparity among the United States and Germany
and Spain: the extent of institutional uncertainty. Businesses, including
renewable energy ones, have been shown to react negatively to perceived
institutional uncertainty by shifting investment to more stable jurisdictions
(see e.g., Lithi & Wiistenhagen, 2010), a notion reflected in the renewable
energy capacities of our three study nations. Germany and Spain have had
meaningful policies, including an R PS and feed-in tariff, aimed at increas-
ing renewable energy capacity since 1997 (Germany) and 1991 (Spain).
Such long-term commitments have indicated strong support for renewable
energy and decreased institutional uncertainty, which is reflected in high
renewable power capacity. The United States, on the other hand, does not
have, and has not ever had, a feed-in tariff. Furthermore, although it does
have a panoply of financial incentives aimed at renewable energies, their



14 Michelle Bernard, Michael Craig, and Itai Sened

existence has historically been highly uncertain. For instance, one of the
major financial incentives of the United States, the Production Tax Credit
(PTC), expired three times between 1994 and 2009, in 1999, 2001, and
2003. Each year following the tax credit’s expiration, renewable energy
power capacity growth has all but ceased, dropping to about 20 percent of
the previous year (Combs, 2008). Such vacillation in policymaking is but
one of many things that have plagued the U.S. renewable power industry,
hence the nation’s relatively low wind-power capacity as a percent of total
power capacity.

Referring to another PTC lapse expected in 2010, George Sterzinger,
executive director of the Renewable Energy Policy Project at the U.S.
Department of Energy, explained in an interview on National Public
Radio, “Right now, if you build a wind project, the government will,
essentially, cut you a check for 30 percent of the cost. But that incentive
is running out of rope and scheduled to expire at the end of 2010. That
deadline prompted a lot of activity last year. Everybody moved their proj-
ects forward into 2009 to take advantage of it, but now some developers
are waiting to see if the credit will be extended” (Brady, 2010). A lapse
of the PTC in 2010 was averted when President Obama extended it for
2 years, to 2012, in the American Recovery and Reinvestment Act (U.S.
Internal Revenue Service, 2009). Nonetheless, sensitive to the point of
view expressed by Sterzinger, legislators have in fact pursued long-term
legislation to create market certainty for years, but have had little success
to date.

Conclusion

In this chapter, we utilized analytic narratives to study the discrepancies
in the growth of wind power adoption across two U.S. states and between
the US and two other OECD countries. We started with the neoclassical
economics argument that in a global economy where renewable energy
technologies spread rapidly, faltering evolution of wind power in some
countries, particularly in the United States, poses a puzzle. Given the fact
that wind power can offer competitive costs of electricity production as
a result of technological development, as well as the environmental and
political advantages of wind power, it should enjoy wider implementa-
tion in U.S. electricity markets. To investigate this anomaly, we restricted
our analysis to OECD countries, to control for preferences and trends of
consumption, as well as for average income per capita. After ruling out
those variables, we found that institutional structure (North, 1981, 1990)
is a potential exogenous variable that might help us sort out our empirical
puzzle.

We examined whether institutions could significantly affect wind
power implementation by using analytic narrative to examine wind
power in two states of the United States and in three countries, namely,
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Minnesota, Texas, the United States, Germany, and Spain. Our main
analytical argument comes from a commonly made proposition in the
neoclassical economic literature that high transaction costs and high
uncertainty delay economic growth, whereas lower transaction costs and
lower uncertainty enhance it. For the institutional structures of our cases,
we specified the exact ways in which each institutional structure affected
economic performance. We supplemented our analysis with available
data and validated our findings by relying on other studies that point in
the same direction.

Ultimately, we found that institutions matter. Our analytic narra-
tives clearly indicate that institutional control of the power grid and of its
expansion, coupled with some key policies, such as feed-in tariffs, explain
most of the variance in the degree of expansion of the industry across
states and across countries. Although for methodological reasons we have
limited ourselves to wind power in OECD countries, we have every rea-
son to believe that our findings apply beyond wind power and beyond
OECD nations.

In addition to its academic value, our research underscores the impor-
tance to wind power implementation of a number of policies. Adequate
expansion of electricity transmission should be assured via policies that,
for instance, mandate the connection of renewable energy facilities in
a proactive and timely manner. More homogeneous control over grid
operations, be it of transmission expansion or power generation, can lower
some barriers to significant renewable energy implementation—for exam-
ple, the inability of grids to accommodate the inherently variable wind
or solar electricity generation. Long-term institutional commitments by
governments to renewable energies should be adopted in order to decrease
uncertainty and assure continuous rather than sporadic construction. Such
actions can greatly change the nature of renewable energy power genera-
tion, allowing cleaner and cheaper generators of electricity like wind to
play a more significant role in this sector.

In calculating the costs and benefits involved with renewable energies,
we only accounted for the supply side. There is every reason to believe
that the spread of alternative energy production will do much more good
than what our analysis suggests by, for instance, improving our environ-
ment, creating new jobs, reducing the price of electricity to consumers,
and helping to revitalize the economy.
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CHAPTER TWO

How Regulatory Uncertainty Impedes the Reduction
of Greenhouse Gas Emissions

JENs HaMPRECHT, DAvID C. SPRENGEL, AND
VOLKER H. HOFFMANN

It is completely unclear how things will develop beyond 2012. Nobody knows

what a [climate] regulation will look like then. We are moving in the dark
and we are waiting for someone to turn on the lights.

—VP of a European electricity provider on

climate regulations

Empirical evidence exists on the response strategies of organizations to
institutional pressures (Goodstein, 1994); however, how organizations
respond to institutional pressures when regulatory uncertainty is high
remains disputed. Although some authors suggest that in times of high
uncertainty organizations shift toward conformity to institutional pres-
sures (Oliver, 1991), others found response strategies diverge and become
less focused (George, Chattopadhyay, Sitkin, & Barden, 2006; Goodrick
& Salancik, 1996; Miller & Toulouse, 1998). Early empirical contributions
to this debate have been limited as they only used one measure, such as the
strategic direction, in order to assess the response strategy of an organiza-
tion. Such a strategy, however, can be multifaceted and complex. In this
chapter we extend previous research by disaggregating an organization’s
response strategy. We distinguish between the scope, i.e., the number of
response measures, and their strategic direction, i.e., the objective of these
measures. Our results confirm that organizations adapt the direction of
their response strategy as pressure for greenhouse gas reduction increases.
They become more likely to avoid the pressure, for example by divest-
ing themselves of greenhouse-gas-intensive product lines. However, as
regulatory uncertainty increases, organizations do not pursue a narrow
strategic direction. Instead, the scope of their response strategy becomes
broader, and they may simultaneously engage in conflicting activities,
such as adjusting to the institutional pressure and lobbying against it in the

A. Marcus et al. (eds.), Cross-Sector Leadership for the Green Economy
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political process. We argue that these contradictory activities hinder the
emergence of industry role models and best practices.

A common understanding is that new environmental regulation gradu-
ally transforms itself into a norm and then into a taken-for-granted indus-
try standard (Hoffman, 1999). In the case of the Kyoto Protocol, however,
this transition is obscured by uncertainty. Policymakers should not under-
estimate how significantly the uncertainty regarding future greehouse gas
(GHG) regulations limits the emergence of common practices for GHG
reduction. Our findings contradict the frequently held viewpoint that
industry will resolve the issue of GHG reduction without regulation. If
there is no future regulation on GHG reduction, it is unlikely that the best
practices for greenhouse gas reduction will be widely adopted.

We start with an overview of previous research about our line of
inquiry. Then, we develop hypotheses about how institutional pressures
and regulatory uncertainty should influence the strategic direction and
scope of organizational responses. We test the hypotheses with data from a
global survey of companies’ response strategies to pressures to reduce their
greenhouse gas emissions. At the end of the chapter, we summarize our
contributions and provide suggestions for future research.

Responses to Institutional Pressures

Organizations can respond to institutional pressures in four ways: adjust
to it, influence it, avoid it, or simply ignore it. Adjusting to institutional
pressure implies changes to the organization itself. Here, the objective is
to bring the organization’s activities or structure in line with institutional
pressure by complying with rules, norms, and standards (Oliver, 1991).
Such a strategy is pursued by Volkswagen, for example, which aims to
systematically reduce the fuel demand and resulting greenhouse gas emis-
sions of its automobiles. Measures to influence the organization’s environ-
ment intend to “actively change or exert power over the content of the
expectations themselves or the sources that seek to express or enforce
them” (Oliver, 1991, p. 157). Such a strategy has been pursued by Exxon,
which has challenged assumptions that there is a link between greenhouse
emissions and global warming, funded the election campaign of George
W. Bush, and sought to exert pressure on the U.S. government not to sign
the Kyoto Protocol (Guardian, 2005). An organization may also employ
measures to avoid institutional pressure (Engau & Hoffmann, 2010). For
example, the steel manufacturer ThyssenKrupp describes emission trading
schemes as a threat to its production sites in Germany (Finanznachrichten,
2008) and has shifted its investments outside of Europe to Brazil where it
has invested over five billion euros, which do not fall under strict emis-
sion reduction regulation as investments in Europe do. (Financial Times
Deutschland, 2010). Finally, there is the option of ignoring institutional
pressure, which entails no concrete action with reference to the pressure.
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Because a direct link between inaction and institutional pressures cannot
always be assumed, we exclude this from further analysis.

The above strategies should not be regarded as monolithic responses.
As Lounsbury observes (2007, p. 290), “[too little] is known about the
variety of ways in which organizations respond to institutional pres-
sures.” We do not assume that organizations follow just one direction at a
time when pursuing their response strategies (Goodstein, 1994; Oliver,
1991). Instead, they can simultaneously engage in a number of differ-
ent response measures with the intention of adjusting, influencing, or
avoiding institutional pressures, each to a different extent. We further
recognize that a response strategy may vary in its scope: the number of
response measures and strategic directions the organization engages in at
a time will vary (Miller & Toulouse, 1998). These distinctions allow us to
develop more fine-grained hypotheses on how organizations respond to
institutional pressures and regulatory uncertainty concerning greenhouse
gas emissions.

Institutional pressure can be perceived differently by managers in dif-
ferent organizations (Goodstein, 1994). For example, the executives of a
large and prominent oil and gas company are likely to perceive higher
levels of institutional pressure from nongovernmental organizations
(NGOs) and subsequently also from other stakeholders than their smaller
competitors perceive (Buckley, 1968; Miller & Toulouse, 1998). Based on
Oliver’s (1991) categorization, we distinguish three strategic directions:
adjusting to, avoiding, and influencing institutional pressure. These three
directions can be characterized in terms of the active agency required by
the organization. Adjusting to institutional pressure typically demands
only a low level of activity, as the organization merely complies with
the pressure. Similarly, measures to avoid institutional pressure are not
likely to be that demanding. However, measures to avoid require more
effort than adjusting to pressures. In the case of avoiding pressure, the
organization does not actually comply with the pressure, but rather cir-
cumvents it. Influencing institutional pressure is the response strategy
that requires agency by an organization as the organization seeks to gain
control over the institutional pressure and change it in its own interest
(Oliver, 1991).

Goodstein (1994) analyzed the relationship between an increase in insti-
tutional pressure and conformist responses. In his study, he did not deter-
mine whether organizations influence institutional pressure (Goodstein,
1994, p. 365). However, his results suggest that more conformist actions
are likely if institutional pressure is high. This observation implies that
measures to influence institutional pressure should be lower when institu-
tional pressure is high. The conceptual research of Oliver (1991) indicates
that the long-term survival chances of organizations are higher when they
respond in a conformist manner to very high pressure. This is because the
risk of losing their license to operate becomes too high if they continue
opposing the institutional pressure.
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Hypothesis 1a: The higher the level of perceived institutional pressure, the
mote an organization’s response strategy consists of measures to adjust to this
pressure.

Hypothesis 1b: The higher the level of perceived institutional pressure, the
more an organization’s response strategy consists of measures to avoid this
pressure.

Hypothesis 1c: The higher the level of perceived institutional pressure,
the less an organization’s response strategy consists of measures to influence
this pressure.

Although there are consistent findings on the effects of institutional
pressure on response strategies, the effects of environmental uncertainty
remain disputed. Environmental uncertainty can be understood as the
inability of organizations and individuals to predict the future state of the
environment (Hoffmann, Trautmann, & Hamprecht, 2009; Hoffmann,
Trautmann, & Schneider, 2008). Several studies indicate how uncertainty
can influence the activities of an organization (Amit & Schoemaker, 1993;
Aragdn-Correa & Sharma, 2003; Dess & Beard, 1984). However, few
empirical contributions have assessed how regulatory uncertainty influences
the organization’s response to pressure in the institutional environment.
From the perspective of transaction cost economics (TCE), companies
should be expected to limit their activities and to focus on the one stra-
tegic direction they regard as most promising (Williamson, 1981). TCE
suggest that companies should minimize switching costs between dif-
ferent strategic directions as well as the costs for enforcing each strategic
direction in the organization. On the contrary, game theory suggests that
organizations can successfully manage uncertainty by hedging their bets
and pursuing multiple strategies at the same time (Harsanyi, 1973).
George et al. (2006) follow the latter line of thinking. They suggest in
a conceptual paper that environmental uncertainty leads decision-makers
to bet on several future outcomes. In another conceptual contribution,
Miller (1993) also suggests that companies broaden the scope of their
responses in an uncertain situation. However, as there is a lack of empiri-
cal contributions, it remains unclear if the logic of transaction economics
or game theory is more relevant for predicting the scope of an organiza-
tion’s strategy. For our research we assume that the rationale of transaction
cost economics (i.e., resource optimization through focus on one strategic
direction) is valid as long as organizations have the necessary information
to evaluate strategic options. However, in the presence of uncertainty,
organizations minimize risk by pursuing several options. Hence, as long
as there is no environmental uncertainty, the organizations tend to invest
all resources in the most promising strategy. As uncertainty increases,
the key issue becomes engaging in the right strategy at all. In that case
the motivation to minimize transaction costs in strategy implementation
becomes secondary. In such an uncertain situation, wasting resources on
a strategy that may ultimately turn out to be inappropriate is less of a
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concern. Instead, organizations minimize risk by increasing the scope
of their strategic response to institutional pressure when the uncertainty
increases.

Hypothesis 2: The higher the level of perceived uncertainty, the broader the scope
of an organizational response.

To summarize, whereas the level of perceived institutional pressure
influences the strategic direction of an organizational response strategy,
we hypothesize that regulatory uncertainty increases the scope of an orga-
nizational response strategy.

Climate Change

The issue of climate change has only recently entered the business environ-
ment (Hoffman, 2005; Hoffman & Woody, 2008; Kolk & Levy, 2001; Kolk
& Pinkse, 2005). This context lends itself very well to analyzing how regu-
latory uncertainty influences the response strategies of organizations. First,
companies in industries that are greenhouse gas emission-intensive face
increasing regulative pressure to reduce their GHG emissions. The increased
implementation of GHG emission regulations around the world, such as the
European Union Emission Trading Scheme (EU ETS), demonstrates the
mounting regulative pressures put on GHG emission-intensive companies
(Hoffmann, 2007; Kolk & Hoffmann, 2007; Kolk & Pinkse, 2007). In addi-
tion, other institutions have begun to screen organizations’ GHG emissions
more intensively (Kolk & Pinkse, 2007). For example, investors demand the
disclosure of companies’ GHG emissions. Likewise, customers pay attention
to the amount of GHG emitted throughout the life cycles of the products
they purchase.

Second, companies in GHG emission-intensive industries face substantial
uncertainty regarding the pressure for GHG reduction.The Kyoto Protocol
is a major driver for pressure to reduce GHG emissions. However, a succes-
sor to the Kyoto Protocol for the period following the year 2012 was still
uncertain at the time of our research (Hoffmann et al., 2008). In addition,
organizations are uncertain about industry coverage, reduction targets, and
implementation details of regional GHG regulations (Engau & Hoftmann,
2010, 2011; Hoffmann, 2007). Consequently, the future of regulatory pres-
sure at a regional or country level also remains uncertain. Moreover, as com-
panies find it difficult to predict the future requests of investors, customers,
and NGOs regarding climate change and GHG emission reductions, the
future of normative pressure is also uncertain (Kolk & Pinkse, 2007).

Hypotheses Testing

The hypotheses developed above are tested by means of response data
from a global survey of companies in GHG emission intensive industries.
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To test the hypotheses, we apply linear regression analysis using ordi-
nary least squares. To test Hypotheses 1 and 2, we perform separate linear
regression analyses for the share of adjust, avoid, and influence measures. We
subsequently illustrate the data sample, the variables used, and the sample
representativeness.

The questionnaire developed was part of an annual survey conducted
by a Swiss-based asset management company, and was sent to companies
from eight different GHG intensive industries, all of which were part of the
Dow Jones 2500 global index. We focused on the 821 companies in GHG
emission intensive industrial sectors only, as we expected GHG emissions
and the respective institutional pressures to be critical to these compa-
nies. These industries included basic resources, chemicals, construction
and materials, oil and gas, aviation, and utilities as they demonstrated a
(direct) GHG intensity of at least 500 tons per thousand USD (US dollars)
of sales. The industries creating automobiles and parts as well as industrial
goods and services were added because of the indirect emissions caused
by their products. The questionnaire was sent to the companies’ CEOs
or, in the case of multidivisional companies, to the heads of the business
units operating in GHG emission intensive industries. Respondents could
complete the survey online or return it by mail or fax during the response
time period from May to July 2007. Out of the 199 companies completing
the questionnaire, 81 provided incomplete responses. These companies
did not provide specific data that was important to verify our hypotheses,
e.g. the level of institutional pressure that the companies are exposed to.
We excluded the incomplete responses which resulted in a final sample
of 118 companies. Table 2.1 provides an overview of the respondents by
industrial sectors and geographical regions.

The organizational response strategy variable was measured by the com-
bination of measures that pursue one of the three strategic directions to
adjust, avoid, or influence the institutional pressures. These measures

Table 2.1 Data sample, by industry and region.

Region
Industry Americas* Europe Asia Pacific Total
Automobiles and parts 2 5 1 8
Basic resources 5 7 3 15
Chemicals 5 10 1 16
Construction and materials 0 8 1 9
Industrial goods and services 5 6 13 24
Oil and gas 5 7 3 15
Aviation 0 0 3
Utilities 9 15 4 28

Total 31 61 26 118
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were derived from a review of theory and empirical studies in the area of
climate change research (e.g., Hoffman, 2005; Kolk & Levy, 2001), and
were subsequently refined in cooperation with industry analysts from the
aforementioned Swiss asset management firm that we partnered with in
our research. Eight items were used to represent measures from the three
strategic directions in the questionnaire. Respondents were asked whether
the company pursued the described response measure or not. Using the
method described by Miller and Toulouse (1998), we measure the scope
of an organizational response as the sum of measures a company pursues
as part of its response strategy. Hence, we computed the scope of an orga-
nizational response by the total number of response measures pursued by
a company. This variable ranged from O to 8. The degree to which a com-
pany pursued each of the three strategic directions was determined by the
ratio of the number of measures of a strategic direction to total number
of measures the company took, i.e., the relative share of response mea-
sures of a strategic direction (Miller & Toulouse, 1998). For example, if a
company engages in a total of 5 response measures of which 3 pursue the
strategic direction of influencing institutional pressures, influence takes
on the value 0.6, because 3/5 = 0.6.

Similar to Goodstein’s (1994) study, institutional pressure is directed at
one specific fact, namely the reduction of companies’s GHG emissions.
Although Scott (2001) postulated keeping regulative, normative, and
cognitive pressures in the institutional environment distinct, other views
promoted the idea that these three are strongly interconnected and that
they persist simultaneously in an organizational field, each to a different
degree at a given point in time (Hirsch, 1997; Hoffman, 1999). We follow
this line of argument and do not explicitly distinguish the different types
of institutional pressure for the purpose of this analysis. Moreover, we fol-
low the line of argument that managers’ perceptions of the environment
determine the decisions made regarding an organization’s strategy (Dill,
1958; Duncan, 1972; Lawrence & Lorsch, 1967; Sharfman & Dean, 1991)
and thus we use a perceptual rather than an objective measure to reflect
the level of institutional pressure. In line with other empirical research
(e.g., Buysse & Verbeke, 2003; Henriques & Sadorsky, 1996), respondents
were asked to assess the pressure to reduce GHG emissions put on their
company from nine different sources on a five-point Likert scale ranging
from “very low pressure” to “very high pressure.” (See Table 2.4) We uti-
lized Freeman’s (1984) internal and external stakeholder groups with the
exception of consumer advocates and special interest groups who did not
seem to participate in the GHG emission reduction debate at the time of
the analysis. Additionally, we added pressure arising from the direct costs
incurred by emitting GHG (i.e., emission allowances or taxes). The over-
all level of perceived institutional pressure of a company was measured by
the sum of items scoring either “high pressure” or “very high pressure”
(Cronbach’s Alpha of 0.85 for all items). Thus, the variable can take on
integers between 0 and 9.
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To determine a company’s level of perceived regulatory uncertainty, respon-
dents were asked to indicate how certain the company was about the
future of a possible emission reduction regulation regarding five aspects (see
Table 2.5). A 5-point Likert scale ranging from “very uncertain” (value of 5)
to ““very certain” (value of 1) was used to differentiate responses. The overall
level of perceived uncertainty is represented by the sum of items scoring
either “uncertain” or “very uncertain” (Cronbach’s Alpha of 0.87).The vari-
able can therefore take on integers between 0 and 5.

In our research we also included control variables for a company’s
industry, region, size, profitability, and direct GHG emission intensity. As the
sample includes companies from eight different industries, ranging from
airlines to utilities, as well as companies from three different regions (see
Table 2.1), we controlled for the industry and region by including dummy
variables (Dess, Ireland, & Hitt, 1990). We controlled for differences in
company size and profitability by using total company sales (in millions
of USD) and return on assets (in percent) as of 2006, taken from the
Compustat database. Finally, we also controlled for differences in direct
GHG intensity. This is the total amount of equivalent carbon dioxide
emissions (CO,,) in tons emitted during one year, divided by total sales.
It reflects the degree to which company sales rely on direct GHG emis-
sions. These data were also obtained by the questionnaire.

To enhance validity, the explanatory variables were developed in col-
laboration with industry experts from the asset management company and
further tested with company representatives. Moreover, to reduce the risk of’
common method bias being present, we positioned the items representing
the dependent and independent variables in different sections of the ques-
tionnaire. All control variables (except for direct GHG emission intensity)
were taken from archival sources. To test whether common method bias was
still present, we performed Harman’s single-factor test. An unrotated princi-
pal component factor analysis of all perceptual questionnaire items resulted
in three distinct factors with eigenvalues greater than 1.0, rather than one
single factor. The three factors together account for 62 percent of the total
variance, and the first factor does not account for the majority of the total
variance (40 percent). This suggests that common method bias is unlikely
in our study (Podsakoff, MacKenzie, Lee & Podsakoft, 2003; Podsakoff &
Organ, 1986).

Results

Table 2.2 reports descriptive statistics and Pearson’s correlation coeffi-
cients among all variables.
In Table 2.3 we show the results of the two models to test the
hypotheses.
Model 1 shows a positive coefficient for the level of perceived
institutional pressure for the share of measures to avoid institutional



Table 2.2 Means, standard deviations (s.d.), and correlations of the companies studied

Variable Mean s.d. 1 2 3 4 5 6 7 8 9

1. Scope of organizational response 4.72 1.21

2. Adjust measures 0.30 0.09 —.29*

3. Avoid measures 0.15 0.14 54— 23

4. Influence measures 0.54 013 -4 =30 =75

5. Level of perceived institutional pressure 3.50 2.55 32 14 307 — 39*

6. Level of perceived uncertainty 1.81 1.74 32 .05 22 — 23" .35

7. Firm size (in bn USD) 27.28 3413 13 —.04 .00 .01 12 19*

8. Firm profitability (in percent) 5.83 442  —24 .00 —-.15" 29" — 2% —.12 —.12

9. Direct GHG intensity (t per bn 1.12 1.96 .03 —.11 —.06 14 —.04 —.09 —.19* —.10

USD sales)!

10. Automobiles and parts dummy 0.06 0.25 .08 .02 A1 —-.16 19* 24" 557 —04* -.15
11. Basic resources dummy 0.12 0.33 —.12 .03 —.09 15 —.11 —.04 —.09 22" —08
12. Chemicals dummy 0.13 0.34 —.07 —.09 .04 .00 .00 —.05 —.15 .02 —.09
13. Construction and materials dummy 0.07 0.26 —.09 .06 —.03 —.02 -.15 .01 —-.10 -1 12
14. Industrial goods and services 0.20 0.40  —.06 25" .02 —.15 .00 .01 —.02 .00 —.22"
15. Oil and gas dummy 0.12 0.33 —.14 —11 —.20* 277 —o01 —.01 12 40" —03
16. Aviation dummy 0.02 0.15 .03 —.07 .05 —.01 .09 —.01 —.04 11" .00
17. Utilities dummy 0.23 0.42 327 -2 10 —o05 06 —06 -1 —26™ 407
18. Americas dummy 0.26 0.44 —.10 —.04 —.13 13 — 23" —-26™  —.09 .07 17
19. Europe dummy 0.51 0.50 09 —19* —.04 11 —.05 .06 18 —.04 —.06
20. Asia Pacific dummy 0.22 0.41 .00 28™ 18" —27* 3 21 —-11 —.02 —-.10

*p <0.05.
*p <0.01.
! tons per billion USD sales.



Table 2.3 Results of the regression analysis testing Hypotheses 1 and 2

Model 1
Scope of organizational
Adjust Avoid Influence

Variable Coeff. Sig. (1) Coeff.  Sig. (1) Coeff.  Sig. (1) Coeff. Sig. (1)
Constant 0.26 0.00™* 0.14 0.01* 0.56 0.00™ 4.86 0.00*
Level of perceived institutional pressure 0.15 0.15 0.21 0.05* —0.30 0.00* 0.22 0.03*
Level of perceived uncertainty —0.03 0.74 0.12 0.24 —0.08 0.41 0.27 0.00
Firm size —0.04 0.74 —0.05 0.67 0.12 0.26 0.10 0.37
Firm profitability 0.05 0.68 0.04 0.70 0.11 0.28 —0.06 0.59
Direct GHG intensity —0.07 0.50 —0.09 0.36 0.18 0.05* —0.06 0.54
Automobiles and parts dummy 0.08 0.52 0.00 0.97 —0.06 0.59 —-0.25 0.03*
Basic resources dummy 0.08 0.52 —0.17 0.14 0.16 0.14 —0.30 0.02*
Chemicals dummy —0.02 0.87 —0.05 0.66 0.06 0.57 —0.26 0.01*
Construction and materials dummy 0.16 0.13 —0.05 0.60 —0.04 0.63 —0.22 0.03*
Industrial goods and services dummy 0.20 0.13 —0.15 0.25 0.01 0.91 —0.27 0.03*
Oil and gas dummy —0.06 0.63 —0.28 0.03* 0.24 0.03" —0.32 0.01**
Aviation dummy —0.03 0.72 0.00 0.99 0.04 0.65 —0.09 0.32
Americas dummy 0.09 0.42 0.01 0.95 —0.06 0.52 —0.01 0.93
Asia Pacific dummy 0.19 0.10 0.13 0.27 -0.15 0.15 —0.11 0.30
F-Value 1.37 1.63f 3.55™ 3.07"
fp < 0.10.
*p < 0.05.

5 < 0.01.
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pressure at the 5 percent significance level. Similarly, the predicted
negative effect on the share of measures to influence the institutional
pressure is confirmed at the 1 percent significance level. This implies
that as the pressure for GHG reduction increases, companies engage
less in activities such as offsetting GHG emissions or other influence
measures as listed in Table 2.6. Furthermore, companies engage less in
the political process for future GHG regulations in such circumstances.
The F-tests for each of the regression analyses for Hypothesis 1b (avoid)
and Hypothesis 1c (influence) are significant at the 10 percent (1b) and
1 percent (lc) significance levels. Due to the statistically significant
coefficients, the hypotheses can be robustly confirmed. However, we
observe no effect of the level of perceived institutional pressures on
the share of measures to adjust to the institutional pressures; therefore
Hypothesis 1a cannot be confirmed. Overall, these results indicate
that the higher the level of perceived institutional pressure, the more a
company engages in avoid measures and the less in influence measures.
This implies that as the level of perceived institutional pressures to
reduce GHG emissions increases, companies shift away from influence
measures and toward avoid measures, while the share of adjust mea-
sures does not significantly change. This is an interesting finding, as it
indicates that an increase in institutional pressure is not related to an
increased adjustment of companies to that pressure. Instead, companies
choose the more drastic alternative—to avoid the pressures altogether.
Also, this means that as institutional pressure to reduce GHG emis-
sions rises, companies would actually rather reduce their level of GHG
emissions (requiring more internal change) than try to influence the
institutional pressure. Activities such as offsetting GHG emissions or
image-building do not seem appropriate responses to companies when
they are confronted with very pronounced and explicit pressure to
reduce their emissions.

We controlled for the level of perceived uncertainty, but our results
suggest that it has no significant effect on any specific strategic direction.
However, Model 2 shows a positive influence of perceived uncertainty on
the scope of organizational response (number of simultaneously imple-
mented measures). The F-test for this regression analysis is significant at
the 1 percent level. Hypothesis 2 can be robustly confirmed, indicating
that the higher the level of perceived uncertainty, the larger the scope of
an organization’s response strategy. In our test of Hypothesis 2, we con-
trolled for effects that an increase in institutional pressure might have on
the scope of organizational response. In line with previous research (e.g.,
Oliver 1991), our findings indicate a positive association between these
two variables. In summary, the results show that increased institutional
pressure is associated with an increase in the scope of the organizational
response as well as with changes in the strategic direction of response.
An increase in perceived uncertainty, however, is only associated with an
increased scope of the response.
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Conclusion

Our results help advance our understanding how perceived regula-
tory uncertainty influences responses to institutional pressure. Previous
research has provided conflicting results on this topic (George et al., 2006;
Goodrick & Salancik, 1996; Miller & Toulouse, 1998). Whereas some
researchers suggested that strategies become more comprehensive in an
uncertain environment (George et al., 2006), others suggested that they
become more focused (Oliver, 1991). Most scholars understand an orga-
nization’s response strategy as being of one specific type. We argue that
such simplification has contributed to conflicting findings. In this study,
we extend previous research, as we understand a strategy as a combination
of response measures with different strategic directions. In a first step, we
draw on this distinction to show that the strategic direction of an orga-
nization’s response changes when institutional pressure increases. In such
a context, organizations increasingly seek to avoid the pressure and make
less of an attempt to influence the pressure in their own interest. In a
second step, we show that the level of perceived uncertainty has a positive
influence on the scope of the organizational response. As long as organi-
zations do not face an uncertain environment, the scope of their response
strategy is narrow. This means that companies act in line with the pre-
scriptions of transaction costs economics (TCE). TCE suggests that com-
panies seek to minimize their search and information costs as well as their
costs for implementing a strategy (Williamson, 1981). This is achieved
by focusing on few response strategies and by narrowing the scope of the
organizational response. Therefore, TCE is useful in predicting the scope
of organizational response strategies as long as uncertainty is low.

However, game theory suggests that organizations increase the scope
of their response strategy when they are confronted with an uncertain
environment. In such a situation, they balance their resource investments
on different strategic directions according to their expected likelihood of
success (Baldani, Bradfield, & Turner, 2005; Harsanyi, 1973). The pre-
scriptions of game theory match with our observations.

Our findings hold important implications for research that examines
how organizational fields mature (Hargrave & Van de Ven, 2006; Hoffman,
1999). Past research has assumed that regulative pressure for protecting the
environment can gradually transform into normative and cultural-cogni-
tive pressure (Hoffman 1999). Finally, the pressure is thought to become
taken for granted and only becomes evident when an organization does
not comply with the pressure. For example, such a gradual transformation
of pressure could be observed with the chemical DDT. Initially, usage was
banned by a regulation and today it is taken for granted that the chemical
is not offered by chemical companies. However, regulatory uncertainty
obscures this gradual change of practices in an entire industry. We observe
two mechanisms that hinder the emergence of a new dominant prac-
tice like GHG reduction. First, organizations increase the scope of their
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responses in an uncertain environment. As a result, the variety of prac-
tices increases and it is less likely that a dominant organizational action
emerges. Second, we observe no link between regulatory uncertainty and
any specific strategic direction of the organizational responses. Instead,
organizations only increase the scope of their responses as uncertainty
increases. This makes it difficult for an organization to assess which of
the numerous responses of its competitors is worth copying in order to be
judged as legitimate in an uncertain environment.

Our findings extend research on the factors that can hinder the matur-
ing of an organizational field. Previous studies have demonstrated how
a set of beliefs in a single organization (Delmas & Toffel, 2008) or an
entire industry (Lounsbury, 2007) can pose a barrier to the establish-
ment of a new dominant practice. The regulatory uncertainty that we
observe, however, leaves an organization with a puzzling variety of pos-
sible response options. There seems to be a lack of joint understanding in
the industry with relation to which strategic direction may become most
common, and therefore legitimate.

The fact that we have only collected data at one point in time is a limita-
tion of our study. Future research should conduct a longitudinal analysis, in
order to provide a broader basis for these findings. Despite this limitation,
we believe our study holds important implications for policymakers. Our
observations question the possible understanding that the self-regulation
of the markets is a viable approach in order to reach a global reduction of
greenhouse gases. Our research does show that various market stakeholders
(including the financial community, customers, and suppliers) can build up
pressure on companies to reduce their GHG emissions. Still, such a pressure
is not sufficient to lead to a change in the dominant practices of an indus-
try. Our data suggests that regulatory certainty is an additional and neces-
sary precondition to reach ambitious targets for greenhouse gas reduction.
Reducing uncertainty on the future of the Kyoto Protocol should therefore
be a pivotal task for policymakers.
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Appendix Tables

Questionnaire Items Measuring Level of Perceived Institutional Pressure

Companies were asked to indicate on a 5-point Likert scale how intense
the pressure to reduce direct CO,, emissions was from each of the stake-
holders shown in Table 2.4.

Table 2.4 Nine sources of pressure to reduce GHG emissions

Financial community (e.g., analysts)

Public opinion (e.g., media, society)

Customers (e.g., demand for low-emission products)
Government (e.g., regulation)

Cost of emissions (e.g., allowance price)

Suppliers (e.g., green initiatives across value chain)
Competitors (e.g., competitor actions)
Employees/unions (e.g., initiatives)

NGOs (e.g., publications)

Questionnaire Items Measuring Level of Perceived Regulatory Uncertainty

Companies were asked to indicate on a 5-point Likert scale how certain
the company was about the features of a possible future emissions reduc-
tion regulations, shown in Table 2.5.

Table 2.5 Questions to assess the level of perceived regulatory uncertainty

How certain is your company of what the future of a global agreement on the
reduction of CO,e emissions will be after the expiration of the Kyoto Protocol in
20122

How certain is your company of what the future of a possible regulation to reduce
CO,e emissions of your company will be after 2012?

How certain is your company of what the design and details of a possible future
regulation to reduce CO,e emissions will be after 2012?

How certain is your company of what the impact of a possible future regulation to
reduce CO,e emissions on your industry as a whole will be?

How certain is your company of what the impact of a possible future regulation to
reduce CO,e emissions on your company in specific will be?
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Questionnaire Items Measuring Organizational Response Strategy

Companies were asked which of the items in Table 2.6 they pursued in
response to pressure to reduce their direct CO,, emissions.

Table 2.6 Which items did your company pursue in response to pressure to reduce CO,, emissions?

Strategic Direction
(not indicated in questionnaire) Questionnaire Items

Adjust e Our company increases efficiency, substitutes input factors or
modifies products or production processes to reduce our direct
CO,e missions
e  Our company limits the production and sale of CO,e emission
intensive products
Avoid e  Our company engages in activities in order to become largely
independent of direct CO,e emissions
e Our company explores new markets/environments with lower
societal or governmental pressure to reduce CO,e emissions in
order to avoid emission reduction pressure for carbon intensive
products
e Our company outsources CO,e emission intensive processes
or technologies
Influence e Our company increases the emission limits by offsetting
our own emissions (e.g., by engaging in emission reduction
projects) or by acquiring additional emission capacity (e.g., by
purchasing emission allowances)
e Our company informs stakeholders such as customers or
analysts of our efforts to reduce our direct CO,e emissions,
e.g. by image building, marketing lower emission products,
reports or publications
e Our company engages in the political process regarding a
future emission reduction regulation that could potentially
include our company
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CHAPTER THREE

Renewable Energy Investment Decisions under
Policy Risk: An Adaptive Conjoint
Analysis (ACA) Approach

SoNjA LUTHI AND ROLF WUSTENHAGEN

Solar energy is a promising energy source for the future. During the past
few years, the installed photovoltaic (PV) capacity, a form of solar energy,
has been increasing, especially in Germany and Spain. However, the con-
tribution of solar power to total power production is still negligible. The
barriers slowing this transition process are manifold, but to a large extent
are related to current high prices of this technology. PV technology is
still in an early stage, and the transition from central power production
to distributed power production brings along transition costs. The cost
disadvantage of PV technology is also influenced by subsidies for con-
ventional, nonrenewable energy sources and a lack of internalization of
external costs for those sources. Furthermore, the investment profile for
PV is different than competing technologies (it has a higher initial cost,
lower operating cost, and lower fuel price risk). Other barriers to diffu-
sion of solar energy are related to path dependencies (e.g., market power of
incumbent energy businesses) and cognitive factors (e.g., valuation meth-
ods that favor large-scale power plants).

Because of these barriers, the PV market is not yet self-sustaining, but
is dependent on policy. To facilitate the emergence of this clean technol-
ogy industry and to reach a self-sustaining market, effective policies and
financing mechanisms are required. Thanks to effective incentives for
PV systems by national and local governments, countries like Germany
have become front runners in the adoption of PV panels (Jacob, Beise,
Blazejcak, Edler, Haum, and Janicke, 2005). But there is controversy about
the effectiveness of Germany’s incentives and it remains unclear what
effective financing schemes are and how an effective PV policy should
be designed. To date, the literature has rarely studied the effectiveness of
policy schemes from the point of view of renewable energy companies’
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investment decisions. A notable exception is the work of Wiser & Pickle
(1998) who analyzed, by means of case studies, the influence of renewable
energy policies on the financing process and on financing costs. To ana-
lyze renewable energy companies’ point of view is of importance, because
these companies are transfer agents (Jacob et al., 2005). By entering new
countries, they transfer products that are successful in their home markets
to markets worldwide. A company will, however, only enter a market
that provides an adequate policy framework. Motivated by this fact, this
chapter addresses the question of policy effectiveness by analyzing the PV
project developers’ point of view. Specifically, it aims at identifying the
most relevant policy-related factors in the location decision. The argu-
ment we make is that investment income (which is influenced by the
level of the feed-in tariff) is not of higher importance than noneconomic
policy risks. We calculated investors’ willingness to accept such policy
risks. The questions analyzed in the chapter are addressed by a multistage
methodological approach, consisting of qualitative expert interviews and
a quantitative adaptive conjoint analysis (ACA). Expert interviews pro-
vide in-depth understanding, and the ACA data allow statistical precision
and generalization.

PV Project Developers

The expert interviews were conducted with PV project developers and
other solar or project development experts. These market professionals
were asked to recount their location decision process and to explain the
different influencing factors. In this way, we identified their business
models and reviewed the roles of host country characteristics as deter-
minants in PV location patterns, especially in regard to the PV policy
factors. Qualitative interviews with 8 experts confirmed that the policy
conditions are currently key factors in a PV project location decision.
These policy conditions include the public financial incentive schemes,
the application procedure, policy targets for renewable energy, and sup-
port for policy stability.

The most common and effective incentive scheme in Europe was
reported to be the feed-in tariff (FIT). Here, the level, duration, and
yearly reduction of the tariff, as well as the presence of a limitation of
the promoted power (the existence of a cap) are taken into account in a
location choice. Sometimes other incentive schemes, such as investment
subsidies and tax exemptions, provide additional support. Regarding the
application procedure, the duration and the complexity of the approval
procedure are of primary importance. A project developer is interested in
starting a project as soon as possible. If the procedure to get the necessary
permissions is long and complicated, and especially if it is uncertain when
the permissions are forthcoming, or if they will be forthcoming at all,
project developers hesitate to invest.
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Furthermore, developers take PV policy stability into account. If sig-
nificant unexpected changes in the policy have occurred frequently, a
project developer hesitates to enter the market, because planning secu-
rity is not provided. Most of the countries have fixed policy targets for
renewable energies, and sometimes for solar power in particular. If the gap
between the actual amount of PV used and the targeted amount is large,
there is a high probability that the country will make stronger efforts to
promote renewable energy in subsequent years. This is, however, a long-
term process and thus of low importance for project developers.

Legal factors are to a large extent linked to political conditions. Legal
conditions include regulatory requirements, a legally regulated FIT, legal
backup of the FIT repayment, and law enforcement. A FIT can only be
guaranteed if power utilities are obliged to accept feed-in power (there is
a power purchase agreement). The interviewees also mentioned the secu-
rity of private property rights as a factor. The interviewed experts are all
active only in European countries, where legal security is provided and
consequently is not decisive in the location choice.

In addition to policy conditions, the amount of solar irradiation is
another influencing factor. However, because the current level of FIT in
countries where PV project developers are active is relatively high, the
solar resource is of minor importance in explaining the differences in
return from one country to another.

Economic conditions are currently also of secondary importance,
because the PV market is still strongly dependent on public policy and is
not yet self-sustaining. The market demand and potential are thus arti-
ficially created through FITs. However, as soon as grid parity is reached
and the market is self-sustaining, these factors will increase in importance.
Grid parity refers to the point where the cost of renewable electricity gen-
eration is on par with the cost of electricity generation from conventional
energy sources.

The Optimal Features of Projects

Upon the background of the expert interviews, we conducted an adap-
tive conjoint analysis (ACA) (Hartmann & Sattler, 2002). This is a well-
established market research technique to determine the optimal features
of projected, but as yet undeveloped, products and services. ACA belongs
to the family of conjoint experiment methods. The conjoint experiment
was initiated by mathematical psychologists (Anderson, 1970; Kruskal,
1965; Luce & Turkey, 1964), and was introduced in marketing research
in the early 1970s (Green & Srinivasan, 1990; Orme, 2007). Since 1990,
conjoint experiments have been frequently used by market researchers for
elicitation of consumers’ preferences (Green & Srinivasan, 1990) and have
spread quickly over a wide array of research communities (Shin & Park,
2008). At the beginning, conjoint studies mainly analyzed the importance
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of product attributes and price. Later, concerns shifted to the simulation
of customers’ choices, and to the forecast of market responses to changes
in the business’s products or those of its competitors (Batsell & Lodish,
1981; Ben-Akiva & Gershenfeld, 1998; Louviere & Woodworth, 1983).
More recently, conjoint analysis also has been used in environmental and
resource economics and in studies on investment behavior (e.g., Franke,
Gruber, Harhoff, & Henkel, 2006; Muzyka, Birley, & Leleux, 1996;
Riquelme & Rickards, 1992; Shepherd & Zacharakis, 1999; Zacharakis
& Meyer, 2000; Zacharakis & Shepherd, 2001). The methodological
approach of our present study is novel in that it uses ACA to investi-
gate investor choices among policy frameworks. The conjoint analysis
approach suits this study well and alleviates some shortcomings of previ-
ous research on location decision-making. Most studies analyzing deci-
sion-making used post-hoc methodologies (e.g., Ajami & Ricks, 1981;
Cheng & Kwan, 2000; Larimo, 1995; Ulgado, 1996), which may generate
biased results (Shepherd & Zacharakis, 1999; Ulgado & Lee, 2004). The
respondents using post-hoc methodologies had to evaluate location factors
in terms of their importance to the most recent location decision, so they
made the location decision at different points in time, with various busi-
ness resources and constraints, and under different environmental condi-
tions. Also, the location alternatives were different. These variations can
significantly affect a factor’s importance. Conjoint analysis, however, is a
real-time method (Shepherd & Zacharakis, 1999) and respondents have
to make their decision based on an identical set of alternatives (Ulgado &
Lee, 2004).

Investors surveyed in past studies were often asked to evaluate location
attributes individually (e.g., Ajami & Ricks, 1981; Ulgado, 1996). In real-
ity however, businesses evaluate their location alternatives as a group of
varying location characteristics. Location decision-makers trade off the
different factors in comparing the available alternatives. PV project devel-
opers, for example, may want to invest in a certain country even if the
return is lower, because the administrative procedure is very short. For
that reason, an approach that asks respondents to assess a location site using
a combination of attributes is more realistic (Ulgado & Lee, 2004).

Theory. We conducted choice experiments that built on the assumption
that project developers make their choices based on their own individual
preferences. The foundations underlying the preference investigation are
briefly explained in the rest of this paragraph (Ben-Akiva & Lerman,
1985; Hensher, Rose, OrtGzar, & Rizzi, 2009; Louviere, Hensher, &
Swait, 2003; Train, 2009). Microeconomic consumer theory provides
the foundation for discrete choice experiments. Consumer theory ana-
lyzes the economic decisions, especially the consumption decisions, of
private households. It states that a consumption decision is based on a
cost—benefit comparison of the different product alternatives and that the
consumer chooses the product that maximizes his utility. The theory pro-
vides the means to transform assumptions about consumers’ preferences
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into a demand function. Lancaster (1966) advanced consumer theory by
indicating that products can be considered as bundles of attributes with
different levels (or characteristics) and that the utility of a product is the
sum of the part-worth utilities of its attributes. This microeconomic con-
sumer theory view of demand is appropriate to situations where the fea-
sible choices are continuous. However, where choices are a selection of
one out of a finite set of attributes (as is the case in this chapter), discrete
choice theory is appropriate. Discrete choice theory uses the concept of
the rational consumer (or, in our case, project developer), but it differs
from consumer theory in that it works directly with the utility function,
instead of deriving demand functions.

It is not possible to completely describe any product’s utility in terms
of its attributes; there will always be some unknown or intangible char-
acteristic that may also provide utility. As a result, the other underlying
foundation of discrete choice theory is random utility theory (Mansky,
1977), which allows the direct utility function of a person to be broken
down into observable (deterministic) and unobservable (stochastic) parts.
The utility is thus not an apparent value, but an unobservable random
variable. This probabilistic approach accounts for randomness in choice
behavior.

Our study is built on the assumption that renewable energy project
developers evaluate the different factors influencing their location choice
according to the theory described above. They do not choose among dif-
ferent products, but among policy frameworks. The policy framework
of a country can be described as a bundle of attributes, analogous to a
product with multiple attributes. A renewable energy project developer
chooses the location for his or her project by looking for the country
with the policy framework that provides the highest utility. As in the case
of a choice among products, when choosing among policy frameworks,
there is an inevitable trade-off among the different attributes, and any
attribute change influences the attractiveness of the respective country for
the project developer. A higher level of return, for example, increases the
utility and thus the attractiveness of a country, whereas higher policy risks
decrease the country’s utility.

Sample and Questionnaire. The population of interest for the online sur-
vey was European PV project developers who were engaged in or were
considering developing PV projects abroad in other European countries.
The online survey was conducted in October and November 2008. The
PV project developers were invited to participate in the survey by phone
and/or e-mail, at a solar industry fair, by an article on the Solarserver
website (www.solarserver.de), and by a leaflet in a solar industry journal.

Based on the qualitative pre-study, a questionnaire consisting of two
parts was compiled: The ACA experiment about the importance of PV
policy attributes, and questions to obtain background information about
the experience and activities of the project developers and the companies
for which they were working.
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In the expert interviews, the main element of the pre-study, the
decision-influencing attributes could be identified. Besides being rel-
evant to the location decision, the attributes needed to fulfill some
other criteria in order to be included in the ACA survey (Backhaus,
Erichson, Plinke, & Weiber, 2006); see Table 3.1. The attributes need
to be independent, i.e. the utility of the attribute and the perceived
utility of a certain level (characteristic of the attribute) should not inter-
act with other attributes. Further, attributes should be compensatory:,
attributes and levels have to be able to substitute for each other in inves-
tors’ perceptions.

Finally, as the study aimed at giving policy recommendations, attri-
butes could be included in the choice experiments only if they could be
influenced by policymakers. This is not the case for the attribute solar
radiation (the amount of solar radiation) or for economic factors such as
market demand and market potential, and was only partly the case for local
production and for the legal factors such as contract enforcement.

As aresult, 5 out of 12 attributes shown in Table 3.1 fulfilled all require-
ments and were chosen for the ACA experiment: level of feed-in tariff, dura-
tion of feed-in tariff, existence of a cap on feed-in tariff payments (or the time
until the cap is reached), duration of the administrative process until all permits
are obtained, and significant unexpected policy changes in the last 5 years in a
location under consideration (support policy stability).

Table 3.2 gives a description of each attribute and the levels used in the
survey. These attributes and their respective levels form a collection of
2,800 different combinations. The number of combinations corresponds
to the multiplication of the number of attribute levels.

To have a comparable initial position for decision-making, the follow-
ing framework conditions were predefined in the questionnaire: solar
radiation: 1,500 kWh/m?; installation type and size: Greenfield solar plant
of 500 kW.

Table 3.1 Potential attributes for ACA survey

Attributes Relevant ~ Can be influenced  Independent — Compensatory

Level of feed-in tariff
Duration of feed-in tariff

X X

balie

Existence of a cap

Duration of the administrative process
Support policy stability

Gap to political solar target
Regulated feed-in

Law enforcement

Market demand

Market potential

Local production

| o X X X <X X
[ I

SO X XXX MK X

I I B i

|
X %

Solar radiation

X = criteria fulfilled; 0 = criteria partly fulfilled; — = criteria not fulfilled.
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Table 3.2 Attributes and attribute levels used in the ACA experiment.

Attributes Description Attribute levels

Level of Feed-in Tariff The amount paid per kWh fed 31, 35, 38, 41, 45 €ct//kWh

(€ct/kWh) into the grid.

Duration of Feed-in Number of years for which the 15, 20, 25 years

Tariff (years) feed-in tariff is guaranteed.

Existence of a cap Presence of a market cap limiting No cap, cap reached in 4
the promoted PV capacity, and if a years, cap reached in 1 year

cap exists, the predicted time until
it will be reached.

Duration of the Predicted time from the project 1-2, 3-6, 7-12, 13-18,
administrative process submission until all permits are 19—24 months
(months]| obtained.

Significant unexpected A change is considered as significant 0, 1, 3 policy changes
policy changes in the if it leads to more than 15% of feed-in

last 5 years tariff reduction.

The computer-based survey questionnaire proceeds in a fixed order,
adapted from Sawtooth Software (2007). At the beginning of the process,
the respondents usually rate the levels in regard to their relative prefer-
ence. We skipped this section in our survey, because in the case of the five
attributes selected for the final choice experiment, the preference order for
the attribute levels is obvious. Our survey started with the paired-com-
parison section, where the computer program forms pairs that respon-
dents have to compare. Each question showed descriptions of hypothetical
policy framework conditions for two countries composed of different lev-
els including two attributes at the beginning, then three, and then four.
Assuming that the conditions were identical in all other ways, respondents
had to indicate which country they would choose as the next project loca-
tion. A 9-point scale was given which covers the range from “strongly
prefer left” to “somewhat prefer left” to “indifferent” to “somewhat prefer
right” to “strongly prefer right.” The number of paired-comparison ques-
tions to be asked is equal to

3(N—n-1-N

where N is the total number of levels and n is the total number of attri-
butes, so that 3 (19 — 5 — 1) — 19 = 20. In the last section of the question-
naire, the software composes a series of calibrating concepts, in which
product alternatives are described by levels of all attributes. The respon-
dent is asked to indicate a “likelihood of choosing” between 0 and 100 for
each concept presented. To assess the spread, the most unlikely concept is
presented first to the respondents and then the most likely one.

The conjoint section was concluded by three so-called holdout tasks.
Holdout tasks are constructed as the calibrating concepts, but are not used
to estimate part-worth utilities. They are used to assess the quality and
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performance of the model used for the utility estimations (see below). If
the responses to holdout questions can be predicted accurately using esti-
mated part-worth utilities, it lends greater credibility to the model.

Data Analysis and Results. Descriptive statistics were obtained from the
background data and responses to the ACA questionnaire. For the back-
ground data, information about the respondents (profession, professional
experience, and knowledge) and their company (activities, headquarters
location, and countries in which it is active) are provided. The data from
the ACA questionnaire were used to estimate the part-worth utilities of
the different attribute levels', the relative importance of each attribute, the
investors’ willingness to accept certain policy risks, and to perform likeli-
hood-of-purchase simulations. (The part-worth utility is the utility of an
attribute level. The utility refers to the total utility of a product, made up
of all of the part-worth utilities.) Before estimations with the ACA data
could be made, the part-worth utility values needed to be normalized.
Initial utility estimates were based on the respondent’s desirability ratings
for attribute levels, together with ratings of attribute importance. The
initial estimates were updated during the experiment. As the initial posi-
tion of the utility estimation was different for each participant, the util-
ity values first had to be scaled so that utilities could be compared across
participants. The utilities were scaled in such a way that the sum of the
utility “points” across all levels for a respondent were equal to the number
of attributes times 100 (Metegrano, 1994).

There were 135 respondents who logged on to the survey website, and
63 questionnaires were completed. Each project developer completed
25 choice tasks, resulting in a final data set of 1575 choice decisions. The
ACA interview was time-efficient; the duration had a median of 20 min-
utes. Eighty percent of respondents were project developers. About 50
percent worked in vertically integrated firms, i.e. they were involved in
the planning and building of PV plants, whereas the other 30 percent were
just concerned with planning. The remaining 20 percent were investors
and project or business managers, also involved in project location deci-
sions. Giving evidence of the emerging nature of the solar industry, more
than 80 percent had less than seven years of experience: 27 percent had
one year, 29 percent had two to three years of experience, and 27 percent
had four to six years of experience. Forty-four percent of the interviewed
persons have been involved in 1 to 10 projects and 38 percent percent in
more than 10 PV projects. Three project developers had even worked on
more than 100 projects. Thirty-six percent of the realized projects are of a
capacity smaller than 100 kW, 22 percent of the projects are between 100
and 500 kW, 38 percent are between 500 kW and 10 MW, and 4 percent
are bigger than 10 MW.

Of the respondents’ companies, 70 percent are active in Germany,
57 percent in Spain, 49 percent in Italy, 30 percent in Greece, 27 percent
in France, 17 percent in Portugal, and 14 percent in Switzerland. Of the
interviewed PV project developers, 78 percent indicate a good level of
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knowledge about the PV policy situation of Germany, 71 percent about
Spain, 59 percent about Italy, 43 percent about Greece, 37 percent about
France, 19 percent about Portugal, and 13 percent about Switzerland.
These numbers show the prominent role of Germany and Spain, and so it
is not surprising that more than half of the project developers interviewed
(58 percent) work for a company having its headquarters in Germany. The
other companies’ headquarters are located in Spain (17 percent), Italy (10
percent), and several other countries (Greece, France, Portugal, etc.).

The average part-worth utilities are based on the individual part-worth
utilities estimated with the hierarchical Bayes method. Part-worth measures
the contribution of attribute levels to the overall utility of a product. The
utilities are interval data, meaning they are scaled to an arbitrary additive
constant to sum to zero within each attribute. Therefore a negative part-
worth value for a certain attribute level does not indicate that this attribute
level is unattractive, but it shows that it is less preferred than other levels of
the same attribute with a higher part-worth value. Average part-worth utili-
ties and standard deviations for each attribute level are displayed in Table 3.3.
The part-worth utility examination confirms that the lowest level of each
attribute always had the lowest relevance for all project developers. This
makes sense intuitively and supports the validity of the results. Standard
deviations are all very low, indicating a narrow distribution. The low dis-
tribution is also confirmed by an analysis of the correlations. Correlation
coefhicients of all respondents were close to one (0.95—0.99). A low average
part-worth utility and a low standard deviation indicate that such an attri-
bute level is very unattractive (e.g.“31 €ct/kWh”).

From the ACA data, the relative importance of each attribute can
be estimated by considering how much difference each attribute could
make in the overall utility of the product, i.e., between the highest and
the lowest utility value of each attribute (see Table 3.3). That difference
is the range in the attribute’s utility values. The bigger the range is, the
more a variation in the attribute can lead to a variation of the overall
utility (Backhaus et al., 2006). The relative importance of each attri-
bute was calculated using Formula 1 (adapted from Clark-Murphy and
Soutar 2004).

(MaxU — MinU)i
X

100
Y (Max — Min)i

RI [%]=

where RI, is the relative importance of the i attribute; MaxU the maxi-
mum utility of the ith attribute; and MinU is the minimum utility of the
i™ attribute.

The analysis of the relative importance of the attributes reveals the
highest importance for the duration of the administrative process with
RI of 26 percent. Almost as important is the level of the FIT (24 percent).
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Table 3.3 Average part-worth utility estimates and standard deviations by attribute levels
(hierarchical Bayes models with all normally distributed part-worth utilities)

Attribute Level Part-Worth Utility Standard Deviation

Level of feed-in tariff

31 €ct/kWh —62 6
35 €ct/kWh —27 6
38€ ct/kWh 0 4
41 €ct/kWh 29 6
45 €ct/kWh 60 9
Duration of the administrative process

1-2 months 63 7
3-6 months 32 6
7-12 months 1 5
13-18 months =31 6
19-24 months —64 9
Duration of feed-in tariff

15 years of support —35 10
20 years of support 3 6
25 years of support 33 7
Cap status

No cap 44 9
Cap reached in 4 years 5 9
Cap reached in 1 year —49 12
Number of policy changes

0 policy changes 41 8
1 policy change 6 6
3 policy changes —47 11

The existence of a cap and PV policy changes are of medium importance,
with 19 percent and 18 percent, respectively. The lowest importance
(14 percent) is attributed to the duration of the FIT.

PV project developers are thus particularly sensitive to the duration
of the administrative procedures, followed by other policy risks (policy
changes, existence of a cap). Duration of support is relatively less impor-
tant. This indicates that a more effective administrative procedure enables
a lower FIT, without a loss of attractiveness for PV project developers.

In the next step, part-worth utilities are converted into project develop-
ers’ implicit willingness-to-accept certain policy risks using Formula 2:

AFIT
WTA | —— | = —I(U, - MaxU,)~——
kWh MaxU prr

where WTA, is the implicit willingness-to-accept of the attribute level /;
U, is the part-worth utility of the attribute level I; AFIT is the difference
of the level of FIT, i.e., 14 €ct/kWh; and MaxUp, is the maximum utility
of the attribute level of the FIT. Figure 3.1 shows that for every half-year



R ENEWABLE ENERGY INVESTMENT DECISIONS 47

15 ~
_ 15
£
§ 12
ke
B 11
[0
3
< 94
°
[}
3 7
5 6
£
=
5 3. 4
g
0 v T T T 1
0 6 12 18 24

Duration of Admin Process [in months]

Figure 3.1 Willingness to accept a certain duration of the administrative process, correlated with
€ct/kWh

increase in the duration of the administrative process, a government has
to pay project developers a FIT premium of about 4 €ct/kWh (all else
being equal).

The choice experiments included three attribute levels regarding the exis-
tence of a cap: no cap, a cap that is going to be reached in four years (loose
cap), and a cap that is going to be reached in one year (tight cap). The analy-
sis shows that removing a loose cap will allow governments to attract the
same level of investment at a FIT that is about 5 €ct/kWh lower; removing
a tight cap will allow governments to attract the same level of investment
at a cap that is about 11 €ct/kWh lower (Figure 3.2). With regard to policy
stability, the study estimates that compared to no policy risk conditions, in
low-risk conditions (one significant unexpected policy change in the last
five years), the FIT needs to be 4 €ct/kWh higher, in high-risk conditions
(three significant unexpected policy changes in the last five years), it needs
to be 10 €ct/kWh higher to keep its attractiveness (Figure 3.3).

Sawtooth (2007) offers the simulation method Purchase Likelihood
(SMRT Simulation) to estimate the level of interest for a certain combi-
nation of attribute levels. The utilities are scaled so that an inverse logit
transformation provides estimates of purchase likelihood. The simulator
estimates how each respondent might have answered if presented with a
concept with specific levels of attributes similar to those in the calibrating
section of the interview. The likelihood projection is given on a 0 to 100
scale. This method can be used to investigate the likelihood of project
developers investing in a certain country (i.e., they can investigate a spe-
cific combination of attribute levels). As mentioned above, prediction of
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Figure 3.3 Waillingness to accept a certain number of policy changes.

choice among holdout tasks can be used to check validity of this simula-
tion method. In the present study, three holdout tasks have been included
in the survey (see Table 3.4). Holdout task 1 describes the German PV
policy framework in 2007; Holdout task 2 describes the Greek PV policy,



R ENEWABLE ENERGY INVESTMENT DECISIONS 49

Table 3.4 Description of project developers’ likelihood of investing in different policy
frameworks (holdout tasks) and SMRT simulation

Holdout 1 Holdout 3
Germany Holdout 2 Spain
(2007) Greece (2007) (2007)
Policy Framework
Duration of admin. process (months) 1-2 19-24 13-18
Level of the FIT (ct/kWh) 35 45 41
Cap situation No cap No cap Cap reached in 1 yr
Number of PV policy changes 0 1 1
Duration of the FIT (years) 20 20 25
Likelihood of Investing (given on a 0 to 100 scale)
Mean of project developers’ likelihood 87 72 38
SMRT Simulation 99 85 39

Table 3.5 Investment likelihood simulations for changes in the PV policy framework of Spain
in 2007

Scenario A: Shorter Scenario C:
administrative Scenario B: Improved policy
Spain (2007)  process Lifting cap stability
Policy Framework
Admin. process (months) 13 to 18 7tol120r3to6 13to 18 13 to 18
FIT level (€ct/kWh) 41 41 41 41
Cap situation in 1 year in 1 year in 4 years/ in 1 year
no cap
Number of PV policy 1 1 1 0
changes in 5 years
FIT duration (years) 25 25 25 25
Likelihood of Investing (given on a 0 to 100 scale)
SMRT Simulation 39 66/84 81/95 68

Bold in a cell indicates changes from initial scenario.

and Holdout task 3 describes the Greek PV policy framework in 2007.
The investment likelihood of the holdout tasks were predicted very accu-
rately, which indicates the high validity of the results of the study and
allows the use of the results to predict investment decisions.

Additionally, this method allows us to conduct simulations to estimate
the influence of a hypothetical change in the policy design (e.g., increasing
remuneration level, decreasing administrative process duration) on the proj-
ect developers’ likelihood for investing in a certain country. In what follows,
the Spanish situation is analyzed (Table 3.5). The attribute levels that were
changed from the initial scenario are in bold. One of the policy risks that
policymakers can influence to some degree is the duration of the admin-
istrative process. Scenario A: Shorter administrative process in Table 3.5 reveals
that an administrative process that is 6 or 12 months shorter (7 to 12 months
long or 3 to 6 months long, instead of 13 to 18 months long) would bring
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a significantly higher investment likelihood of 66 or 84, respectively, com-
pared to the initial situation (an investing likelihood of 39). In addition to
the administrative process, the tight cap is another important issue in Spain.
Scenario B: Lifting cap in Table 3.5 shows that loosening the cap (reached
in four years) or removing the cap (no cap) makes sense to attract project
investments, since the likelihood of investing increases to 81 for the 4-year
situation and 95 in the no-cap situation.

Finally, the importance of a continuous PV policy is illustrated in
Scenario C: Improved policy stability in Table 3.5. Having no changes in pol-
icy instead of one in the last five years increases the likelihood of invest-
ment from 39 to 68.

Conclusion

The transition to a sustainable energy system depends on whether pub-
lic support policy effectively influences investors’ behavior. Applying a
sophisticated method from marketing research, this study is one of the
first empirical contributions that investigate the influence of renewable
energy policies on investors’ decisions. By means of different estimations
and simulations based on ACA data, the relevance of different policy fac-
tors and the costs of different regulatory risks have been quantified. Based
on this empirical basis, it is possible to develop specific scenarios that
enable policymakers to assess the costs and benefits of reducing various
elements of policy risk.

The key finding is that risk matters in PV policy design, and that a price
tag can be attached to specific policy risks. More specifically, the attributes
“Duration of the administrative process” and “level of feed-in tariff” were
perceived as the most important attributes in the location decision. SMRT
simulations and willingness-to-accept estimations revealed that a reduc-
tion of the administrative process by 6 months enables a 4 €ct/kWh lower
feed-in tariff (FIT) without a loss of attractiveness for PV project developers
in investing in the given country. Lifting a cap also makes it possible to have
a lower FIT: removing a cap that is expected to be reached in one year will
allow governments to reduce the FIT by about 11 €ct/kWh and removing
a cap that is expected to be reached in four years will allow governments to
reduce the FIT by about 5 €ct/kWh. The third policy risk analyzed in this
study is policy instability. Compared to having one significant unexpected
PV policy change in the prior 5 years, respondents accepted a 4 €ct/kWh
lower FIT if the political conditions were stable. These estimations confirm
prior research that points to the importance of policy risk and noneconomic
barriers—such as duration of the administrative process and political insta-
bility— to the deployment of renewable energy.

Governments can build on these empirical results to design policies
that will be effective in attracting PV investments while at the same time
maintaining efficiency by providing an adequate compensation for policy
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risk. In particular, policymakers should be aware that long administra-
tive processes and, to a somewhat lesser extent, policy risks related to the
existence of a cap and a substantial number of unexpected policy changes,
have a cost attached to them that will need to be reflected in a higher level
of feed-in tariff in order to attract solar project developers.

As with any piece of research, this study is subject to some limita-
tions, which provide starting points for further research. This study has
focused on policy factors; however, there are other factors that influence
the location decision of PV project developers, which could be investi-
gated in further studies. Such unobserved factors include language, coun-
try size, personal contacts, and the population’s attitude towards the new
technology.

The study examines the influence of changes in the policy framework
on the project developers’ investment likelihood. In future studies, the
simulation tools that have been developed here can be applied to design
scenarios for specific countries and thus can give more detailed policy
design recommendations.

Future research could also build on our findings, which are based on
stated preferences, and could compare actual valuation of policy risk with
revealed preference data. This will become more feasible as an increasing
number of countries emerge that provide sufficiently long time series of
actual renewable energy investment decisions.
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CHAPTER FOUR

Why Some Managers Expect to Benefit from
Public Policies and Others Do Not

ALFRED MARCUS, SUSAN COHEN, AND
KATHLEEN SUTCLIFFE

Governments often provide assistance to firms, especially energy-effi-
ciency and renewable-energy businesses (Marcus, Anderson, Cohen, and
Sutliffe, 2010). For example, in the 1970s the U.S. federal government
offered subsidies to firms that developed solar panels and tax credits to
consumers who purchased these products (Marcus, 1992). There have
been a host of such programs, including the 2009 Economic Stimulus
Act, which allocated more than $27 billion in direct and indirect aid to
energy-efficiency and renewable-energy businesses (See Table 4.1). The
government, for example, has provided tax credits to firms producing
wind power, enabling them to sell more products and services, or sell them
sooner, than otherwise would be economically feasible. Past research sug-
gests that managers in energy efficiency and renewable energy businesses
often are the beneficiaries of government policies. By making substitute
products and services less attractive, public policies such as mandated per-
formance standards, taxes, and other programs lift public awareness and
increase interest in the products and service that energy efficiency and
renewable energy businesses offer (Gale & Buchholz, 1987; Russo, 2001;
Sine, Haveman, & Tolbert, 2005).

Market—government interactions encourage the development of these
businesses (Marcus & Geften, 1998; Burer & Wiistenhagen, 2008; York
& Lenox, 2009). But despite the influence that these policies have, not
all firms actively seek government assistance. The question of why some
firms actively seek policies that benefit them while others do not has been
debated in the literature for some time (e.g., see Stigler, 1971; Salamon
& Siegfried, 1977, Mitnick, 1981; Baysinger, 1984; Zardkoohi, 1985;
Masters & Keim, 1986; Boddewyn & Brewer, 1994; Hillman.Zardkoohi,
and Bierman 1999; Hart, 2004; Holborn & VanDen Bergh, 2008). This
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Table 4.1 Summary of investments in energy efficiency and renewable energy in the US 2009
Economic Stimulus Act

$6 billion for renewable energy and electric transmission technologies loan guarantees

$5 billion for weatherizing modest-income homes

$3.4 billion for carbon capture and low emission coal research

$3.2 billion toward energy efficiency and conservation grants

$3.1 billion for state programs, help states invest in energy efficiency and renewable energy
$2 billion for manufacturing of advanced car battery (traction) systems and components.
$800 million for biofuel research, development, and demonstration projects

$602 million to support the use of energy efficient technologies in building and in industry
$500 million for training of green-collar workers

$400 million for the geothermal technologies

$400 million for electric vehicle technologies

$300 million for energy efficient appliance rebates

$300 million for state and local governments to purchase energy efficient vehicles

$300 million to acquire electric vehicles for the federal vehicle fleet

$250 million to increase energy efficiency in low-income housing

$204 million in funding for research and testing facilities at national laboratories

$190 million in funding for wind, hydro, and other renewable energy projects

$115 million to develop and deploy solar power technologies

$110 million for the development of high efficiency vehicles

$42 million in support of new deployments of fuel cell technologies

Source: http://en.wikipedia.org/wiki/American_Recovery_and_Reinvestment_Act_of_2009

research has analyzed the firm-level motivations for seeking government
assistance, which include stimulating demand for a firm’s products, lower-
ing operating costs, providing legitimacy for the firm, and raising rivals’
operating costs (Kaufman, Englander, & Marcus, 1993; Van de Ven &
Garud, 1989; Yoftie, 1987; Getz, 1997). It has postulated that the decision
by firms to become active is a function of the attractiveness of political
markets (Bonardi, Hillman, & Keim, 2005) and the firms’ capabilities
for achieving its political goals (Oliver & Holzinger, 2008; Holburn &
Zelner, 2010).

However, other than a firm’s size (Salamon & Siegfried, 1977; Schuler,
1996; Ungson, James, & Spicer, 1985), it is not clear which firm-level char-
acteristics might be related to the decision to become politically engaged.
The results of analyses that have examined the impact of such variables
as age, financial condition, and degree of government dependence on the
tendency of firms to become politically involved have been mixed (Rudy,
2010; Zardkoohi, 1985; Meznar & Nigh, 1995; Shafter, 1995; Hillman &
Hitt, 1999; Schuler, 1999; Hansen & Mitchell, 2000; Schuler, Rehbein, &
Cramer, 2002; Hillman, Keim, & Schuler, 2004; Hillman, 2005; and
Lester, Hillman, Zardkoohi, & Cannella, 2008). These mixed results are
not surprising, given the complexity of the decision to become politically
involved. Managers do not have the time to consider all the possible out-
comes of the public policies they might seek, nor are they likely to view
the consideration of these outcomes a valuable use of their time. They do
not know the precise form that public policies will take, how the public
policies will be implemented, and what the unintended consequences of
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the public policies will be. They cannot easily predict the net gains that
the public policies will generate to their firms. Instead, we argue that
boundedly rational managers (Simon, 1970), facing numerous demands
on their attention including substantial market challenges (Henderson
& Stern, 2004), will rely on heuristics, or simple decision rules devel-
oped through experience, to inform their expectations about the ben-
efits that the public policies might bring. The domain relevant knowledge
that underlies such heuristics is accumulated in path-dependent ways, in
which managers scan the environment for salient external opportunities
and threats, accumulate knowledge about them, learn to interpret their
meaning, and assess their implications (Cyert & March, 1963; Jackson &
Dutton, 1988; Ocasio, 1997).

It is surprising that little attention has been devoted to understand-
ing the cognitive frameworks and heuristics that managers apply to dis-
cern whether public policies are likely to benefit their firms (Hart, 2004).
We think this is a potentially fruitful domain from which to draw new
insights, which will move us toward a more complete theory of why firms
seek government assistance (see Figure 4.1). The expectation of benefits
from public policy, a precondition for corporate political action (Baron,
1995), begin with cognitions (Baron, 2006; Ocasio, 1997; March &
Simon, 1958). Hence, it is worthwhile to investigate the heuristics man-
agers use for assessing the opportunities their firms have to gain from
public policies.

Although the motivations for seeking benefits from government have
been examined, as well as the characteristics and capabilities of firms
seeking these benefits, the heuristics that managers use have not been ade-
quately explored. This chapter therefore starts by reviewing the literature
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Figure 4.1 Why firms decide to be politically active.
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on why managers of some firms actively seek to take advantage of public
policies, while others do not. We build on this work to create a frame-
work for describing managerial perceptions of the gains their companies
can derive from public policies. We then apply this framework to two
sets of overlapping data, qualitative interviews with managers in energy-
efficiency and renewable-energy businesses and a survey of managers in
this field. Our analysis of these data lead us to the conclusion that man-
agers who view public policies as opportunities for gain believe they are
competing in unstable environments. They have little ability to control
market forces, but they believe they can predict and control government.
Managers who do not view public policies in this way, in contrast, believe
that they are competing in stable environments in which they have the
ability to control market forces, but that they cannot predict and con-
trol government. The implications of our findings are discussed in the
conclusion.

Firm—-Government Interactions

Government policies influence a firm’s performance in many ways. For
instance, they alter the distribution of power among substitutes, rivals,
suppliers, and customers, and create barriers that slow entry into an indus-
try (Porter, 1980; Baron, 1995). Examples of the kinds of polices that
affect firms include price supports, certification requirements, and invest-
ment subsidies. Through such mechanisms, governments influence the
stability of the industries in which firms compete. They affect demand
growth, price competition, and other factors that have important con-
sequences for the firms’ investment decisions and competitive strategies.
Recognizing the importance of stable conditions to firms contemplating
investment decisions, Stigler (1971) maintained that a major reason firms
try to influence public policies is to create stability. They solicit the state’s
coercive powers to limit and control market forces in order to stabilize
competitition and reduce uncertainty. However, not all firms that may
gain from public policies engage in this behavior (Cook & Barry, 1995;
Godwin & Seldon, 2002; Hart, 2004).

Managers are apt to weigh their ability to gain from public policies dif-
ferently. Thus, as Stigler (1971) admits, there are limitations to his theory
that “as a rule” firms try to influence government to achieve their goals
(Marcus, 1984). Stigler (1971) takes an industry—level perspective on the
reasons some firms are more inclined to seek opportunities for influence
than others. His theory has been enriched by the work of Olson (1965)
and successors (e.g., Peltzman,1976; Becker, 1983) and by the management
scholars previously mentioned who have focused on firm motivations,
characteristics, and capabilities that have affect their choices to seek public
policies. Neither further refinements of Stigler and Olson’s theories (Hart,
2004) nor recent work on corporate political strategies in the management
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field (Pearce, DeCastro & Guillen, 2008), however, have directly con-
sidered the cognitive models and frameworks managers use to evaluate
the relative benefits of public policies to their firms. Consequently, we
lack a robust theory for why managers perceive the benefits of public
policies differently (Bartel & Thomas, 1985; Hart, 2004). What are the
heuristics that managers apply to understanding the benefits they expect
their firms to achieve from public policies? We propose that the complex-
ity associated with anticipating the net effects of public policies is suffi-
cient to overwhelm the individual managers’ cognitive capacities (Hart,
2004; Lau & Redlawsk, 2001; Levinthal & March, 1993). Managers faced
with complex decision-making contexts resort to heuristics to process the
available information (March & Simon, 1958). They vary in their desire to
influence government based on how these heuristics affect their percep-
tions of the public policies’ net benefits.

The Mental Model of Managers

We argue that the mental model of managers who estimate the benefits
of public policy has three components. Managers are apt to examine (i)
instability, (i1) market adaptation, and (iii) political adaptation before they
make choices about government policies.

Instability, the degree and frequency of change in a market, arises from
rapid technological change, intense rivalry, fickle consumers, and frequent
fluctuations in factor market conditions (Dess & Beard, 1984). Firms com-
peting in unstable markets must make frequent adjustments in their com-
petitive strategies and organizations at the same time that environmental
shifts make it difficult for managers to learn how their choices affect firm
performance (Levinthal & March, 1993), When the nature of opportuni-
ties changes frequently and dramatically, managers must allocate a greater
proportion of resources to modifying products and services, changing
management practices, and altering how functional activities are carried
out. Resources set aside for these purposes can detract from their firm’s
profitability and raise its short-term risk of failure (Amburgey, Kelly &
Barnett, 1993). Such instability makes learning difficult, since the manag-
ers cannot easily discern which elements of the strategies they previously
pursued (e.g., which product performance criteria they offered customers,
which inputs to the production process they employed, and so on) provide
future performance advantages (Levitt & March, 1988). Hence, the insta-
bility that the managers face increases the costs of operations by imposing
high learning-related adjustment costs. Managers facing this kind of insta-
bility are likely to expect gains from public policies that they believe can
stabilize these turbulent forces. Assuming as Stigler (1971) did that firms
seek stability from government, managers of these firms are likely to view
public policies as critical to their firms’ growth. On the other hand, man-
agers who perceive that their firms’ competitive environments are stable
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are likely to spend less time questioning their current strategies and more
time refining their execution (Dess & Beard, 1984; Levinthal & March,
1993). As managers prefer to focus on task domains they believe they can
control, those who perceive that the environments of their companies are
stable are likely to expect to gain less from public policies than those who
perceive that the environments of their companies are unstable (Dutton &
Jackson, 1987; Jackson & Dutton, 1988; Ocasio, 1997).

If the managers of firms that compete in unstable markets can fre-
quently predict changes, and/or affect the decisions of market actors
upon which the success of their companies depends, they may be able
to make market adaptations that will allow them to achieve control
over the external environment without resorting to political means.
Such foresight and influence depends on the managers of firms devel-
oping reliable routines for anticipating and adjusting to environmen-
tal shifts (Teece, Pisano & Shuen, 1997; Tushman & O’Reilly, 1997,
Eisenhardt & Martin, 2000). An example comes from U.S. machine
tool industry. It suffered severe boom and bust cycles for many decades,
which tracked the overall health of the economy and the health of
the industry’s major buyers in the automotive and aerospace indus-
tries (Finegold, Brendley, Lempert, Henry, Cannon, Boultinghouse
& Nelson, 1994). Although the precise beginning, magnitude, and
duration of new cycles could not be pinpointed, the managers of these
firms expected that the cycles would regularly recur, and they adopted
the practice of backlogging customer orders in an effort to smooth out
earnings from year to year.

To the extent that shifts in the competitive environment can be detected
in the course of normal operations, managers can learn to spot them, and
if particular kinds of fluctuations recur, they can fine-tune the routines
of their firms to accommodate these fluctuations (Zollo & Winter, 2002).
On the other hand, managers who perceive that they have little ability
to predict or influence the decisions of key market actors must resort
to trial-and-error learning, such as probing the market with frequent
and highly varied product offerings (Sorenson, 2000). While firms that
engage in such experimentation might ultimately achieve greater suc-
cess than those that do not (Ozcan & Eisenhardt, 2010), this path entails
more risk (Henderson & Stern, 2004). From the manager’s perspective,
the hazards and inefficiencies involved in figuring out how to respond
to market shifts through trial and error are not likely to be desirable.
Managers of firms that can influence the choice of their firm’s suppliers,
customers, and other market actors require less trial-and-error learning
to discern how best to adapt. Their firms incur less adjustment-related
inefficiency, and they are more likely to succeed. Hence, we expect that
high levels of market adaptation are not likely to be associated with per-
ceptions that public policies are critical to a firm’s success; to the extent
that managers succeed in predicting and controlling market forces, they
are likely to see public policy as a less attractive means to achieve their
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goals. Rather, under such conditions, a more salient and immediate focus
will be to figure out how best to take advantage of market opportunities
by reliably and predictably creating the products and services that cus-
tomers want. In contrast, if managers perceive that markets are hard to
predict and control, they are more likely to view government as essential
to the future growth of their firms and more likely to perceive public
policies as valuable.

Managers who are able to predict and control government’s decisions
and behaviors are likely to be more certain of the value of public poli-
cies. They will adapt politically. When managers can anticipate policy
changes and respond to them more effectively than their competitors,
they will perceive that they have attractive opportunities to exploit pub-
lic policies (Mitnick, 1981). If a political party habitually revokes or
promulgates certain types of legislation, managers will be able to antici-
pate the meaning of the change in power for their firms. If they come
to know the preferences and strategies of politicians, they can anticipate
what the politicians will do and recognize the tactics the politicians
use and signals the politicians send, which will help them to anticipate
how political disputes will be resolved. If the firm is led by lawyers, as
opposed to functional specialists, it may be more politically disposed and
confident of its capacity to deal with government, because individuals
with backgrounds in law are more accustomed to dealing with laws
and rules than their colleagues in marketing and operations are. The
political experience of managers provides them with the belief they can
predict government and control its behavior (Burris, 2001; Blumentritt,
2003). The better managers are at predicting and controlling the actions
and behaviors of government, the less they should need capabilities to
deal with changes in the market. The better they can anticipate govern-
ment’s actions and decisions, the more they can develop reliable strate-
gies and invest in the organizational capabilities to respond to public
policies and to exploit them to the firm’s advantage. The ability to influ-
ence and shape the political environment will lead to a perception that
government is critical to the firm’s growth and valuable, and that public
policies are worthwhile to pursue. In contrast, if a firm’s managers do
not believe they can predict and control government, they are less likely
to view government as an attractive domain for increasing their firm’s
opportunities to grow.

We assume that managers seek growth by whatever means available to
them, market and nonmarket (Abernathy & Clark, 1985; Porter, 1980).
To the extent that they can predict and control markets and are unable to
predict and control governments, they are more likely to rely on market
adaptation to increase demand and to be less interested in pursuing oppor-
tunities for political gain. On the other hand, to the extent that they can
predict and control government and are unable to predict and control
market forces, they are more likely to value public policies and to rely on
political adaptation to increase demand.
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Interviews with Managers of Energy-Efficiency

and Renewable-Energy Businesses

We used these concepts to guide interviews with managers in energy-
efficiency and renewable-energy businesses and to develop a survey admin-
istered to managers in this domain. The sample for the study was drawn from
106 businesses that provide energy-saving products, services, or renewable
fuels. These firms were identified by the Alliance to Save Energy (ASE),
a nonprofit organization located in Washington, D.C. Each company was
contacted by phone to assess the nature of its products and services in order
to determine if the firm fit the criteria to be included in a directory that
the ASE was constructing. A company was included if its products and ser-
vices contributed to saving energy and if the company met the following
selection criteria. It: (1) manufactures or markets products that are more
energy-efficient than existing or traditional products (i.e., ofters equal or
greater energy service using less energy input); (2) provides services that
reduce energy use or are a component of projects to reduce energy use,
(3) manufactures or provides services related to renewable energy systems,
which conserve traditional energy sources, and (4) is headquartered in or
has a facility in the state in which the interviews were carried out (see
Appendix A for a more detailed description of the sample).

The advantage of the state-level focus was that we could limit the influ-
ences of idiosyncratic and different state policies on managers’ percep-
tions. Energy efficiency and renewable fuels are an attractive context for
this study, because firms that distinguish their products in this way must
persuade customers to value a product or service attribute (e.g., saving
energy or burning cleaner fuels) whose monetary value fluctuates and
is affected by myriad government regulations, standards, subsidies, and
taxes. Hence, public policy is a salient factor affecting the competitive
landscape of these managers. We conducted a series of structured inter-
views with a chief executive or top manager of each of the firms in our
study to validate and fine-tune the framework and to use the findings
as the basis for a questionnaire that we subsequently mailed to the entire
sample of 106 firms. The questions we asked centered on the following:

What is the nature of your industry?

How do you compete?

How do government policies affect your business?

Which issues are currently most pressing?

What is the nature of market evolution and the changes in your

industry environment?

e Who are the most salient and influential market and nonmarket
stakeholders in your environment whom you believe influence your
organization and affect its ability to achieve its objectives?

e Which of these stakeholders are you most and least able to influence?
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At least 2 and often 3 of the authors of the study were present at the
interviews, and each took copious notes, which we then content-analyzed
according to the template found in Table 4.2. We aggregated the responses
as described next in terms of eight patterns based on the extent to which
the managers expected or did not expect to gain from public policy.

The perceptions of the managers we interviewed divide into the pat-
terns shown in the Table 4.2. We designated the directional influence
of statements in each cell, on the concept addressed in that row, with a
(+), (), or (?). Pattern 1 managers expected substantial gain from public
policies, while Pattern 8 managers did not; these are the pure types. The
in-between states were Patterns 2 through 4 and Patterns 5 through 7.
Pattern 2 through 4 managers tilted toward expecting gains from govern-
ment policies (+/?), while Pattern 5 through 7 managers tilted away from
it (=/?). Overall, more of the managers (11) tilted away from expecting
government benefits than the opposite. Only one manager fit Pattern 1.
His company was involved in energy controls. This manager expressed
optimism about his firm’s ability to benefit from public policies such as
tax credits, contracts, grants for research and development, and recog-
nition programs. In describing his business, the manager commented
that, although his company was striving to remain on the leading edge of
technology, it found that this quest was quite challenging. Anticipating
customer preferences was difficult, as the priority customers placed on
minimizing energy costs, relative to other product features, fluctuated
substantially according to many factors, including the price of energy,
opportunities created by complementary technologies, and new end-user

Table 4.2 Cognitive template for managers’ views of public policy benefits

Patterns
Item 1 2 3 4 5 6 7 8
Number: How many interviews fit 1 5 2 0 2 1 4 4
each pattern?
Instability: Extent to which the + + + - _ _ + _

managers perceived that the industry

environment was unstable

Market Adaptability: Extent to - - + + - - + +
which the managers perceived that

they were able to predict and control

market actors

Political Adaptability: Extent to + - + + + - - -
which the managers perceived that they
could predict and control government
Critical to Growth: Extent to which
the managers perceived that public

+

A R VR S S S

policies were critical to the growth of
their firms
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demands. This manager felt that his company’s response, offering a broad
product line, had not yet been that well received in the market. As a defen-
sive measure, his firm was globalizing rapidly and was offering to provide
integrated solutions to the problems its customers encountered, but this
approach so far had not made the effort to adapt to rapid market shifts
and changes in technology that much easier. In contrast to the problems
that this manager perceived that his company was having in adapting to
market conditions, he believed his company was having a very strong and
direct impact on government through the well-organized trade associa-
tions in which it participated. These trade associations not only followed
the development of public policies, but helped to forge these policies by
setting federal and state standards and shaping energy policy legislation.

Pattern 8 managers (who were in the businesses of consulting, win-
dow accessories, heating, and ventilation), in contrast, considered the
government unreliable, and they distanced themselves from government.
These managers perceived that their companies were in stable business
environments, as evidenced by such statements as “energy and pollution
awareness grows predictably,” to which they successfully had adapted by
such means as high-quality products and services, strong distribution, the
loyalty of large clients, their global scope, and the customer service they
provided. Although Pattern 8 managers were relatively sure of their com-
panies’ market abilities, they were anxious about government’s impacts,
the implementation of its policies (the policies, in the words of one man-
ager, “danced around”), and the difficulties of working with the govern-
ment’s bureaucracy.

The five managers who were ambivalent about public policies (Pattern
2) believed that their companies could gain from policies like rebates,
taxes, loans, and standards. Their companies could gain from public
policies because they were operating in unstable external environments,
caused by such factors as shifting technology, shifting economic and polit-
ical conditions, and/or substitute products. Their companies also could
gain from public policies because the ability of these managers to control
market conditions was limited; customers were not yet ready to buy the
products and services they offered because of a lack of awareness, a lack
of product readiness, high perceived costs, stiff competition from alterna-
tive technologies, and other factors. Though these Pattern 2 managers
believed that their companies could gain from public policies, they did
not have confidence in their companies’ capacities to predict or control
government. They saw potential value in government policies that might
stimulate the growth of their businesses, but they did not believe they
could obtain these benefits, because they did not have the political power
and were stymied by groups that did have this power.

Pattern 6 and 7 managers (five managers) in Table 4.2 also believed
that they did not have much power to predict and control government.
But the perceptions of Pattern 6 managers were the opposite of those of
Pattern 2 managers with regard to environmental instability and market
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adaptability and to those of Pattern 7 managers with regard to market
adaptability. Pattern 5 managers (2 managers) believed that they had the
power to predict and control government, but their need for public policy
benefits was limited, since they did not see themselves as operating in an
unstable environment. Pattern 3 managers (two managers) also believed
they had the power to predict and control government, but they perceived
that though they confronted an unstable external environment they had
control of market forces and therefore their need for public policy benefits
was limited.

The Tilt Away from Government. The literature supplies a number of inter-
related reasons that may help to explain the tilt from public policies that
we saw among the managers we interviewed (see Vogel, 1978 for an early
discussion). Although public policies can be used to influence nongovern-
ment groups such as customers or suppliers indirectly (Baron, 1995), man-
agers are likely to prefer to influence groups like customers and suppliers
directly, especially if the benefits of public policies are difficult to appro-
priate. Public policies rarely apply to individual firms, so individuals firms
are shut off from appropriating the benefits entirely to themselves (Olson,
1965). Even when public policies apply to specific firms, if other firms can
acquire the benefits offered by the policies, they can obtain the advantages
that the policies provide without having invested to obtain these policies
themselves (Olson, 1965). In contrast, competitors must invest in their
own resources and capabilities, or engage in their own negotiations with
customers, suppliers, and other organizations, in order to influence them
and benefit from changes in their behavior. As a result, managers should
view public policies as a relatively less desirable means of enhancing their
growth when they are able to influence customers, suppliers, and com-
petitors directly. Even when managers can influence government directly,
they are likely to see public policy as entailing a loss of autonomy (Leone,
1986). Indeed, research shows that public policies often reduce managerial
discretion by requiring firms to engage in activities in which they would
otherwise not invest or by altering the attractiveness of strategies that they
might otherwise have pursued (Ungson, James & Spicer, 1985; Birnbaum,
1984; Carter, 1990). Thus, other things being equal managers are not
likely to expect net gains from public policy, because they believe it will
reduce the amount of control they have over their operations (Pfeffer &
Salancik, 1978).

The Questionnaire

To further validate this framework, we asked three top managers in each
company (including the CEO) to complete a questionnaire. We received a
total of 66 completed surveys from managers in 43 firms; 62 percent of the
firms in our sample returned one or more surveys and at the managerial
level our response rate was 21 percent. Many of the firms in this sample
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were small businesses (48 percent had 10 or fewer employees) in which
the proprietor was essentially the only manager in the company. Adjusting
our survey counts accordingly brings our response rate to 31 percent. As
our unit of analysis is the individual manager, all 66 responses were used
to in the analysis that follows.

The dependent variable on which we relied captures the extent to which
the managers expected to benefit from public policies. See Appendix A
for the specific items in our measures. We asked managers to assess the
extent to which four different types of policies would facilitate the growth
of their business: taxes, subsidies, public goods, and regulations. Examples
of tax policies are fees for energy inefficiency and fuel taxes, such as those
designed to account for externality costs. Subsidies include customer
rebates, business tax credits, research grants, and low-interest financing.
Information dissemination to educate and raise awareness among consum-
ers is a public good. Regulations include energy efficiency standards for
certain types of products and certification of service providers.The four
policy types were orthogonal and comprehensive. We summed each man-
ager’s ratings for each policy type to create an overall index of the extent
to which managers expected to benefit from public policies. Thus, this
measure reflects the number of different types of policies that managers
believed could help their firm, and the extent to which they believed each
type of policy would stimulate demand for their products and services.

We created independent variables with questionnaire items adopted or
adapted from previous studies (Glick, et. al., 1990). Perceived industry insta-
bility (see Table 4.3) was measured with a 7-item scale (alpha = .66). We
tried to capture the concept of market adaptability with two measures:
perceived market predictability, which was measured with six items (alpha =
.75) (Langenfeld & Silvia, 1993) and perceived market controllability, which
was also assessed with six items (alpha = .75) adopted from Glick, Huber,
Miller, Doty, and Sutcliffe (1990). Similarly, we sought to capture differ-
ences in managers perceptions of their firm’s political adaptability using
two measures: perceived government predictability was measured with two
items (alpha = .88), and perceived government controllability was assessed with
four items (alpha = .81). The items used for all three scales were adopted
from Glick, et al. (1990).

As a number of different factors might influence managers’ perceptions
of their need for public policy, we relied on a variety of control variables.
The greater the perceived munificence of the market environment, the
less pressure managers will feel to look elsewhere for means of achieving
their firm’s growth objectives. Munificence was measured with a 6-item
scale (alpha = .84) adapted from the work of Dess and Beard (1984) and
Bourgeois (1985). Along the same lines, managers that perceive their firm
to be innovative or entrepreneurial in dealing with their market envi-
ronment might view public policy as a last resort. The extent to which a
firm was a perceived innovator was measured with 3 items (alpha = .74).
Organizational performance was assessed with a 5-item scale reflecting



Table 4.3 Descriptive statistics and zero-order correlation (N = 66)*

Variable Means S.D. 1 2 3 4 5 6 7 8 9 10 11 12 13
1. Expected Policy Benefits ~ 20.80 4.20 —
2. Innovator 5.31 1.00 12 —
3. Low Cost 5.76 1.14 .25 A1 —
4. Perceived Industry 4.21 92 .32 .19 .23 —
Instability
5.  Munificence 4.65 1.12 A1 10 13 —.04 —
6.  Market Predictability 4.37 78 —-.01 .23 .05 =20 .23 —
7. Market Controllability 3.83 1.02 -17 18 24 -.03 13 .33 —
8. Gov't. Predictability 3.27 1.40 .28 13 19 -01 40 42 .26 —
9. Gov’t. Controllability 3.06 1.16 .31 .03 -.01 15 13 =07 18 12 —
10.  Energy Efficiency 5.51 1.33 .23 .06 13 -.08 .02 .05 14 .03 .05 —
11.  Salience 4.67 1.42 -.00 .05 -17 .26 -25 -28 .08 =23 13 15 —
12.  Performance 4.21 1.45 —.14 -.22 -25 -13 -.23 -.07 .27 .01 .01 .06 .04 —
13.  Firm Size® 3.78 2.68 -.19 —-.09 15 -12 —-.21 13 .61 .19 .02 -hal 10 —

Source: Data for table are from Appendix B.
*For all r2.20, p < .10; r> .24, p <.05; r=.30, p <.01.

YA natural logarithm transformation was applied.
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managers’ perceptions of their firm’s performance relative to other firms
in the same industry (alpha = .92), adapted from Glick, et al. (1990). Firm
size was measured as the logarithm of the number of full-time employees.
Managers of better-performing firms ought to perceive less need for and
therefore lower benefits from public policies. Larger firms might have
less need for, but also a greater ability to appropriate, the benefits of pub-
lic policy. Because managers’ preferences for public policy also might be
affected by the firm’s dependence on government or the salience of public
policy as a strategic instrument (Yoffie, 1987), we controlled for the extent
to which managers perceived that the state and federal government influ-
enced their business. This measure was assessed with two items (alpha =
.88). Public policy salience would also be influenced by a firm’s emphasis
on energy savings in its products and services. The extent to which a firm
emphasized energy efficiency as a feature of their products and/or services
was assessed with two items (alpha = .76).

We estimated three regression equations: 1) just the controls; 2) the
full model; and 3) an adjusted model. Model 2 was used to determine
whether instability, market adaptability, and political adaptability influ-
ence managers’ expectations of gain, as indicated by our interviews. The
descriptive statistics and correlations between the constructs are shown in
Table 4.3. Table 4.4 presents the results of the OLS (ordinary least squares)
regression analyses. As can be seen, our findings were supportive of the
framework. Industry instability was positively related to the benefits that
managers expected from public policy (B = .24, p < .05). The ability to
control market forces (market controllability), although not to predict it, was
negatively associated with the benefits that managers expected (B = -.36,
p < .001); see Table 4.4. On the other hand, the more managers believed
they could predict government policies (perceived government predictability),
the more likely they were to expect benefits (B = .29, p < .05). Also, the
perceived ability to control government (perceived government controllability)
was positively associated with expected benefits (B = .31, p < .01). The
adjusted full model (Model 3), which included only the significant vari-
ables, had an adjusted R? of .38).

The survey thus supported our framework for how managers concep-
tualize opportunities for gain from public policies. Industry instability
and the perceived ability to predict and control government policy were
positively associated with expected public policy benefits, and the per-
ceived ability to control market forces was negatively associated with the
expected benefits. The element in our framework that was not supported
was the variable representing the perceived ability to predict the behaviors
and decisions of market stakeholders. The fact that market predictability
was not significantly related to the expected policy benefits suggests that
the capability to adapt to market forces may not be greatly reduced by the
capacity to anticipate market fluctuations. Actual control is needed.

The nature of our sample— small firms in a diverse set of industries—
and our focus on product markets, rather than industries, made it difficult
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Table 4.4 Results of the regression analyses

Variables Model 1: Control ~ Model 2: Full Model ~Model 3: Adjusted Model
Energy Efficiency 24 24” 26"
Salience -.03 .00

Firm Size -15 -.10

Performance -.07 .08

Innovator —.00

Low Cost 24" 20"
Munificence of Market -.04

Market Predictability .06

Market Controllability -.36" -.38""
Perceived Instability 24" 247
Perceived Gov’t. Predictability .29” 29"
Perceived Gov’t. Controllability 31 31
R .10 44 43
Adjusted R2 04 31 38

F 1.61 3.49"* 756

? Values shown are the standardized regression coefficients.
n=66; Tp <.10; *p <.05; *p <.01; ***p <.001. Significant results are shown in bold.

to obtain secondary data for our measures. Future studies could test the
robustness of our findings with a sample that enables the use of secondary
data to measure the independent variables, particularly firm strategy and
resources, but it is not clear that secondary measures of variables such as
the predictability and controllability of government and other organiza-
tions would necessarily be better if the aim is to examine managers’ cog-
nitive schemes. Rather, secondary data are likely to be subject to different
sources of measurement error and to capture different dimensions of these
constructs.

Implications

Though subject to the limitation of not relying upon secondary data, our
findings are important because although many scholars highlight condi-
tions under which firms can profit from public policy, these theories fall
short in creating a framework that is fully attuned to managerial percep-
tions and cogitation about the value of seeking public policies for company
gain. Scholars have emphasized that managers’ perceptions of political
opportunities are influenced by cognitive constraints and incomplete
information (Hart, 2004), but to date few studies have directly examined
managerial expectations of policy benefits. Rather, researchers have taken
for granted that managers expect benefits for their firms based on their
reasoning about the relationships between the firm, the industry, and the
nature of political issues. Thus, our study provides an important addition
to existing research in the collective action and corporate political activity
domains. Focusing on the managerial level of analysis provides insights
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that might not have been gained from prior analyses of industry and firm-
level behaviors. Prior studies have examined the motivations for seeking
benefits from public policies and the characteristics of the firms seeking
these benefits, but not the managerial heuristics— the interpretive frames
that managers use to assess the opportunities to gain from public policy,—
which are an important antecedent to the decision to be politically active.
We provide a more complete picture of why some managers expect to
benefit from public policies while others do not.

Overall, this study emphasizes that managerial beliefs about the attrac-
tiveness of a firm’s opportunities to further its objectives through public
policies are shaped by the managers’ perceptions’ of the firm’s inabil-
ity to achieve these objectives through market means. For any given
objective or firm goal, public policies can be viewed as a substitute or
complement. That the perceived ability to influence stakeholders other
than government affects perceived benefits from public policies suggests
that managers regard these as substitutes. This is consistent with, but
enriches, the notion that firms attend to more salient stakeholders, and
seek to retain managerial discretion and resist external pressure to con-
form to environmental demands in particular ways (Pfeffer & Salancik,
1978; David, Bloom, & Hillman, 2007). This insight is quite important,
and the comments recorded in our interviews are highly supportive of
it, but it is a suggestive finding that needs additional validation..

We offer a template of how managers anticipate the value of public
policies. Our findings address calls to deepen our understanding of the
reasons firms’ political behaviors vary so dramatically (Pearce et al.,
2008; Hart, 2004; Bonardi et al., 2005). Hart (2004) in particular calls
attention to the complexity of governments’ influence on businesses
and the need to understand decision making structures within organi-
zations as well as the drivers of managers’ political preferences. Other
fields, such as political science, have demonstrated that individuals rely
on heuristics to assess the implications of public policies for their own
lives (Lau & Redlawsk, 1997; Miler, 2009; Capelos, 2010). Industry
studies reveal that managers’ perceptions of the political arena underlie
dramatic differences in firms’ political activity within industries (Yoffie
& Bergenstein, 1985; Suarez, 2000; Martin, 2000). However, we lack
a framework for identifying the systematic sources of variation in indi-
vidual managers’ perceptions of the opportunities to gain from public
policy. Guidance in this area seems unlikely to come from research that
takes the industry as its unit of analysis, given the importance of firm
heterogeneity for explaining which public policies ultimately help and
hurt the firm, and the infrequency with which we observe coordinated
political activity within industries (Smith, 2000). Studies that mea-
sure specific firm differences, such as age or size, have failed to offer a
robust set of variables explaining inter-firm patterns of political activ-
ity (Bonardi et al., 2005). Echoing Pearce et al.. (2008), we suggest it
is time to look inside the firm to better understand these differences.
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Oliver and Holzinger (2008) move us in this direction by theorizing
how dynamic capabilities might influence firms’ political strategies.
Heinisz (2000) offers a framework for understanding how interactions
between a firm and its stakeholders and among those stakeholders lead
to different priorities in terms of whether and how to seek government
assistance. Both approaches are in the spirit of the framework high-
lighted in this study.

Our interviews also suggest these new ways to understand managers’
heuristics for assessing public policy gain. Specifically, when we com-
pared all of our managers’ statements expressing positive expectations
toward public policy, and the discussion in which they were embedded,
we found certain patterns. First, we saw a structural consistency in man-
agers’ descriptions of the kinds of policies toward which they expressed
the most optimism. Only when they could envision very simple (i.e. easy
to articulate and implement) policies, which they felt had fairly direct
and predictable eftects, did they conclude that public policies could offer
net gains for their firms. Second, many of the managers we interviewed
seemed to prioritize the kinds of assessments they made, according to
classes of policy implications. For instance, a common approach was to
consider how public policies would affect the health of their sector, and
only if these concerns could be satisfied, to entertain the potential impli-
cations for their specific business. Other managers focused primarily on
laying out all the different ways in which public policies could affect their
customers, and only when these seemed mostly positive, did they focus on
the overall implications for their business.

Further research could examine how general these heuristics and the
framework we have presented are. The importance of government in
affecting firms’ fortunes and shaping their resource allocation decisions
has been recognized for a long time in the strategy field and authors have
described large, established firms’ entrepreneurial efforts to secure pri-
vate benefits (Yoffie & Bergenstein, 1985; Hart, 2004). A few studies
have illustrated that firms develop political capabilities over time through
repeated experience with particular kinds of institutional pressures, and
that these capabilities affect their strategic choices, such as which mar-
kets to expand into and what political initiatives to get involved in, and
can be a source of competitive advantage and superior financial perfor-
mance (Delmas & Montes-Sancho, 2010; Frynas, Mellahi, & Pigman,
2006; Hillman, Zardkoohi, & Bierman, 1999). Our study and much of
the literature we review suggest that the way managers assess the likely
consequences of public policies for their firm and industry affects their
responses to it and hence is a critical antecedent to the kinds of political
capabilities that firms develop.

In particular, we described market adaptability and political adaptabil-
ity in terms of managers’ perceptions of their firms’ ability to influence
and predict market and nonmarket actors. The ability to influence and
predict market and nonmarket actors, we suggest, offsets or augments, the
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policy benefits that managers anticipate. Martin’s (2000) study of corpo-
rate political capacity suggests some of the paths through which research-
ers can connect cognitive and structural mechanisms to further develop
the idea that firms possess unique capabilities (Oliver & Holzinger, 2008)
for political action and for exploiting the opportunities that public policies
create. Her careful work documents how the awareness of issues in differ-
ent parts of the firm, coupled with hierarchical and informal structures,
influences what messages get communicated to those individuals and
parts of the firm with responsibility for taking action. Managers’ cogni-
tive heuristics and the expectations they shape are critical elements in the
information filters and communication channels that ultimately govern
managerial behavior. Suarez (2000) reveals path-dependent tendencies in
how firms learn from their efforts to influence and exploit public policies.
Here again, managerial heuristics, which guide and get updated through
experimentation and are shaped by a firm’s communication and decision-
making structures, play a critical role.

APPENDIX A: Description of the Sample

The energy efficiency/renewable fuels sector is composed of firms that
manufacture and sell a wide variety of products and services. The firms
can be categorized as belonging to one of four groups, according to
broad similarities in customers and product/service characteristics, as
follows:

1. Products that contribute to saving energy in residential or commercial build-
ings (e.g., used in construction or fo improve the energy efficiency of existing
buildings). Examples include: energy-efticient windows and lighting
components, insulation materials, and energy-efficient appliances.
Customers include general, mechanical, and insulating contractors,
architects, builders, homeowners, building owners and managers.
This sector included 29.6 percent of the respondents.

2. Products that contribute to saving energy in industrial processes or settings.
Examples include: process controls, thermostats, heat recovery sys-
tems, and ventilators. Customers include energy-intensive industries
(chemical, food, chapter) and agricultural organizations. This sector
included 27.8 percent of the respondents.

3. Energy-efficiency services that affect energy use in commercial buildings
and/or in industrial processes. Examples of services include: designing
energy systems and demand-side management programs, conducting
energy audits, training, and developing software for energy systems.
Customers include utilities, manufacturers, and nonprofit organiza-
tions such as schools and hospitals. This sector included 27.8 percent
of the respondents.
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4. Producers of renewable energy or alternate fuel products. These include
photovoltaic products, wind power systems, whole tree biomass sys-
tems. This sector included 14.8percent of the respondents.

APPENDIX B: Survey Items

Dependent Variable

Expected Policy Benefits
To what extent do you think each of the following policy types could facilitate
the growth of your business in energy efficiency products/services and/or renewable
fuels? (1 = not at all; 4 = to a moderate degree; 7 = to a great extent)

1. Subsidies (e.g., customer rebates, business tax credits, research grants)

2. Taxes (e.g., on energy inefficiency/waste, or fuel taxes)

3. Provision of a public good (such as education, dissemination of
information, raising awareness)

4. Regulation (e.g., energy efficiency standards, product performance
standards, certification)

Independent Variables

Instability
How strongly do you agree with each of the following statements? (1 = very strongly
disagree; 4 = neither agree nor disagree; 7 = very strongly agree)

1. Customer demand and preferences are relatively stable in your
industry.

2. Your firm must frequently change the way it produces goods or ser-
vices in order to be competitive.

3. The total value of assets for the firms in your industry varies a lot
from year to year.

4. The actions of your major suppliers (including materials, equipment,
and labor suppliers) change little from one year to the next.

5. Public/political attitudes toward your industry and its products/ser-
vices are relatively stable.

6. The volume of sales for firms in your industry fluctuates very little
from year to year.

7. Your firm frequently changes its technology to keep up with
competitors.

Market Predictability
To what extent are you able to predict the decisions and behavior of each of the fol-
lowing? (1 = never predict; 4 = sometimes predict; 7 = always predict)
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Competitors

Suppliers

Distributors

Customers

Research institutes/consortia
Trade/professional associations

Market Controllability

To what extent is your firm able to influence the decisions and behavior of each of the
following? (1 = minimal influence; 4 = moderate influence; 7 = tremendous
influence)

ARl ol

Competitors

Suppliers

Distributors

Customers

Research institutes/consortia
Trade/professional associations

Government Controllability

To what extent is your firm able to influence the decisions and behavior of each of
the following? (1 = minimal influence; 4 = moderate influence; 7 = tre-
mendous influence)

1.
2.
3.

Federal government

State and local government

How accurate are the following statements? (1 = not very accurate;
4 = somewhat accurate; 7 = very accurate)

By collaborating with other firms within our industry, we can have a
great deal of influence over the development of public policy related
to energy efficiency.

. By collaborating with other firms from other industries, we can

have a great deal fo influence over the development of public policy
related to energy efficiency.

Government Predictability

To what extent are you able to predict the decisions and behavior of each of the
following? (1 = never predict; 4 = sometimes predict; 7 = always predict)

1.
2.

Federal government
State and local government



MANAGERS’ EXPECTATIONS OF PUuBLIC PoLicy 73

Controls

Innovator
To what extent is the strategy of your organization targeted to . . . (1 = not at all;
4 = to some extent; 7 = to a great extent)

1. Developing new products and services
2. The development of new markets

To what extent is your organization currently characterized by . . . (1 = not at
all; 4 = to some extent; 7 = to a great extent)

1. A strong entrepreneurial orientation

Low Cost
To what extent is the strategy of your organization targeted to . . . (1 = not at all;
4 = to some extent; 7 = to a great extent)

1. Providing low cost products and services

Munificence
How accurate are the following statements? (1 = not very accurate; 4 = some-
what accurate; 7 = very accurate)

1. Demand for the products/services of your principal industry has
been growing and will continue to grow.

2. The investment or marketing opportunities for firms in your princi-
pal industries are very favorable at the present time.

3. The opportunities for firms in your principal industry to expand the
scope of their existing products/markets is extremely limited.

4. In your industry, sales have been growing and are likely to grow.

5. The total value of assets for firms within your industry have been
declining and will continue to decline.

Capital expenditures in your firm’s principal industry have been growing
and will continue to grow.

Energy Efficiency
How strongly do you agree or disagree with the following statements? (1 = very

strongly disagree; 4 = neither agree nor disagree; 7 = very strongly
agree)

1. We differentiate our products/services from those of our competi-
tors on the basis of energy efficiency.
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2. Energy efficiency is an important feature of our major products and/
or services.

Salience
To what extent do these groups have the ability to influence your firm either directly
(through specific demands or requests) or indirectly (as when internal decisions are
constrained by your knowledge of these group’s preferences or goals)? (1 = minimal
influence; 4 = moderate influence; 7 = tremendous influence)

1. Federal government
2. State and local government

Performance
Compared to the other firms in your principal industry, over the past two years, the
following was (1 = very low; 4 = average; 7 = very high)

After-tax return on your firm’s total assets
Overall performance and success of your firm
Sales volume for your firm

Cash flow in your firm

Market share for your firm

Uik o=
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PART I1I

Innovation Matters

The chapters in Part II explore innovation as a key driver of the green
economy. Technological innovation can help in the creation of eco-ef-
ficiencies, conservation of energy and materials, and waste reduction.
Business model innovations can help bring new sustainable products and
services to market and shape profitability and structures of industries.
Innovation in entrepreneurship is necessary for the creation of mission-
driven organizations, the type of social economy businesses that con-
tribute to the formation of the green economy. Innovation may also
mediate the financial and social/ecological performance of firms. In the
long run it may drive the social and financial performance of firms.
Innovative technologies also may be attractive venues for investment
capital to flow into. Venture capital is critical for commercialization
of innovations. Venture investment paths vary between following past
established paths or deviating from them, depending on the maturity of
the innovations.

Innovations in the green economy are mediated by numerous nonor-
ganizational level variables—both at the industry level (clusters) and at
the individual level (gender of entrepreneurs). Although all the external
influences are not known, we are beginning to gain an understand-
ing of some of the critical ones. The role of location within already
existing industry clusters and the ability to leverage the connections and
resources within clusters play a role in fostering innovative industries.
The green economy can be catalyzed by building upon existing inno-
vative clusters, to usher in new green firms that build on an existing
industrial ecosystem. Another critical external variable is the gender of
entrepreneurs. Individuals practicing sustainability in their own lives and
work environments can be a great force. Women entrepreneurs in the
fashion industries (labeled shecopreneurs) provide a case in point. They
reconceptualize ecological and social constraints to experiment with sus-
tainable practices based on the duty to care. Experiments among a few
can bring about large-scale social changes through invention, adoption,
and reimagination of the real.



CHAPTER FIVE

Rethinking Sustainability, Innovation, and
Financial Performance

Timo BuscH, BRyaAN T. STINCHFIELD, AND
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In light of the recent financial crises, many economists and politicians
claim that a paradigm change in modern capitalism is needed, from
short-term profit maximization to a long-term value value-creating and
value-maintaining strategy. In this context, scholars have emphasized
stakeholder claims, institutional change, corporate responsibilities, and
the role of ecological conditions on the competitive environment (Buysse
& Verbeke, 2003; Delmas & Toftel, 2004; Henriques & Sadorsky, 1999;
Hoftman, 1999; Kassinis & Vafeas, 2006; Aragon-Correa & Sharma,
2003; Darnall & Edwards, 2006; Sharma & Vredenburg, 1998; Husted
& Allen, 2007; Matten & Crane, 2005; Scherer & Palazzo, 2007). For
managers this entails investing in resources that enhance the firm’s envi-
ronmental and social performance while continuing to pursue economic
growth. The goals are to minimize the firm’s negative effects on the nat-
ural environment and society without compromising profits. Are these
goals mutually exclusive? We find that they are compatible in the long
run. They are different sides of the same coin, with innovation being the
missing link between them.

Proceeding from early investigations (Bowman & Haire, 1975;
Bragdon & Marlin, 1972), management researchers have looked at the
relationship between a firm’s environmental and social performance
(ESP) and corporate financial performance (CFP) from different angles.
Some studies examine why firms should address environmental and/or
social issues (Gladwin, Kennelly, & Krause, 1995; Hart, 1995; Shrivastava,
1995); others look at why firms pursue high levels of ESP (Bansal, 2005;
Sharma & Henriques, 2005); and still others take an instrumental perspec-
tive by examining the links between ESP and CFP (King & Lenox, 2002;
Klassen & Whybark, 1999). A few scholars have attempted to generalize
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the findings of studies done thus far; they suggest that research has yielded
mixed results (e.g., Salzmann, lonescu-Somers, & Steger, 2005). Other
analyses indicate that corporate virtue in form of sustainability efforts
is likely to pay off (e.g., Margolis & Walsh, 2003; Orlitzky, Schmidt, &
Rynes, 2003). However, currently there is much confusion regarding the
terminology, performance measurements, and the generalizability of these
results (Griffin & Mahon, 1997; Peloza, 2009).

We heed calls in the literature to incorporate a contingency perspective
when investigating the ESP-CFP relationship (Barnett, 2007; Berchicci
& King, 2007; Rowley & Berman, 2000). We do this by introducing a
short-term and long-term analysis of the ESP—CFP relationship. Including
this contingency perspective enables generalizations within the debate by
emphasizing when ESP aftects CFP. We also build upon recent work (Hull
& Rothenberg, 2008) and theorize under what conditions the ESP-CFP
relationship should be positive, that is, when a firm is innovative. We
investigate the interaction effect of innovation and ESP.

A Balanced Environmental and

Social Performance Construct

Contained within the influential Brundtland Report of the World
Commission on Environment and Development (WCED), 1987, three
central dimensions are discussed as to how firms can address the chal-
lenge of global sustainable development: environmental integrity, social
equity, and economic well-being (Bansal, 2005). Environmental integrity
requires organizations to first understand their negative impacts on global
ecosystems and natural resources and then take actions to mitigate those
impacts (Whiteman & Cooper, 2000). Social equity is the understanding
that corporations have not only a fiduciary responsibility to their share-
holders, but also the responsibility in terms of achieving social equity
among a diverse group of stakeholders such as customers, employees, and
community residents (Donaldson & Preston, 1995). Economic well-being
is commonly understood as the third leg of the sustainability triangle, for
corporations also must generate profits and maintain their competitive-
ness (Ambec & Lanoie, 2008). For management research, the main ques-
tions stemming from this triple bottom line approach have been: What is
the relationship between the first two central dimensions and the latter,
and how can firms formulate strategies to meet all three goals?

Previous studies (e.g., McWilliams & Siegel, 2000; Waddock & Graves,
1997) utilized a weighting scheme for the different social and environ-
mental categories in order to construct a score that measures corporate
social performance (or corporate social responsibility). Such schemes rep-
resented socially and ethically oriented performance metrics and margin-
ally included ecological considerations. Starik and Rands (1995) argue that
achieving progress towards sustainable development requires an effective
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integration of the different dimensions. Other scholars have emphasized
that a challenge for corporate strategy is balancing ecological and social
considerations while achieving attractive financial returns (Ambec &
Lanoie, 2008; McWilliams & Siegel, 2001). In a competitive landscape
increasingly concerned with sustainability, it is not clear why a specific
environmental or social issue should be emphasized. Thus, biased weight-
ing schemes are unable to reflect a balanced picture of how firms address
social and environmental issues. Corporate attention to these dimensions
is not mutually exclusive and linkages exist across them. For example, the
global environmental issue of climate change may create water scarcity in
many regions, which in turn can cause negative social implications such as
conflict and poverty (Barnett & Adger, 2007). Thus, it 1s difficult to judge
which firms are doing better in terms of corporate sustainability: the ones
that prioritize curbing emissions in order to mitigate climate change or
the ones that prioritize improving living conditions in the poorest regions
of developing countries. We suggest a balanced ESP construct that ade-
quately reflects both dimensions by equally weighting environmental and
social aspects. We use the term corporate environmental and social performance
to refer to a variety of voluntary and/or coercive activities undertaken by a
firm in order to improve its performance with regard to the natural envi-
ronment and in response to social and ethical issues. This ESP construct
by itself does not include a financial component and is therefore distinct
from Bansal’s (2005) corporate sustainable development construct, which
includes environmental, social, and financial considerations.

The resource-based view of the firm argues that rent-earning resources
and capabilities determine the competitive advantage of firms (Barney,
1991). A firm’s resources are defined as “those (tangible and intangible)
assets which are tied semipermanently to the firm” (Wernerfelt, 1984,
p- 172). From this, Hart (1995) advocates a theory of the “natural resource-
based view.” Under this framework, firms can improve ESP and simul-
taneously secure a competitive advantage by: 1) achieving lower costs
through continuous improvement of pollution reduction technologies and
processes, 2) preempting competitors by integrating a variety of stake-
holders into creating more ecologically friendly products, and 3) securing
a favorable future position through “minimizing [the] environmental bur-
den of firm growth and development” (Hart, 1995, p. 992). Many studies
empirically have demonstrated a positive linkage between ESP and CFP
(e.g., Hart & Ahuja, 1996; King & Lenox, 2002).

Alternatively, there may be situations where firms would not invest
in resources that enhance a firms’ ESP if they can “gain little by provid-
ing public goods” and market pressure drives them to profit-maximizing
choices (Berchicci & King, 2007, p. 515). For example, in the ecologi-
cal context authors have argued that a high level of environmental per-
formance might be disadvantageous for CFP (Filbeck & Gorman, 2004;
Walley & Whitehead, 1994) and still others find a neutral relationship
(e.g., Elsayed & Paton, 2005). Similar mixed results can be found regarding
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empirical studies in the social context (cf. Ullmann, 1985). In sum, there
are analyses proposing that existing studies are inconclusive (McGuire,
Sundgren & Schneeweis, 1988; Salzmann et al., 2005; Ullmann, 1985),
although others claim that there is a positive—or at least no negative—re-
lationship (Margolis, Elfenbein, & Walsh, 2009; Margolis & Walsh, 2003;
Orlitzky et al., 2003).

As such, investments in ESP are detrimental in some cases and advan-
tageous in others. We suggest that this differentiation can be explained
by including a contingency perspective and considering the specific time
horizon under analysis. For example, firms focusing on the introduction
of environmentally friendly products and services are often faced with
immediate higher production costs, which can result in higher consumer
costs (Marcus & Fremeth, 2009). These higher costs may not be well-
received by the market as the majority of consumers tend to stick with
the less ecologically sustainable but cheaper products (Marcus, 2005).
Based on the premise that it takes time to develop environmental and
social service markets, and that it takes time for the costs of such prod-
ucts and services to drop to a level that average consumers are willing to
afford, it appears that investments in resources to develop such products
and services may negatively influence CFP—at least over the short-term
(Marcus, 2005; Marcus & Fremeth, 2009). Furthermore, firms may not
realize cost savings of certain ESP investments if they lack the required
capabilities (Christmann, 2000), which usually cannot be obtained in the
short-term. We reflect these arguments in the following hypothesis:

H 1a: The relationship between ESP and short-term CEP is negative.

Going beyond this consideration of immediate financial effects, recent
research suggests that a firm’s social performance positively affects its long-
term CFP (Brammer & Millington, 2008). Similar arguments can be made
regarding environmental performance: the development of a proactive
environmental strategy designed to increase environmental performance
can be a source for unique competitively valuable organizational capabili-
ties, which can in turn have implications on competitiveness (Hart, 1995;
Sharma & Vredenburg, 1998). These arguments are consistent with Porter’s
(1980) analysis of firms’ competitive advantage, which said that success-
ful differentiation is expected to lead to superior industry returns. In this
sense, superior ESP management activities are strategic moves intended
to differentiate the firm from competitors (Orsato, 2006). Furthermore,
previous literature has discussed the benefits of ESP in terms of achieving
increased efficiency, reduction of raw material and energy inputs, fewer
fines and lawsuits, enhanced legitimacy, and greater employee morale
and organizational commitment (Ambec & Lanoie, 2008; Carroll, 1999;
Kassinis & Vafeas, 2006; King & Lenox, 2002; Klassen & Whybark, 1999;
Russo & Fouts, 1997; Shrivastava, 1995). We consider the resulting finan-
cial benefits as long-term outcomes after initial investments for required
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resources have been amortized and corresponding ESP efforts have been
acknowledged by stakeholders. Therefore, our second hypothesis explicitly
focuses on the long-term payoft of investments in ESP-related resources.

H 1b: The relationship between ESP and long-term CFP is positive.

Innovation, Corporate Financial and

Environmental and Social Performance

Schumpeter (1934) is often credited with the initial idea that innovations
can lead to competitive advantage that can be exploited by innovative
firms. According to Larsen (1993), one of the most common definitions of
innovation includes the “development and implementation of new ideas
by people who over time engage in transactions with others within an
institutional order” (Van de Ven, 1986, p. 590). These ‘“new ideas” include
technical innovations, such as new products and services, and administrative
innovations, such as new policies, strategies, and organizational structures as
well as a recombination of old ideas. Similarly, Damanpour (1991, p. 556)
describes an innovation as a “new product or service, a new production pro-
cess technology, a new structure or administrative system, or a new plan or
program pertaining to organizational members.” As overlap between these
definitions, we use the term innovation to refer to any invention, new tech-
nology, idea, product, or process that has been introduced by the focal firm
(Damanpour & Gopalakrishnan, 2001;Wood, 2009).

A substantial body of research suggests that the relationship between
a firm’s level of innovation and CFP should be positive (Christensen &
Bower, 1996; McWilliams & Siegel, 2000; O’Reilly & Tushman, 2004;
Schumpeter, 1934; Zahra & Covin, 1995). For example, theoretical and
empirical research investigating the connection between innovation and
CFP shows that innovation provides firms with commercially superior
products (Cooper & Kleinschmidt, 1987), better mechanisms to cope with
environmental uncertainties (Damanpour & Evan, 1984), and an increased
ability to create new resource configurations (Yiu & Chung-Ming, 2008).
Specifically in the short-term, innovative firms can capture early mover
advantages such as securing relationships with key suppliers (Doz, 1996),
carving out attractive market share (Robinson, 1988), and forging customer
loyalty (Parry & Bass, 1989). In the longer term, innovative firms can influ-
ence regulatory regimes (Frynas, Mellahi, & Pigman, 2006), forge favorable
product standards (Rumelt, 1987), and create a self-reinforcing culture of
attracting innovative employees (Ireland & Webb, 2007). As such, one can
expect to find a positive relationship between innovation and CFP both in
the short- and long-term:

H2a: The relationship between innovation and short-term CFP is positive.

H2b: The relationship between innovation and long-term CEP is positive.
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We argue for ESP having both a positive and a negative effect on CFP,
depending on the underlying timeframe used in the analysis. Furthermore,
we hypothesize that innovation has a positive effect on CFP regardless
of the time horizon. Considering this triptych inquiry of ESP, innova-
tion, and CFP, the question arises as to how these three variables interact
with each other. A starting point in this debate is research conducted by
Waddock & Graves (1997), who find a positive relation between corpo-
rate social responsibility (CSR) and past CFP as well as a positive relation
between CSR and future CFP. Further, McWilliams & Siegel (2000) pro-
pose that many such analyses are mis-specified as they leave out impor-
tant control variables and so they conduct a similar analysis but include
research and development (R&D) as a measure of innovation. They find
that CSR and innovation are highly correlated and suggest the effect of
CSR on CFP is neutral when innovation is taken into account. Extending
McWilliams & Siegel (2000), Hull & Rothenberg (2008) use innovation
as a moderator for the relationship of corporate social performance (CSP)
and CFP. As result, they find a moderating relationship and support the
initial argument that a positive relationship exists between CSP and CFP,
but only in the context of low levels of innovation.

The Substitution Hypothesis. Hull and Rothenberg (2008) consider the
CSP and innovation to be interchangeable. Following their substitution
hypothesis, less innovative firms might chose to differentiate themselves
from their competitors in order to improve their firm performance by
improving CSP. In competitive environments requiring a high level of
innovation, the authors suggest that CSP has a smaller effect on firm
performance. They find that CSP has a greater impact on performance
of those firms with low levels of innovation. If this observation holds
true, then we could extend this argument to the broader concept of ESP
where environmental criteria are equally weighted with social factors.
Thus, the substitution hypothesis proposes that managers have to decide
between investments in ESP and increasing their innovativeness in order
to increase CFP. We can analyze this tradeoff affecting CFP both in the
short-term and in the long-term. Therefore, the hypothesized moderated
relationships based on the substitution argument are as follows:

H 3a: The negative relationship between ESP and short-term CFP is mod-
erated by the level of firm’s innovation, such that the relationship becomes
stronger in the presence of a high level of innovation.

H 3b: The positive relationship between ESP and long-term CFP is mod-
erated by the level of firms’ innovation, such that the relationship becomes
stronger in the presence of a low level of innovation.

Figure 5.1 summarizes our research model for the substitution hypoth-
esis. Following Aiken and West (1991), we illustrate the moderation effect
displayed in hypotheses 3a and 3b for values (b) for the level of innovation at
one standard deviation below the mean (low level of innovation; b = u — 9),
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Figure 5.1 The moderating effect of innovation on ESP and CFP.

at the mean (there is no innovation eftect; b = w), and one standard deviation
above the mean (high level of innovation; b = p + 0).

The Complementary Hypothesis. Counter to the substitution hypothesis
above, scholars have claimed that successful firms require a “strategy that
integrates the goals of innovation and sustainable development” (Hall &
Vredenburg, 2003, p. 61). As such, firms require a complementary con-
sideration of both ESP and innovation in order to differentiate themselves
from their competitors (Reinhardt, 1998). In this context, some researchers
have argued that the relationship between ESP and innovation is sequen-
tial while others view ESP as a precursor to innovation (Fowler & Hope,
2007; Hart, 1997; Larson, 2000). Hart (1997), for example, argues that the
vision of corporate sustainability acts as a roadmap that guides innovation.
This view has received empirical support from Fowler and Hope (2007)
and Larson (2000), who analyzed the vision, organizational formation, and
product development of entrepreneurial firms that remained committed
to their corporate vision of sustainable development, which then dictated
the types of organizational and technological innovations they deployed.
Still other researchers have proposed that a high level of innovativeness is
required for improved ESP. For example, Porter and van der Linde (1995)
consider innovation, triggered by environmental regulation, as a precon-
dition for improved ESP and competitiveness. As a result, a firm’s com-
mitment to new technological, administrative, and strategic innovations
can be seen as a driver for ESP. In this way, innovation is likely to become
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the key mechanism by which ESP influences CFP. Following this latter
logic we hypothesize:

H4a: The negative relationship between ESP and short-term CFP will be
mediated by the level of firms” innovation, such that ESP impacts performance
through innovation.
H4b: The positive relationship between ESP and long-term CFP will be
mediated by the level of firms’ innovation, such that ESP impacts performance
through innovation.

Sample and Data Collection

We base our analysis on a data set obtained from KLD Research and
Analytics, Inc. Prior research has used subsets of the KLD databases to
construct an index of corporate social performance (Waddock & Graves,
1997; McWilliams & Siegel, 2000; Hull & Rothenberg, 2008); however,
our data set diverges from these previous studies in two important ways.
First, we obtained a KLD data set for the years 2001 through 2003 and
our data set included a larger set of companies (IN = 252) than what has
been used in recent studies (e.g., Hull & Rothenberg, 2008, N = 69).
Second, one of the primary constructs under investigation is ESP, which is
a balanced combination of firms’ social and environmental performance.
Thus, our ESP variable reflects an equal weighting of KLD’s social and
environmental ratings, whereas in previous research the environmental
ratings were dominated by social ratings.

As starting point we used the complete KLD data set for 2001, 2002,
and 2003, which provided data for 900 North American based firms.
Using these firms as a reference, we then used Compustat to gather data
on financial performance, innovation, and the control variables. However,
a number of firms that were listed in the KLD index did not have com-
plete data within the Compustat database for the required years. After
eliminating those firms where complete information was not available,
we obtained a final sample of 252 firms for all three years.

In our analysis, we consider ESP as an independent variable that accounts
for both the environmental and social performance of a firm. For the cor-
porate social and environmental ratings, KLD evaluates over 125 corporate
social and environmental aspects and groups them into 13 broad categories.
Seven of these thirteen categories were deemed relevant for the development
of our ESP measure and are included in our analysis. These categories are:

1. community (e.g., charitable donations and support for employee vol-
unteer programs);

2. corporate governance (e.g., firm has not been engaged in controver-
sial governance practices and places limits on executive and board
member compensation);
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3. diversity (e.g., firm promotes hiring of women, minorities, and the
disabled);

4. employee relationships (e.g., firm has good relations with its unions
and has a strong record in promoting the health and safety of its
workers);

5. human rights (e.g., firm is recognized for its open, respectful, and
transparent relationships with indigenous peoples and overseas fac-
tory workers);

6. product (e.g., quality of firm’s products and avoidance of antitrust
and product safety concerns);

7. environmental, which includes such items as energy efficiency, pol-
lution prevention, recycling, clean energy, environmental regulatory
problems, and the degree to which the firm generates revenues from
industries that put forth large amounts of carbon dioxide emissions.

Those categories excluded from our analyses include KLD evaluations
about controversial business issues, namely alcohol, gambling, tobacco,
firearms, military, and nuclear power. Although many sustainability-ori-
ented rating concepts for financial markets’ indices and funds, as well as
previous studies, include such “exclusion-criteria,” we decided not to take
them into account when developing our ESP score for two reasons. First,
some of the items may actually have debatable or even positive sustainabil-
ity effects as compared to other options. For example, many policymakers
consider nuclear power an important short-term solution for curbing CO,
emissions. Similarly, it can be argued that military equipment is needed
to obtain or maintain peace in certain areas of the world. Second, many
of the other categories do not have an immediate effect on social devel-
opments or the natural environment. For example, human action—or,
more precisely, human irresponsible action or abuse—is required in order
for some of these categories to have negative effects on human or society.
One example for this would be the consumption of alcohol. Our goal is
not to expand the concept of corporate social and environmental respon-
sibility to include such “third-party behavior-dependent” items.

For each of the KLD categories, KLD provides several items that are
labeled “strengths” and several that are labeled “concerns.” Each item is
coded with a “1” if the firm has a strength / concern and otherwise
“0.” For each firm we then added the KLD social “strength” scores and
afterwards subtracted the social “concerns.” From this overall social score
we calculated z-scores to arrive at a standardized social score (Choi &
Wang, 2009). Next we did the same for the environmental scores; we
subtracted the sum of “concerns” from the sum of “strengths” and then
calculated z-scores for the environmental dimension. Finally, we aver-
aged the standardized social scores with the standardized environmental
scores with equal weight to arrive at an ESP score. As such, we obtained a
balanced score that reflects firms’ corporate sustainability (environmental
and social) efforts.
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The second independent variable, innovation, was operationalized as
R&D intensity, as it is commonly done in the ESP-CFP literature (Choi
& Wang, 2009; McWilliams & Siegel, 2000). This measure was con-
structed by taking each firm’s R&D spending and dividing it by the firm’s
sales and then averaging these values across the three-year period from
2001 through 2003. By using the three-year average of R&D intensity,
we control for the influence of single-year fluctuations in investments in
innovative activities.

The dependent variable, corporate financial performance (CFP), was
measured using Tobin’s g. This measure is a dynamic performance indica-
tor that reflects the stock market’s expectations about the profitability and
growth potential of the firm as well as internal efficiency metrics, such
as equity and assets (Kor & Mahoney, 2005). In this case, Tobin’s g is an
appropriate measure, because we seek to understand the influence of ESP
and innovation on the economic value generated by the firm, in both the
long- and short-term (Wernerfelt & Montgomery, 1988). This measure is
more appropriate than return on assets (ROA) or other accounting-based
measurements, which are often used in studies investigating the ESP-CFP
relationship. The payoff of investments in ESP-related resources and inno-
vation may or may not be reflected in the balance sheet and in the firm’s
market value, both of which constitute important parameters of economic
value creation. As such, we calculated Tobin’s g by dividing the sum of
the firm’s equity (market value), book value of long-term debt, and net
current liabilities by the firm’s total assets (Chung & Pruitt, 1994; King &
Lenox, 2002).

Because of the temporal nature of our research question and hypoth-
eses, it was necessary to construct both a short- and long-term perfor-
mance measure. The short-term measure was operationalized by using
Tobin’s g for the year 2004, which is the first year following the 2001—
2003 time periods that were used to calculate our ESP and innovation
measures. Among studies that conceptualize the concept of long-term
CFP, Eisenmann (2006) operationalizes long-term CFP of Internet com-
panies as roughly two years after their IPO. Prashant, Dyer, & Singh
(2002) use the period 1993-1997 to assess the long-term CFP of alliances.
Similarly, Combs, Crook and Shook (2004) and Tosi, Werner, Katz, and
Gomez-Mejia (2000) consider the five-year average for measuring long-
term return on equity. We derive our long-term CFP measure by averag-
ing Tobin’s ¢’s for the second year (2005) through the fourth year (2007)
following the investments in ESP and innovation (2001-2003).

A number of control variables are used as previous research has identified
important factors aftecting CFP. We used firm size since it can affect firm
performance through economies of scale, monopoly power, and bargain-
ing power. In this study, firm size is operationalized as the three year aver-
age of firm sales from 2001-2003. Furthermore, research has shown that a
firm’s risk is an important factor to be controlled (e.g., Choi & Wang, 2009;
Waddock & Graves, 1997). Therefore, we used the three-year average of
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long-term debt to total assets as proxy for the riskiness of the firm. Finally,
industry membership has been cited as an influential factor on both ESP and
CFP (e.g., Derwall, Guenster, Bauer & Koedijk, 2005; Ullmann, 1985). As
such, we included dummy variables for each of the nine industries in our
sample, as identified by the two-digit GICS code. The industries are energy,
materials, industrials, consumer-discretionary, consumer-staples, health care,
financials, telecom, and utilities.

Analysis and Results

Our hypotheses were tested using hierarchical, mediated, and moder-
ated regression analysis. These statistical tools allowed us to determine
the effects of each variable separately and the interaction effects between
the independent variables (Howell, 2007). More specifically, hierarchical
regression analyses were used to identify main and interaction effects. In
this type of analysis, the interaction effects are found to be significant
only if they explain a significantly greater portion of the variance in the
dependent variable. Thus, moderated regression analysis helps test the sig-
nificance of interaction effects by regressing the dependent variable onto
two or more main variables (one independent and one moderator) and the
cross-product of those main variables (Sharma, Durand, and Gur-Arie,
1981). If the addition of the interaction term significantly increases the
power of the regression equation to explain the variance in the dependent
variable, then the contingency relationship can be said to exist. Of course,
moderation is only possible if it has been shown that strategic choice is not
acting as a mediating variable.

Barron and Kenny (1986) provide a widely accepted technique for test-
ing mediation and they recommend that four conditions be satistied for a
researcher to claim mediation. The first requirement is that there must be
a relationship between the independent variable of ESP and the depen-
dent variable of CFP. Second, there must be a significant relationship
between the mediating variable of innovation and the independent vari-
able; if this relationship does not exist, then the variable cannot mediate
anything. Third, the mediating variable must be related to the dependent
variable. Finally, the effect of the independent variable on the dependent
variable must be significantly weakened in the presence of the moderator
variable.

Because we selected regression as the analytic technique, we first
explored graphical representations of the data in order to ensure that
our data satisfied the assumptions required to accurately apply regres-
sion techniques. The assumptions analysis revealed that the relationships
between the variables were in fact linear, and it also revealed that all data
points were viable—indicating that there were no outliers in our sample.
Examination of the graphical representations of the CSP variable indicate
that the data were normally distributed and thus appropriate for use in
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regression analysis. However, the graphical representation of the innova-
tion variable revealed that the data were suffering from positive skew-
ness and kurtosis. As such, we conducted a data transformation (Hair,
Black, Babin, Anderson, & Tatham, 2006) by taking the natural log of
the innovation measure (R&D/sales). The graphical representation of the
transformed data indicated that innovation measure was indeed normally
distributed, therefore appropriate for use in the regression analysis. Further
data exploration was conducted to ensure that the assumptions of normal-
ity and linearity had all been adequately satistied (Hair et al., 2006). Once
we were sure that the assumptions for linear regression had been satisfied,
we continued with our regression-based hypothesis testing.

The descriptive statics and correlations for our variables are reported
in Table 5.1 and the standardized regression coefficients are reported in
for short-term CFP in Table 5.2 and for long-term CFP in Table 5.3. We
report standardized coefficients so that differences in the strength of the
relationships can over time be evaluated (Hair, et al., 2006). We tested our
hypotheses using four separate regression models (see Table 5.2). Model
1 is the control model, Model 2 tests the ESP and innovation hypotheses,
Model 3 tests the moderation hypotheses and Model 4 tests the mediation
hypotheses.

Short-Term Financial Performance. We first tested hypothesis 1a which
explored the possibility that there is a negative relationship between
ESP and short-term financial performance. Results from Model 2 (see
Table 5.2) indicate that there is a positive but non-significant relationship
between ESP and short-term CFP (8 = .01, p &1.10). Thus, hypothesis
H1a is not supported. Next, we tested hypothesis H2a, which argues for
a positive relationship between innovation and short-term performance.
The regression in Model 2 revealed that the coefficient for innovation
was positive and significant (8 = .38, p < .01) thereby supporting hypoth-
esis H2a. Next, we tested hypothesis H3a, which argues that innova-
tion would moderate the relationship between ESP and short-term CFP.
Model 3 indicates that there is a negative and marginally significant effect
for the addition of the interaction term (8 =—.12, p < .10). As such, H3a
is marginally supported. This finding seems to indicate that high levels

Table 5.1 Descriptive statistics and correlations

Mean SD 1 2 3 4 5 6 7
1. Size 4873.23 1.46 —
2. Risk 1.14 16 .01 —
3. ESP .07 .99 —.34™ -.05 —
4. Innovation 254.35 702.88 —21* —16™ 14" —
5. ESP * Innovation 1 0 43 -11 387 33 —
6. Tobin’s ¢ (2004)  2.17 1.34 -10 -.02 .08 397 —13° —
7. Tobin’s g (2005 2.07 1.06 -.08 -10 15 32" —02 817 —

through 2007)

N = 252. *Correlation is significant at the .05 level; *correlation is significant at the .01 level.
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Table 5.2 Regression results for short-term CFP (Tobin’s q for 2004)*

Variable Model 1 Model 2 Model 3 Model 4
(Control) (Independent variables) (Moderation) (Mediation)

Industry:

Energy —.08 (.43) —.03 (42) —.01(.42)

Materials .01 (.33) .05 (.31) .04 (.32)

Industrials 15 (.28)" —.04 (.27) —-.06 (.27)

Consumer discres. —10 (.27) —.03 (.25) —.03 (.25)

Consumer staple —.01 (.45) .05 (.43) .04 (.43)

Health care 12 (.38)" A4 (27) 13 (:27)"

Financials —.08 (.33) —.02 (31) —.04 (31)

Telecom —.07 (79) —.06 (74) —.06 (74)

Utilities ~.09 (44) —.04 (41) —.04 (41)

Firm size —.08 (.01) —.01 (.00) .03 (.01)

Risk .01 (.52) .06 (.50) .05 (.50)

ESP 01 (12) —.02 (12)

Innovation .38 (14 .38 (13)"

ESP X Innovation —12 (19)*

Mediation:

Path A 4%

Path B 39xxK

Path C .08 (ns)

Path C’ n/a

F Change 17.57"* 2.74*

R? Change 11.90% 1.01%

R2Total 7.5% 19.40% 20.41%

Dependent Variable (DV) = Corporate Financial Performance (CFP) measured via Tobin’s g for FY 2004.
"Reporting standardized beta coefficients with standard error in parentheses.

*** Significant at .01 level.

** Significant at .05 level.

* Significant at .10 level.

of investment in innovation negatively impact performance in companies
that are pursuing a high level of ESP, at least in the short-term.

We then tested hypothesis H4a, which argued that innovation would
mediate the ESP—CSF relationship in the short term. As previously dis-
cussed, Barron and Kenny (1986) established four conditions that must be
satistied for a mediation type relationship to exist. We closely followed the
Baron and Kenny (1986) technique and Model 4 (Table 5.2) reports the
results of our test for mediation. In an attempt to provide a clear concep-
tual link between our test and the Baron and Kenny (1986) approach, we
also diagram our results in Figure 5.2. The figure illustrates the strength
of the various relationships among the variables via regression coefficients.
The key element here is the significance of the paths and ultimately the
change in the strength of the relationships between ESP and CFP (paths
C and C’) in the presence of the innovation variable. Mediation exists if
there is a significant reduction in the strength of the ESP-CFP relation-
ship, as measured by the Sobel test, when innovation is present.

Barron and Kenny (1986) suggest that the first step to test for mediation
is to examine the direct relationship between ESP and innovation (Path A
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in Figure 5.2); we found it to be positive and significant (8 = .14, p < .05);
see Table 5.2. Next we tested the direct relationship between innovation
and CFP (Path B) and found it to be positive and significant (8 = .39, p <
.01). We then tested the direct relationship between ESP and CFP (Path
C); our analysis revealed that this relationship was positive but not signifi-
cant (8 = .08, p > .10. Because there was not a significant direct relation-
ship between ESP and short-term CFP, it is not possible for innovation to
mediate the ESP and short-term CFP relationship; there simply is not a
significant relationship to mediate. Thus there is no evidence that innova-
tion mediates the ESP—CFP relationship in the short-term situation and
H4a is not supported.

Long-Term Financial Performance. In order to test our long-term perfor-
mance hypotheses, we again used four different regression models; these
results are reported in Table 5.3. Hypothesis H1b proposes a positive rela-
tionship between ESP and long-term CFP. Model 2 revealed that there
was a positive and marginally significant relationship between ESP and
CFP (B=.11, p < .10), providing marginal support for hypothesis H1b.
Next, we tested hypothesis H2b, which predicts a positive relationship
between innovation and long-term performance. Model 2 provides sup-
port for H2b by indicating a positive and significant relationship between
innovation and CFP (8 = .29, p < .01). We then used Model 3 to test
hypothesis H3b, which suggests that innovation would moderate the rela-
tionship between ESP and long-term CFP. Regression results indicated
that there is a positive but nonsignificant effect for the addition of the
interaction term (8 = .03, p > .10). Thus, innovation does not moderate
the relationship between innovation and long-term performance, and so
hypothesis H3b was not supported.

To test for the idea that innovation mediates the ESP and long-term
CFP relationship, we again utilized the Barron and Kenny (1986) tech-
nique and report our results in Model 4 (Table 5.3); we illustrate them
in Figure 5.3. Results show that the direct relationship between ESP

B=.08,p> .10

.| Short-term
ESP CFP
Path C
Path A Innovation Path B
B= .14, p< .05 wg,;x.m
ESP » Short-term
“Path C’ CFP

*Since Path C is non-significant, Path C’ cannot exist—indicating no
mediation (Barron and Kenney,1986).

Figure 5.2 Mediated model of ESP, innovation, and short-term CFP.



Table 5.3 Regression results for long-term CFP (Tobin’s g scores, average of years 2005
through 2007)*

Variable Model 1 Model 2 Model 3 Model 4
(Control) (Independent variables) — (Moderation) (Mediation)

Industry:

Energy .01 (.34) .08 (.34) .07 (.34)

Materials .01 (.26) .06 (.25) .06 (.25)

Industrials —-.05(.22) —-.04 (.22) .05 (.22)

Consumer discres. —.01 (.21) —.04 (.20) .04 (.20)

Consumer staple .23 (.35)" .08 (.35) .08 (.34)

Health care .25 (L22)* 25 (.22 .26 (.22)

Financials —.07 (.26) —.02 (.25) —-.23 (.25

Telecom —-.01 (.62) 01 (.59) .01 (.59)

Utilities —.07 (.34) —.02 (.33) —.02 (.33)

Firm Size —.08 (.01) —.01 (.00) —.01 (.00)

Risk —.09 (42) —.05 (.50) —.05 (.40)

ESP A1 (.09)” 12 (09"

Innovation .29 (10)™* .29 (10y™*

ESP X Innovation .03(.16)

Mediation:

Path A 147

Path B 327

Path C 167

Path C’ A17

Sobel Test Z=.02,p<.05

F Change 12.19"** 15

R?Change 8.40% .01%

R2Total 10.10% 18.50% 18.51%

DV = Corporate Financial Performance (CFP) measured via Tobin’s ¢ for FY 2005 through 2007.
*Reporting standardized beta coefficients with standard error in parentheses.

***Significant at p < .01 level.

**Significant at p < .05 level.

*Marginally significant at p < .10 level.

ESP B=.16,p<.01 .| Long-term
CFP
Path C
Path A Innovation Path B
B=.14,p<.05 B=.32, p<.01

pf=.11,p< .10
Sobel Test: Z=.02, p < .05

Long-term
*Path C’ CFP

ESP

A 4

*Path C goes from highly significant to less significant in Path C’. This difference
is statistically significant-indicating mediation exists (Barron and Kenny, 1986).

Figure 5.3 Mediated model of ESP, innovation, and long-term CFP.



96 Timo Busch, Bryan T. Stinchfield, and Matthew S. Wood

and innovation (Path A) is positive and significant (8 = .14, p < .05).
The direct relationship between innovation and CFP (Path B) is also
positive and significant (8 = .32, p < .01). The relationship between
ESP and CFP (Path C) is positive and significant (8 = .16, p < .01).
Finally, the strength of the relationship between ESP and CFP (Path
C’) 1s reduced in the presence of innovation (8 = .11, p < .10). In order
to claim mediation, the reduction in the strength of the relationship
between ESP and CFP (Path C’) must be statistically significant. We
tested this difference between path C and Path C’ (Figure 5.3) using
a Sobel test and found that the reduction was indeed significant, Z =
.02, p < .05. Therefore, we find that innovation does in fact medi-
ate the ESP—CFP relationship in the long-term and hypothesis H4b is
supported.

Contrasting Short-term Versus Long-term Results. One of the goals of
our research was to look at the interplay between ESP, innovation, and
CFP over time. To that end, we now compare the differences in results
in our short-term and long-term analyses. For the effect of ESP on CFP
we found that the relationship was not significant in the short term (8
= .01, p > .10) but in the long-term it was significant at the .10 level
(B = .11). Since we are using standardized coefficients we can directly
compare the coefficients and this process reveals that there is a positive
difference of .10 in the coefficients. This gives some indication that
the impact of ESP on financial performance is becoming stronger over
time. Next we compared the coefficients for the relationship between
innovation and CFP. Here we find that this relationship was positive
and significant in both the short-term (8 = .38, p< .01) and the long-
term (B = .29, p < .01) with a coefficient difference of .08. However,
this difference represents a reduction in the strength of the relationship,
indicating that the effect of innovation on CFP is weakening over time
during the considered time frame.

Next we compared the moderated relationships. For short-term CFP, the
moderated relationship was negative and marginally significant (8 = —.12,
p < .10) but in the long-term it was positive and not significant (8 = .03,
p > .10). What is interesting here is that the sign flipped from negative to
positive, indicating that firms that invest a great deal of resources into ESP
and innovation may suffer negative CFP effects in the short-term, but as
time goes by that negative effect may turn positive.

Finally, we compared the mediated relationships (Model 4). For short-
term performance, we found no support for the existence of a mediated
relationship. However, the relationship did exist in the long term. This out-
come seems to indicate that innovation becomes the mechanism by which
ESP impacts CFP, but that this relationship takes time to emerge. When
coupled with our other findings, it appears that collective investments in
ESP and innovation may hurt short-term CFP by way of a moderated
effect, but in the longer term, innovation helps to improve the ESP-CFP
relationship by way of mediation.
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Implications

This chapter extends the academic debate regarding firm performance
within the context of ESP by moving beyond the questions of whether
or not it pays to improve both environmental and social performance,
and instead asks a more specific question of “When does it pay?” (King
& Lenox, 2001; Orsato, 2006). With respect to this question, researchers
have argued that is important to take a contingency perspective (Barnett,
2007; Berchicci & King, 2007; Rowley & Berman, 2000) and that there
may be a non-linear relationship between environmental and social
performance and CFP (Peloza, 2009). In fact, Brammer & Millington
(2008) find in a recent study that firms with unusually high, as well as
with unusually low, levels of social performance also have higher levels
of CFP than other firms. This U-shaped curvilinear relationship is akin
to Porter’s (1985) “stuck in the middle” phenomenon. Drawing on the
resource-based view of the firm, our empirical results show that this con-
tingency in the performance debate can be explained by different time
horizons. We now turn our attention to elaborating on these findings in
the following paragraphs.

Our result of hypothesis Hla is consistent with scholars who found
ambiguous findings concerning the ESP—CFP relationship (e.g., Salzmann,
Ionescu-Somers, & Steger, 2005). When the focus is on the single relation-
ship between ESP and short-term CFP we too did not find a clear relation-
ship. However, the relationship between ESP and financial performance
becomes significant when the focus is on the long-term (Hypothesis H1b).
This result supports our initial assumption that is important to include a
temporal perspective when investigating the ESP—CFP relationship. We
conclude that the relationship between ESP and financial performance
is a time-dependent inverse-U-shaped relationship. As illustrated in
Figure 5.4, CFP varies for a given level of investments in ESP-related
resources, depending on the time frame under consideration. In the short-
term (within the one-year time-frame 0-f,), there is no distinct result
between ESP and CFP, and the type of ESP activity may have differential
effects on CFP. This means the realization of low-hanging fruits through
increasing eco-efficiency has a positive effect in CFP (upper curve) while
investments into expensive resources required for developing new envi-
ronmentally sound products may result in a negative CFP (lower curve).

The short-term CFP focus of many studies may explain why the gen-
eralizability of the results appears to be difficult. In contrast, in the long-
term (within the time frame f; through #,) investments in ESP-related
resources indeed seem to pay off. Research found that the development of
a proactive environmental strategy can be the source for unique competi-
tively valuable organizational capabilities (Russo & Fouts, 1997; Sharma
& Vredenburg, 1998). The acquisition and development of these capabili-
ties takes time and thus the positive effect on CFP can be expected to take
a long time. However, when only considering the ESP—CFP relationship,
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CFP
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given level
of ESP
P
0 1 b t

Figure 5.4 Time-dependent inverse-U-shaped relationship between a given level of investments
in ESP-related resources and CFP.

and not including innovation in the analysis, the literature has discussed
that this positive effect might diminish again after a certain time (after
fy): ongoing investments in resources in order to maintain a high level
of ESP may exceed cost savings generated from such activities (Sharma
& Vredenburg, 1998) or competing firms may be able to imitate strong
stakeholder relationships that initially provided some firms with a com-
petitive advantage (Choi & Wang, 2009; Hillman & Keim, 2001). In sum,
an important implication of our results is that the generalizability of results
may be significantly increased by incorporating a temporal perspective
when investigating the ESP—CFP relationship.

Regarding innovation, our results are consistent with current research
in the domain of innovation management: a positive relationship exists
between innovation and CFP in both the short-term and long-term.
However, the effect seems to weaken over time such that we observe a
statistically significant change in standardized betas (T = 1.34) between
short-term and long-term performance. While there are many possible
explanations for this, it is likely that the decreasing intensity of the effect
of innovation is due to the weakening nature of innovation. To elabo-
rate, previous research has shown that innovations are often copied by
competitors (VanderWerf & Mahon, 1997) and that knowledge spillovers
allow copycat firms to erode innovators’ first mover advantage (e.g., Acs,
Braunerhjelm, Audretsch, & Carlsson, 2009). Our empirical results are
consistent with these ideas and suggest that the effects of innovative behav-
ior are generally positive, but have a greater impact on short-term perfor-
mance compared to the long-term. This lends support to the dominant
management thinking that for innovation to benefit the firm it should
not be a one-time or ad hoc exercise, but rather a continuous effort (e.g.,
Barringer & Ireland, 2008).
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The results of testing the substitution and complementary hypotheses
contribute to a better understanding of the interplay between ESP, inno-
vation, and CFP. Our results with respect to ESP, innovation, and short-
term CFP are similar to those of Hull and Rothenberg (2008), who found a
negative moderating effect of innovation on corporate social performance
and short-term CFP. We conclude that under a short-term horizon, firms
with limited resources are faced with a choice between investments in
innovation or in ESP. Simultaneous investments in resources that allow
for both activities generate higher costs to include management’s time
and attention and, thus, harm CFP in the short run. We deduce that the
full benefit of ESP does not accrue immediately but takes time to pay off
through high levels of innovation. Notably, the moderating effect occurs
in the short-term, but it is not a time-consistent effect. In the long-term,
innovation has a mediating effect. As such, efforts to increase ESP without
any simultaneous investments in resources that trigger a firm’s innovative-
ness will have little effect on CFP and might even result in diminishing
CFP, as postulated under the time-dependent inverse-U-shaped relation-
ship proposition. However, the combination of investing in innovation
and enhancing ESP results in superior financial performance and may
lead to a sustained competitive advantage. In sum, innovation acts as the
organizational action through which ESP can contribute to achieving
substantial and sustainable improvements of CFP.

In the academic debate regarding whether it pays to be “good” and/
or “green,” there is much confusion with respect to the utilized termi-
nology and applied performance measurements. We suggest that using
precise and consistent terminologies within this debate could signifi-
cantly reduce this confusion. Some authors implicitly follow this line by
focusing their investigation on corporate eco-efficiency (Derwall, et al.,
2005) or corporate charitable giving (Brammer & Millington, 2008).
When generalizing the results, such studies are limited by their theo-
retical and managerial implication to the specific focus of the study. For
example, the eco-efficiency literature proposes that corporate efforts to
enhance a firm’s eco-efficiency should—if successfully implemented—
optimize a firm’s production processes by a reduction of the material
and energy flows and simultaneously achieve cost benefits (DeSimone &
Popoft, 1997). As such, research in this area can empirically test the cost-
effectiveness of specific corporate activities. However, general statements
as to whether corporate environmental performance, or even corporate
social responsibility, pays off cannot be precisely derived. For studies
investigating general questions as whether the environmental, social, or
ethical efforts of a firm result in better CFP, we suggest using a clearly
defined construct. Using the widely accepted Brundtland Report (World
Commission on Environment and Development, 1987) to anchor our
definition of “sustainability,” we then separated the financial component
and defined ESP as an equally balanced construct of a firm’s environ-
mental and social performance. We hope that this new construct can
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reduce further confusion regarding the terminology and performance
measurements in future research.

Managerial Implications. Our results reconfirm the important role of
innovation:in the short-term, managers may be forced to choose between
investments in resources that enhance the firm’s ESP or innovation. As
such, from a short-term profit maximizing strategy, managers have to
decide in which areas it is better to invest, innovation or ESP. Two basic
situations are possible. On the one hand, the essential resources to iden-
tify and realize eco-efficiency potentials are likely to be acquired at a low
cost and with minimal effort. For example, the World Business Council
for Sustainable Development (see http://www.wbcsd.org) offers a great
deal of publicly available information and easily implementable tools as
to how firms can reap such low-hanging fruits. In such cases, it is a firm-
specific tradeoft situation whether to invest in resources that enhance its
ESP or innovativeness. On the other hand, in order to develop and imple-
ment a highly sophisticated and supply-chain-wide ESP strategy usually
requires significant managerial effort and costs. In such cases, a purely
short-term CFP-driven management strategy would suggest investing in
resources that enhance the firm’s innovativeness.

However, in a more strategic (i.e., long-term) perspective, the comple-
mentary hypothesis holds, which is that innovation is a key mechanism
required for realizing and maximizing the effects of ESP initiatives on
financial performance. Our findings of a mediated relationship sug-
gests that without innovation, ESP efforts will fall short of expectations
because innovation has to be present for ESP to influence long-term
CFP. Thus, managers who focus on long-term value creation may be well
advised to direct resources towards increasing both ESP and innovative-
ness. In practical terms, this means that companies who simply focus on
increasing ESP will have difficulty recognizing long-term performance
benefits. Rather, our findings suggest that these firms must also intro-
duce innovative products, services, and processes, because it is through
these innovations that ESP improves long-term financial performance.
In sum, it is important for corporate managers to realize that a competi-
tive advantage requires focusing on both ESP and innovation, and this
requires a long-term investment horizon versus quick fixes. In fact, our
comparison of short-term versus long-term performance indicates that
a strategy reflecting the insights of our triptych inquiry cannot be real-
ized overnight. For firms looking for predictable long-term growth and
performance, resources should simultaneously be devoted to ESP and
innovation-focused programs.

Limitations and Future Research. Regarding the ESP—CFP relationship,
our results suggest that scholars should look at the different impacts on
short-term versus long-term CFP while recognizing the interactive role
of innovation. Although our intention was to construct an ESP score
that equally weights environmental and social dimensions, investigating
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specific constructs within these dimensions and their effect on CFP
may further shed light on this triptych inquiry. For example, it could be
investigated whether there is a difference when just considering output-
based environmental performance data (e.g., a firm’s level of green-
house gas emissions) and process-based management indicators for ESP
(e.g., the sophistication of a firm’s carbon management) (cf., Ginsberg,
1988). It could be the case that more symbolic actions differ from sub-
stantive efforts in terms of a firm’s short- and, notably, long-term CFP
(cf., Berrone, Gelabert & Fosfuri, 2009). Furthermore, we followed
the literature on measuring innovation as R&D expenses (McWilliams
& Siegel, 2000; Hull & Rothenberg, 2008). R&D expenses usually
reflect more technological innovations (e.g., Choi & Wang, 2009), but
more “soft” innovation decisions relating to organizational practices
may be less dependent on R&D expenditures. Future research could
address this by using more fine-grained measures for corporate innova-
tion activities.

Moreover, we introduced a time-dependent inverse-U-shaped rela-
tionship between ESP and CFP. As a limitation, we did not test for
diminishing CFP at the end of the curve. Future research could empiri-
cally investigate whether this possibility actually occurs. Furthermore,
since our data suggests a mediating relationship in the long run, more
studies investigating how innovation acts as mediator between ESP
and CFP seem especially relevant. Lastly, researchers should investigate
whether these results hold during a time of global economic cycles as
this data was gathered prior to entering the worst of the recent reces-
sion and scholars argue that specific value-creating resources may also
be the sources of losses in times of financial turmoil (Choi & Wang,
2009; Leonard-Barton, 1992). Although many publicly traded firms have
experienced a sharp decline in their performance and equity, researchers
could investigate the degree to which investments in ESP and innovation
either hinders or buffers (Thompson, 1967) firm performance during
periods of heightened uncertainty.

The purpose of the triptych inquiry of ESP, innovation, and corpo-
rate financial performance was to empirically explore when it pays for
firms to address the first two challenges of sustainability — environmen-
tal integrity and social equity. We have expanded upon previous work
in this area by investigating two time-related performance periods and
emphasized the interaction effect of innovation. The results suggest that
it pays to increase a firm’s level of ESP when firms have the ability to
innovate and when the financial goals are not limited to short-term plan-
ning horizons. We conclude that for innovative firms, there is no mutual
exclusivity among corporate environmental, social, and financial perfor-
mance. These dimensions are collectively reinforcing and can contribute
to the long-term survival of the firm in competitive markets and within
its natural and social environment.
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CHAPTER SIX

What Kinds of Photovoltaic Projects Do Lenders
Prefer to Finance?

FLORIAN LUDEKE-FREUND AND MORITZ LoOCK"

Discussions of innovation in renewable energy have covered different
types of energy production (e.g., Nguyen, Gheewala, & Sagisaka, 2010;
Sookkumnerd, Ito, & Kito, 2007; Yusoft, 2006), different industries (e.g.,
Narodoslawsky, Niederl-Schmidinger, & Halasz, 2008; Smyth, 6 Gallachéir,
Korres, & Murphy, 2010), or have focused on different geographic regions
(e.g., Kaldellis, Simotas, Zafirakis, & Kondili, 2009; Smyth et al., 2010;
Sookkumnerd et al., 2007; Zuluaga & Dyner, 2007). However, a crucial
aspect has been rarely discussed: financing. Project financing is a central chal-
lenge for the diffusion of renewable energies, as it claims a major percent-
age of overall renewable energy investments (United Nations Environment
Programme [UNEP], 2010) and requires huge amounts of debt capital:
Debt ratios of 80 percent or even 90 percent are common (Johnson, 2009;
Bottcher, 2009; Wuppertal Institute [WI], 2010).

Following the credit crunch in 2008, financial markets experienced a
shortage of debt capital, giving rise to concerns about growth expectations
(Jager-Waldau, 2009; Schwabe, Karlynn, & Newcomb, 2009; New Energy
Finance [NEF], 2009a, 2009¢).Thus, in early 2009 the outlook was cautious
(NEE 2009a). The banking sector still provided large debt capital volumes,
but lending had become more restrictive, i.e., more thorough, more risk-
averse and more selective (Schwabe et al., 2009; W1, 2010). Consequently,
third-party investments were channeled into absolutely effective, rigorously
evaluated projects only, which created a new bottleneck for the diffusion of
renewable energies: the availability of debt capital. In several energy stud-
ies, solar photovoltaic energy (PV, electricity from solar radiation) had been
seen as one of the most important renewable energy technologies for future
electricity production (e.g., Hoftmann, 2006; International Energy Agency

* . . . s . . . .
This chapter is based on a study that is part of the authors’ cumulative PhD dissertations. A dif-
ferent version has been accepted for publication in the Journal of Cleaner Production.
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[TEA], 2011a; Poullikkas, 2010), but PV investments went down above
average during the financial crisis (UNEP, 2010; PricewaterhouseCoopers
[PwC],2011). Our research focuses on the seemingly extra-tight bottleneck
of PV project financing.

In 2009, US $162 billion were invested in renewable energies world-
wide, from which project-based asset finance for new energy generation
capacities totaled $101 billion or 62 percent (UNEP, 2010). Wind and
solar were by far the largest asset classes with wind at US $67 billion dol-
lars and solar at US $24 billion dollars. But although wind energy had
become an established and mature industry that grew even during the
financial crisis and the following economic downturn, solar energy was
in a very challenging situation. Investments in 2009 were significant, but
were in fact 27 percent below 2008 levels.

Taking a look at the two leading PV markets, Spain and Germany (IEA,
2011b), reveals great challenges for further market growth. Contingencies
such as the global financial crisis and policy changes (such as reduced
photovoltaic feed-in tariffs) lead to market consolidation. In this regard,
photovoltaic was in a different situation than the wind energy industry,
which already was consolidated. Solar thus faces unique challenges, as
financiers are less experienced in setting up PV projects. Since the Spanish
PV market saw a drastic slump in 2009 because of increasing deficits of
public budgets (UNEP 2010), we focus on Germany, where from 2004
to 2009 nearly 50 percent of the world’s new PV capacities were installed
(IEA, 2011b; PwC, 2011). In Germany, PV technology production and
application have become multibillion-dollar industries, with more than
60,000 employees (Bundesverband Solarwirtschaft, 2010).

Research Question. Two central aspects have to be considered when devel-
oping PV projects: First, PV, like any renewable energy, is politically deter-
mined. Second, the credit crunch changed the rules of financing. The market
for PV projects is consolidating under these circumstances (NEE 2009b,
2010b). Loan granting and dependence on bankability are important suc-
cess factors for ongoing PV project development (Sarasin, 2009). However,
current research provides very little detailed information about how debt
capital providers evaluate loan applications—information that could help to
handle uncertainties and risks from a PV project development perspective
(Grell & Lang, 2008; W1, 2010). Photovoltaic projects are characterized by a
multitude of parameters such as capacity, module and inverter technologies,
maintenance concepts, economic indicators and stakeholder constellations
(Grell & Lang, 2008). Loan commitments depend on how lenders evaluate
project designs from a risk perspective. Therefore, we addressed the follow-
ing research question: What kinds of photovoltaic projects do lenders prefer
to finance? In search for answers to this question, we focus on medium- and
large-scale ground-mounted installations subject to the German R enewable
Energy Sources Act (EEG) as of 2009.

Research Approach. Our study follows an explorative market research
approach. To answer our research question, we have developed an Adaptive
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Choice-Based Conjoint experiment (ACBC), addressing German experts
in PV project financing (see Chapter 3 of this book for another example
of the use of this technique). Although conjoint experiments are widely
used in marketing research (Louviere, Hensher, Swait, & Adamowicz,
2003; Train, 2003) and for exploring investment behavior (Clark-Murphy
& Soutar, 2004), scholars in renewable energy investment have only just
started utilizing this method (e.g., Oschlies, 2007). PV project developers
may be able to use insights from our research to design projects accord-
ing to lenders’ preferences and thus increase the likelihood of fundraising
success. In this way, our results may help in mainstreaming investments in
green energy technologies.

Before applying conjoint analysis, it was necessary to examine PV project
development practice. Explorative expert interviews and in-depth literature
studies were combined to develop a conjoint experiment for financing pro-
fessionals. The problem was to identify and conceptualize a set of attributes
that help in understanding lenders’ preferences and to reduce real complex-
ities of project development at the same time. We studied different credit
application procedures of relevant institutions, e.g., UmweltBank AG and
GLS Gemeinschaftsbank eG, and analyzed industry-specific publications,
e.g., guidelines, textbooks and journals, dealing with renewable energy
project financing (e.g., Bottcher, 2004, 2009; Deutsche Energie-Agentur
[dena], 2004; Grell & Lang, 2008; Oschlies, 2007; Sarasin, 2009; Schwabe
et al., 2009; WI, 2010 and regular releases from New Energy Finance).
Additionally, we conducted telephone interviews with financing consul-
tants from different institutions (UmweltBank AG, GLS Gemeinschaftsbank
eG, Windwirts Energie GmbH, and SunEnergy Europe GmbH).! The first
steps of this iterative process were the expert interviews and parallel litera-
ture studies to develop an initial set of attributes. The second step, which
started with 10 PV project attributes, was a further round of consultations,
resulting in a reduced list of 6 attributes with three, four or five levels each.
Our basic hypothesis was that these 6 attributes are essential for credit grant-
ing. With regard to individual attribute importance, our research approach
is explorative; i.e., no hypotheses were developed referring to the attributes’
individual weights and significance for loan commitments. Hence, the pri-
mary objective of the conjoint experiment was to make lenders’ decisions
more transparent.

Aspects of PV Project Development

Project Financing. Project financing is crucial to renewable energies (dena,
2004; Grell and Lang, 2008; Bottcher, 2009; NEF, 2009d; UNEP, 2010).
This financing method has been established for decades for one-time
ventures such as infrastructure projects (Backhaus, Sandrock, Schill, &
Uekermann, 1990; Reuter & Wecker, 1999). Three significant character-
istics of project financing are often discussed in the literature. The first
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is oft-balance-sheet financing, i.e., a financing method that is separated
from the individual or corporate books of project shareholders. The second
characteristic is orientation toward future project cash flows, which are
the only source of economic performance and security. The third char-
acteristic is a complex network of stakeholders and a network of contracts
to provide for broad risk-sharing and risk-reduction (Grell & Lang, 2008;
Reuter & Wecker, 1999; Nevitt & Fabozzi, 2000; Bottcher, 2009).

The financial strengths and interests of potential shareholders are deci-
sive for project development. According to authors like R euter and Wecker
(1999), Nevitt and Fabozzi (2000) and Béttcher (2009), project financing
is a very flexible method. Nevertheless, meeting different shareholders’
interests (equity versus debt capital) simultaneously is more challenging.
As there are no universally applicable debt/equity ratios, we analyzed
diverse practitioner literature such as product development guidelines and
conducted expert interviews to define adequate ratios.? For the conjoint
experiment, equity shares of 10 percent, 20 percent, and 30 percent were
considered to be suitable.

Technical Components: Modules and Inverters. The generator is the heart of
each PV installation. It consists of a variable number of modules, which are
made from solar cells based on, e.g., crystalline silicon or different kinds
of thin-film materials. The modules produce direct current (DC), which
has to be transformed into alternating current (AC) by the DC-to-AC
inverter, which feeds the electricity into the grid. Another basic com-
ponent is the mounting system, which has to guarantee stability in cases
of stress, caused by wind or snow, for example. It is sometimes also used
as a tracker system to follow the sun. Technical quality is decisive for an
installation’s performance in terms of effectiveness, efficiency, and long-
term reliability. Brands, certificates, producers’ track records and long-
term experience are quality indicators (Grell & Lang, 2008; Bottcher,
2009). For technical quality, two generic choices are possible. First, one
can decide in favor of technology of superior quality, for which a price
premium has to be paid. This option may be referred to as “premium
brand.” The second option is to save the price premium and use “low-
cost” technology, accepting the risk of additional costs due to inferior
quality. To enable quality-related choices, we included a premium brand/
low-cost attribute.

Capacity of PV Power Plant. Capacity is another crucial physical charac-
teristic determining not only financing needs but also efficiencies of scale
and thus cost effectiveness. We refer to Lenardi€’s classification of PV
power plant sizes (Lenardi&, 2009).° In his annual review, he defines seven
classes from 200 kWp to 20 MWp and above.

Another clue for attribute construction might be the German R enewable
Energy Sources Act (EEG). The EEG distinguishes installations which
are ground-mounted (lower tariff)* from those installed on roofs (higher
tariff)°. For ground-mounted PV plants, a general tariff is applied, that is,
the funding scheme does not trigger decisions for specific capacities. It can
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be assumed that efficiencies of scale generally lead to increasing system
sizes. We follow Lenardi€’s classification in a slightly modified way. Our
attribute classifies medium- and large-scale ground-mounted PV systems
into four categories: 200 kWp to 1 MWp, 1 MWp to 5 MWp, 5 MWp to
10 MWp, and greater than 10 MWp.

Maintenance Concept. Following Grell and Lang (2008), an extensive
quality-assurance concept is central to applications for credit, since con-
stant cash flows have to be secured. The task from a financial point of
view is to guarantee rates of return (for sponsors and further equity inves-
tors) and debt coverage ratios (for lenders). Instruments to guarantee qual-
ity include revenue forecasts, performance assessments, inspections, and
monitoring and operations control. Inspections and assessments of acti-
vated systems are necessary as PV installations face circumstances differ-
ent from standard test conditions. Such inspections can be enhanced, e.g.,
by thermal imaging to identify damaged modules, incorrect wiring, or
insufficiently calibrated inverters. Quality-assurance also requires perma-
nent monitoring and automated operations control to monitor actual per-
formance ratios and to recognize malfunctions immediately. Thus, system
inspection and system monitoring stand for quality assurance within our
survey.

Economic Requirements. According to the concept of project financing
(off-balance-sheet financing, cash-flow-related lending, risk sharing), a
project’s bankability depends on the project itself and its cash flows; that is,
with regard to negotiated recourse (full-recourse, limited recourse, nonre-
course), project cash flows can be the only security for debt capital provid-
ers. Therefore, to evaluate a project from a lender’s perspective, a special
indicator is used (Grosse, 1990; Grell & Lang, 2008; Béttcher, 2009).°

Debt Service Cover Ratio (DSCR) refers to the ratio of gross cash flow
to the debt service on a yearly basis, and thus varies with different project
phases (Bottcher, 2009). This indicator has to be applied to prevent annual
shortages; it is even acceptable to use DSCR alone to evaluate a project’s
economic viability (ibid). Basically, a ratio of 1.0 indicates exact coverage
of debt service. If cash flows suffice, the ratio exceeds 1.0; if not, it falls
below. For renewable energy projects, Bottcher (2004) as well as Grell
and Lang (2008) refer to a minimum average DSCR of 1.3; lenders always
charge a minimum contingency reserve. Practical examples of PV project
calculations indicate the possible range of DSCR as being from roughly
1.0 to 3.0 and above. To create a DSCR attribute, we use three average
DSCRss to offer different degrees of bankability (1.2, 1.5, and 1.8).

Sponsor Types. The project initiator generates the project idea, identifies
further project parties, negotiates, concludes contracts, and thus actively
designs the PV value network. He can contribute equity capital (sponsor),
often acting in concert with a closed-end fund for private and institu-
tional investors (Grell & Lang, 2008). An initiator can play different roles
and may be differently motivated. He may be some kind of investor who
is interested in maximizing return on equity. He can also be a service
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provider; in this case, his interest is to offer services such as consulting
and project development (Schoettl & Lehmann-Ortega, 2011). If utilities
set PV projects in motion, their strategic interests may include a blend of
political, technological, and financial aspects. Lenders probably consider
the initiator’s background to be noteworthy, since, from a financial point
of view, both lenders and initiators can have diametrically opposed moti-
vations that have to be matched (Reuter & Wecker, 1999). Two categories
of project initiators can be defined: those who will own the PV facility
and those who will not. Current studies on PV-related value networks and
business models consider ownership status to be a central actor character-
istic (Frantzis, Graham, Katofsky, & Sawyer, 2008; Schoettl & Lehmann-
Ortega, 2011). The nonowner group of project initiators is represented
by service providers, since their core business is providing construction,
installation and other value-added project services.” Finally, due to cur-
rent discussions throughout the PV industry, four different prototypical
initiator types can be identified as potential facility owners: regional utili-
ties, multinational utilities, financial investors, and vertically integrated
PV manufacturers.

Photovoltaic Projects and Business Models

From PV Project to PV Business Model. The contractual, financial, and
operational structures among stakeholders finally develop into a project
company (“special-purpose vehicle” or SPV; Grell & Lang, 2008), which
is the predecessor of the operating company. Referring to the PV facility
life cycle, it follows that a project, or its SPV, is a bridge to the setting up
of an operating company.® At the end of the life cycle, deconstruction can
also be managed as a separate project.

In contrast to a regular company, a project is based on a singular, non-
cyclical undertaking—in our case the construction of a PV facility. It is
limited in lifetime and funding, serves unique project targets, and has indi-
vidual resources brought in by diverse stakeholders (Backhaus et al., 1990;
Reuter & Wecker, 1999; Nevitt & Fabozzi, 2000; Kerzner, 2001). From an
organizational point of view, the project, as “temporary company’ (Nausner,
2006), must be distinguished from its successor—the operating company.
The operating company is an independent, legally responsible and credit-
able entity, which conducts regular tasks like technical and financial opera-
tions and thus secures long-term cash flows. It follows that the initial project
creates the basis for cash flows, whereas the operating company handles
their long-term realization. In the following, we refer to this approach of
value creation and value capture as the essence of every PV business model.
For our research, we broadly define a PV business model as the logic of how
economic value is created and captured with a PV facility.

Photovoltaic projects and business models interrelate: Since the initial
project defines essential parameters such as facility characteristics and the
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surrounding value network layout, it also determines the resulting PV busi-
ness model (Frantzis et al., 2008). Thus, in the project phase the overall
business model is explicitly or implicitly shaped. For example, variations of a
parameter such as project initiator lead to different approaches of value cre-
ation and capture. A financial investor might develop or even complete a PV
project in order to sell it immediately, charging a profit margin. In contrast,
a regional utility could instead be interested in the technical aspects of inte-
grating PV facilities into its grid. Different motivations lead to different PV
projects and different PV business models (Frantzis et al., 2008). Finally, we
can add a crucial task of project development that has been neglected to date:
business model design (e.g., Chesbrough, 2007; Zott & Amit, 2007, 2008).

PV Business Model Design. Based on the identified attributes, differ-
ent PV projects and business models can be designed. In the disruptive
and competitive project financing market, this approach might turn out
to be of strategic value. We add this aspect to our research question: In
the face of changing political and dynamic market conditions, what are,
from a lender’s perspective, promising PV projects and business models?
Therefore, our research includes a second investigation: After defining
attributes for the conjoint experiment (Table 6.1), we use these attributes
and the empirical findings from the experiment to evaluate different PV
business models in a market simulation to discern lenders’ preferences for
different designs (see “Simulation Results” section).

Table 6.1 Photovoltaic business model attributes and levels

Attribute Levels
Debt Service Cover Ratio, 1.2
DSCR (Average) 1.5
1.8
Capacity 200 kWp to 1 MWp

1 MWp to 5SMWp
5 MWp to 10 MWp
>10 MWp

Brand Low-cost modules and low-cost inverters
Low-cost modules and premium-brand inverters
Premium-brand modules and low-cost inverters
Premium-brand modules and premium-brand inverters

Initiator Vertically integrated manufacturer
Regional utility
Multinational utility
Financial investor
Service provider

Maintenance concept System inspection

Constant system monitoring

System inspection and system monitoring
Equity 10%

20%

30%
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Table 6.1 summarizes the above-derived photovoltaic attributes that
were used in the conjoint experiment and market simulations on PV busi-
ness models.

Empirical Evidence on Project Financing

Method. The data for this study have been collected online within an
Adaptive Choice-Based Conjoint (ACBC) survey of German bank
managers who are responsible for loan decisions for PV projects. In this
experiment, we asked the participants to choose from different fictitious
medium- and large-scale project proposals, based on the set of photo-
voltaic attributes we had developed (Table 6.1). The geographical scope
was limited to Germany; participants were asked to consider the German
renewable energy legislation of 2009. The experiment was conducted
from January to March 2010.

Conjoint experiments have been frequently used for exploring invest-
ment behavior (Clark-Murphy & Soutar, 2004; Oschlies, 2007; Riquelme &
Rickards, 1992; Shepherd & Zacharakis, 1999). Recently, scholars in renew-
able energy investment have started to apply conjoint experiments in order
to investigate investors’ preferences (e.g., Oschlies, 2007). This chapter inves-
tigates lenders’ preferences and uses the ACBC (Adaptive Choice-Based
Conjoint) tool from Sawtooth Software (www.softtoothsoftware.com)
to perform and analyze choice tasks. ACBC combines Adaptive Conjoint
Analysis (ACA) and Choice-Based Conjoint (CBC). Compared to the latter
two methods, one important advantage of ACBC is that it provides greater
information from a given number of choice tasks (Johnson, Huber, & Bacon,
2003; Johnson & Orme, 2007). This method is especially helpful in cases of
small sample size and is therefore ideal for this research approach.

In more general terms, conjoint methods are usually used to analyze
tradeoft decisions among the different features of a product (represented by
attributes and their levels). The objective is to measure the perceived values
of those features and their relations to prices. Therefore, so called part-worth
utilities are estimated, which participants allocate to the attributes and their
levels through their tradeoft decisions. These part-worth utilities are used
to calculate the utility and thus the degree of acceptance of an alternative.
Sawtooth Software developed its methods above all for product acceptance
analyses and sees several advantages of this indirect measurement method:
“Rather than directly ask survey respondents what they prefer in a product,
or what attributes they find most important, conjoint analysis employs the
more realistic context of respondents evaluating potential product profiles.
Each profile includes multiple conjoined product features (hence, conjoint
analysis).”” We transfer the approach of measuring tradeofts among different
features to the situation of project evaluation. In our experimental setup,
we ask bank managers to decide between different PV projects (instead of
products), which are generally comparable but differ in some aspects—these
are our attributes and levels (Table 6.1).
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Before confronting the participants with choice tasks, we explained some
technical aspects concerning the survey and the underlying assumptions
to them in order to clearly frame the decision situation. Participants were
asked to apply their evaluation criteria of the last one or two years for
ground-mounted PV power plants in Germany. Then we stated that the
projects within our survey were approved and all legal and project planning
tasks were fulfilled. Regarding the brand attribute, we explained the fol-
lowing: “Within the questionnaire, we distinguish between premium brand
solar cells (e.g., Sharp, First Solar, etc.) and inverters (e.g., SMA) and low-
cost solar cells and inverters (e.g., from young Chinese manufacturers).”
That is, we did not define the type of PV technology, for instance, crys-
talline silicon or thin-film, as this was identified as a potential systematic
bias in our pretests. The different project initiators’ business models were
defined. This information was given to create a transparent and unbiased
framing—knowing that decisions are always more or less biased and that
situational framing can have significant influences on people’s decisions (see
e.g., Kahneman & Tversky, 1979; Tversky & Kahneman, 1981).

After the introduction, the experiment had three stages. In the Build
Your Own section, we asked the interviewee to design the PV project he or
she would be most likely to finance. In the Screening section, four different
projects had to be evaluated as being “a possibility” or “won’t work for
me.” In the Choice Task section, three different projects were presented,
of which only one could be chosen. Finally, based on participants’ choices
throughout the three stages, we were able to estimate the part-worth
utilities, i.e., the value they allocate to certain attributes and levels, which
allowed for analyses of their preferences.

Sample. More than 40 experts took part in our conjoint experiment.
The sample size is small because of the participants’ professional expertise.
Nevertheless, this circumstance contributes to consistency and is benefi-
cial for our findings. Our sample was exclusively compiled for this study
and consisted of 141 companies. Although most of the companies were
from the finance industry, the fields of sustainable finance, independent
financial consulting, and renewable energy project development were
also represented. We contacted the companies by phone and e-mail to
identify individual experts in PV project evaluation. In 55 cases, experts
could be identified, and in 31 cases they agreed to participate right away.!’
The Internet link to the survey and additional information were sent. In
February, the sample of experts was contacted again via e-mail to motivate
the remaining 24 respondents. When the website was closed on March 31,
2010, 43 experts had participated in the conjoint experiment.

The following are some socioeconomic data that describe the partici-
pants of our study:'' From 2008 to 2010, 28.2 percent of the respondent
companies financed PV projects exceeding €500 million total volume. A
volume of €100 to €500 million was financed by another 28.2 percent. Of
the respondent companies, 43.6 percent financed PV projects with a total
volume of up to €100 million. Among the companies, 38.5 percent oper-
ate in Europe; 38.5 percent operate in Germany, Austria, and Switzerland
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only; 23.1 percent operate within a global context. Nearly all of the com-
panies have their headquarters in Europe (97.4 percent). The interviewees
work in various positions in renewable energy project financing (e.g.,
executive director of renewable energies, head of project financing, proj-
ect manager, structured finance specialist). Although 43.6 percent of the
respondents have more than five years of personal experience in renew-
able energy financing, 33.3 percent have two to four years, and 23.1 per-
cent have less than two years of experience.

Conjoint Experiment Results. Our report is based on 1,698 choice tasks,
conducted by 43 survey participants (39.5 tasks per respondent on aver-
age). Table 6.2 displays the interval data of the conjoint results as average
utilities based on Hierarchical Bayes (HB) Estimation, which is a statisti-
cal method that improves conjoint analyses when only a limited amount

Table 6.2 ACBC (Adaptive Choice-Based Conjoint) analysis—Heirarchical Bayes (HB) sum-
mary of results

Attribute Average Utilities Average Standard t-value
(Zero-Centered Diffs) Utilities Deviation
Debt Service 1.2 -5.99 20.90 -0.29
Cover Ratio, 1.5 -1.87 14.70 -0.13
DSCR 1.8 7.86 17.95 0.44
(Average)
Capacity 200 kWp to 1 MWp —33.84 67.15 -0.50
1 MWp to 5 MWp 30.77 28.47 1.08
5 MWp to 10 MWp 8.40 33.99 0.25
> 10 MWp -5.33 53.72 —-0.10
Brand Low—cost modules and -93.56 39.53 -2.37
low-cost inverters
Low-cost modules and -18.60 34.59 -0.54
premium-brand inverters
Premium-brand modules and 9.52 28.35 0.34
low-cost inverters
Premium-brand modules and 102.65 46.03 2.23
premium-brand inverters
Initiator Vertically integrated 7.21 23.64 0.31
manufacturer
Regional utility 17.74 17.71 1.00
Multinational utility 3.06 20.93 0.15
Financial investor —20.61 22.71 -0.91
Service provider -7.41 21.59 -0.34
Maintenance System inspection -19.89 20.25 -0.98
concept System monitoring -23.43 21.61 -1.08
System inspection and system 43,32 25.35 1.71
monitoring
Equity 10% —54.75 46.46 -1.18
20% 31.75 22.28 1.43
30% 23.00 31.57 0.73

Source: Our own calculations.
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of data are available. The relatively high standard deviation reflects the
sample size.

By focusing on the values of different attribute levels, we gain detailed
insight into lenders’ preferences (Table 6.2). Positive values in Table 6.2
indicate positive utilities and thus a positive impact on choices, whereas
negative values point to aversion to attribute levels. Overall, lenders favored
premium brands. Additionally, they appreciated an all-inclusive mainte-
nance concept with system inspection and system monitoring. Moreover,
they opted for project initiators who possibly would provide for disposal of
generated electricity. Hence, they prefered regional and multinational utili-
ties to be involved in projects. Project initiators such as service providers,
vertically integrated manufacturers, and financial investors even deter lend-
ers. Regarding capacity, we learn that project sizes of 1 MWp to 5 MWp
were the most attractive, followed by projects with greater than 5 MWp to
10 MWp capacity. Small projects of 200 kWp to 1 MWp and projects above
10 MWp have a negative impact on choices. Finally, we see an inverted
U-curve relationship for the optimal equity ratio, peaking at 20 percent.

Displaying the results for attributes only (without utilities of the indi-
vidual levels), we see that DSCR (Debt Service Cover Ratio), initially
assumed to be a decisive hard fact, is of lowest importance for lenders’
choices. Of superior importance is the premium brand/low cost attribute
(Figure 6.1).

Simulation Results. The empirically derived utility-values allow for the
composition of different PV projects and business models. To measure
how investors prefer these, the package from Sawtooth Software offers a
market simulator. Each of the following three simulations is based on two
difterent PV projects, which stand for specific business model “themes”
(Table 6.3). The simulation results reveal investors’ preferences with
regard to different designs. Overall, we find that lenders prefer PV busi-

Brand 33.35

Capacity 20.47

Equity 16.16

Maintenance Concept 12.97

Initiator's Business Model 10.73

Debt Service Cover Ratio (average) 6.32

Figure 6.1 Graph showing relative importance of PV business model attributes to project lenders.
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Table 6.3 Overview of simulation results

Simulation Result

Simulation 1: Project with low-cost business model 96.2% of lenders would choose the
vs. project with premium brand business model premium brand business model
Simulation 2: Project with low-cost business model 83.2% of lenders would choose the

and high DSCR (debt service cover ratio) vs. project  premium brand, low DSCR business
with premium brand business model and low DSCR. model

Simulation 3: Project with low-cost business model, 53.3% of lenders would choose the
high DSCR and “low risk” vs. project with premium premium brand, low DSCR, high-risk
brand business model, low DSCR and “high risk” project

ness models with premium brands, even if other attributes like DSCR
would lead to different expectations about lenders’ choices.

In Simulation 1, we created a project with a low-cost business model
and a second project with a premium brand business model. Both projects
were equal in all attributes (e.g., DSCR, capacity) but differed in terms of
brands of equipment. Whereas the project with a low-cost business model
had low-cost modules and low-cost inverters, the project with a premium
brand business model applied premium brand models and premium brand
inverters. The results of this simulation are unambiguous: Investors by
far prefer the project with premium brand business models; 96.2 percent
would choose this project.

For Simulation 2, we also varied the project attribute DSCR in addi-
tion to brand. Our initial assumption was that lenders would prefer proj-
ects with higher DSCR in comparison to projects with a lower value,
since higher DSCR indicates a greater contingency reserve for debt ser-
vice. In our simulation, the project with a low-cost business model has
the highest DSCR and the project with a premium brand business model
has the lowest DSCR. The result is counterintuitive: As soon as projects
incorporate a premium brand (premium brand models), 83.2 percent of
lenders would choose the low DSCR project. The supposedly rational
choice of the project with the highest DSCR is biased; thus, lenders would
prefer premium brand business models to those with high DSCR. We call
this bias “debt for brands.”

In Simulation 3, we modeled both projects in order to additionally
account for risk. For the first project in Simulation 3, which had a low-cost
business model, we posited not only the highest DSCR,, but also attributes
indicating low risk. For that purpose, we defined a multinational util-
ity as initiator, which we could assume accounted not only for security
against loan defaults but also promised energy feed-in and distribution.
Additionally, this project was characterized by an all-in maintenance con-
cept, which reduces the risk of operating failures. Finally, a high equity
share served as additional security. The second project in Simulation 3,
with the premium brand business model, was configured with attributes
indicating a comparatively higher risk. Our basic assumption for this
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simulation was that debt investors would prefer the first project as it was of
lower risk and promised stronger debt service. However, the third simu-
lation also supported the debt-for-brands bias, as 53.3 percent of lenders
would choose the project that assumed a high risk.

Discussion of Results

We found a bias in financing PV projects that we call “debt for brands.”
Simulations based on our empirically derived results revealed that lenders
prefer PV projects leading to business models with premium brand tech-
nology rather than low-cost technology. Although we assumed that lenders
would always favor project proposals with the highest Debt Service Cover
Ratios (DSCR), our study revealed that they also chose inferior proposals
with comparably lower DSCR as long as these projects included premium
brand solar modules and/or premium brand inverters. Finally, we found
that seemingly risk-averse lenders would also choose comparably inferior
projects, even with comparably higher risk, as long as such projects were
developed with premium-brand modules and/or premium-brand invert-
ers. How can this brand effect be explained from a psychological perspec-
tive? Theories from the field of behavioral finance might be helpful.
Kahneman and Tversky, who empirically analyzed decisions and judg-
ments under uncertainty and developed the influential Prospect Theory
(Kahneman & Tversky, 1979; Tversky & Kahneman, 1974, 1981), point
to different psychological biases in decision behavior. The brand eftect as
observed in our experiment can be interpreted within their framework
as an expression of overconfidence: Events with high probabilities (but
not guaranteed) are taken for granted, while events with low probabilities
(but not impossible) are seen as unlikely. That is, when people allocate
decision weights (representing their subjectively perceived probabilities)
they tend to exaggerate true probabilities (Montier, 2007). This psycho-
logical bias was observed empirically by Kahneman and Tversky and
became a central element of their theory. The effect that moderate prob-
abilities, the area somewhere between “guaranteed” and “impossible,” are
significantly underestimated, which leads to rather binary decisions for or
against something, is crucial in our decision-making context. We know
from our experiment that lenders preferred premium brand modules and
inverters to high equity ratios, for example. In terms of risk manage-
ment, they decided to accept a higher risk in terms of smaller equity ratios
in order to get premium brand technologies. This does not only mean
that from a risk perspective the brand vs. low-cost decision was used as
dominant heuristic for risk minimization, but also that lenders seemed
to act overconfident with regard to expected premium brand technology
performance. By nearly excluding low-cost components from their deci-
sions (see Simulation 1 in Table 6.3), they also excluded the possibility
that low-cost components might perform sufficiently and thus eventually
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overcompensate for small equity ratios or different maintenance concepts.
In turn, it seems like the survey participants overly relied on their trust in
premium brands. The participants of our survey thus behaved according
to the overconfidence effect—that is, overconfident behavior is an ele-
ment of the observed brand bias.

This interpretation has implications for diverse groups of practitioners.
Based on our results and knowledge about natural decision biases such as
overconfidence, we first encourage project managers to design PV projects
and business models either with established premium brands or brands that
are known for different (positive) reasons. Chinese manufacturer Yingli, for
example, used the last World Soccer Cup to introduce its brand to a global
audience, which might be a strategy to gain trust by diverse project stakehold-
ers. Even if initial costs for branded projects are higher, the price premium
for brands serves as an investment that will positively influence lenders’ will-
ingness to allow credits. Second, we find that debt investors should reevaluate
their decision-making process: They should investigate whether it is biased,
and whether inferior projects are possibly accepted just because of proposals
that integrate brands. Third, we encourage technology managers, especially
those of premium brand technology companies, to promote our findings as
important selling arguments for premium brand PV components.

Regarding the bottleneck for the diffusion of photovoltaic technolo-
gies, researchers and practitioners might take our exploratory study as a
starting point for further investigations. However, such research always
has to cope with some limitations.

We designed our study according to the results of expert consultations
and pretests. Moreover, participants had the opportunity to comment on
the experiment. The feedback supported the appropriateness of our experi-
mental setting. Nevertheless, we find the main limitation of our work in the
experimental setup of the conjoint method. Experiments reduce real-world
complexities to guarantee consistent results, which automatically leads to
the exclusion of interesting aspects such as the question of whether the debt
for brands effect is unique for photovoltaic. We are not able to conclude
from our study whether it is unique for PV or not, but this or similar effects
might be found in any technology-focused industry. Brand-oriented mar-
keting, as well as behavioral finance, deal with these issues. Further research
could analyze the brand effect for other renewable energy technologies
such as wind or solar thermal energy.

Moreover, regarding the strength of the brand effect, further questions
arise. One might interpret our findings in a way that lenders are sophis-
ticated enough to not only rely on quantitative measures like DSCR and
thus refer to qualitative signals. We assume that the degree to which they
rely on brands depends on the perceived overall risk of a project. In our
experiment, this overall risk might have been small because of the exclu-
sion of political risk and the application of potentially noncritical DSCR
scores, which might have lead to an increased reliance on brand. That is,
we need to pay attention to the other attributes of the experiment, too,
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to interpret the debt-for-brands effect in concert with the other features
and to avoid an underestimation of factors such as DSCR and equity
ratio. Follow-up research should test the reported bias to ensure that no
other effects artificially reinforce the debt-for-brands effect; for instance,
we encourage further investigations to test different DSCR scales and to
include real brands.

Aware of these limitations, we would like to offer recommendations
for future research. First, our experiment can be a first step toward under-
standing lenders’ preferences for renewable energy projects and business
models. Future research may build on that and may consider further deter-
minants of decision-making and thus extend our understanding of how
banks involve themselves in project financing. Second, drawing compari-
sons between debt capital providers’ preferences from different cultural
and policy backgrounds is of interest, as understanding such determinants
could be decisive in contexts of global project financing. Third, we encour-
age research to conduct an ex-post analysis to investigate how premium
brand business models perform, compared to those that apply low-cost
technology. Finally, comparisons of whether and how preferences of proj-
ect financiers and project developers differ would be of interest (e.g., in a
gap analysis). Identifying ways of bridging differences in preferences and
therefore facilitating renewable energy project financing could possibly be
based on such insights. Consequently, further research on project financing
and debt capital provision could significantly contribute to the diffusion of
renewable energy.

Notes

1. http://www.umweltbank.de; http://www.gls.de; http://www.windwaerts.de; www.sunener-
gy-gmbh.de

2. Interviews were done with: Mr. Oliver Thominsky, Director of Finance and Administration,
and Mr. Gunther Stérmer, Head of Corporate Strategy, both SunEnergy Europe GmbH,
Hamburg, Germany; also with Ms. Tanja Finke, Head of Project Financing, Windwirts
Energie GmbH, Hanover, Germany. We conducted interviews in December 2009 and January
2010.

3. pvresources.com lists the 1,000 largest installations, ranging from 2 to 97 MWp capacity (as of
August 2011).

4. EEG 2009 Section 32 (1) defines the tariff as follows: (1) the tariff paid for electricity from
installations generating electricity from solar radiation shall amount to 31.94 Euro cents per
kilowatt-hour. (Note: All tariffs are subject to the digression rules of section 20. The tariffs
mentioned are only valid for installations put into operation in 2009.)

5. EEG 2009 Section 33 (1) structures the tariff as follows: (1) 43.01 Euro cents per kilowatt-hour
for a total output of 30 kilowatts; (2) 40.91 cents per kilowatt-hour for a total output of 100
kilowatts; (3) 39.58 cents per kilowatt-hour for a total output of 1 megawatt; and (4) 33.0 cents
per kilowatt-hour for output over 1 megawatt.

6. Further coverage ratios are: Loan Life Cover Ratio (LLCR), in which the focus is on debt
service during the life of the loan, and Project Life Cover Ratio (PLCR), which asks for cash
flows during the project’s whole lifetime (Grosse, 1990; Bottcher, 2009).

7. Nevertheless, service providers such as project developers sometimes also invest in projects.
Their revenue primarily comes from consulting and local project management activities as well
as their exclusive access to specific resource markets (Schoettl & Lehmann-Ortega, 2011).
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8. In Germany, medium- and large-scale installations (e.g., solar parks) are often managed by
such operating companies, for example, Solarpark StraBkirchen GmbH & Co KG, which is the
operating company behind Germany’s biggest ground-mounted PV facility.

9. See http://www.sawtoothsoftware.com/conjoint-analysis-software

10. Two aspects were critical to the sample size: first, many of the identified institutions are con-
nected in some manner with each other (e.g., different branches of Sparkasse, Sparda Bank,
Landesbausparkasse, Hypo- und Vereinsbank). If one of their branches agreed to participate,
others generally refused to. Second, due to the many requests institutions received from dif-
ferent fields, the invitation to our survey was immediately declined, either for reasons of data
security or just to avoid additional work.

11. Socioeconomic data were reported by 39 interviewees; 4 completed the choice tasks without
answering our additional questions.
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CHAPTER SEVEN

Path Dependence and Creation in
Venture Capital Investment

ALFRED A. MaARrcus, SHMUEL ELLIS, JOEL MALEN,
ISRAEL DRORI, AND [ITAI SENED

The purpose of this chapter is to describe cleantech venture capital invest-
ment decisions in innovative renewable and energy efficiency start-up
companies as a process of path dependence and creation. Path dependence
implies steadiness of investment choice and lack of change, though not nec-
essarily outcomes that are uninformed or suboptimal (Sydow, Schreyogg,
and Koch, 2009; Wiistenhagen and Teppo, 2006). Path creation implies
charting a new investment course, based on feedback from external events
and knowledge of prior venture outcomes (Garud, Kumaraswamy, &
Karnoe, 2010). The focus of the chapter is the renewable energy (R E) and
energy efficiency (EE) segments of the nascent cleantech industry. This
industry is composed of companies that produce products and services
that reduce energy consumption, waste, or pollution while they also try to
improve operational performance, productivity, and efficiency. Different
forms of renewable energy, such as solar power, wind power, and biofuels,
as well as energy efficiency firms, are considered to be important part
of this nascent industry. In the first decade of twenty-first century, this
industry experienced a mini-investment boom (O’Rourke, 2009). The
aim of this chapter is to determine the extent to which 2003 to 2009 ven-
ture capital investments in solar power, wind power, biofuels, and energy
efficiency stuck to a path based on the initial conditions that prevailed at
the start of this period or altered their direction in response to changing
economic and political circumstances and the number of industry “exits,”
that is, the number of mergers and acquisitions (M&As) and initial public
offerings (IPOs).

Rather than one path being common to the three forms of RE (solar,
wind, and biofuel) and EE, we find that that each segment of the cleantech
industry was on a slightly different path. Energy efficiency was the most

A. Marcus et al. (eds.), Cross-Sector Leadership for the Green Economy
© Alfred Marcus, Paul Shrivastava, Sanjay Sharma, and Stefano Pogutz 2011



126 Marcus, Ellis, Malen, Drori, and Sened

path-dependent. It did not deviate much from its initial path. It was rela-
tively immune to the influences associated with path deviation—the price
of energy, the rate of world economic growth, changes in public policy,
and exits. These factors affected solar, wind, and biofuels more than they
affected energy efficiency. Solar power, wind power, and biofuels devi-
ated from their initial paths, with the most extensive deviation evident in
the case of solar power. We attribute the relative insensitivity of energy
efficiency to such deviations to its comparative maturity. By comparative
maturity we mean that the levelized costs of energy efficiency were low
in comparison to conventional forms of energy generation (Lazard Ltd.,
2009)—that is nuclear, coal, and natural gas. In contrast, the levelized
costs of solar power, wind power, and biofuels were high in comparison to
these conventional forms of energy generation. As the most mature alter-
native, energy efficiency was subject to less venture capital investment
volatility than solar, wind, and biofuels. Of course, energy efficiency
encompasses a variety of technologies, some of which were more mature
and some of which were less mature than others, but overall it had a better
profile than the alternatives during the period under consideration. For
most applications, solar, wind, and biofuels were not yet competitive with
nuclear energy, coal, and natural gas, while energy efficiency was com-
petitive. Wind was very close to price parity, but it was still in the process
of'achieving it during the time period under consideration. It was moving
in this direction, but it was not yet there. Though progress took place and
forecasts suggested that solar and biofuels could achieve parity sometime
in the future, during the period of our study, 2003 to 2009, their costs for
most applications were higher than those of nuclear, coal, and natural gas.
The cost disparity was especially true in the case of solar power, where
venture capital (VC) investment advanced rapidly during this period, but
in a highly uneven manner, one that was more volatile than the cases of
biofuels and wind power.

These findings contribute to our understanding of the role of venture
capital in alternative energy development and help clarify the meaning
of path dependence. This concept still is not well understood (Vergne
& Durand, 2010). With respect to path dependence, is it initial condi-
tions or the events that follow that have more influence? We find that
energy efficiency, being the least speculative of the alternative energy
segments we analyzed, was the least subject to path deviation, while solar
power, the most speculative of these segments, was the most subject to it.
Though solar’s costs were furthest from parity, as an abundant and ubiq-
uitous energy form that might experience large technological leaps, its
potential was great. Thus it attracted the most interest from venture capi-
talists, but this interest was variable. Because of the uncertain path ahead,
investors regularly readjusted their assessment of solar power’s potnetial.
Among the alternative energy sources we examined, therefore, it was the
most subject to path deviation based on external influence and feedback.
Wind and biofuels, being more speculative than energy efficiency but
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less speculative than solar, were in between; that is, they were subject to
more path deviation than energy efficiency but less path deviation than
solar. This analysis provides evidence for the point of view that initial
conditions and events that follow influence subsequent path development.
Initial conditions were dominant in the case of energy efficiency, where
price parity had been achieved, but in the case of solar power, wind, and
biofuels, where price parity had not been achieved, subsequent events
were more influential.

As Sydow, Scheryogg, and Koch (2009) describe it, path dependence
is a three-stage process by which systems become more rigid, inflexible,
and locked in over time.

e In Phase I, their scope of action is broad. They have yet to experience
a critical juncture or a bifurcation where they start to automatically
reproduce themelves. They are fluid and unfixed and wide open to
external influences. No choice yet has been made that sets off self-
reinforcing processes.

e In Phase II, on the other hand, the dynamics of self-reinforcing pro-
cesses start to take hold. A more dominant and irreversible pattern
gets set in place. Systems are not as likely to go back and change
direction. Decision processes, however, have not closed entirely.
They have not yet entirely converged on a fixed point. They are still
partly open to external influences.

e Phase III, in contrast, connotes ever greater tightening, with less
choice possible. Lock-in is greater and there is more complete com-
mitment to a single path and less chance that outside influences will
yield to deviation from the course in which the system is headed.

Based on our analysis in this chapter, we argue that solar power was in
Phase I, wind power and biofuels were in Phase II, and energy efficiency
was in Phase III. With more maturity, and by maturity we mean price
parity, comes a higher level of lock-in, and with less maturity, a reduced
level of lock-in. With less maturity, the system remains more fluid and
open to outside influences; the past is less determinative of the future.
History plays less of a role. Thus, we hold that whether initial conditions
or subsequent events most influence [the direction?] that investment takes
depends on the degree of an investment’s market maturity—the degree to
which the investment is competitive with incumbent technologies.

As Sydow et al. (2009) comment, the notion of lock-in is not neces-
sarily negative and does not automatically imply that a system is sub-
optimal (David, 1985). We would say that given the relative certainty
that prevails about energy efficiency, investors’ choices to stick to a path
despite external perturbations was logical, and given the open nature of
the road that lies ahead for solar power, investors’ flexibility also was logi-
cal. Their inflexibility with regard to the one and their flexibility with
regard to the other were appropriate. These patterns of exploitation and
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exploration made sense, given that there were different degrees of matu-
rity among these different types of energy savings and generation (Adner
& Levinthal, 2004; Farjoun, 2010).

Our chapter develops these arguments about path dependence and cre-
ation in the cleantech venture capital arena. Starting with a description of
the cleantech VC investment environment, it moves to a more complete
model of how initial conditions and subsequent events lead to path depen-
dence. The initial conditions we consider are ideology and culture, capital
(physical, social, and intellectual/technical), economic conditions, public
policy, and prior VC experience. The subsequent events we consider are
prior deals, economic conditions, public policies, and number of exits
(mergers and acquisitions plus initial public offerings). On this theoretical
basis, we carry out an exploratory empirical analysis of the experience of
15 nations with VC cleantech investments from 2003 to 2009 that suggests
that energy efficiency, the most mature segment in terms of its capacity to
compete in the market with conventional energy, was the most affected
by initial conditions. Thus, it was in Phase III of the Sydow et al. (2009)
categories. Solar power, the least mature and the least capable of compet-
ing with conventional energy, was the least affected by initial conditions.
As it was the most affected by subsequent events, it was in Phase I of the
Sydow, et al. (2009) categories (also see Garud et al., 2010). Wind power
and biofuels, we found, were in the middle; they were partially affected by
initial conditions and partially affected by subsequent developments.The
implications of the findings are discussed in our conclusion.

The Cleantech Investment Environment

Venture capital includes seed money for initial research and development,
start-up money to begin a business, and growth money to sustain a business
once established (Jeng & Wells, 2000). Across countries, those involved as
venture capitalists differ, with venture capitalists in the United States taking
larger stakes in companies than venture capitalists in other countries. Often
U.S. venture capitalists also are more involved in managing their investments.
They hold board positions, unlike venture capitalists in other nations, and
play a bigger role in overseeing the companies in which they invest. Funding
sources also tend to differ. U.S. venture capitalists obtain more money from
pension funds, insurance companies, and endowments; venture capitalists
abroad get more of their funding from banks (Jeng & Wells, 2000).

Some industries (software, biotechnology, and telecommu-
nications) have received disproportionately larger shares of total ven-
ture capital investing (Brandera & De Bettignies, 2009). Cleantech has
increasingly gained ground (O’Rourke, 2009). Starting in 2002 with a
base below 5 percent, it had become the largest segment of U.S. funding
by 2010, constituting close to 25 percent of U.S. venture capital invest-
ment and surpassing such sectors as biotech (20 percent), software (15
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percent), and medical devices (12 percent); these data are from Cleantech
Group, 2010. In 2010, overall global cleantech investment was nearly $8
billion (Cleantech Group, 2010). After the financial meltdown, cleantech
made a strong comeback, reaching new heights in terms of the number
of deals. A high percentage of this investment was made by U.S. venture
capitalists (about $5 billion), but other countries had significant stakes,
including the UK ($45 million), Canada ($31 million), and France ($3
million), according to Cleantech Group, 2010. The leading U.S. state
was California, with about $3 billion invested in 2010, followed by
Massachusetts, Texas, Oregon, and Colorado in terms of venture capital
investments in cleantech.

Cleantech venture capital investments have many segments including
agriculture, air quality, and the environment, recycling and waste, and
water, but energy is the dominant segment. By amount invested, the largest
investment in 2010 was in solar power. Biofuels, wind power, and energy
efficiency followed. Venture capital investments in cleantech, however,
constituted a relatively small proportion of all global clean energy transac-
tions ($3 billion of nearly $700 billion in 2009) (Bloomberg New Energy
Finance, 2010). Established companies and governments far outspent the
venture capitalists. About a third of their money was spent on large-scale
energy projects, equipment, and manufacturing.

We focus on the proportion of national venture capitalist investing
(see Fulghieri & Sevilir, 2005; and Hochberg & Wester, 2010) devoted
to solar power, biofuels, wind power, and energy efficiency. Taking
the 15 most active countries, we computed their average annual solar
power, biofuels, wind power, and energy efficiency portfolios in the years
2003 to 2009. The 15 most active countries during those years were:
Australia, Canada, Denmark, Finland, France, Germany, Ireland, Israel,
Netherlands, Norway, Spain, Sweden, Switzerland, the United Kingdom,
and the United States. China and India came close, but were excluded
from our analysis because they only started to seriously invest in about
2005, and we wanted to cover the entire period for each country. The
analysis we have done (see Figure 7.1) shows the uneven portfolio paths of
the different energy portfolios.

Solar had the most uneven of paths (top line figure with triangular
boxes), with wind (the line with xes) and biofuels (the line with rectan-
gles) being in the middle; the energy efficiency path (the bottom line with
diamonds) was the steadiest. Solar power moved from about 20 percent of
the total portfolio in clean energy investments in 2004 to over 30 percent
in 2005, advancing again in 2007 to become more than 50 percent of
the total clean energy investment portfolio in 2008, but losing ground in
2009, when it fell to about 38 percent of the total. Wind showed a sharp
decline in 2005, from more than 40 percent of total clean energy invest-
ments in 2004 to 15 percent in 2005, but then it held fairly steady. Biofuels
advanced in 2005 from about 17 percent of total clean energy investment
to nearly 30 percent, but declined in 2006 to under 20 percent. Energy
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Figure 7.1 The uneven paths in the development of solar power, biofuels, wind power, and
energy efficiency portfolios for 15 countries, 2003 to 2009.

Source: Clean Tech Group data.

efficiency fell below 10 percent of the total and never exceeded 17 per-
cent. As is evident from Figure 7.1, its ups and downs were smaller than
those of solar power, wind power, and biofuels.

Initial Conditions and Subsequent Events

We argue that the relatively steady path of the energy efficiency portfolio
in comparison to the other portfolios was determined by initial conditions.
The less steady paths of wind power and biofuels were determined by both
initial conditions and subsequent events, while the least steady path, solar
power, was determined mainly by subsequent events (see Figure 7.2). Our
full model of the initial conditions and subsequent events that drove these
results has a number of elements, which are discussed next (see Figure 7.3).

The initial conditions that affected subsequent path evolution were
ideology and culture, capital (physical, social, and intellectual/technical),
economic conditions, public policy, and prior venture capital experience.

Ideology and Culture. New fields like alternative energy and energy effi-
ciency lack full legitimacy. To achieve it, they face normative and cogni-
tive challenges (Jacobbsson & Bergek, 2004). Unless vigorous steps are
taken to fill cognitive gaps, they are incompletely defined and are lack-
ing in the necessary definitions to move forward (Santos & Eisenhardt,
2009). Large-scale social movements often are influential in creating
the momentum they need to move forward (Sine & Lee, 2009). These
movements propagate cognitive frameworks and norms, influence gov-
ernments, consumers, and potential employees, and help solve collective
action problems that new fields face (Hargrave & Van de Ven, 2006).
The environmental movement has been a major shaper of wind energy
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Segment Price or Grid Parity Initial Conditions Subsequent Events
Energy efficiency surpassed X

Wind power/biofuels  achieved x X

Solar power behind X

Figure 7.2 The impact of initial conditions and subsequent events. An x in the box means that
we interpret that either initial conditions or subsequent events had a significant impact. An empty
box means that we believe that they did not have a significant impact. Whether initial conditions
or subsequent events dominate depends on the degree of price parity.
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Figure 7.3 A full model of the factors that affect path dependence.

development, with fastest growth occurring in places with both a high
density of environmental groups and sympathetic political parties (Vasi,
2009). Businesses of this type tend to cluster in regions where social and
political values are supportive. The supportive values affect the availabil-
ity of capital. Cleantech investors migrate to regions that show affinity
with their cultural tastes (Russo & Earle, 2010; O’Rourke, 2009).
Physical and Social Capital. An abundance of physical assets (such as wind
or sunlight) may affect the rate at which alternative energy projects are
done (Russo, 2003). But physical assets by themselves are not sufficient—
other assets must exist. Among the most important is social capital. It
consists of supporting organizations. Their number and type can be large
and the relationships among them can be complicated (Mitchell & Welch,
2009). Supporting organizations include public agencies, quasi-public and
public-private ventures, private for-profit and nonprofit organizations, task
forces, councils, trade offices, technical and business assistance organiza-
tions, business parks, and various types of incubators and university tech-
nology centers involved in activities that range from consumer education
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to networking, setting standards, certifying products, developing supply
chains, improving the workforce, and attracting venture capital. Some
method for organizing the relationships among these organizations and
guiding their actions may be needed. Informal networks in which tacit
and explicit knowledge is transferred about what is possible and how the
future might look is not sufficient (Jacobsson & Bergek, 2004). Formal
institutions may be required to establish norms and to guide, direct, and
govern behavior. Theoretically, the problem these organizations face is a
collective action problem (Olson, 1965). Because opposition from incum-
bent organizations and technologies must be overcome, spontaneous asso-
ciation without hierarchy is not necessarily sufficient (Axelrod, 1997).
Given this opposition, institutional weakness can persist for long periods
of time (Hockerts & Wiistenhagen, 2009; Ostrom, 2000.)

Intellectual and Technical Capital. Economic innovation depends not just
on ideology, culture, and physical and social capital. It also requires that
new technology be understood and that commercializers of this tech-
nology be accessible. Venture capitalists carefully assess the risk of this
technology, but only if it is brought to their attention (Wistenhagen &
Teppo, 2006). University technology transfer offices may have to play a
very important role (Siegel, Waldman, & Link, 2003). It has been found
that disproportionately large shares of venture capital are likely to migrate
to regions that that have strong universities and high rates of scientific
progress (Brandera & De Bettignies, 2009).

Economic Conditions (Including Energy Prices). Macroeconomic fluctua-
tions also have an effect. When the economy picks up, the number of
funded start-ups should grow. With more start-ups, the demand for ven-
ture capital also will grow (Jeng & Wells, 2000). Higher energy prices
also will stimulate venture capital growth in alternative energy and effi-
ciency (O’Rourke, 2009).

Public Policies. Consistent government support in the form of regula-
tory devices, tax incentives, investment credits, public equity, renew-
able energy goals, and standards is needed to lower the perception of risk
(Burer & Wiistenhagen, 2008). A study of venture capital in 21 coun-
tries found that government policies play an important role (Brandera
& De Bettignies, 2009). The German Electric Feed-In Law of 1991 was
very influential (Liithi & Wiistenhagen, 2010). Tax policy also has been
important. By themselves, government policies, however, may not be suf-
ficient. For government policies to work well, a host of other quasi-public
and public-private organizations, which intervene between government
policies and their actual impacts, may be needed (York & Lenox, 2009).

Prior VC Experience. The experience that venture capitalists gain in
helping client companies find funding, develop personnel, improve gov-
ernance, and bring products to market is often transferred from one realm
of activity—for example, information technology (IT)—to another, like
cleantech (Brandera & De Bettignies, 2009). The past performance of the
IT venture capitalists in backing companies with innovative technologies
and growth potential like Apple, Intel, Microsoft, and Sun Microsystems
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helps to create a vibrant venture capital culture in which cleantech invest-
ment activity is hatched. California, in particular, has played this role
globally (Jeng & Wells, 2000). It has been the hub of global cleantech
investment. But it is not just Californian venture capital that migrated
from IT to cleantech. Similar arguments have been made that the clean-
tech involvement of Israeli venture capital (Fiegenbaum, 2007) also
derived from prior experience with software and other IT technologies.
Thus cleantech benefits when venture capitalists with past achievements
move some of their money from one area to another.

Subsequent events, then, build on these prior conditions. Those of
import are the succession of prior deals that preceded current deals; chang-
ing economic conditions, including changing energy prices; changes in
public policies; and successful exits—mergers and acquisitions (M&As)
and initial public offerings (IPOs ).

Past Deals. Past deal experience continues to be relevant. Venture capi-
talists carefully monitor their existing portfolios in light of the future
investments they might make, evaluating the marginal costs and benefits
of adding to or subtracting from their current portfolios (Cumming &
Johan, 2010). They rely on the knowledge they obtain from managing and
giving advice to existing clients and in this way their future choices are
influenced by their past deal experience (Lerner, 2002).

Economic Conditions (Including Energy Prices). Venture capitalists also are
keenly aware of opportunities and threats presented by changes in the
overall economic climate and in energy prices. These changes affect the
number of start-ups they choose and their sources of revenue (Cumming
& Johan, 2010; Jeng & Wells, 2000).

Public Policies. Changes in public policies continue to provide venture
capitalists with information that they can use to recalibrate their portfolios.
The perception of consistent policy support for renewables under various
European feed-in laws has been an investment driver (Wiistenhagen &
Bilharz, 2006). Government incentives and renewable portfolio standards
may have had an impact (Haji, 2011). During downturns in the econ-
omy, government policies tend bolster what otherwise might be lackluster
investing. When policy advocates have pushed governments to put a price
on carbon emissions, it has captured investors’ interest. Their desire to
invest in alternative energy and energy efficiency has grown. Until cost
competitiveness with conventional power (grid parity) is reached, gov-
ernment policy is relevant (Kirkegaard, Hanemann, Weischer, & Miller,
2010).

Exits. The main risk venture that venture capitalists face is “not getting
their money back.” Thus, the existence of viable exit mechanisms is criti-
cal to sustaining their investments (Wistenhagen & Teppo, 2006). Prior
studies suggest that viable exits are among the strongest drivers of their
investment choices (Jeng & Wells, 2000). Venture capitalists learn where
to invest their money from past exits. Shares of venture capital money
have been found to be distributed to sectors where the potential for exit is
the highest (Brandera & De Bettignies, 2009).
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An Exploratory Analysis

Here we do an exploratory analysis of the sensitivity of venture capitalists in
different countries to subsequent events. We assume the initial conditions
are in place and examine what takes place when subsequent conditions take
hold. How do changes in world GDP, energy prices (oil/barrel), the num-
ber of clean energy-related public policies, and exits (mergers and acquisi-
tions plus IPOs) affect the number of solar power, wind power, biofuels, and
energy effiiciency investments? The period we examine is 2003 to 2009 (see
figures 7.4 through 7.7). Figure 7.4 shows that the number of solar power
deals grew in 2004-2005 and again in 2007—2008. This growth took place
when oil prices and the number of solar power mergers and acquisitions and
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Figure 7.4 Growth of solar power and concurrent economic and policy data, 2003-20009.

Source: Clean Tech Group data.
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Source: Clean Tech Group data.
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Figure 7.6 Growth of biofuels and concurrent economic and policy data, 2003-2009.
Source: Clean Tech Group data.

140
—e— Average Number of
i Efficiency Deals by
120 Country
100 4 —=— Average Number of
Efficiency M&As +
80 IPOs by Country
Average Number of
60 4 Efficiency Policies
PerCountry
40 | oil/barriel ($)
—x— World GDP
20 A Growth (%)
0 # T T T T ~x ]
2002 2003 2004 2005 2006 2007 2008 2009 2010
-20 -

Figure 7.7 Growth of energy efficiency and concurrent economic and policy data, 2003 to 2009.

Source: Clean Tech Group Data.

initial public offerings (M&As + IPOs) increased. In 2008-2009, the aver-
age number of solar policies per country rose, nonetheless the number of
deals declined when the world economy and oil prices fell.

Figure 7.5 shows that a steep 2004-2005 drop-off in the average num-
ber of wind power deals occurred in the same time period as a rise in the
number of M&As + IPOs. The number of wind M&As+IPOs continued
to increase from 2007-2009, but the number of wind power deals stayed
steady. Changes in the number of wind power deals did not closely corre-
spond with changes in the economy (world GDP growth), oil prices (oil/
barrel), or the number of public policies.

Figure 7.6 shows that the 20042005 rise in the average number of
biofuel deals per country was concurrent with an increase in oil prices
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(oil/barrel) and an increase in the avearge number of biofuel M&As +
IPOs per country. The 2006—2007 decline in the average number of deals
per country coincided with a reduction in the average number of biofu-
els M&As + IPOs per country. Changes in the number of biofuel power
deals did not closely correspond to changes in the economy (world GDP
growth), oil prices (oil/barrel), or the number of public policies.

Figure 7.7 shows that the average number of energy efficiency deals
per country remained relatively steady throughout this period, seemingly
impervious to concurrent economic events (world GDP growth) and
energy prices. The only exception might be a small growth in the portfo-
lio that takes place in 2007-2008, which coincides with an increase in the
average number of energy efficiency M&As + IPOs (efficiency M&As +
IPOs). Again, as in the case of solar, wind, and biofuels, energy efficiency
saw a steady growth in the average number of public policies. The growth
of public polices seemed to have a steadying effect in all instances, adding
to certainty rather than contributing to uncertainty as is often claimed
(Marcus, 1984).

This exploratory analysis suggests that there was a pattern of lock-in
in the case of energy efficiency. In the case of wind power and biofuels,
there was some reaction to external feedback, but solar power was most
affected by feedback from subsequent events. Energy efficiency was the
most path-dependent segment and solar power was the least dependent.
These results are important, as investors are responsible for the level and
nature of financial resources available to these ventures. What takes place
in this nascent field involves a sorting process among investors, in which
learning from changing circumstances can influence subsequent choices.
Initial conditions establish basic patterns that are followed by events that
shape each segment differently. When economic returns are far oft and
speculative, as in the case of solar, investors are in Phase I of the path-
dependent process (Sydow et al., 2009). This stage is characterized by a
broad scope of action. Subsequent events may have a substantial influence
on path evolution. Paths are created and re-created in response to external
stimuli (Garud, et al., 2010). Depending on how investors believe events
will unfold, they are ready to adjust what they plan to do. Sensitive to
external cues, they do not exclude the possibility of change, based on
what they subsequently learn.

On the other hand, initial conditions led to Phase III path dependence
in energy efficiency. Investors see a steady stream of predictable returns
ahead. Energy efficiency has achieved parity with conventional ways of
generating energy. It is stable, locked-in, such that its further evolution
is not determined by current and future contingencies (Sydow et al.,
2009). Investors have no need to diverge from the path they have cho-
sen based on feedback.When price parity is achieved, as is the case with
energy efficiency, lock-in is more complete. When it is only moving in
this direction, as in the instances of wind power and biofuels, then both
initial conditions and subsequent events are influential. The system is not
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entirely determined by initial conditions. Investors still have reason to
react to subsequent events (Sydow et al., 2009).

Wind power and biofuels are in Phase II of the path dependence process,
but their behavior has been different. In the case of wind power, investors
who obtained feedback from knowledge of successes (the number of exits)
searched for alternatives to their current investments (March, 1991). They
tried to find more promising returns in new domains, different from those
occupied by ventures whose outcomes they now knew to be successful.
When a specific area receives a large amount of venture capital, promis-
ing opportunities already are taken. The high levels of successful venture
capital investment in a particular area can deplete the set of unexploited
opportunities within that domain (Brandera & De Bettignies, 2009). In
the case of wind, investors searched for new, unexploited opportunities
outside this domain. The set of investments they considered capable of
delivering adequate returns broadened. They were looking to expand
their investment portfolios outside of wind.

In the case of biofuels, investors who obtained feedback from knowl-
edge of successes (the number of exits) imitated each other. They did not
search for new, unexploited opportunities outside these domains. Instead,
they clustered around the successes that had been achieved in an effort to
limit future risk (Offerman & Sonnemans, 1998). Their clustering may
have something to do with the nature of venture capitalists, especially
those in the U.S., who play intensive roles in helping to manage the ven-
tures in which they invest, roles that are way beyond those of conven-
tional financial intermediaries (Hellmann & Puri, 2002). These intensive
management roles may bring about greater domain specific understand-
ing and attachment to the domain than otherwise would be the case.

Summary and Conclusions

Path dependence implies that a dominant action pattern is likely to emerge
in a system, which renders the whole process more and more irreversible
(David, 1985). The range of options starts to favor a particular type of
decision or action pattern, which begins to replicate. In this chapter, we
suggest that the critical factor that initiates this type of congealing in ven-
ture capital investments in cleantech is price parity. The greater the price
parity, the more stable a cleantech path appears to be. The less the parity,
the less stable the path. Price parity brings on a positive feedback loop of
increasing returns, which reinforces and amplifies stability. Absent price
parity, exogenous events are likely to influence these systems. Stickiness
of a path is less likely.

Path dependence implies steadiness of investment choice and lack of
change in response to external feedback, but not necessarily inefficient or
less-than-optimal outcomes. The lock-in of energy efficiency, as a result of
its price superiority, is not suboptimal. Nor do all paths quickly congeal.
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Path dependence predicts, everything else being equal, that initial patterns
persist into the future and that investors will find it hard to alter their strat-
egies. The past character of investments continues into the future without
much alteration. In accord with Sydow et al. (2009), our model suggests that
while paths are set in motion by initial conditions, these patterns are still
broken and then under some circumstances re-created, based on feedback
from external circumstances and news about past investment outcomes. The
continued charting of new courses based on feedback implies that there is
continuous creation of a path, as well as dependence. There are adjustments
in strategic choices based on investors’ awareness of changes in economic
conditions, public policies, and successful rounds of prior VC funding.
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CHAPTER EIGHT

High-Tech Cluster Revolution from an
Organizational Ecology Perspective

DeBorAH E. DE LANGE

The green revolution offers a plethora of potential innovation, much of
which will take place in high-tech clusters. These clusters thus become
interesting settings for testing and extending theories of organizational
ecology, a set of theories that explain how selection processes shape popu-
lation level organizational adaptation to environmental variation. This
theory can be used to explain the adaptation of a new industry to an
incumbent one. What happens when a new industry encroaches on the
incumbent industry’s space? To what extent are the new and old industries
able to survive and coexist? What is the effect of the second-generation
industry’s movement into a niche incumbents already occupy?

Familiar groups of first-generation high-tech geographical clusters
are located in Silicon Valley in California and Route 128 in Boston
(Bresnahan & Gambardella, 2007; Porter, 1998). They have changed in
an evolutionary manner in recent decades, but the appearance of revo-
lutionary change on the horizon is evident (Gersick, 1991; Tam, 2010;
Tushman & Anderson, 1986). Green technologies have started to encroach
upon their spaces (Hockerts & Wiistenhagen, 2010, p. 4). New firms with
competence-enhancing and -destroying capabilities are entering (Tam,
2010; Tushman & Anderson, 1986). Can these clusters continue on a path
of incremental innovation? To what extent must they change direction?
Can they both exploit their existing advantages and explore for new ones?
(O’Reilly & Tushman, 2004).

The emphasis in prominent clusters like Silicon Valley and Route
128 (Saxenian, 1994) is on computer and telecommunications technolo-
gies (ICT); other clusters have had a biotech or manufacturing emphasis
(Bresnahan & Gambardella, 2007; Nair, Ahlstsrom & Filer, 2007). But
what happens when these clusters evolve outside of their main domain?
Can a second-generation industry be successful within an existing cluster
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dedicated to a different technology? Hockerts and Wiistenhagen (2010)
view green firms as new entrants into existing incumbent spaces within
the same industry; they have not examined what happens when new firms
outside the industry of the incumbents move into the incumbent’s space
(Hockerts & Wiistenhagen, 2010).

This chapter examines what happens when a new high-tech popula-
tion, unrelated to the first, impinges on an incumbent population. What
are the interactions between new and existing firms? Having the choice to
settle elsewhere, what does the new industry gain from coinhabiting the
space of an existing industry? Indeed, there may be serious disadvantages
from colocation. The second-generation industry may threaten the first-
generation industry if resources are limited and both are struggling to
obtain them. Yet we observe that new green technology clusters are often
arising in the same places as first-generation clusters, either intruding on
the space of an original group of companies (as in Silicon Valley) or act-
ing in a way that might revive a region with a decaying cluster (Boston).
Why shouldn’t the second-generation industry locate itself elsewhere, in a
different region (Arizona, for instance'), rather than settling in the places
where technologies flourished in the past (LaMonica, 2009)?

Governments choose regions where industries will be located.? Japan’s
Ministry of Economy, Trade, and Industry (METI), for instance, has
planned and organized IT, biotech, environmental, and manufacturing
clusters. It is highly involved in facilitating networks among firms and
universities (Ministry of Economy, Trade, and Industry, 2004). In some
cases, it has considered co-location, putting a second-generation industry
where an existing one is (ibid., 2004). In the U.S., cluster choice tends to
be less dependent on government initiatives, though this does not mean
that specific locations have not tried to attract clusters through packages
of favorable subsidies and incentives. What are the advantages and disad-
vantages of co-location? When green technology moves into an existing
cluster, it does not necessarily replace the existing firms. The existing
firms may be mature but they may not have entirely lost momentum.
On the one hand, it may not be in their interest to make room for a new
set of firms. They will struggle against them. On the other hand, there
may be complementary benefits. Green companies will not replace com-
puter firms in Silicon Valley; they will coexist: iPods using solar cells, for
instance. New green devices can capitalize on computer hardware and
software knowledge in locales like Silicon Valley; for example, sensors to
monitor and control home consumption of electricity may be the bases for
the new companies. In this instance, the old and new firms coexist. They
benefit from colocation.

Are resources sufficient to support first and second-generation compa-
nies? Venture capital investment and specialized employees may migrate
from first-generation companies to second because they offer better growth
opportunities (Tam, 2010). Incumbents will fight to retain their share
of these resources. Through their control of resources and relationships,
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they can stifle and eliminate the fledgling competition. However, another
outcome is possible—the incumbents may develop mutually beneficial
relationships. Their interactions will lead to a more vibrant cluster. When
there is competition between first and second-generation firms, the clus-
ter may attract additional resources. Specialized employees may migrate
to the cluster and bring with them new investment dollars, thus expanding
the cluster’s resources. The cluster is revitalized. Its survival is enhanced.
The benefits accrued by new and old firms will dampen the need for them
to compete.

This chapter explores the phenomenon of a second-generation popula-
tion entering an existing industrial space from the perspective of orga-
nizational ecology (Carroll, 1984; Carroll & Delacroix, 1982; Freeman,
Carroll, & Hannan, 1983; Hannan & Freeman, 1977, 1984). Green firms
that enter a region like Silicon Valley are not in different niches of the same
industry as the existing firms. Thus, it is not easy to partition resources.
Rather than portioning resources, there is the potential for competition.
Thus, the generalist-specialist interaction of organizational ecology’s
resource partitioning theory does not apply here (Carroll & Swaminathan,
2000). Most studies focus on a single industry (Bresnahan & Gambardella,
2007; Myint, Vyakarnam & New, 2005; Nair et al., 2007). This chapter
asks whether firms representing a new industry are more likely to survive
and experience rapid growth in a new cluster or an established one.

Organizational Ecology

A brief review of organizational ecology theory is in order. This the-
ory describes how selection processes shape adaptation to environmen-
tal variations. Why is there a variety of organizational forms? How have
they evolved? (Hannan & Freeman, 1989; Carroll, 1984; Amburgey.
Kelly, & Barnett, 1993; Hannan & Freeman, 1977; Roughgarden, 1979).
Organization ecology predicts organizational births and deaths and
changes across time of organizational populations and communities. It
explains the birth (or founding) and death (or failure) rates of organiza-
tions. The goal is to examine the forces that shape the population struc-
ture over time, to predict the net mortality of organizational forms and
the change in populations of organizations based on environmental selec-
tion processes. The focus is on natural selection and competition among
organizational forms and their replacement.

According to organization ecology, each population has a niche.
These are spaces where a population may out-compete all other pop-
ulations (Hannan & Freeman, 1989). Survival is achieved on the basis
of fit. Similar to contingency theory (Burns & Stalker, 1961; Chandler,
1962), organization ecology proposes that variables such as age and size
affect survival. Another important concept is density dependence. In a
young population when the density of organizations is low, legitimation
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is the main evolutionary process; later, when density increases, competi-
tion becomes the main force of selection (Carroll & Swaminathan, 1991;
Hannan, 1986).

According to organization ecology, organizations are black boxes that
are limited by structural inertia. Structural inertia reflects the decreasing
responsiveness of an organization to environmental forces with increasing
age (Hannan & Freeman, 1984). More inertia means that it is harder to
change, but also that structure reproduces itself with high fidelity (Hannan
& Freeman, 1984). Inertia is generated by internal politics, forces of his-
tory, information constraints, fixed assets, entry and exit barriers, legiti-
macy constraints, and collective rationality (Hannan & Freeman, 1984).

The theory predicts that inertial organizations, those that are reliable
and accountable, are favored by selection processes (Hannan & Freeman,
1984). A reliable organization generates collective actions with small vari-
ance in quality (Hannan & Freeman, 1984). It makes internally consistent
moves based on rules and procedures that reproduce rational resource
allocations and appropriate actions (Hannan & Freeman, 1984). When
there is environmental turbulence, the survival of the inertial organiza-
tions is not certain, because traits needed survive in turbulence are not
the same as those needed to survive in tranquility (Hannan & Freeman,
1989, p. 90).

New firms, on the other hand, face a liability of newness; their failure
rates decline with increasing age and size (Hannan & Freeman, 1984).
Stinchcombe (1965) distinguishes four reasons for the liability of newness.
First, the firm and its constituents have new roles to play and they make
mistakes in the beginning. Second, new firms need time to learn their
roles and must rely on their wits and initiative to do this. Third, those
involved in new firms are strangers at first and must build trust to work
together. Lastly, building new external relationships is a challenge since
existing firms have relationships with customers whose loyalties do not
switch easily. New firms, on the other hand, must build a customer base
from scratch (Carroll & Delacroix, 1982; Stinchcombe, 1965).

According to organization ecology, organizations are affected by ran-
dom variation rather than by deliberate actions (Hannan & Freeman, 1977).
Managers should avoid attempting frequent major reorganizations because
core change takes the organization’s clock back to zero so that it experi-
ences a renewed liability of newness (Hannan & Freeman, 1984). However,
interorganizational linkages may buffer firms from failure (Miner, Amburgey,
& Stearns, 1990). Resource buffering may occur when an organization
has a linkage with other organizations that can provide it with access to
resources such as funding, information, and material goods (Miner et al.,
1990). Institutional buffering is a benefit that is gained through associations
with other respected or powerful organizations (Miner et al., 1990).

As members of a population, organizations have tendencies to gener-
alize or specialize. A specialist population of organizations “flourishes
because it maximizes its exploitation of the environment and accepts the
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risk of having that environment change” (Hannan & Freeman 1977, p.
948), whereas a generalist organization, “accepts a lower level of exploita-
tion in return for greater security” (ibid.). Generalists use a wide variety of
resources and maintain excess capacity that allows them to change to take
advantage of more readily available resources (Hannan & Freeman, 1977).
Specialists do not have this slack so they are more efficient and perform
better in times of stability, but in turbulent times, generalists have higher
survival rates because they can draw upon excess capacity to help them
adjust (Cyert & March, 1963; Hannan & Freeman, 1977).

These concepts of generalists and specialists contribute to explaining
“resource partitioning” that occurs when two trends are happening at
the same time; while large generalists are consolidating, small specialist
firms enter the mature industry (Carroll & Swaminathan, 2000). The spe-
cialists target resource spaces outside of the generalists’ interests (Carroll
& Swaminathan, 2000). These thin resource spaces allow only the exis-
tence of small specialists, but this partitions the resource space, because
the two types of firms do not compete and instead coexist (Carroll &
Swaminathan, 2000).

Two Scenarios for Green Clusters

New industries have choices about where to locate, in vibrant existing
clusters, or in places where they are a first generation, carving out new
clusters in areas that desire economic development. Let us consider new
green technology firms—should they start up in an existing industrial
cluster? Organizational ecology is a lens through which to examine loca-
tion options for new green firms and to analyze potential interactions
when a new industry locates where incumbents reside. Many factors influ-
ence the location decision; these factors have been studied extensively by
scholars who ask what factors support growth of an industrial cluster or its
agglomeration in a particular area.

Marshall’s (1920) three explanations for the existence of positive agglom-
eration externalities are local information and knowledge spillovers, local
supply of nontraded inputs, and a skilled local labor pool (Ilammarino &
McCann, 2006, p. 1021). Added to his list are the “geography of coop-
eration” argument and the social network view (Iammarino & McCann,
2006; Granovetter, 1973). Organizational ecology explains life, survival
and death in agglomerations that are the spatial versions of a niche. Firms
sharing a location share resources and similar environmental conditions.
According to partitioning theory, specialists seek a different set of custom-
ers in the same geographic area as the generalists; this explains the success
of specialists in what otherwise appears as generalist territory.

Founders of firms in a new cluster are also influenced in their choice
of location by proximity to their homes; for help and support, they want
to stay close to family and friends. Also, they are attracted to areas with
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universities that have special expertise in supporting research (Bramwell
& Wolte, 2008). Small firms need specialized employees; they must be in
a convenient location to gain the attention of venture capitalists and angel
investors. Moving to an established cluster, though, is expensive because
rents may be prohibitively high. Living and working conditions may be
expensive for employees, especially when new firms cannot pay high sala-
ries as they are only launching themselves. Consequently, the benefits of
moving to an existing cluster are unclear; a new firm in a different indus-
try could be an unnoticed outsider, not able to make useful connections,
so that the benefits of being in the existing cluster might not be initially
available to it, yet it would pay the price of the location.

Scenario 1 depicts the start of a cluster (see Figure 8.1). Governments
around the world often encourage clusters (Eisingerich, Bell, & Tracey, 2010;
Fromhold-Eisebith & Eisebith, 2005; [ammarino & McCann, 2006). They
expect them to be engines of economic growth (Porter, 1998). How can the
government attract founders and firms so as to foster new cluster growth
and their vitality? A location must display some uniqueness (Knutson, 2009).
It must overcome the problem of inadequate funding; most regions do not
have sufficient numbers of wealthy, entrepreneurially minded individuals. A
risk-taking mentality is also important (Casper, 2007). The ingredients to
start a cluster are special (Bresnahan & Gambardella, 2007).

Green firms face a liability of newness (Hannan & Freeman, 1984).
They do not have legitimacy in the early stages and must expend a great
deal of effort to attract resources. Resources are spread thin. The firms are
still developing new products; the products might not be ready for manu-
facture. The firms need specialized employees; they may have to encour-
age local universities to create programs to educate people for jobs in their
fledgling industry. The firms need funding and people with connections

Scenario 2. Build on Old Cluster
(second generation)

Scenario 1. New Cluster « Liability of
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Figure 8.1 Two scenarios for green technology clusters. In which case are new firms more likely

to survive and experience more rapid growth?
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who can raise funds for them. The founders of new firms are stretched
because they are involved in product development and fund-raising at the
same time.

In an established cluster, some of these resource constraints may be
alleviated. There are specialized employees, for instance, with transferable
skills who can move to the new sector. Experienced investors are used
to evaluating risky endeavors; they will be amenable to exploring the
new firms’ business prospects (Tam, 2010). The new firms then will ben-
efit from the funding and management expertise that venture capitalists
provide. Additionally, universities and local governments with multiple
connections with cluster firms will be open to considering partnerships
with new cluster firms as a result of their previous experience (Fromhold-
Eisebith & Eisebith, 2005; Bramwell & Wolfe, 2008). However, there is
also likely to be competition among the new and old firms for this exist-
ing pool of resources. They can compete over customers if the new firms
develop substitute products. The incumbent firms have advantageous con-
nections, which they may use to block the newcomers. So, while existing
resources and institutional supports enhance the survival of new firms
and reduce the liability of newness, the competition with old firms places
them at a higher risk of failure.

The density dependence principle from population ecology predicts
that the new firms will find less competition in a new cluster that is pro-
tective of their growth (Carroll & Swaminathan, 1991). The new firms are
highly differentiated and have highly specialized workers (lammarino &
McCann, 2006). They encompass a wide range of possible products and
services; in the green space they are likely to represent everything from
home electricity monitoring equipment, to electric cars, to wind and
tidal alternative energy production equipment, to solar powered high-
tech equipment, to high-tech equipment that is recyclable, and the list
continues. As these firms expand, they need additional workers and more
funding, but they are unique enough and so preoccupied with their own
development that they are not likely competing directly with other local
fledgling firms, who are also engaged in a struggle for survival. Fatalities
occur at this stage mainly because these start-up firms do not create
enough value to attract customers and investors, not because another firm
in the cluster does the same thing better. The new firms have unsure
futures and therefore, they are not attractive enough to copy. Imitators are
not common at this stage because success is too distant and uncertain.

With resource partitioning, specialists enter a cluster and use a dif-
ferent set of resources in which generalists are not interested (Carroll &
Swaminithan, 2000). Generalists compete with each other as they con-
solidate, which leaves an opening for specialists; thus, resources are par-
titioned and the two types of firms coexist without being in vigorous
competition (Carroll & Swaminithan, 2000). Similarly, second-genera-
tion population growth in a cluster may not directly threaten the existing
first-generation firms’ sales or markets if the industries are very different
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Figure 8.2 Organizational ecology concepts and niche conditions.

(see Figure 8.2). In this instance, the second-generation firms are not in
the same industry. However, in factor markets, the two generations rely
on an overlapping set of resources; they are not in competition for use of
all of the same resources, though. The new entrants are attracted to the
cluster, not because of the free space for them, but for other benefits.

Although the first-generation firms are more reliable because of a proven
track record, it is likely that these firms are in a mature stage and are less
interesting to investors because of lower growth opportunities. Investors
are interested in the risky second generation because of the large potential
gains, however far off; therefore, funding resources start to move to new
firms, along with some employees. As a result, some first-generation firms
will fail, but others will survive, possibly because they did not need the
excess slack that went to the new firms. Also, the incumbents may benefit
from linkages with new firms that help to revitalize them. These linkages
also help the new firms. In resource partitioning, the specialists and gen-
eralists of the same industry do not affect each other as long as they stay in
their respective domains. First- and second-generation cluster firms, on
the other hand, compete and cooperate.

It 1s useful to understand under what circumstances a new industry
may choose to locate in an existing cluster. Benefits for a second genera-
tion of firms in an existing cluster will depend upon reactions to the new
generation by existing firms, customers, potential employees, and inves-
tors. I will analyze the interactions between first- and second-generation
populations, categorizing their relationships as substitutes, complements,
or unrelated; and as either competing, cooperating, or not interacting.
These combinations generate six possibilities (see Figure 8.3).
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Figure 8.3 First-generation (old) and second-generation (new) industry interactions.

In this analysis, the situation where new firms bring to the existing
cluster additional funding and high-tech employees is not specifically
considered because the amounts and types of resources and therefore the
impact of the new resources can vary widely. This analysis considers exist-
ing resources in the niche of the original firms. In general, if the new
firms bring resources with them, this will benefit them and will possibly
benefit the entire cluster region, but more specific information about the
resources is required to predict particular impacts.

The “double liability” of newness and competition, proposed and
explained below, will be reduced for new firms in factor markets, but not
necessarily in local sales markets. Overall, this reduction will improve
their likelihood of survival. The generations may cooperate, compete, or
have no interaction in sales markets since offerings may be complements,
substitutes, or completely different products. The horizontal axis of the
Figure 8.3 demarcates these competing and cooperative interactions. In
the factor markets of land, labor, and capital, most new high-tech offer-
ings, even if they are completely different, are able to draw upon some of
the same niche resources the previous generation uses. This idea is repre-
sented in the matrix by the vertical axis with the two options of cooperate
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and compete. All firms, old and new, in any high-technology industry, can
use capital, skilled employees, and help from universities, but use them
to differing degrees. Older firms may not be as needy as newer ones for
external capital, having generated organic success that new firms do not
yet have. Also, specialized employees are transferable to some degree; cer-
tainly, their computer skills are useful and they tend to be technologically
adaptable, but further specialization for developing new technologies may
take some additional investment in them.

When both generations compete in sales and factor markets because
their products are substitutes in sales markets, as in the upper left-hand
box of Figure 8.3, factor market resources are distributed among the new
and old firms. Because there is no sharing of resources or coordination,
resources are not used as efficiently as possible. They are more thinly
distributed compared to when they were used only by a smaller group
of incumbent firms. Venture capital is interested in the greater growth
opportunities that new firms offer; older firms appear less interesting and
therefore they now attract less capital. However, they may not need the
external capital as much. In fact, capital may be attracted to the region
because of the new industry; this contributes to the revitalization of the
entire cluster since there are positive spillovers for all types of businesses
in the area as a result of the additional local investment and spending.
Also, local high-tech workers may move to join the new firms; they may
be of limited usefulness at first, as they require a learning curve. Local
universities may supply well-prepared graduates for the new firms, if they
educate them in accordance with the new technologies; also, research
may move toward and support the new technologies because they are
interesting to scientists. Incumbent high-tech firms may not receive the
same attention and could lose out over the longer term in factor market
competition.

In sales markets, the competition is challenging for new firms, because it
comes on top of the liability of newness. New firms lack the resources that
first-generation firms have for marketing and distribution. Also, incumbents
have established customer, distributor, and other relationships and they may
be able to use these to block new firms’ activities. Thus, new firms face a
double liability, one that decreases because of supportive factor markets and
one that increases because of vigorous competition in sales markets. This
may result in early failures of new firms such that the incumbents appear to
win out over them; however, in the long term, without the first-generation
firms, incumbent firms are not as motivated to innovate and changed factor
conditions do not occur that would revitalize incumbent firms; for example,
high-tech employees, having learned at new firms, may be enticed to work
at larger, more stable old firms. They could breathe life, if allowed to, into
the older firms, but this does not happen, because the new firms and their
technologies are unable to survive. Also, without the survival of second
generation firms, the first generation does not have the opportunity to build
revitalizing alliances with them.
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In the lower left hand box of Figure 3, the main difference with the
previous discussion is that new and incumbent substitute industries coop-
erate in factor markets while still competing in sales markets. Improved,
more efficient and coordinated use of factors helps more new firms survive,
reducing the liability of newness to a greater extent. Also, incumbents are
revitalized. For example, incumbents may engage in coopetition, allying to
some extent with new firms, and providing capital and management exper-
tise to them with expectations of a return. However, the sales competition
still exists.

In the bottom middle box of Figure 8.3, conditions in the cluster are
optimized when new and old industries are complements; they cooper-
ate in both factor and sales markets. As complementary industries, they
are not direct competitors, and the existence of each enhances sales for
both. Thus, they form alliances, sharing factors of production, research,
marketing and sales channels. For example, complementary offerings may
be bundled or one may be part of each other. A solar cell may be incorpo-
rated into many types of electronic devices, for example. Consequently,
the new industry blossoms because the liability of newness is reduced
and competition is lessened. Incumbent firms’ sales increase and they are
encouraged to improve to meet the demands of the new complementary
technologies. Employees are transferable among firms, and venture capital
and universities are interested in both industries since they are comple-
mentary; when one grows and changes, so does the other.

In the upper middle box of Figure 8.3, a lesser win-win scenario is
predicted because although the complementary industries are cooperat-
ing in the sales market, they are rivals in factor markets. The liability of
newness is not as reduced when companies expend limited resources on
competing in factor markets; incumbents try to block or do not cooperate
with new firms. Though the new industry creates valuable new comple-
mentary products, it is not operating at the highest possible level. Similar
benefits are also derived by incumbents as before, but not optimally, since
they are expending resources on blocking new firms that are helpful by
their very existence.

In the two right-hand side boxes of Figure 8.3, firms do not cooperate or
compete in sales markets. If they are complements, their products are both
chosen by consumers jointly, but the firms do nothing to promote each
other. Alternatively, the new industry may be almost completely unrelated
to the incumbent industry. For example, the incumbent is biotech and the
new industry is wind power. They do not interact in the sales market, but in
factor markets they will interact because venture capital, high-tech workers,
and university research can adapt, although there are learning curves. If they
compete in factor markets, as in the upper right-hand box of Figure 8.3, it is
predicted that the new industry will win overall because factors are attracted
by the new technologies and growth potential associated with them. For
example, the biotech cluster in Cambridge, Massachuestts, has decayed and
the state government is encouraging green cluster development to revitalize
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the area. The original decayed industry, attempting to compete for factors
of production, already has lost and will continue to lose. Since established
resources exist for the new industry in the cluster, the liability of newness is
reduced.There is also no competition in the sales market. The new industry
will win and the incumbent industry will lose.

On the other hand, if the two unrelated industries cooperate in factors
of production (see the lower right-hand box in Figure 8.3), both could
win, but to a lesser extent than in the scenario when their offerings are
complementary (lower middle box). For example, incumbents invest in
the new industry and provide management expertise which provides a
return to incumbents.

Overall, this systematic analysis of potential interactions in the cluster
offers a decision-making framework for a new generation considering its
options. For example, if a second generation can predict that its offerings
are going to directly compete with those of incumbents, it may think twice
about locating in that particular cluster. However, the other situations in
Figure 8.3, aside from the directly competitive ones, suggest that locat-
ing in a cluster for a second generation can be beneficial and may even
revitalize the first generation when it is cooperative. Thus, a new genera-
tion may consider a different cluster if the one under consideration is too
competitive. [t can decrease its liability of newness in another existing clus-
ter without facing high competitive threats. However, if alternative cluster
options are limited, the new industry may prefer to set up its own new
cluster, which would take a lot of development. The liability of newness
would be high; this situation would match the theoretical case of density
dependence and the realistic conditions that many existing clusters grew
under originally. In a new cluster, competition would be nonexistent in the
early stages; this situation would provide a higher likelihood of survival for
a new industry, compared to an existing cluster offering a highly competi-
tive environment.

Industrial clusters are often motivated and planned by governments,
as mentioned, and the previous discussion assumes the location choice to
be that of the new generation. However, government planning could be
helpful and supportive while limiting in this location choice. Some gov-
ernments, like that of the Japan, have decided already where industries
will locate. Government has motivations such as economic development
for encouraging cluster growth; this could mean directing firms to locate
in regions that have little to offer. Although a new cluster is potentially
beneficial to a poorer region, business conditions may hamper new firms
and they may be much better off locating elsewhere—in existing clusters,
for example. Although a government is likely interested in seeing and sup-
porting the success of new industries, this involvement could become too
dictatorial and could unintentionally prove to create negative conditions
for innovation; we have yet to see it, but governments getting too much
involved in business could be problematic. This latter statement represents
interesting future research.
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Conclusions

This chapter examined how industries are changing at a macro popula-
tion level in the most promising hotbeds for revolutionary technological
change—industrial clusters. This type of change will likely repeat itself in
the future, only next time it will be much improved for research studies
that this study prompts. The view in this chapter is that, on balance, a new
industry in an old cluster is benefited by incubation more so than hurt
by competition. Also, a revitalized first generation thrives; both popula-
tions coexist, better for the initial struggle. An existing cluster that does
not invite challenging new entrants may experience a downward spiral
of decay, leaving the community around it in trouble; Cambridge’s bio-
tech sector has experienced this. However, if economic development of
an otherwise needy area is the desired goal, then starting a new cluster
may be advised. This is not the best scenario for the industry population
though; policymakers may understand and heed this tradeoff through this
chapter’s research.

Additionally, this chapter has theoretically developed an organizational
ecology foundation for a new theory of the first- and second-generation
industry interaction. This theory predicts that a first generation will be
diminished when a second generation arrives. However, incumbent sur-
vivors will be revitalized through cooperative behavior in factor and sales
markets with the second generation. The second generation will face differ-
ent levels of struggle with incumbents in factor and sales markets, depend-
ing on whether their products and/or services are substitutes, complements,
or unrelated; the greatest threats to survival exist when they are direct sub-
stitutes. However, these new direct substitutes may be much more valuable
innovative offerings than existing ones; thus, in the long run, the cluster
decays if the superior new firms are not allowed to overtake weak incum-
bents. For second-generation firms that are complementary, the cluster
incumbents could actually provide a boost. Thus, the choice to locate in an
existing cluster rather than starting anew is unequivocally preferred in the
case of complements. In general, it is better for the geographical cluster if a
second generation arrives, survives, and transforms it.

Empirical work has to be done now to support the theory. Research may
examine specific interorganizational relationships, such as those between
new firms and universities, think tanks, and incumbent firms. In the alli-
ance literature, interfirm relationships often fail (Li & Guisinger 1991; Park
& Ungson, 2001), yet in this context of first—second generation industries,
alliances are beneficial; research evidence demonstrates that alliances sup-
port cluster growth (Casper, 2007; Eisingerich et al., 2010). Also, future
research may investigate the benefits of government linkages, like the
work of Japan’s Ministry of Economy, Trade and Industry (Casper, 2007).
Fromhold-Eisebith & Eisebith (2005) have investigated institutionalized
support. Research may also consider when too much government involve-
ment in new industries has negative effects. Complex relationships among
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firms, the scientific community, and government agencies in industrial clus-
ters seem to be beneficial. Although future research can investigate these
existing relationships, new developments such as when a new green gen-
eration arrives are intriguing and important to consider also. Answering the
question, “How do industrial clusters change and grow?” will be no less
important in the future than it is now as we face the impacts of accelerating
climate change.

Notes

1. ETIC is an Environmental Technology Industry Cluster growing in Arizona, USA (http://
www.az-etic.com/index.cfm), accessed January, 30, 2010.

2. See the Industrial Cluster Project website (http://www.az-etic.com/index.cfm), accessed
January, 30, 2010.
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CHAPTER NINE

Shecopreneuring: Stitching Global Ecosystems in
the Ethical Fashion Industry

Kim POLDNER, OANA BRANZEI, AND
CHRIS STEYAERT

This chapter extends the literature on socially and ecologically minded
entrepreneurship (Nicholls 2008, p. xix)—to ask how individuals can (re)
imagine and realize more sustainable global ecosystems. Human action
can create landscapes that are “at least as rich and as stable, occasionally as
beautiful as those shaped by nature” (Lyle, 1999; Campbell, 2006). Taking
responsibility for the environment begins with individual transforma-
tion and practices (Ruether, 1992). As individuals grow, experiment,
and change (Bronfenbrenner, 1979; Pardeck, 1988), they may influence
their own ecosystem (Paolucci, Hall, & Axinn, 1977; Slocombe, 1993)
and change how others perceive and interact within that ecosystem
(Lustermann, 1985). Some individuals can develop intricate systems of
practices to sustain their ecologically embedded livelihoods (Whiteman
& Cooper, 2000), yet in our increasingly global ecosystems, ecologi-
cal embeddedness risks becoming the exception rather than the rule.
Irresponsible choices prevail; against their backdrop, responsible practices
deserve further study.

Traditional fashion has come under harsh scrutiny for its harmful use
of pesticides to produce cotton, for water waste and chemical pollution
in leather tanneries, for child labor in the global supply chains, and for
unfair wages to workers overseas. Protesting against the negative foot-
print of traditional fashion, entrepreneurs with a passion for fashion and
an ecological conscience began experimenting with more sustainable
products and production processes. As of 2010, more than 500 ven-
tures have been established since 2005.The emerging industry, known as
ethical fashion, had been particularly appealing to women: over 90 per-
cent of the ethical fashion entrepreneurs are female fashionistas, fondly
described as shecopreneurs. Most of these shecopreneurs went into busi-
ness to change the world—often driven by a feminin ethics of care, at
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times exacerbated by motherhood, which heightened their sense of duty
to preserve the Earth for their newborn children (Thopte, 2009).

The number of shecopreneurs and their economic impact is still small,
but their influence is being felt globally as growing visibility of ethi-
cal fashion motivates demand for organic fabrics, which in turn drives
experimentation with different crops, sourcing approaches, and more
ecologically minded production methods; colocation of production and
consumption; and direct and fair engagement of local and remote com-
munities (Ferrigno, 2008).

This chapter examines how shecopreneurs experience and influence
global ecosystems. Ecosystems vary in scope and size. A fair-trade coop-
erative producing alpaca fiber sweaters, for example, brings together
only a handful of people, who tend the alpaca using very limited local
resources (for grazing, breeding, and shearing) and simple, often tradi-
tional, artifacts (for processing, dying, and knitting). An ecosystem that
produces organic cotton outfits, on the other hand, requires a global
supply chain, including new methods of cultivation (to prevent cross-
contamination), cross-pollination, harvesting, and dedicated manufac-
turing lines.

The literature on ecosystem design has identified three stages: romance,
precision and generalization. The romance stage is characterized by
“[A] spirit of boundless anticipation” (Lyle 1999, p. 136). The precision
stage narrows down a designer’s choice set by focusing on “landscapes
small enough to be perceived and understood in their entireties” (ibid.,
p. 146). The generalization stage presents the designer with “a task of
assembly” (ibid., p. 162). In the romance stage, the imaginary comes to the
foreground, the real fades to the background; the precision stage reverses
the two dimensions while the generalization stage (re)balances them. This
chapter focuses on the entrepreneurial micro-practices which enable she-
copreneurs to (re)imagine and (re)build more sustainable ecosystems in the
ethical fashion industry.

This chapter leverages the notion that tension between the real and
the imaginary can inspire entrepreneurial action that changes the world
(Hjorth & Steyaert, 2004; Carlson, 2000, p. 228). Our intended contri-
bution is to explain how changes in individual self-understanding may
lead to new sets and new meanings of practices, and, vice versa, how
experimenting with and adopting new practices creates a different self-
understanding and cultivates new relationships to the ecosystem. We focus
on how individuals reconceptualize ecological and social constraints and
work with rather than against these constraints to develop and model more
sustainable practices. Specifically, we are interested in how the duty of care
permeates and transcends shecopreneurs’ self-understanding to expose
the unfit underpinnings of global ecosystems in the traditional fashion
industry and helps them replace such underpinnings with more ecologi-
cally and socially responsible alternatives in the emerging ethical fashion
industry.
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Social Imaginaries

The interface between the real and the imaginary is not fixed, but rather
is a dynamic, socially negotiated frontier of collective action, which shifts
as given groups of society start employing new practices that carry new
understandings. Taylor (2005, p. 23) describes it as the social imaginary—
“the ways people imagine their social existence, how they fit together with
others, how things go on between them and their fellows, the expecta-
tions that are normally met, and the deeper normative notions and images
that underlie these expectations.” A social imaginary is less abstract than
theory and more accessible to ordinary people through images, stories,
and legends. Albeit complex, it is inherently functional and “makes pos-
sible common practices and a widely shared sense of legitimacy” (ibid.).

Changes in practices (or the meaning of practices) among a given group
diffuses across other groups to usher in individual transformations and
societal transitions. A social imaginary itself changes through individual
practicing (ibid., p. 29-30). Most changes are gradual, but add up and
eventually become profoundly influential (ibid., p. 43). As people reimag-
ine their social existence, they develop a new kind of self-consciousness
and redefine the very practices that underpin their way of life.

Such changes require imagination—but cannot be reduced to dreams
(ibid., p. 183). They inspire individual action, which leads to altered self-
understanding. At first, such self~understandings transform individuals;
their actions make apparent new sets of practices and give new meanings
to old ways. As changes in practices diffuse among individuals, a new kind
of historical consciousness permeates society.

The core premise of social imaginaries is that a handful of protagonists
who invent, adopt, and set out to enact new realities are sufficient to pro-
totype social change. The entrepreneurship literature concurs that indi-
viduals can and often do transform themselves, their ventures, and their
community (Rindova, Barry & Ketchen, 2009).

By qualitatively exploring the interface between the real and the imagi-
nary, this chapter deepens our understanding of the connection between
individual transformation and broader social change. We rely on the prac-
tice-based literature, which suggests that practices change—both in their
content and their meaning (Sonenshein, 2010). We also make use of the
resource-based view literature’s related argument that incremental changes
in daily routines can add up and can provoke radical change (Plowman,
Baker, Beck, Kulkarni, Thomas, & Villareal, 2007). Finally, we draw
from the entrepreneurship literature that emphasizes the mundaneness
underpinning entrepreneuring (Steyaert, 2004, p. 19; Steyaert, 2007),
especially in the case of socially marginalized actors (Calas, Smircich, &
Bourne, 2009). The intersection of these three literatures enriches our
understanding of varied yet compatible understandings of real practices.

Feminist perspectives draw attention to the coexistence of the real and
the imaginary in everyday entrepreneuring practices. A feminist lens on
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entrepreneuring (Calas et al., 2009) suggests that gender destabilizes inter-
pretative categories and encourages a plurality of meaning. More broadly,
in her review of French feminism, Lattas (1991) emphasizes the transition
from the first generation of feminists’ desire to be the same as men to the
second generation’s striving for difference. French feminists celebrate the
fluidity between the imaginary and the real as uniquely feminine and
feminizing. They underscore that one is not born, but rather becomes
a woman, through processes of reimagining and realizing womanhood
(Lattas, 1991, p. 102). Cixous (1976), in particular, calls for a female imag-
inary, which would celebrate new feminine symbols (nonlinearity, mul-
tisensorial perception, and sexual difference). More broadly, the emphasis
on voice emphasizes women’s roles in the figurative realm of images,
subjectivity, and emotion. Yet little work has so far explored the processes
of entrepreneurial becoming in general; accounts of gendered practices
of entrepreneurial becoming are even scarcer. This chapter explores how
such gendered practices of entrepreneurial becoming might help sheco-
preneurs change the world.

Methods

We rely on multisensorial, multisource ethnographies of three shecopre-
neurs who started in London, Toronto, and Vancouver roughly at the
same time. Because all three have achieved a high degree of local and
international recognition in high-fashion fairs and reviews, we were able
to develop rich narrative and visual accounts, which helped us to tri-
angulate accounts from multiple sources for each collection, as well as
observe the evolution of their collections over time. We collected data
both prospectively (designs, materials, and news about forthcoming col-
lections) and retrospectively (interviews, observations, and reactions after
their launch). To preserve the confidentiality of their accounts, we refer to
the three shecopreneurs by their start-up location (London, Toronto, and
Vancouver). We have omitted specific details that would easily give away
their identity, used archival details sparingly in our narrative, and have
shared our manuscript drafts with the protagonists to guard against expos-
ing or creating unintended vulnerabilities—still, anonymity remains a
challenge, given the uniqueness of their collections.

London is a young, independent fashion designer. Design comes first,
but the idea of contributing to a healthier planet through using ecofabrics,
minimizing waste, and recycling adds value to her designs. London is also
a keen student of ecosystems, which inspire her designs with biomimicry.
Her initial inspiration came from a West African organic cotton farmer
who was invited to speak at a sustainability event at her school. Soon after,
London launched her first collection in organic cotton. She kept looking
for sustainable fabrics and discovered that most companies have a green
range but few exhibit in the preassigned green corner due to their still
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limited assortment. London nonetheless felt that it was important to buy
those fabrics. Not everything London makes is 100 percent sustainable,
but she tries her best. For example, based on the idea of creating as little
trash as possible, one of London’s first dresses featuring sculptural pock-
ets was designed to be composted after its lifecycle; even the back zipper
could go in the iron-recycling bin.

Toronto grew up sewing things; design has been her language, her
way of communicating. Her first collection was not sustainable, but her
venture is now 100 percent ethical. Toronto gradually tackled first her
lifestyle, then her venture also, in a green direction. Her choice to use
only ecofriendly fabrics required some difficult ecosystem tradeoffs, but
the most important aspect for Toronto is “that experience I like to give
people, like, the experience of putting something on and it’s not wear-
ing them; it’s enhancing them and making them feel really good and
confident and sharing my language with them, which is . . . I consider
when I'm designing that’s my language. So, that’s me communicating
with people and allowing them to communicate in their language with
some of the tools that I'm giving them to do that with.”

Vancouver grew up in a family that valued healthy nutrition, recycling,
and treating others in a respectful way. She sought out world-class men-
tors, who influenced her journey of becoming a designer and a business-
woman without straying from her own values. Vancouver is passionate
about community building—locally, among ecofashion designers.

For each shecopreneur, we developed a rich narrative that supple-
mented their own stories (first-hand interviews, press interviews, blogs,
and reflections) with our own notes, observations, and understandings.
We contextualized these narratives, because narratives are social prac-
tices that reflect and constitute their own context (Ewick & Silbey, 1995,
p- 211). We went back and forth through archival accounts, photos, fash-
ion collections, and video footage to identify key actors, resources, and
artifacts and to understand how these came together as the protagonists
(re)claimed different ecosystems. The multisensorial nature of the data is
hard to describe in words at times, but is possible to convey textually.

The first and second author jointly developed and independently coded
the narratives for our three protagonists. The first author was also an
industry insider; her own experience as a shecopreneur offered a rich
understanding of the industry and personal connections with the three
protagonists. The second and third authors were industry outsiders; the
second author worked closely with the data (but not directly with the
protagonists), while the third author maintained a distance from both the
data and the protagonists throughout the analyses. All three authors were
sensitive to gendered and gendering practices and mindful to preserve the
voices, nuances, and meanings intended by our protagonists in our text.
Our intent, however, was not to describe (and certainly not to evaluate)
their unique journeys, but rather to develop a conceptual framework that
can shed new light to the broader research question of how the practices
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of shecopreneurs enable the interplay between the real and the imaginary
to (re)claim responsibility for global ecosystems.

Findings

As feminist theories of entrepreneuring suggest, shecopreneurs recon-
struct their femininity by offsetting the real and the imaginary. We also
expected the duty of care to factor prominently in shecopreneurs’ jour-
neys of entrepreneurial becoming, in part because the duty to care is
considered a key part of women’s becoming (Lattas, 1991). We adopted
an inclusive definition of the duty to care, which included looking after
and nurturing others as well as a sense of stewardship towards the envi-
ronment, towards resources and towards nonhuman actors. Looking after
the ecosystem is neither exclusively nor necessarily the duty of women
(Whiteman & Cooper, 2000), but the earth and the environment have
been traditionally conceptualized as feminine energy, acutely perceived
and often defended by women (Gnanadason, 2005).

Our three protagonists honed their duty of care in specific directions.
London’s passion for biomimicry grew out of compassion for bees—their
complex role and vulnerability to colony collapse disorder. Learning to
think like the bees helped London reimagine herself. She rethought her
own identity. Vancouver first focused on helping others—mostly other
women—feel happier. Then, because Vancouver felt strongly about fair
labor practices, she produced all her clothes ten minutes away from her
house, with a single exception: “one sweater that was knit instead of cut
from fabric and made in Peru.” For Toronto, it was all about restoring a
sense of self and maintaining a sense of community. Later, her designs
explicitly encouraged self-expression. Her clothes spoke about the things
customers should care about, like the tar sands or nomadic cultures in the
tundra threatened by climate change. Toronto’s recent collections were
inspired by the idea of moving around—being displaced, like the disap-
pearing animals. She “keeps money in [her] community”; although noth-
ing is entirely local anymore, she advocates producing locally in order to
sustain the community.

To understand how shecopreneurs reclaimed responsibility for global
ecosystems, we extracted all instances of ecosystem design (actors, resour-
ces, and artifacts); for each ecosystem, we first reordered these instances
sequentially. This replicated the three-stage pattern previously discussed
in the ecosystem design literature: romance, precision, and generalization.
Because we focused on the corresponding sets of practices, we use verbs—
romanticizing, being precise, and generalizing—to emphasize their deliber-
ate and dynamic nature. These three sets are macro-practices, because
they are not isolated acts but rather recurrent acts, which transcend time
and space to convey a holistic way of interpreting and influencing the
ecosystem.
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Romanticizing. Our protagonists initially romanticize the ecosystem—
they all become enchanted with nature and disenchanted with our nega-
tive impact on it; they call for new and different ways of living our lives.
Clothes speak about our good or poor choices; changing how we dress
calls attention to our place in the world and creates an occasion for restor-
ing nature (London), feeling (Vancouver), and community (Toronto).
Romanticizing macro-practices recasts the relationship between indi-
vidual and ecosystem in a less confrontational and more integrative way.
For our protagonists, organic fabrics protect our skin and the Earth; time-
less trends bring out our essence, our individual expression, and also save
resources. Design gives us strength, protection, and happiness but also
requires us to take a stance, do the right things.

Being Precise. Each of the three shecopreneurs created unique landscapes
that reflected their needs and their means. They gradually evolved these
ecosystems—either to address additional needs or to take advantage of
additional means. Precise practices were experimental and somewhat tran-
sient; yet all three shecopreneurs looked for better and different gestalts—
ways to relate to the ecosystems they were experimenting with.

Generalizing. A common macro-practice among our three protagonists
was the search, find, and assemble of ecosustainable fabrics, which was
still challenging, although the availability of fabrics had come a long way
since the early 2000s, when sourcing sustainable fabrics was either pro-
hibitively expensive for small start-ups like theirs or unsustainable due
to the distance they had to source these fabrics from. Sourcing sustain-
ably remained, however, a double-edged sword. First, shecopreneurs need
more and more varied and more local and more ethical fabrics. Second,
everyone needs fewer fabrics that do not meet sustainability criteria.

All three shecopreneurs reflected on their own becoming. The three
shecopreneurs spoke about how they felt, how they accomplished their
work, and their aesthetic motivations and reactions. We first sorted their
accounts into nine first-order themes; then we regrouped them into
three second-order themes—affect, effect, and art. Table 9.1 provides def-
initions and examples for the three second-order themes (and the nine
first-order themes underpinning them). These themes recurred for all
our three protagonists, across multiple accounts (data available from the
authors). In Table 9.1. we illustrate each first-order theme with a single
example.

Feelings inspired the designs, were sewn into the clothes; they were tried on,
rearranged, and passed on from shecopreneurs to their customers, through
three sets of first-order affective practices: awake, attract and attend.

Awake. Shecopreneurs worked to become and remain self-aware; they
(re)attuned to their own emotions. They paid constant attention to their
emotions and (re)adjusted course to stay true to their feelings.



Table 9. 1 Micro- and macro-practices of ecosystem design: definitions and illustrations.

Micro-Practices: Toronto Dis(connect) Macro-Practices: Toronto

Examples First-order Themes — Second-order Function Categories Examples
Themes

“Fashion design has been a compulsion ~ Awake: to Affect: Reimagining “A spirit of boundless “I have a more limited choice
since childhood. [...] I am inspired by become self- Expressions the real: anticipation. Fragments of fabrics, so I have to take into
so much, my surroundings, far away aware, attuned and Rediscovering of images of what might consideration what is available
places, music, architecture, Japanese and  to one’s own interpretations the self (which be light up all around to me to translate into specific
Scandinavian design, other designers, emotions. of one’s duty  had been lost us and myriad pathways designs. [ . .. ] They are more
art, nature, people who have a very of care by or corrupted or flicker into the haze. Itis  breathable and many feel so silky
individual style, and the fantastical. fostering distracted by all confusing, challenging, smooth against the skin, you
[...] sometimes it is a friend, sometimes emotional unacceptable stimulating, intriguing, can definitely feel the quality
it is an idea, or an imagined muse.” connections. constraints) enables daunting, enormously difference when you touch

(Interview with Toronto, April 13,
2009)

[Toronto] has hammered out some pretty
serious-looking gear to protect “urban
nomads against the elements.” The all-
black palette was inspired by black-clad
anime warriors who stick to themselves
but somehow manage to get pulled

into trouble anyways. (Write-up about
Toronto’s Fall/Winter 2010 Collection,
March 27, 2010).

Attract: to
inspire others
in ways that
simultaneously
share and
reinforce one’s
inspiration.

shecopreneurs to
“see anew” the
obstacles and the

potential of global

ecosystems.

exciting. [. . .] this is a time

for letting impressions
sink in [. . . ] for questions
not answers” (Lyle 1999,
p. 136).

»

or wear them (ecofabrics)
(Interview with Toronto, April

22,2011)

“Rather than using color to

add interest, [Toronto| chose a
black-on-black theme laced with
shape and texture. We applaud
her gutsy decision and think it
makes a lot of sense to design
timeless clothes that real people
will actually put on. After all, it
isn’t very sustainable to



“I want my pieces to be unique, but
something someone can have in their
wardrobe and pull out at different times
in their life and it won’t be dated. So
many designers are continually looking
to the past, but I want to design for
today’s woman. She has a lot of things
to do in a day, and I want her to look
polished while doing it, but with an
edge.” (Toronto, 2010).

Attend: to sense,
capture, and
respond to others’
emotions.

produce super-trendy garments
that won’t be worn. And hey,
black will never go out of style.”
(Write-up about Toronto’s
Fall/Winter 2010 Collection,
February 17, 2010)

“By choosing to use organic,
eco-friendly fabrics, [Toronto]
wants not only to save the Earth,
but to benefit her shoppers

as well: fabrics made from
bamboo, soy, and lyocell lend
great comfort to the garments
as they are soft, breathable and
excellent in absorbing moisture.
[ ...] Moreover, organic and
ecofibres are all natural and do
not contain irritating chemicals,
making them a boon for those
with sensitive skin.” (Write-up
about Toronto, April 7, 2010).

Continued



Table 9. 1 Continued
Micro-Practices: Vancouver Dis(connect) Macro-Practices: Vancouver
Examples First-order Themes  Second-order Function Categories Examples
Themes
“When I finished school I knew I Anchor: to Effect: Realizing the Precise: “When local womenswear
wanted to come home... being one of recognize, respect Expressions imaginary: During the precision designer [Vancouver| was ready
the first eco-designers out of Vancouver, and (re)appraise and One’s economic stage, designers “deal to set up a boutique to house her
we're really helping pave the way.” one’s economic interpretations constraints, goals,  with landscapes small [...]label, there was no better
(Vancouver, 2010). constraints, goals  of one’s duty and abilities enough to be perceived place in her mind than Kitsilano,
and abilities. of care by become guideposts and understood in their a neighbourhood known for
taking for redesigning an  entireties [and piece its free-spirited and laidback
pragmatic ideal ecosystem together] a gestalt resource attitude, devoted to yoga,
steps. across all aspects of  inventory” (Lyle, 1999 p.  coffee, and above all, ecoliving.”

“The renovations and the things that
we’ll be doing will all be green [ . . . ]
Whether it’s the paint that we use or the
fixtures that we use, it’s just keeping a
conscious mindset on that.” (Vancouver,
January 21, 2010, Interview with the

Straight).

“It has to be all done very sustainably
for the earth as well, which is exciting
because the more and more you go the
more and more sustainable you can get.”

(Vancouver, 2010).

Align: to arrange
one’s economic
activities in

ways that are
coherent and
consistent with
relevant economic
constraints, goals
and abilities.
Amplify: to
expand one’s
activities to
enable the
refinement and
implementation of
future goals and
abilities.

operations.

146).

(January 21, 2010, Fashion Critic
Blog about Vancouver)

“All of the pieces are made
locally, and the materials are
sourced locally when available.
Naturally, [Vancouver] plans
on translating this ecofriendly
mindset to her retail space.”
(January 21, 2010, Interview
with the Straight).

“Help rebuild communities and
educate them and give them a
way to live on their own. [ ... ]
really far down the road, but to
be able to eventually build [ . . . ]
a co-op.” (Vancouver, 2010)



Table 9. 1 Continued

Micro-Practices: London Dis(connect) Macro-Practices: London

Examples First-order Themes  Second-order Function Categories Examples
Themes

“The first collection, the spring Authenticate: Art: Juxtaposing the Generalize: “Like, what percentage of 30- to
emergence, was really about doing to stay true to Expressions real and the “A task of assembly | . . 35- to 40-year-olds, you know,
something that was, kind of, like, totally one’s (growing) and imaginary: . ] by looking at each of care about ethical fashion or
different to what people were doing aesthetic interpretations One’s aesthetic the problems and sub- want to wear it or buy it or how
with sustainable design to that point, appreciation of one’s duty of expressions and problems from differing much disposable income those
really putting something new out there  of ecological care by honing interpretations points of view, the people have to spend on fashion

and seeing how people responded to
that. And then, the second collection
was about, [ . .. ] can I actually make a
really wearable and elegant collection
that still looks like me? [ . . . ] I think
it’s important [ . . . | to know yourself,
as the designer, what you're able to do
at each stage of when you’re doing it.”

(London, 2009).

dimensions as
one (re)imagines
products and
production.

,
one’s sense of
aesthetics.

create occasions for  designer develops a kit of
comparing and (re)  alternatives that could be
calibrating the real ~ combined in various ways
and the imaginary.  to shape the final plan”
(Lyle, 1999. p. 162).

Products and
production
embody ecological
dimensions in order
to both emphasize
their vulnerability
to human action
and inspire more
responsible human
action (including
redesigning the
artifacts to achieve
a better balance
between the real
and the imaginary).

and how much of them are
interested in actually, you know,
ethical and sustainable products?
[...]So, if the design’s fantastic
and then it comes with the added
value of being sustainable, then
you’ve got to see that a hundred
percent of those people could

be your customer; it’s just about
how do you reach those people?”
(London, 2009).

Continued
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Micro-Practices: London

Dis(connect)

Macro-Practices: London

Examples

First-order Themes — Second-order

Themes

Function

Categories

Examples

“I take inspiration from nature. I heard
this word recently that really fits: bio-
mimicry. It has to do with looking at
the way nature works and questioning
why it works so well. What I try to

do is apply the concepts that work in
nature, and think about them in terms
of a high-end fashion label.” (Article
about London’s Autumn/Winter 2009
collection, August 1, 2009).

“I wanted to make a connection that
really inspired people and really informed
people about the amazing qualities that
bees have, but in a way that was very, like,
directional and fashion forward. [ .. ]I
started to look at the way that bees think.
[ ...] bees construct everything using
hexagons. And, so, I started to construct
garments using hexagons and also to
insert [them into] body conscious kind of
garments as well. [ . . . ], that’s how the
whole collection evolved from that shape
and from the idea of [ . . . ] building the
[collection] the way that bees build their
colony. ” (London, 2009).

Adopt: to (re)
design products
and production in
ways that respect
and replicate
one’s aesthetic
appreciation

of ecological
dimensions.

Associate: to
stimulate more
ecologically
mindful patterns
of consumption
that reflect

one’s aesthetic
appreciation

for ecological
dimensions.

“I also used silk Jacquard | . . .

] woven in England [ . . . | for
more than two hundred years | . .
. ] all vertical manufacturing | . . .
] all in one building on one floor.
[...] theyre very happy to walk
you around the mill and you can
see everything from spinning to
dying all the silk. [ ... ] an hour
away from London on a train and
here I am with all these people
making this amazing fabric.”
(London, 2009) .

“So, I kind of used hexagons. [ .
.. ] It’s a fantastic shape because
they all just slot together. [ . . .

] it’s brilliant because you waste
very little. [ . .. ] our shapes just
happened to be so ergonomic as
well and almost by accident. | .

.. ] We also used this one as a
bag handle as well as a necklace.
[...]. And then, we also had
made all of our buttons so that
all our buttons in the collection
match the outside fabrics. And,
these were all made in London as
well.” (London, 2009).
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Attract. Inspiring others was important to all three protagonists. They
often shared their inspiration with their customers through education.
They frequently reflected on the opportunity for everyone—including
themselves and society at large—to become more conscious about their
choices. Toronto “gets essences and feelings from everything [ . . . ] is
constantly researching all of it and taking it all in. And then it’s com-
ing out of me the way I communicate, which is with the clothing.” She
echoes Vancouver’s point that evolution is gradual, but also emphasizes
the need to accelerate this progression.

Attend. Shecopreneurs also sensed, captured, and responded to others’
emotions, typically those of their customers. “You can see it in someone’s
eyes when they have something on it’s, like, that makes them feel the way
they want to be feeling [ . . . |. And, that’s a really awesome experience.”

Being effective was important to our three shecopreneurs. They all spoke
about commercial viability and overcoming setbacks and shortages; they
sought seed money and money for growth and patient funding; they shared
expansion plans, online and retail, and eventual ambitions for complet-
ing global supply chains that would connect producers of organic textiles
in developing countries with ethical fashionistas in Europe and North
America. Across their narratives we identified three sets of first-order
effective practices: anchor, align, and amplify.

Anchor. Our protagonists constantly (re)appraised changes in economic
constraints, goals, and abilities. Each had a reference point. Vancouver,
for example, explained that “we are a little bit in between, like, the eco,
which is a little bit more casual and a lower price point, and then the fash-
ion, which can handle the higher price point, but doesn’t understand the
eco. So, we’re somewhere in between.”

Align. Shecopreneurs rearranged their economic activities around rel-
evant economic constraints, goals, and abilities. For example, Toronto—a
staunch advocate of local sourcing whenever possible—considered work-
ing “with some people in Ethiopia and have them making stuff and
coming up with a product that will be sellable here because they’re disen-
franchised from their community, which would be great to be able to help
people and kind of spread the wealth here around a bit more.”

Amplify. Our protagonists also expanded and on occasion shrank their
activities to keep pace with their economic constraints, goals, and abilities.
Toronto, for example, constantly weighed “a multitude of a billion things
that cause me to make a decision, whether it’s conscious or subconscious.”

Art
All three protagonists developed a growing aesthetic appreciation of
ecological dimensions; as they did, they reimagined their products and
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production processes. Toronto initially practiced traditional fashion, but
quickly moved to 100 percent sustainable fabrics. Vancouver evolved her
aesthetics starting with sustainable fabrics. We identified three sets of first-
order aesthetic practices: authenticate, adopt and associate.

Authenticate. Expressing oneself artistically is quintessential—“when
you know what you want in your head and you have no restrictions on
that, it makes it really easy to flow something out,” Toronto explains. All
our protagonists developed a deep sense of authenticity, which imbues
their products and production processes—they designed for themselves.

Adopt. Our protagonists redesigned products and production processes
in ways that respect and replicate their evolving aesthetic appreciation
of ecological dimensions. Vancouver patterned life—at different stages.
London adopted the hexagon shape, which she reinterpreted in blue, red,
and white. Toronto borrowed the darkness of tar sands to signal our vul-
nerability and need for protection.

Associate. Art is a means to a greater end. Through unique aesthetics,
our protagonists sought to stimulate more ecologically mindful patterns
of consumption that reflect their—and their customers—growing aes-
thetic appreciation for specific ecological dimensions.

Last, we iterated back and forth between the theory, the macro-practices
of ecosystem design, and the micro-practices of entrepreneurial becom-
ing to understand how shecopreneurs reclaimed responsibility for global
ecosystems. We observed a strong link between self-transformation and
ecosystem design. Our framework, shown in Figure 9.1, suggests that by
reimagining the real and realizing the imaginary, shecopreneurs organi-
cally designed and developed more responsible ecosystems.

All our protagonists identified and actively managed who they were
becoming as women/ethical designers/entrepreneurs; these micro-practices

Micro-Practices Macro-Practices

Awake o B

Romanticize
Attract

Attend

Reimagining
Anchor the real

Align / Be Precise

Amplify Realizing the
imaginary

Authenticate

Adopt .
Generalize

Associate

Figure 9.1 Practices of ecosystem design.
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of entrepreneurial becoming shaped their products or production processes.
Vancouver, for example, was keen to grow her social ecosystem to mills
abroad, but couldn’t source organic cotton from India because this would
require a trade-off in her commitment to fair labor practices. Overcoming
these disconnects sometimes required a leap of faith. The transition from
their individual becoming to ecosystem design was often deliberate; all three
shecopreneurs reflected on the transition as it happened. Our protagonists
often saw these transitions as organic: they grew into the design of ecosys-
tems as a natural extension of their individual becoming. Sometimes this
link was also recursive: reclaiming more responsibility for local and global
ecosystems prompted further self-transformation. Recursive links tied the
imaginary and the real together—either by reimagining the real or by real-
izing the imaginary; nonrecursive links were either imaginary or real, but
never both.

Vancouver developed her Healing Heart collection during her divorce;
she had just had a baby, moved out of her home, and was working from
her parents’ house. Keeping the business running part-time was important
to her, but she didn’t have a lot of time nor energy for putting together a
new collection. So she simply revamped some of her best-selling pieces.
She already looked forward to her next collection, which helped her rei-
magine her next stage of becoming.

Toronto’s Fall 2010 collection was inspired by a movie about the Alberta
Tar Sands. She deliberately chose fabrics that were “all black and dark: it
was this organic cotton with beeswax that looked like the tar sands oils.
The dark shades captured her feeling that “the world’s in this really dark
place right now.” She imagined herself as a warrior and designed her Fall
2010 for this imagined warrior.

Implications

Our conceptual framework offers three important insights. First and fore-
most, we propose and show that ecosystems are neither separate nor sepa-
rable from individuals. Ecosystems are constantly reimagined and realized
through practices. Reconceptualizing them as social imaginaries draws
attention to the shifting and uneven interface between individuals and
ecosystems. Humankind’s damaging effects notwithstanding, subgroups
of individuals, like the three shecopreneurs we study in this chapter, pur-
sue their duty of care to gradually reclaim responsibility. They commit
and create more sustainable ecosystems.

Second, we suggest that individuals (re)claim responsibility for global
ecosystems through a gendered and gendering set of practices. Not only
is the duty of care typically associated with the feminine energy of the
Earth, but it is exercised through combinations of affect, effect, and art
that require a broader palette of theories and theorizing that organiza-
tional studies currently afford.
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Third, the individual strides we discuss in this chapter have not yet
been fully realized. All social change starts small. The notion of social
imaginaries makes us collectively alert to exemplary practices, like those
showcased by the three shecopreneurs whose stories helped us articulate
and illustrate our conceptual framework. The more attention we pay
to such exemplary practices through engaged research, the quicker and
broader their impact on society may become.
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PART III

Global Supply Chains Matter

In a globalized world, where information is easy to access, supply chain
management has acquired growing importance as a key driver of com-
panies’ success in many different industries. Consumers and nongovern-
mental organizations (NGOs) are becoming more and more interested
in the origins of products and the provenance of raw materials, asking
companies for additional transparency. Managers have started to under-
stand that their environmental and social responsibilities include not only
the direct impact generated by their own manufacturing activities, but
also the indirect effects generated upstream and downstream by different
tier suppliers, retailers, and consumers. To thrive in the green economy,
companies must transform their business models. This dramatically affects
the way in which supply chains are designed, managed, and controlled.
Moreover, this issue also influences firm internationalization strategies
and export decisions.

Using different theoretical perspectives and methodological approaches,
the chapters in this section address the topic of how and why sustain-
ability standards are becoming relevant for companies in managing their
supply chains. One chapter looks at endogenous factors, exploring the
relationship between firm capabilities and the institutionalization of sup-
ply chain sustainability standards. Another chapter investigates how exog-
enous features related to the supply chain structure influence firms to
engage and adopt specific socially responsible supplier practices. Another
perspective is taken by the other two chapters of the section, which focus
on the relationship between internationalization strategies and firm envi-
ronmental performance. Can environmental performance influence the
firm’s export activity? What are the relationships between environmental
practices, innovation, and the firm’s internationalization processes? These
chapters provide clues that enhance our understanding of the multidi-
mensional challenges that firms face in the transition towards a more sus-
tainable economy.



CHAPTER TEN

Institutionalizing Proactive Sustainability
Standards in Supply Chains: Which Institutional
Entrepreneurship Capabilities Matter?

Jore H. GRiMM, JOERG S. HOFSTETTER,
MARTINA MUGGLER, AND NILS J. PETERS

External stakeholders have built up sustainability consciousness and
expectations, putting companies under regular surveillance by nongov-
ernmental organizations (NGOs) and by the media (Doh & Guay, 2006).
Stakeholders often do not differentiate between a company’s operations
and its suppliers’ operations; they hold the company responsible for all
practices involved in the making of the product, including any potential
sustainability concerns (Rao, 2002). Thus, suppliers not complying with
the company’s promised values are likely to damage corporate reputation
or harm customer confidence. Levi’s, Nike, and Mattel are prominent
examples that show how brands can suffer as a result of using noncompli-
ant suppliers (Wagner, Lutz, & Weitz, 2009). A proactive supply chain sus-
tainability strategy is therefore vital (Handfield, Scroufe, & Walton 2005;
Rao & Holt, 2005). To implement such a strategy, companies provide
specific sustainability standards for their supply chains (Bansal & Hunter,
2003; Luo & Bhattacharya, 2006). These standards, known as proactive
supply chain sustainability standards (PSCSS) may provide statements to
comply with legal requirements and may add elements that go beyond the
law. Having introduced these PSCSS, companies still face the challenge
of ensuring that their supply chain partners comply. Monitoring supplier
processes and assessing the quality of procured products is challenging,
because global supply chains have become more complex (Matten &
Moon, 2008; Roth, Tsay, Pullman, & Gray, 2008). The large number of
suppliers, as well as the organizational and geographical distance between
the company and its direct and indirect suppliers, hinder a company from
controlling its suppliers’ sustainability practices (Bremer & Udovich,
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2001). Further problems may arise when suppliers are located in develop-
ing countries, as local legal standards may not conform to the main com-
pany’s requirements (Detomasi, 2007).

Institutional entrepreneurs ‘“create technical and cognitive norms,
models, scripts and patterns of behavior consistent with their identity and
interests, and establish them as standard and legitimate to others” (Dejean,
Gond, & Leca, 2004, p. 743). What role do institutional entrepreneurs
play in establishing PSCSS (Peters, Hofstetter, & Hoffmann, 2011)?
They act on institutional fields composed of “diffused practices, tech-
nologies, or rules that have become entrenched” (Lawrence, Hardy, &
Philips, 2002, p. 282). The institutional field on which companies operate
includes both direct and indirect supply chain partners (Hargrave & Van
de Ven, 2006). Companies can create “proto-institutions” that have nor-
mative, mimetic, and coercive dimensions (King & Lenox, 2000; Matten
& Moon, 2008). Yet, according to Lawrence et al. (2002, p. 283), the
PSCSS must become more than a proto-institution, it must become a
“full-fledged” one that is entrenched and diffused throughout the field.
Once inherent norms, cognitive schemata, and rules are accepted by the
field, full institutionalization takes place (Matten & Moon, 2008), which
is reflected by the compliant behavior of supply chain partners (Peters,
2010; Peters, Hofstetter & Hoftmann, 2011). In this chapter, we examine
the institutional entrepreneur’s (the focal company’s) attempt to achieve
the compliance of supply chain partners.

Wright, Filatototchev, Hoskisson and Peng (2005, p. 25), as well as
Hamprecht and Sharma (2006), called for research to investigate the capa-
bilities that enable an institutional entrepreneur to change the existing
institution or to create a new institution successfully. Following this call,
Peters, Hofstetter, and Hoffmann (2011) examined which key capabilities
are specifically needed to develop “voluntary sustainability initiatives” in
supply chains. Their work mainly covers the first phases of the institutional
entrepreneur’s endeavor, such as the design phase and the collective action
plan phase (Hargrave & Van de Ven, 2006). It remains unclear what fur-
ther key capabilities are required in order to institutionalize and maintain
the PSCSS (cf. Battilana & Leca, 2009). Lawrence (1999, p. 168) explains
that the success of an institutional entrepreneur is reflected by an ability
to ultimately “influence legislative or regulatory frameworks, affect cul-
tural norms or values, or establish some structures or processes as “taken-
for-granted”. Consequently, we argue that institutional entrepreneurs are
only successful in institutionalizing the PSCSS if they can change the
institutional field, with the optimal end result that supply chain partners
comply with the PSCSS. This leads us to the question: What capabilities
do institutional entrepreneurs require to institutionalize “proactive supply
chain sustainability standards” (PSCSS) effectively, ultimately leading to
their supply chain partners’ compliance with the PSCSS?

The resource-based view (RBV) outlines several criteria for key capa-
bilities that contribute to achieving long-term competitive advantages.
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These capabilities must be valuable, rare, inimitable, and nonsubstitut-
able (Barney, 1991; Peteraf, 1993). The capabilities enable a company “to
conceive and implement strategies that improve its efficiency and effec-
tiveness” (Barney, 1991, p. 101). The value of a capability is in its effective-
ness in achieving targeted institutional change (George, Chattopadhyay,
Sitkin, & Barden, 2006). Thus, the higher the value of a capability, the
greater is its contribution to institutional change (Hargrave & Van de Ven,
2006). A number of capabilities are described in the literature that enable
a company to successfully introduce sustainability strategies in supply
chains. Some examples are: “supply chain environmental management”
(Rao, 2002; Zhu & Sarkis, 2004), “total quality environmental manage-
ment” (Shrivastava, 1995), “environmental collaboration” (Vachon &
Klassen, 2008), and “supply chain implementation” (Peters, Hofstetter &
Hoftmann, 2011). However, these capabilities do not fully correspond
with the above-described challenge of ensuring supply chain partners’
compliance with PSCSS.

Compliance might be achieved by measures such as (1) contracts, (2)
assessments, (3) supplier development, and (4) monitoring (e.g., Carter &
Jennings, 2002; Frenkel & Scott, 2002; Rao, 2002; Vachon, 2007).
However, the “mere” execution of these compliance management activi-
ties and measures appears to produce only limited results (Locke, Qin, &
Brause, 2007, p. 2). A focal company also requires organizational capabili-
ties (cf. Christmann, 2000) to ensure compliance with its PSCSS. For this
reason, our case study research sought to identify the capabilities that act
as enablers of the above-mentioned activities and measures to achieve sup-
ply chain partner compliance.

Case Selection and Analysis

We applied the following criteria: First, we selected cases where there was
an established proactive supply chain sustainability initiative with imple-
mented PSCSS. Second, we chose companies with average or above-aver-
age supply chain complexity. Further, we looked for cases in which there
had been institutionalization problems that ultimately were resolved. This
helped us identify capabilities that lead to success. We selected four cases
upon which to base our analysis: two cases in the food/retail industry and
two in the paper industry. We conducted two case studies (Musgrave and
SKG) by ourselves; the other two (Migros and Axel Springer) were based
on secondary data from previous projects (Hamprecht, 2006; Peters &
Schaupp, 2009; Peters, 2010; Peters, Hofstetter, & Hoffmann, 2011). The
secondary data were complemented by interviews with key persons to
include missing information with respect to our research question.

We applied a three-step data collection process for construct validity
(cf. Gibbert, Ruigrok, & Wicki, 2008). First, we collected secondary data
from each company and its suppliers. Second, we conducted interviews



Table 10.1 Theme analysis of intraorganizational and interorganizational capabilities needed for compliance to PSCSS

First-Order Themes

Second-Order Themes

Final Themes*

Ability to clearly formulate sustainability values and visions

Ability to explain sustainability standards and policies towards supply chain partners

Ability to outline expectations towards suppliers

Ability to identify gaps between own and suppliers'understanding concerning sustainability
factors

Ability to make suppliers understand the purpose of PSCSS and the sustainability standard itself

Ability to understand suppliers’ behavior and practices

Ability to demonstrate relevance of sustainability standards and persuade suppliers to comply with
them

Ability to sensitize suppliers to sustainability factors

Ability to communicate findings from auditing activities to suppliers, leading to specific actions
concerning the development of supplier capabilities

Ability to share information about sustainable practices with suppliers

Ability to take cultural context and local specificities into consideration during interactions

Ability to recognize sustainability issues regarding direct suppliers

Ability to anticipate sustainability issues in upstream supply chain processes

Ability to map out entire supply chain

Ability to identify root causes of sustainability issues in supply chain

Ability to assess supply base concerning business risk and the impact resulting from sustainability
issues in the supply chain

Ability to assess sustainability threads in upstream supply chain processes

Ability to preassess critical suppliers or components who might hide noncompliant business
practices

Ability to prioritize impact of identified sustainability issues

Ability to transfer sustainability requirements into supplier selection criteria

Ability to streamline supply chain (reduce supply base and focus on most capable suppliers)

Ability to anticipate potential sustainability issues in supply chain

Ability to develop proactive solutions for foreseen/upcoming sustainability issues

Ability to communicate with supply
chain partners about corporate
sustainability

Ability to gain mutual understanding
Ability to explain relevance of
corporate sustainability program and
persuade suppliers

Ability to provide and receive feedback
Ability to adapt communication to
specific cultural and local needs

Ability to identify sustainability risks
Ability to assess impact of sustainability
issues

Ability to prioritize sustainability risks
Ability to mitigate sustainability risks
through the application of appropriate
mechanisms and resources

Interfirm dialogue
(Black and Hirtel,
2004, adapted
from “dialogue”
subsection)

Risk management
(Foerstl, Reuter,
Hartmann and
Blome, 2010, adapted
from ‘Supplier
Sustainability Risk
Management’)



Ability to select best-fitting stakeholders/partners

Ability to select and build up relationships with strategic stakeholders

Ability to maintain frequent dialogue with stakeholders

Ability to continuously exchange experiences and share knowledge with stakeholders (e.g.
suppliers, NGOs)

Ability to analyze chain-of-custody by including supply chain partners to increase insights

Ability to solve sustainability issues collaboratively with stakeholders

Stakeholders’ trust in company’s competence to approach sustainability factors

Stakeholders’ trust in company’s “sustainability vision”

Ability to provide fair supplier treatment

Ability to form project teams working on sustainability factors with representatives from various
affected corporate functions

Ability to exchange experiences on sustainability factors from different functional perspectives

Ability to perform the evaluation of sustainability factors jointly with affected corporate functions

Ability to integrate affected corporate functions for solving sustainability issues in supply chains
(e.g., integration of sourcing experts into environmental teams)

Ability to integrate the competencies of affected corporate functions for the implementation of
sustainability standards in the supply chain (e.g., supplier training)

Ability to exploit feedback from stakeholders concerning sustainability practices

Ability to identify best practices and improve sustainability policies accordingly

Ability to incorporate experiences from previous “sustainability projects”

Ability to modify supply chain processes according to findings in supply chains concerning
sustainability issues

Ability to adopt purchasing practices by incorporating sustainability factors

Ability to consider sustainability factors in new product development

Ability to improve compliance management activities (e.g, supplier audits) to increase the
likelihood of detecting potential noncompliance to sustainability standards

Ability to build relationships with
strategic stakeholders

Ability to share tacit knowledge with
strategic stakeholders

Ability to integrate stakeholders to
solve sustainability issues

Trust of strategic stakeholders

Ability to coordinate affected corporate
functions for the implementation of
sustainability standards in the supply
chain

Ability to bundle competencies

of affected corporate functions to
approach sustainability issues

Ability to exploit feedback and lessons
learned

Ability to assess current supply chain
processes with respect to their social
and environmental performance
Ability to adapt policies and standards
to identified sustainability issues
Ability to improve supply chain
processes with respect to social and
environmental performance

External stakeholder
collaboration (Sharma
and Vredenburg,
1998, adapted

from ‘Stakeholder
Integration’)

Cross-functional
integration (Verona,

1999)

Continuous
improvement (Hart,
1995; Benner and
Tushman, 2003)

*Final themes represent the linkage to existing literature.
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with key personnel responsible for the institutionalization of the PSCSS,
such as senior sustainability and purchasing managers. Further key infor-
mants were identified by following the snowball principle (Sharma &
Vredenburg, 1998). Interviews were transcribed, verified by intervie-
wees, and subsequently analyzed to enable early identification of emerg-
ing results (Yin, 2003). Then, narrative accounts were explicitly analyzed
for discrepancies and if any were identified, further data were consulted to
obtain the “true story” (Pentland, 1999). Emerging concepts with respect
to the targeted identification of capabilities were categorized and were
constantly compared during these data collection steps (Eisenhardt, 1989).
We consolidated key quotes and crafted structured maps, studied theories
that could explain emerging concepts, and combined our empirical data
with concepts in the literature (Gibbert, Ruigrok, & Wicki, 2008). Quotes
retrieved from data collection comprised the first-order themes; second-
order themes summarized the respective quotes; and the final themes rep-
resented the linkage to the existing literature (Sharma & Vredenburg,
1998), as illustrated in Table 10.1.

Institutionalization of Proactive Supply
Chain Sustainability Standards

This section provides an overview of the four cases and their context, fol-
lowed by the presentation of the organizational key capabilities that con-
tributed to the institutionalization of the proactive sustainability standards
in the companies’ supply chains.

Migros. This company,a major Swiss retailer, worked with the International
Roundtable on Sustainable Palm Oil (RSPO), the World Wildlife Fund
(WWF), and other organizations to establish sustainable palm oil standards.
Migros and its supply chain members, which are mainly based in Indonesia
and Malaysia, were expected to improve their business practices accord-
ing to principles and criteria defined by the RSPO. The criteria include
defined indicators that make compliance verifiable. An underlying certi-
fication system guarantees sustainable production throughout the supply
chain, which is made up of producers, processors, traders, consumer goods
manufacturers, and retailers. Migros received the World Business Award in
2002 for its successtul work toward sustainable palm oil production, which
includes the avoidance of slash-and-burn farming.

Musgrave. This major privately owned Irish company partners with
independent food retailers operating under its brand in Ireland, the United
Kingdom, and Spain. Musgrave was the first Irish company that ratified
the UN Global Compact, and it emphasized its commitment to sustain-
able business practices in its supply chains. To respect this commitment,
Musgrave established the Musgrave Ethical Trading Policy, which is also
binding on its suppliers. Musgrave’s supplier base can be classified into
three types: global brand manufacturers (e.g., Coca-Cola), nonexclusive
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suppliers, and exclusive suppliers. Various suppliers of all three categories
deliver products for Musgrave’s own-brand product assortment. The trad-
ing policy outlines sustainability standards and seeks to especially shield its
own-brand products from potential damage through noncompliant sup-
ply chain partners.

Smurfit Kappa Group (SKG). This company is one of the biggest paper-
based packaging producers in Europe and Latin America as well as an
operator of various paper mills. The industry in which it participates is
one of the largest users of industrial water and fossil fuels. Thus, sus-
tainabilty is an integral part of SKG’s business and supply chain strategy.
SKG seeks to avoid any purchases of wood from controversial sources and
simultaneously respects international treaties and domestic law. The com-
pany established sustainability standards, rooted in its Sustainable Forestry
Policy Statement, which are applicable to its direct suppliers and also to
indirect suppliers. For example, its suppliers must guarantee that pulp is
sourced only from mills that can prove chain-of-custody certification or
other credible certification schemes. These international forest certifica-
tion schemes are monitored by independent accredited organizations. In
following this path, SKG became a role model for other members in the
paper industry.

Axel Springer. As a major German publisher, Axel Springer recognized
the many environmental, social, and reputational risks resulting from non-
sustainable paper production, since this could be directly linked to Axel
Springer as a customer of the paper industry. The optimization of supply
chain processes to be as sustainable as possible became a company prior-
ity. A main focus of Axel Springer’s efforts was Russian logging practices.
Together with one of its main paper suppliers, Axel Springer established
guidelines and standards for sustainable supply chain practices. The objec-
tive was to sensitize suppliers to sustainability factors, to change suppliers’
mindsets, and to make processes within the paper supply chain transparent,
from the raw material supplier to the publisher.

In all cases, companies performed compliance management activities
and measures such as supplier monitoring or supplier development to
achieve supply chain partners’ compliance with the respective PSCSS.

In line with institutional entrepreneurship (IE) theory and the RBYV,
we identified a set of capabilities that companies used to achieve compli-
ance (cf. Dacin, Goodstein, & Scott, 2002; Lawrence, 1999; Barney, 1991;
Dyer & Singh, 1998). Table 10.1 summarizes the identified capabilities
that resulted from the analysis.

Interfirm Dialogue. The interviewees emphasized the importance of open
dialogue between their company and supply chain partners. The compa-
nies communicated PSCSS-related objectives and made sure that require-
ments were understood. For example, Musgrave checked via interaction
and discussions with suppliers on potential gaps between Musgrave’s own
understanding and suppliers’ understanding of the different sustainability
factors, instead of just informing the suppliers about requirements. The
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explicit consideration of the local and cultural context is considered key
for effective communication and eventually, for a common understanding.
The Migros case highlighted that a trustful dialogue allows information-
sharing and is the basis for any improvement in sustainability practices.
Proper interfirm dialogue was not only considered key for presenting,
explaining, and demonstrating the importance of sustainability standards
when introducing the PSCSS, but also for later phases when assessing and
auditing supply chain practices at suppliers’ sites. In all cases, gaps and
poor conditions that were identified in supplier assessments and audits lead
to improved practices when appropriately reported afterwards. Interfirm
dialogue creates a common understanding of sustainability standards and
factors, motivates suppliers to follow sustainable practices, enables the
development of suppliers’ societal and environmental capabilities, and
increases the probability that suppliers will adapt their business practices
according to defined requirements.

The rareness and inimitability of interfirm dialogue in this context can
be illustrated by the limited availability of personnel who have experi-
ence in the field of corporate sustainability and supply chain management
to perform these dialogues effectively. Interfirm dialogue is a two-way
process that breaks down existing assumptions, uncovers shared mean-
ings, and facilitates collective learning in the field of corporate sustain-
ability by exchanging arguments and experiences (cf. Burchell & Cook,
2006). In a different context, it has also been argued that a company’s
ability to engage in dialogue with its stakeholders contributes to its success
(Black & Hirtel, 2004). This pattern finds support in IE literature where
institutional entrepreneurs’ discursive skills (Maguire & Hardy, 2006;
Munir & Phillips, 2005) and communication skills (Bansal & Clelland,
2004; Suchman, 1995) have been acknowledged.

Risk Management. Nearly all interviewed managers reported that they
faced the challenge of deciding how they should efficiently control for
suppliers’ compliance with their company’s sustainability standards.
They aimed for a guarantee throughout the entire supply chain, which
requires that all supply chain partners be audited and monitored regularly.
However, the case study companies do not have sufficient financial and
human resources to audit all direct suppliers. Only when they decided to
differentiate among their suppliers, and apply compliance-management
activities of different scales as needed, did control become economically
feasible. For instance, SKG initially relied on undifferentiated compli-
ance management activities to ensure sustainability compliance, but then
changed its approach when it reevaluated its supplier base according to sus-
tainability risks it identified. The other cases also illustrate how companies
started to follow approaches that structured their supply chains and priori-
tized suppliers that should be audited and monitored regularly. Companies
had to increase their knowledge of practices within their supply chain,
and had to increase the awareness of potential sustainability issues in order
to preassess critical suppliers, which might hide noncompliant business
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practices. Musgrave, for instance, identified critical paths by mapping its
supply chains. Consequently, it categorized its suppliers in accordance
with the risk associated with a sourced product and the potential busi-
ness impact if noncompliant behavior were revealed. The categorization
ranged from “very high risk” to “very low risk”. High-risk suppliers were
audited on a regular basis with optional supplier development programs;
low-risk suppliers were only asked to fill in self~assessment questionnaires
as a monitoring tool. Musgrave’s approach enabled the efficient use of lim-
ited resources to maximize control over suppliers’ sustainability compli-
ance. To further reduce risk of contracting with noncompliant suppliers,
Migros began very early to include sustainability aspects into its supplier
selection criteria, which helped it to select strongly sustainability-oriented
suppliers and to minimize later monitoring efforts (cf. Tang, 2006). As
a positive side-effect, purchasing managers reported that suppliers that
were not selected stated their intention to improve their sustainability
practices in the future in order to be considered during upcoming tenders.
Literature on RBV and IE hardly refers to the concept of risk management
(cf. Battilana, Leca & Boxenbaum, 2009; Foerstl, Reuter, Hartmann, &
Blome, 2010; Peters, 2010). However, we observed in our cases that the
capability of risk management permitted a rigorous prioritization of sus-
tainability risks in the supply chain, which made it possible to implement
auditing and supplier development programs of different scales, in accor-
dance with the prioritized risks. This enabled an efficient use of limited
resources to institutionalize the PSCSS (cf. Neilson & Pritchard, 2007).
The rareness and path-dependence of risk management in the context of
sustainable supply chain practices is reflected by the limited availability of
relevant experience from which the companies could draw (Millington,
2008). Inimitability is shown by the respective supply chain specifici-
ties that must be considered and by the comprehensive adaptive learning
routines of risk-management-related activities. All companies followed
similar stages in performing risk management: identification, analysis,
and response (cf. Borge, 2001; Kutsch & Hall, 2009; Raftery, 1994). Risk
management in our context is the identification, assessment, and prioriti-
zation of sustainability-related risks, followed by the aligned and efficient
application of resources to examine and to minimize the probability of
and/or impact of unwanted noncompliance (cf. Foerstl et al., 2010).
External Stakeholder Collaboration. The companies repeatedly highlighted
their collaboration with various strategic stakeholders such as NGOs, audi-
tors, and suppliers, as positively contributing to the institutionalization of
proactive sustainability standards in their supply chains. Migros’s ability
to identify and build up strong relationships with credible and competent
NGOs enabled it to acquire further knowledge in sustainability practices,
which was essential for the joint development of environmental manage-
ment and certification systems and their subsequent transfer into suppli-
ers’ supply chain practices. This included the ability to integrate external
auditing bodies, since from an early phase on the necessary competence to
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audit in accordance with the PSCSS was not available in house. Similarly,
Axel Springer built up strong partnerships with key suppliers, which were
considered a prerequisite for successfully institutionalizing its PSCSS. This
collaborative approach enabled both sides to combine different aspects
of the supply chain and to explore the counterpart’s competencies dur-
ing joint activities. Together, they approached indirect suppliers in the
upstream supply chain with “one voice”, leading to an increased credibil-
ity with respect to sustainability practices.

In all cases, we observed that the integration of competent stakeholders
concerned with sustainability allowed companies to explore missing inter-
nal knowledge about sustainability issues and let them bundle forces for
joint efforts in the supply chain. However, building relationships usually
followed long and intensive interactions. The rareness of the capability of
external stakeholder collaboration is reflected by the limited availability
of stakeholders (e.g., NGOs) that are willing to build such relationships
and that also can provide targeted sustainability competencies. Established
trust with external stakeholders is furthermore path-dependent and “can-
not be easily imitated by competitors” (Sharma & Vredenburg, 1998, p.
740). We define “external stakeholder collaboration” as the cooperation
of strategic stakeholders in which sustainability-concerned solutions are
jointly developed and implemented in supply chains by making use of
each other’s knowledge, resources, and competencies (cf. Olden, 2003).
The capability of external stakeholder collaboration enables the identi-
fication of competent partners and thus effective cooperation with those
(Sharma & Henriques, 2005). Further, it facilitates the establishment of
trusted relationships (Oliver & Holzinger, 2008) as a basis for the subse-
quent exploration of external stakeholders’ tacit knowledge and compe-
tencies (Lavie & Rosenkopf, 2006; Rothaermel & Deeds, 2004).

Cross-Functional Integration. In all cases, interview partners considered it
crucial that the institutionalization of PSCSS be run by cross-functional
teams, integrating the different perspectives of corporate functions. All
studied companies had included experts with different backgrounds, such
as purchasing, law, communications, and quality, in “sustainability task
forces”. SKG emphasized that its sustainability group first struggled with
the challenges of understanding the existing supply chain configurations,
since it lacked related knowledge. After the integration of dedicated pur-
chasing and supply chain personnel, SKG was much more effective in
solving sustainability issues that had their origin in the upstream supply
chain.

Migros also noted that it was only able to solve certain issues by the sys-
tematic approach of its cross-functional sustainability team. The team was
able to bundle necessary knowledge relevant to specific problems that was
not exclusively available in one single corporate function. These cases sup-
port the trend for cross-functional teams to become common management
practice. Nevertheless, the majority of interviewed managers stressed that
underlying processes and management systems were specifically adopted
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in given interorganizational configurations. The capability of “cross-
functional integration” was described as being causally ambiguous and
socially complex, since various corporate functions with different person-
nel, objectives, and tasks were involved (Peters, Hofstetter, & Hoffmann,
2011). The RBV literature mainly discusses “cross-functional integration”
in the context of new product development processes. It can be defined
as a capability that serves “as adhesive by absorbing critical knowledge
from external sources and by blending the different technical competen-
cies developed in various company departments” (Verona, 1999, p. 134).
We observed that in most cases, “cross-functional integration” is able to
include and to coordinate representatives from various sustainability-con-
cerned corporate functions, facilitating the bundling of different areas of
expertise (Brown & Eisenhardt, 1995; Eisenhardt & Martin, 2000), which
effectively supports the institutionalization of PSCSS.

Continuous Improvement. The companies studied continuously improved
their supply chain processes as well as the applied methods and tools that
subsequently contributed to their suppliers’ compliance with the respec-
tive PSCSS. Musgrave emphasized that it makes use of the input and
feedback it receives from its trading managers and from various external
stakeholders. Musgrave’s sustainability team was thus able to incorporate
recognized best practices into its sustainability policy.

At Axel Springer, we observed how policies and principles were improved
by incorporating experiences from former projects. Frequently, intervie-
wees mentioned that Axel Springer learned from project collaborations
with suppliers and vice versa—for example, identified and subsequently
analyzed sustainability issues were incorporated into improved manage-
ment systems, thus closing gaps. Axel Springer and Migros reported their
ambitions for continuous improvements to the methods and tools that
they used for supply chain assessment and auditing. Axel Springer tried to
accelerate its learning curve and incorporated past experiences into better
methods for risk assessment with respect to legality and health, safety, and
environmental (HSE) risks. Similarly, Migros sought continuing innova-
tion in its auditing mechanisms to reveal suppliers’ potential noncompli-
ant business practices. We observed how Migros analyzed findings that
it gained in one supply chain and applied them successfully in other sup-
ply chains. This, for example, lead to better purchasing practices through
adopted selection processes and influenced new product development. The
rarity of approaches to improve sustainability performance was reflected
by the limited availability of experts and partners with valuable experi-
ence in sustainability practices who could contribute to improvements.
The adaptive learning routines we observed that lead to improvements
underline the inimitability of each company’s solutions. The capability
for continuous improvements that was enabled by intraorganizational
and interorganizational routines means that valuable tacit knowledge was
made explicit (Brown & Duguid, 1991), resulting in improved compli-
ance management activities and measures, which consequently improved
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the sustainability performance in the supply chains. We define “continu-
ous improvement” as the ongoing effort to improve processes, policies,
and products in terms of social and environmental performance by the
evaluation of current practices and the incorporation of feedback and les-
sons learned (cf. Hart, 1995; Benner & Tushman, 2003).

Summary and Conclusions

This research focused on the institutionalization of a company’s proac-
tive sustainability standards in supply chains after those standards had
been defined. Although the importance of the institutional entrepre-
neur’s capability to drive institutional change is widely acknowledged
(DiMaggio, 1988; Oliver, 1991; Phillips, Lawrence, & Hardy, 2004;
Powell, 1988; Suchman, 1995; Zimmerman & Zeitz, 2002), researchers
explicitly called for a more systematic approach to examine such capa-
bilities (Battilana & Leca, 2009; Hamprecht & Sharma, 2006; Wright et
al., 2005) for which the resource-based view (RBV) provides appropri-
ate concepts. Specifically, by conducting four comparative case studies,
we sought to examine capabilities that enable the institutional entrepre-
neur to implement previously defined proactive sustainability standards
within its supply chain. We were able to identify five key capabilities
which contribute to the institutional change, namely (1) interfirm dia-
logue, (2) risk management, (3) external stakeholder collaboration, (4)
cross-functional integration, and (5) continuous improvement. We pro-
pose that these capabilities are positively related to the institutionaliza-
tion of PSCSS, which is reflected by supply chain partners’ compliance.
The study contributes to institutional entrepreneurship (IE) literature
by putting a stronger focus on the factors that facilitate the final institu-
tional change (Battilana & Leca, 2009; Battilana, Leca, & Boxenbaum
2009). Although our case study research notes key capabilities in a com-
pany that support the effective institutionalization of proactive sustain-
ability standards in its supply chains, further research is required. While
we observed influential linkages between identified capabilities within
the case studies (e.g., the capability for “continuous improvement” was
often associated with “crossfunctional integration” or “external stake-
holder collaboration”), the analysis of collected data did not permit the
development of propositions about the complementarities of identified
capabilities, and our case studies have not addressed yet how external
contingencies (e.g., Aragon-Correa & Sharma, 2003; Sharma, Aragon-
Correa, & Rueda-Manzanares, 2007) influence the value of capabili-
ties in our research context. Furthermore, our cases were limited to the
retail and paper industry; thus, studying other industries may reveal addi-
tional insights. Testing the propositions against a large set of data that
include other industries would allow us to draw generalized conclusions.
As we relied mainly on data provided by informants from companies
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and their direct suppliers, future research may put a stronger focus on
including indirect upstream suppliers beyond tier-1 suppliers (Lee, 2008;
Millington, 2008; Vermeulen & Ras, 2006).

As global supply chains grow longer and more complex, companies
face the problem of how to control supply chain partners’ compliance
with introduced PSCSS. In addition to execution of supply-chain com-
pliance management measures and activities, such as supplier monitoring
or auditing, companies should consider their organizational capabilities in
relation to our findings.

Interfirm dialogue is essential for gaining a common understanding about
visions, values, and requirements, and therefore it opposes the com-
mon practice of simply informing suppliers about the requested PSCSS.
Constant dialogue between a company and its suppliers, for example dur-
ing auditing processes or during respective follow-ups, reminds suppliers
of the company’s expectations and facilitates guidance about how to cor-
rect deficiencies. Supplier training, workshops, “supplier days”, awards,
etc. are appropriate platforms for addressing relevant sustainability factors.
Furthermore, companies benefit by motivating their tier-1 suppliers to
be in close dialogue with key subsuppliers (tier-2) to push PSCSS up the
supply chain. Within the company, interfirm dialogue must be aligned
among the various concernedcorporate functions (i.e., procurement, legal,
HSE, etc.) to speak with one voice to supply chain partners.

Only rigorous risk management can enable efficient usage of a com-
pany’s limited resources so it can maximize control over suppliers’ and
subsuppliers’ compliance with PSCSS. Mapping and visualizing a compa-
ny’s supply chain lets the company identify any hidden potential sustain-
ability risks. Supply chain categorization should be done in accordance
with the risk associated with a sourced product and the potential busi-
ness impact that a publicly known breach in sustainability practices would
have. Factors such as characteristics of products and production processes,
geographical regions, and supply chain partners’ track records should be
considered for this risk assessment. High-risk supply chain partners should
be audited on a frequent basis, with optional supplier development pro-
grams offered, in order to reduce the risk of any noncompliance; low-risk
suppliers might to a greater extent be controlled by less costly assessments
(e.g., supplier self~assessments).

External stakeholder collaboration plays an important role in acquiring
missing knowledge and integrating the stakeholder’s forces for the success-
ful implementation of PSCSS. Companies need to identify capable stake-
holders, such as those who, for example, possess wide-ranging expertise
in the fields of social and environmental sustainability issues and relevant
cultural and legal issues. Relevant stakeholders could range from strategic
suppliers with important contribution to NGOs or certification bodies,
to specialized consulting companies. Partnering with such stakeholders
typically improves companies’ own sustainability performance, as well as
performance of of supply chain partners’ in compliance with PSCSS.
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Similarly, cross-functional integration allows for the integration of spe-
cialists and the alignment of various corporate interfaces. People with
corporate functions such as procurement or supply chain management
can understand certain requirements regarding sustainability, which
might be outlined by other departments and they in turn may have
relevant information to share. The establishment of dedicated sustain-
ability task forces with members from all relevant corporate functions
is an especially appropriate means to holistically address sustainability
issues within supply chains and to enable the joint development of
solutions.

Finally, continuous improvement techniques contribute to the ongoing
optimization of processes and policies in terms of social and environmen-
tal performance in supply chains. Companies must analyze where sustain-
ability issues are located within a supply chain and how these issues could
be positively influenced in the future—for example, the advancement of a
certain product or production characteristic may positively influence the
supply chain partners’ practices. Many existing supplier management pro-
grams still lack the explicit consideration of sustainability factors and still
need to be adapted to existing sustainability issues within supply chains.
Appropriate principles and indicators must be integrated into assessment,
selection, and auditing processes and must be explicitly addressed in sup-
plier development programs.
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CHAPTER ELEVEN

Supply Chain Structure as a Critical Driver of
Sustainable Supplier Practices

AMROU AWAYSHEH AND ROBERT D. KLASSEN

As technology improves the transfer of information, a broader range of
customers and stakeholders gain access to more information about what
happens within supply chains. As a result, issues like poor worker conditions
in suppliers’ facilities are increasingly pushed into the limelight. What used
to be hidden behind long distances and language differences is more visible
(Lee, 2002;Van Der Zee & Van DerVorst, 2005). As a result, consumers, gov-
ernments, and nongovernmental organizations (NGOs) are demanding that
companies be held more accountable for what happens. Concerns include
the use of sweatshop labor, the provision of safe working conditions, and the
payment of a living wage to their employees. In response, a growing number
of firms are exploring how to identity, assess, and monitor supplier-related
social issues and practices. They can monitor their suppliers to ensure adher-
ence to social expectations, conduct audits, or use a certification provided
by an independent third-party. Fairtrade (Fairtrade, 2007) is one such third-
party certification for agricultural commodities such as coftee and cocoa
beans. Following an audit, certification is granted to cooperative farms in
developing countries that adhere to a number of sustainability-related prin-
ciples, including safe working conditions for employees, payment of fair
wages, and environmentally friendly cultivation techniques. In contrast,
other firms choose to develop their own standards internally, for example
Starbucks’ system for assessing and working with farmers, termed Coffee
and Farmer Equity (CAFE).

Unfortunately, it is not as simple as just dictating that a particular set of
standards be employed by suppliers. Some firms might not have sufficient
influence to drive change back through the supply chain to all suppliers.
The cultural norms and expectations for improving human potential vary
by industry, customer segment, and marketplace. As more manufacturing
and supplier sourcing has shifted overseas, the geographic distance, and
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