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P A R T  I

Institutions Matter

Firms play a major role in building a green economy by investing in 
clean and renewable technologies instead of in conventional and fossil 
fuel technologies. However, not only do some firms tend to invest in 
green technologies to a greater extent than other firms, but those in one 
jurisdiction also tend to invest in such technologies to a greater extent 
than those in other jurisdictions. Why has Denmark developed a signifi-
cant lead in wind turbine technology? Why does Germany have such a 
large percentage of solar energy generation? Why does Spain have one 
of the highest percentages of wind energy production amongst devel-
oped countries? And why have Texas in the United States and Alberta in 
Canada (both major producers of oil and natural gas) invested much more 
in wind energy generation than Minnesota and Ontario (both of which 
have greater wind resources than Texas and Alberta)?

Research has shown that there are many explanatory drivers and inf lu-
ences for investments in green technologies. Natural resources such as 
sunshine and wind matter; firm strategy matters; firm capabilities mat-
ter; managerial perceptions and decisions matter; stakeholder inf luences 
matter; societal norms and preferences matter; and of course, institutional 
inf luences matter. Institutions shape regulations, investment returns, risk 
and uncertainty, and give firms incentives to invest.

This volume brings together chapters on several of these drivers of the 
green economy. Part I of the book focuses on how and why institutions 
matter. The chapters in Part I help us understand that it is not regula-
tions alone but rather how regulations and public policy reduce technical 
and economic uncertainty and create incentives that drives investments 
in clean technologies such as renewable energy. Regulatory jurisdictions 
that foster the growth of renewable technologies are designed to inf lu-
ence investments in support infrastructure (for example, grid interfaces 
and transmission systems), to guarantee tariffs, and to manage conf lict-
ing stakeholder expectations. The chapters also show that institutional 
uncertainty and risk are not objective, but rather are perceived differently 
by firms and their managers. Managerial perceptions of an institutional 
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environment as more or less uncertain, risky, or beneficial (munificent) 
drive managers’ analysis of clean technology decisions and affect their 
subsequent behavior in investing in such projects. The insights from these 
chapters will help managers and policymakers to develop better regula-
tions, conditions, and support systems that will foster clean technologies 
and green economies.



C H A P T E R  O N E

The Role of Institutions in the 
Implementation of Wind Energy

Michelle Bernard, Michael Craig, and 
Itai  Sened

Given the threat of climate change, the 2010 Deepwater Horizon oil spill, 
volatile natural gas prices, and unrest in the Middle East, implementing 
clean alternative energies is urgently needed. What drives the adoption 
of these energies, however, has yet to be fully determined. Neoclassical 
economists suggest that implementation would be accelerated by reduc-
ing regulations and establishing free markets, in which resource scarcity 
would drive deployment. Others argue that technology propels alterna-
tive energy use. North (1990) maintains that markets lead to institutional 
changes as firms and politically motivated interests induce changes in 
institutional structures (see also Sened, 1997). What then are the roles 
of resource availability, technology, and institutions in driving alterna-
tive energy utilization? We examine this question by focusing on wind, 
thereby avoiding controversies surrounding other alternative energies, 
such as the extent to which they are “clean” and the costs associated with 
their large-scale production, for there is a consensus that wind is clean and 
economically viable. We analyze the role of institutions in wind power 
implementation, comparing its adoption in Minnesota and Texas and 
then broadening our perspective with a global comparison among Spain, 
Germany, and the United States. In accord with North (1981, 1990), we 
maintain that market forces are not the only, or the most important, deter-
minants of wind’s performance. Rather, the institutions that govern and 
regulate wind implementation have a very large impact.

Institutional Theory

Neoclassical economic theory proposes that the main exogenous vari-
able that explains shifts in economic performance is technology (Mokyr, 

A. Marcus et al.  Cross-Sector Leadership for the Green Economy
© Alfred Marcus, Paul Shrivastava, Sanjay Sharma, and Stefano Pogutz 2011

 (eds.),



Michelle Bernard, Michael Craig, and Itai Sened4

1990). As long as technologies are constant and preferences stable, every-
thing else is accounted for by supply and demand. In the global economy 
of the twenty-first century, however, technology is shared worldwide. 
Wind technology is relatively simple and is commonly understood across 
different geographical and geopolitical arenas. Though wind conditions 
vary across geographical regions, this variation cannot completely account 
for differences in implementation. In fact, wind technology has been 
more widely implemented in regions with less favorable resources, such 
as southwest Europe, than in regions with more favorable resources, such 
as the central United States. Why have some markets heavily invested in 
wind technology while others have not? North provides an explanation. 
“The structure of the economy” (North, 1981, 1990) is just as potent an 
explanatory variable as technology and market forces.

In what follows, we show the connections between institutional 
arrangements that govern and regulate the production of wind energy 
and the extent to which it has been implemented. Our method of analysis 
is known as analytic narrative (Bates, Greif, Levi, Rosenthal, & Weingast, 
1998). Formal models of mathematical economics are often abstractions 
of reality with little relevance to actual occurrences in real marketplaces. 
Analytic narrative connects economic theory with the real world. We 
assume that technology is constant across our study areas and control for 
resource availability (wind) using widely available global maps of wind 
conditions across regions of the globe (3Tier, 2011, U.S. Department of 
Energy, 2011a, 2011b). From preliminary analysis of data from OECD 
(Organisation for Economic Co-operation and Development) countries, 
we further note that competitive markets and production costs are similar 
for most inputs in the countries we studied. From the results of our study, 
we found that we could attribute much of the variance in wind power 
capacity to variance in institutional arrangements.

Wind’s Cost-Competiveness

An oft-repeated argument for the minimal deployment of renewable ener-
gies is their noncompetitive pricing compared with fossil fuels, because of 
the underdeveloped technology of renewable energies. Coal- and natural 
gas-fired power plants, the reasoning goes, produce electricity at a lower 
cost per kilowatt-hour than renewables such as wind and so coal and 
natural gas are therefore preferred by profit-maximizing energy utilities. 
However, recent studies show the situation to be more nuanced, for wind 
is currently cost-competitive in certain scenarios and it is likely to be even 
more so in the near future. In 2010, the International Energy Agency 
(IEA) compared the cost to produce baseload electricity, or the minimum 
amount of electricity demanded over a 24-hour window, from nuclear, 
coal, gas, and wind for projects to be brought online by 2015. The IEA 
found onshore wind power in some cases to be cost-competitive with 
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other sources, depending on local wind conditions. The study assumes a 
reasonable but highly uncertain price per ton of carbon dioxide, due to 
an anticipated cap-and-trade policy, which increases the cost of electric-
ity from the carbon-emitting technologies coal and gas. Yet even without 
such a price, the study concludes that wind would be cost-competitive, 
albeit to a lesser extent. Two discount rates, or the annual interest rate at 
which money can be borrowed, are considered. The lower discount rate, 
5 percent, favors capital-intensive low-carbon energy sources like nuclear 
and wind; the higher rate, 10 percent, favors coal and natural gas. It is cru-
cial to emphasize that current interest rate forecasts predict discount rates 
much lower than 5 percent (International Energy Agency, 2010).

A study conducted in 2009 by the NRC or National Research Council 
(2009), a division of the U.S. National Academy of Sciences, titled 
America’s Energy Future, agrees with the IEA’s findings for the United 
States. The NRC study determined that for new electricity generation 
facilities, onshore and offshore wind are price-competitive with other 
energy sources, even in the absence of a price on carbon. Both the IEA’s 
and the NRC’s findings admit that the cost of wind-generated electric-
ity varies widely, based on available wind resources. Furthermore, both 
studies consider prices at the power plant rather than at the system level, 
which excludes transmission and grid expenditures. These transmission 
and grid expenditures are often higher for wind farms, because of their 
isolated locations, but they still only add a few additional cents per kilo-
watt hour to the cost of electricity and so would most likely not put wind 
at a significant disadvantage.

The U.S. Energy Information Administration, or EIA, arrived at the 
same conclusions in 2009 as the previously mentioned two studies, even 
when factoring transmission and grid expenditures into costs. Areas with 
high-intensity winds outcompete fossil fuel electricity sources, even 
with transmission costs incorporated, underscoring the importance of 
available resources to wind energy adoption (U.S. Energy Information 
Administration, 2009). These three studies demonstrate that wind is more 
than cost-competitive with traditional energy sources (such as coal and 
natural gas) in certain regions. One would therefore expect regions with 
high-intensity winds to readily adopt wind power as a source of electric-
ity, for the sake of profits as well as the environment. We next investigate 
whether this occurs in reality and, if not, why.

Resource Availability and Institutions

Although renewable energy technology—and its corresponding effect on 
electricity prices—does not vary across OECD nations, renewable resources 
(wind) and institutions do vary. We therefore examined the effects of resource 
(wind) availability and institutions on wind power implementation in the 
states of Minnesota and Texas, and then we broadened our investigation to 
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a comparison of the United States, Spain, and Germany. We asked which 
state or country we would predict to have the greatest wind power capac-
ity based on the available resources, as measured by wind intensity. Then 
we investigated whether our predictions aligned with reality, and if not, 
we looked into whether the regions’ institutional approaches explained the 
differences.

Minnesota and Texas—Installed Wind Power Capacity. To gauge the extent 
of wind power implementation in Minnesota and Texas, we use two 
sources of electricity data. Table 1.1 summarizes the added and cumula-
tive wind power capacity for Minnesota (MN) and Texas (TX) over 2007, 
2008, and 2009 as well as their national rank in cumulative capacity, per 
the 2007 to 2009 Year End Market Reports of the AWEA or American 
Wind Energy Association (2008, 2009, 2010). As shown, Texas not only 
had significantly greater cumulative capacity than Minnesota as of 2009, 
but also added significant amounts of capacity annually, whereas capac-
ity additions in Minnesota stalled and sharply decreased. Another metric 
for measuring the size of a state’s wind power sector is its actual amount 
of electricity generated. The U.S. Department of Energy (DOE) pro-
vides this information for the electric power industry, as summarized in 
Table 1.2. Though Minnesota generated a higher percentage of its elec-
tricity from wind than Texas, by the raw quantity of wind-generated elec-

Table 1.1  Added and cumulative wind power capacity and national rank of Minnesota (MN) 
and Texas (TX), 2007–2009

Added Capacity (MW) Cumulative Capacity (MW)
National Ranking 

(Cumulative Capacity)

Year MN TX MN TX MN TX

2007 405 1618 1299 4356 3 1

2008 455 2671 1754 7118 4 1

2009 56 2292 1809 9410 5 1

Source: American Wind Energy Association, 2008, 2009, and 2010.

Table 1.2 Electricity generated from wind and from all sources, from 2006 to 2008, in Minnesota 
(MN) and Texas (TX)

Wind (MWh) Total (MWh) Wind (%)

Year MN TX MN TX MN TX

2006 2,054,947 6,670,515 53,237,789 400,582,878 3.9 1.7

2007 2,638,812 9,006,383 54,477,646 405,492,296 4.8 2.2

2008 4,354,620 16,225,022 54,763,360 404,787,781 8.0 4.0

Source: Data from the U. S. Energy Information Administration, 2010a.
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tricity, Texas’s wind sector once again dominated Minnesota’s, producing 
nearly four times the electricity in 2008.

Having established that Texas boasts a more vibrant wind power sector 
than Minnesota does in terms of size and recent growth, we next focus 
on explaining this difference. We know to a high degree of certainty that 
technology does not explain the difference, for technology, competitive 
markets, and production costs are likely constant across the two states, per 
our prior assumption. Is it true that Texas has greater wind resources than 
Minnesota? The annual average wind speeds at 80 meters elevation are 
an indicator for overall wind resources. Wind speed directly determines 
the potential for wind power in a state. The U.S. Department of Energy 
(2011a, 2011b) estimates that winds must have annual average speeds of 
greater than 6.5 m/s (meters per second) to be suitable for wind power 
development, as noted in the report “Wind Powering America.” Another 
crucial determinant, however, is the location of the wind resources, since 
wind turbines in isolated gusty regions require large investments in new 
transmission lines to bring the electricity to its point of consumption, 
which has been recognized as a prominent barrier to wind power expan-
sion across the United States (Wiser & Barbose, 2008). Therefore, both 
wind speed and distance from urban centers must be considered in judg-
ing the strength of wind resources for a given area.

Although Texas has some of the strongest winds in the United States, 
its winds of more moderate speeds are much closer to urban centers than 
its best winds. The state’s breeziest region is the Panhandle, the majority of 
which has winds that average approximately 8.5 m/s in speed. Its largest cit-
ies, on the other hand, namely Houston, San Antonio, and Dallas, are about 
450, 350, and 240 miles, respectively, southeast of the Panhandle. Although 
not as windy as the Panhandle, most of the northwestern and central Texas 
interior is, in fact, also suitable for wind power development, as it has winds 
measured mostly between 6.5 and 8.0 m/s, although in a patchy distribu-
tion. Both Dallas and Austin sit roughly 25 miles from such windy land-
scapes; Houston, the largest city, lies approximately 150 miles distant.

Minnesota’s wind resources mirror those of Texas. Its strongest winds, 
with average speeds similar to those in the Texas Panhandle, occur in its 
southwestern corner, about 100 miles from Minneapolis and Saint Paul 
and 115 miles from Rochester, the third largest city in the state after the 
Twin Cities. However, these cities are near lands with significant wind 
resources. The Twin Cities are separated from winds averaging 7.0 to 7.5 
m/s by a mere 40 miles, and Rochester is only about 10 miles from winds 
of speeds between 7.5 and 8.0 m/s.

An examination of the wind speed maps of Minnesota and Texas prove 
the two states to have similar wind resources with respect to intensity and 
relative location. For the disparity in the volume of wind power capacity 
within each state to be explained by available resources alone, Texas would 
be expected to have either faster or better situated winds than Minnesota. 
Given that this is not the case, wind resources cannot explain what has 
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propelled Texas to generate more wind electricity than Minnesota. To 
better understand how each state’s institutions affect its wind power sec-
tor, we examined the states’ political and regulatory institutions. We 
found that differences between the two states’ incentives, rules, policies, 
and regulatory agencies have better enabled Texas to expand its transmis-
sion grid and increase its wind power capacity.

In 2007, Minnesota enacted legislation implementing a statewide 
Renewables Portfolio Standard or RPS (Minn. Stat. §216B.1691) (Minnesota 
Office of the Revisor of Statutes, 2007). Minor amendments to this statute 
have been passed in subsequent years, but the statute remains essentially the 
same. The legislation mandated Xcel Energy, the largest utility in Minnesota, 
generate 30 percent of its electricity from renewables by 2020, and all other 
utilities to generate 25 percent of their electricity from renewables by 2025. 
Furthermore, 25 percent of Xcel’s electricity derived from renewables had to 
be from wind or solar, with a maximum of 1 percent from solar. Thus, a high 
mandate was set for wind energy, as well as for other renewable technologies, 
including solar, thermal, landfill gas, and biomass. Unfortunately, Minnesota’s 
RPS failed to set a high mandate for the construction of additional trans-
mission lines, only requiring utilities to “make a good-faith effort” (see 
Minnesota Office of the Revisor of Statutes, 2007, §216B.1691, Subd. 2). 

Passage of the RPS in Minnesota spurred a nearly five-fold increase 
in the capacity of proposed wind projects to the Midwest Independent 
Transmission System Operator (MISO), the regional transmission opera-
tor (RTO) responsible for managing the transmission grid in Minnesota 
along with twelve other states and Manitoba (ISO/RTO Council, 2010). 
If realized, these proposals would have exceeded the ultimate man-
dated amount of wind power generation by 340 percent (Marcus, 2010). 
Unfortunately, none of these proposals has begun operations, because 
of an extremely lengthy backlog of projects awaiting MISO’s approval 
(Minnesota Department of Commerce, 2010). As of August 27, 2010, 
the most recent wind turbine project to leave the MISO waiting list for 
approval with completed reports first joined the list in April 25, 2006 
(Midwest Independent Transmission System Operator, Inc. [MISO], 
2010). This extraordinary slowness in the approval process is ref lected in 
the wind capacity statistics for Minnesota (see Table 1.1), particularly in 
capacity additions in 2009. Indeed, on August 25, 2008, the Federal Energy 
Regulatory Commission (FERC) approved a plan submitted by MISO to 
reform its waiting list by, among other changes, moving from a first-
come, first-served basis to prioritizing projects based on their likelihood 
of approval, and adding a fast-track option (Federal Energy Regulatory 
Commission, 2008). Unfortunately, the rewards of this reform have yet 
to be reaped.

Besides the multifarious policies dealing directly with renewable ener-
gies and the sluggish approval process for projects, wind power capacity 
growth in Minnesota also depends on the transmission grid. The high-
est wind potential in the state exists along its western and southwestern 
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borders, far from the Twin Cities and Rochester. New wind projects in 
these areas would therefore require extensive construction of transmission 
lines to transport the generated electricity. To this end, 11 transmission-
owning utilities, including Xcel Energy, have formed a joint initiative 
named CapX2020, which as of mid-2011 has three project proposals 
pending judgment by the Minnesota Public Utility Commission (PUC) 
and two that have been approved. However, only one of these projects 
is targeted to be in service in 2011; the four others are forecast to be 
completed between 2013 and 2015 (CapX2020, 2010). Once again, it is 
evident that Minnesota’s institutions have obfuscated the path to quick, 
widespread wind energy deployment.

A collective action problem among grid stakeholders has further hin-
dered the expansion of the transmission grid, a phenomenon documented 
by Marcus (2010). In 2007, a diverse coalition consisting of environmental 
groups, citizens, utilities, and regulators (e.g., MISO and the Office of 
Energy Security) formed to advocate for the passage of the RPS. Although 
they collaborated successfully in this case, the coalition began to weaken 
during the implementation phase of the RPS, as conf licting views on 
unforeseen issues created tension among members. The construction of 
new transmission lines, in particular, spread discord among stakehold-
ers, with environmental groups and citizens opposing them for fear of 
their effects on wildlife and properties, respectively, while the utilities and 
regulators strongly advocated for them, given their fundamental role in 
electricity generation. To add to the confusion, various stakeholders ran-
domly entered and exited the debate, making collective action even more 
difficult. For instance, the U.S. Department of Energy (2008) released a 
report, “20% Wind Energy by 2030,” that included a plan for transmission 
grid expansion in Minnesota that did not align with the one proposed by 
other stakeholders, further obscuring the facts and stakes. Consequently, 
Minnesota has not been as successful in building the controversial infra-
structure required for large-scale wind power generation as it has in passing 
universally appealing legislation like its Renewables Portfolio Standard, 
and the result has inhibited wind power growth.

Like Minnesota, Texas has enacted a Renewables Portfolio Standard, 
which was first passed in 1999 and then amended in 2005 to update the 
mandated minimum renewable energy capacity to 10,000 MW by 2025 
(§39.904; Texas Constitution and Statutes, 2005b), or roughly 5 percent 
of the state’s total electricity production. Remarkably, Texas achieved 
the mandated levels of electricity generation in early 2010 (ERCOT, 
2010), although, considering the rapid expansion wind power in Texas 
has undergone in recent years (see Table 1.1), this should come as no 
surprise. In addition to the electricity generation requirement, the 2005 
amendment to the RPS, Senate Bill 20 (Texas State Legislature, 2005), 
grants the Public Utility Commission (PUC) of Texas the authority to 
order an electric utility or distribution and transmission utility to expand 
or construct new transmission facilities (§39.203(e); Texas Constitution 
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and Statutes, 2005a), a marked institutional departure from the setup in 
Minnesota. This authority gives the PUC of Texas considerable power 
to ensure that grid expansion occurs in a timely and efficient manner. 
Indeed, another part of Senate Bill 20 ordered the PUC of Texas to 
designate, after consultation with related entities such as the Energy 
Reliability Council of Texas (ERCOT), Competitive Renewable Energy 
Zones (CREZs), defined as the best areas for wind energy development 
because of their exceptional wind resources and available lands. Once 
the Texas PUC selected the CREZs, it would then commission utilities 
to expand the transmission grid to these areas, thereby ensuring ade-
quate transmission capacity, regardless of the status of wind projects in 
the region. In 2008, the Texas PUC selected five areas as CREZs, two in 
the Panhandle and three in West Texas, and it has already assigned bil-
lions of dollars to transmission projects (see Public Utility Commission 
of Texas, 2010).

In addition to rapidly installing new transmission lines, Texas continues 
to bring new wind projects online. This is at least partly due to the nature 
of Texas’s regional transmission operator, ERCOT, which only operates 
within Texas. Specifically, ERCOT covers approximately 75 percent of 
Texas, including the major urban centers and the southernmost portion 
of the windy Panhandle. Thanks to ERCOT’s intrastate nature, it is only 
subject to state authority and legislation and so avoids a host of federal 
regulations (Fleisher, 2008), allowing it to operate freely. Furthermore, 
since ERCOT’s jurisdiction coincides with that of the PUC of Texas, 
the two entities can collaborate more efficiently than other states with 
multilateral RTOs. The result: steady and rapid expansion of wind power 
capacity in Texas, as evidenced by the state’s continually growing wind 
power capacity (see Table 1.1).

Although the political and regulatory institutions of Minnesota and 
Texas are similar in many respects, key differences exist between them, 
particularly with respect to the states’ RPSs and regulatory processes. 
Texas has rapidly and, at times, proactively built new transmission lines, 
and is not hindered by a long backlog of project approvals as Minnesota is. 
Ultimately, it has been these institutional differences, rather than technol-
ogy or resource availability, that have produced the divergence in wind 
power capacity between Texas and Minnesota.

United States, Spain and Germany—Installed Wind Power Capacity. In this 
section of the chapter, we examine whether the same explanation behind 
wind power adoption might hold in an analysis of the wind power in the 
United States, Spain, and Germany. Figure 1.1 reports the percent of total 
electricity generated by renewable sources in Germany, Spain, and the 
United States for the year 2009. As can be seen, Germany and Spain have 
far exceeded the United States in their renewable energy implementation. 
An investigation into the causes of these disparities in wind-derived elec-
tricity reveals that they are driven not by available resources, but rather by 
national institutions.
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To better understand the root of the gap in wind-derived electric-
ity between the United States and its European counterparts, Spain and 
Germany, we first examined the available wind resources in each nation 
(Archer & Jacobson, 2005). The maps clearly show the United States to 
have considerably greater wind intensity, particularly in the Midwest, 
where winds attain speeds of between 6.9 m/s and 8.6 m/s, and along its 
coasts, which have areas with greater than 9.4 m/s wind speeds. Germany, 
on the other hand, has fairly moderate wind resources, which are concen-
trated mostly in its northern half and are mostly below 9.4 m/s in speed. 
Spain appears to have very limited amounts of wind above 5.9 m/s. With 
respect to the location of these high-intensity winds, the United States 
does not have a clear advantage, for the wind-rich Midwest is far removed 
from the densely populated coasts, although the coastal regions do have 
high-intensity onshore and offshore winds of their own. Conversely, 
many of Germany’s most populated cities, including Berlin, Hamburg, 
and Bremen, sit in the northern part of the nation, close to the nation’s 
best winds. Determining how well sited Spain’s high-intensity winds are 
relative to its most populous areas, unlike the situation in the other two 
nations, is not useful on a broad basis, because Spain’s high-intensity winds 
are not concentrated in a given area. From these analyses, one might safely 

Figure 1.1  Percent of total electricity generated by renewable resources in the United States, 
Germany, and Spain.

Sources: U.S. Energy Information Administration, 2010a; Germany Working Group on Renewable Energy 
Statistics for the Federal Ministry for the Environment, Nature Conservation and Nuclear Safety, 2010; Réd 
Eléctrica de España, 2010.
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conclude that, considering the combination of availability and location of 
wind resources alone, the United States would rank as the most favorable 
for wind power development, Germany as the second, and Spain as the 
least. However, this ranking is exactly the inverse of the actual percentage 
of electricity generated in each country from wind power.

The institutions, political and otherwise, in Spain, Germany, and the 
United States that affect renewable energy are incredibly diverse, with 
substantial similarities and differences existing among them. Table 1.3 
shows some of the types of policies that each nation has enacted regarding 
renewable energy. Perhaps the single greatest policy difference among the 
United States and Spain and Germany is that the latter two nations have 
adopted a feed-in tariff, passed and revised most recently in Spain in 1997 
and 2004 and in Germany in 1991 and 2009. Spain’s is the Renewable 
Energy Plan; Germany’s is the Renewable Energy Sources Act. Feed-in 
tariffs essentially guarantee fixed payments per unit of energy for electric-
ity generated by renewable energies, which gets rid of the uncertainty of 
what price utilities would pay for completed renewable projects (Sawin, 
2004). The efficacy of feed-in tariffs relative to other policies aimed at pro-
moting renewable energies has been well established (Butler & Neuhoff, 
2004; Mitchell, Bauknecht, & Connor, 2006), although some question its 
long-term impact (e.g., Sijm, 2002). Although the feed-in tariffs of Spain 
and Germany differ in some respects (see Ragwitz & Huber, 2005), they 
both, in addition to ensuring minimum payments for renewably gener-
ated electricity, guarantee grid access to renewable projects, a promise 
enforceable by state orders to transmission operators (Ragwitz & Huber, 
2005). The United States has no such national mechanism in place, and 
so has no such power to force the expansion of its transmission grid. This 
same scenario emerged in the case study of Minnesota and Texas, where 
the state that had the authority to force utilities to expand the grid for 
renewable projects—Texas—also had higher renewable power capacity.

Another point of comparison between the international and between-
state case studies with respect to the transmission grid is the complexity 

Table 1.3  Types of renewable energy policies enacted by Germany, Spain, and the United States 

Feed-in 
tariff

RPS Capital 
subsidies, 
grants, or 
rebates

Investment 
or tax 
credits

Public 
investment, 
loans, or 
financing

Energy 
production 
payments/ tax 
credits

Sales, 
energy, excise 
tax, or VAT 
reduction 

Germany Yes Yes Yes Yes Yes No Yes

Spain Yes Yes Yes Yes Yes No Yes

United States No Yes* Yes Yes Yes Yes No

Source: REN21 (Renewable Energy Policy Network for the 21st Century). (2010).
While no national RPS (Renewable Performance Standard) exists in the United States, the majority of states 
have adopted an RPS or similar legislation.
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of their grid operations. As of 2010, the United States has a total of seven 
RTOs, and they don’t even include a large portion of the nation. Germany 
and Spain, on the other hand, each have a less complicated system and 
it covers the entire nation. In Germany, there are four grid operators, 
whereas Spain only has one, the Red Eléctrica de España. Rank-ordering 
the nations by number of transmission operators yields a list that is the 
inverse of the list rank-ordered by wind power capacity. In other words, 
the more transmission operators at the national level, the less wind power 
results. We also found this pattern in the previous case study, for Texas 
had its own exclusive transmission operator, ERCOT, whereas Minnesota 
was controlled by a transmission operator that sprawled across 13 states 
and provinces. 

Spain presents a particularly interesting example, for it has consoli-
dated all of its transmission operation under a single private entity. This 
has enabled the nation to develop the Control Center for Renewable 
Energies, which controls all generation of electricity from wind in real-
time (within 15 minutes) and is integrated with the broader Power Control 
Center, which balances power generation from all sources (Domínguez 
de la Torre, Juberías, Prieto, Rivas, & Ruiz, 2008). This setup allows for 
maximal incorporation of wind-derived electricity in two ways. First, 
because these centers operate nationwide, wind-derived electricity can 
be distributed across a vast geographical region, moderating any local-
ized spikes in wind power and so functioning more as baseload power. 
Additionally, in times of abnormally high national wind power genera-
tion, the nation’s baseload generators, e.g., coal or natural gas plants, can 
be modified accordingly, to make room on the grid for clean energy. 
Conversely, expanding wind power in the United States is coming into 
increasing conf lict with grid capacity and largely inf lexible baseload gen-
erators that can’t handle surges of electricity generation, often resulting in 
the temporary curtailment of energy produced by wind farms. Germany, 
which has a more unified grid than the United States, may at least partly 
enjoy a similar advantage to Spain’s (Frontier Economics, 2009).

The extensive legacy of the German and Spain feed-in tariff policy 
hints at an even deeper disparity among the United States and Germany 
and Spain: the extent of institutional uncertainty. Businesses, including 
renewable energy ones, have been shown to react negatively to perceived 
institutional uncertainty by shifting investment to more stable jurisdictions 
(see e.g., Lüthi & Wüstenhagen, 2010), a notion ref lected in the renewable 
energy capacities of our three study nations. Germany and Spain have had 
meaningful policies, including an RPS and feed-in tariff, aimed at increas-
ing renewable energy capacity since 1997 (Germany) and 1991 (Spain). 
Such long-term commitments have indicated strong support for renewable 
energy and decreased institutional uncertainty, which is ref lected in high 
renewable power capacity. The United States, on the other hand, does not 
have, and has not ever had, a feed-in tariff. Furthermore, although it does 
have a panoply of financial incentives aimed at renewable energies, their 
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existence has historically been highly uncertain. For instance, one of the 
major financial incentives of the United States, the Production Tax Credit 
(PTC), expired three times between 1994 and 2009, in 1999, 2001, and 
2003. Each year following the tax credit’s expiration, renewable energy 
power capacity growth has all but ceased, dropping to about 20 percent of 
the previous year (Combs, 2008). Such vacillation in policymaking is but 
one of many things that have plagued the U.S. renewable power industry, 
hence the nation’s relatively low wind-power capacity as a percent of total 
power capacity.

Referring to another PTC lapse expected in 2010, George Sterzinger, 
executive director of the Renewable Energy Policy Project at the U.S. 
Department of Energy, explained in an interview on National Public 
Radio, “Right now, if you build a wind project, the government will, 
essentially, cut you a check for 30 percent of the cost. But that incentive 
is running out of rope and scheduled to expire at the end of 2010. That 
deadline prompted a lot of activity last year. Everybody moved their proj-
ects forward into 2009 to take advantage of it, but now some developers 
are waiting to see if the credit will be extended” (Brady, 2010). A lapse 
of the PTC in 2010 was averted when President Obama extended it for 
2 years, to 2012, in the American Recovery and Reinvestment Act (U.S. 
Internal Revenue Service, 2009). Nonetheless, sensitive to the point of 
view expressed by Sterzinger, legislators have in fact pursued long-term 
legislation to create market certainty for years, but have had little success 
to date. 

Conclusion

In this chapter, we utilized analytic narratives to study the discrepancies 
in the growth of wind power adoption across two U.S. states and between 
the US and two other OECD countries. We started with the neoclassical 
economics argument that in a global economy where renewable energy 
technologies spread rapidly, faltering evolution of wind power in some 
countries, particularly in the United States, poses a puzzle. Given the fact 
that wind power can offer competitive costs of electricity production as 
a result of technological development, as well as the environmental and 
political advantages of wind power, it should enjoy wider implementa-
tion in U.S. electricity markets. To investigate this anomaly, we restricted 
our analysis to OECD countries, to control for preferences and trends of 
consumption, as well as for average income per capita. After ruling out 
those variables, we found that institutional structure (North, 1981, 1990) 
is a potential exogenous variable that might help us sort out our empirical 
puzzle.

We examined whether institutions could significantly affect wind 
power implementation by using analytic narrative to examine wind 
power in two states of the United States and in three countries, namely, 
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Minnesota, Texas, the United States, Germany, and Spain. Our main 
analytical argument comes from a commonly made proposition in the 
neoclassical economic literature that high transaction costs and high 
uncertainty delay economic growth, whereas lower transaction costs and 
lower uncertainty enhance it. For the institutional structures of our cases, 
we specified the exact ways in which each institutional structure affected 
economic performance. We supplemented our analysis with available 
data and validated our findings by relying on other studies that point in 
the same direction.

Ultimately, we found that institutions matter. Our analytic narra-
tives clearly indicate that institutional control of the power grid and of its 
expansion, coupled with some key policies, such as feed-in tariffs, explain 
most of the variance in the degree of expansion of the industry across 
states and across countries. Although for methodological reasons we have 
limited ourselves to wind power in OECD countries, we have every rea-
son to believe that our findings apply beyond wind power and beyond 
OECD nations.

In addition to its academic value, our research underscores the impor-
tance to wind power implementation of a number of policies. Adequate 
expansion of electricity transmission should be assured via policies that, 
for instance, mandate the connection of renewable energy facilities in 
a proactive and timely manner. More homogeneous control over grid 
operations, be it of transmission expansion or power generation, can lower 
some barriers to significant renewable energy implementation—for exam-
ple, the inability of grids to accommodate the inherently variable wind 
or solar electricity generation. Long-term institutional commitments by 
governments to renewable energies should be adopted in order to decrease 
uncertainty and assure continuous rather than sporadic construction. Such 
actions can greatly change the nature of renewable energy power genera-
tion, allowing cleaner and cheaper generators of electricity like wind to 
play a more significant role in this sector.

In calculating the costs and benefits involved with renewable energies, 
we only accounted for the supply side. There is every reason to believe 
that the spread of alternative energy production will do much more good 
than what our analysis suggests by, for instance, improving our environ-
ment, creating new jobs, reducing the price of electricity to consumers, 
and helping to revitalize the economy.
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How Regulatory Uncertainty Impedes the Reduction 
of Greenhouse Gas Emissions

Jens Hamprecht, David C. Sprengel, and 
Volker H. Hoffmann

It is completely unclear how things will develop beyond 2012. Nobody knows 
what a [climate] regulation will look like then. We are moving in the dark 
and we are waiting for someone to turn on the lights.

—VP of a European electricity provider on 
climate regulations

Empirical evidence exists on the response strategies of organizations to 
institutional pressures (Goodstein, 1994); however, how organizations 
respond to institutional pressures when regulatory uncertainty is high 
remains disputed. Although some authors suggest that in times of high 
uncertainty organizations shift toward conformity to institutional pres-
sures (Oliver, 1991), others found response strategies diverge and become 
less focused (George, Chattopadhyay, Sitkin, & Barden, 2006; Goodrick 
& Salancik, 1996; Miller & Toulouse, 1998). Early empirical contributions 
to this debate have been limited as they only used one measure, such as the 
strategic direction, in order to assess the response strategy of an organiza-
tion. Such a strategy, however, can be multifaceted and complex. In this 
chapter we extend previous research by disaggregating an organization’s 
response strategy. We distinguish between the scope, i.e., the number of 
response measures, and their strategic direction, i.e., the objective of these 
measures. Our results confirm that organizations adapt the direction of 
their response strategy as pressure for greenhouse gas reduction increases. 
They become more likely to avoid the pressure, for example by divest-
ing themselves of greenhouse-gas-intensive product lines. However, as 
regulatory uncertainty increases, organizations do not pursue a narrow 
strategic direction. Instead, the scope of their response strategy becomes 
broader, and they may simultaneously engage in conf licting activities, 
such as adjusting to the institutional pressure and lobbying against it in the 
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political process. We argue that these contradictory activities hinder the 
emergence of industry role models and best practices.

A common understanding is that new environmental regulation gradu-
ally transforms itself into a norm and then into a taken-for-granted indus-
try standard (Hoffman, 1999). In the case of the Kyoto Protocol, however, 
this transition is obscured by uncertainty. Policymakers should not under-
estimate how significantly the uncertainty regarding future greehouse gas 
(GHG) regulations limits the emergence of common practices for GHG 
reduction. Our findings contradict the frequently held viewpoint that 
industry will resolve the issue of GHG reduction without regulation. If 
there is no future regulation on GHG reduction, it is unlikely that the best 
practices for greenhouse gas reduction will be widely adopted.

We start with an overview of previous research about our line of 
inquiry. Then, we develop hypotheses about how institutional pressures 
and regulatory uncertainty should inf luence the strategic direction and 
scope of organizational responses. We test the hypotheses with data from a 
global survey of companies’ response strategies to pressures to reduce their 
greenhouse gas emissions. At the end of the chapter, we summarize our 
contributions and provide suggestions for future research.

Responses to Institutional Pressures

Organizations can respond to institutional pressures in four ways: adjust 
to it, inf luence it, avoid it, or simply ignore it. Adjusting to institutional 
pressure implies changes to the organization itself. Here, the objective is 
to bring the organization’s activities or structure in line with institutional 
pressure by complying with rules, norms, and standards (Oliver, 1991). 
Such a strategy is pursued by Volkswagen, for example, which aims to 
systematically reduce the fuel demand and resulting greenhouse gas emis-
sions of its automobiles. Measures to inf luence the organization’s environ-
ment intend to “actively change or exert power over the content of the 
expectations themselves or the sources that seek to express or enforce 
them” (Oliver, 1991, p. 157). Such a strategy has been pursued by Exxon, 
which has challenged assumptions that there is a link between greenhouse 
emissions and global warming, funded the election campaign of George 
W. Bush, and sought to exert pressure on the U.S. government not to sign 
the Kyoto Protocol (Guardian, 2005). An organization may also employ 
measures to avoid institutional pressure (Engau & Hoffmann, 2010). For 
example, the steel manufacturer ThyssenKrupp describes emission trading 
schemes as a threat to its production sites in Germany (Finanznachrichten, 
2008) and has shifted its investments outside of Europe to Brazil where it 
has invested over five billion euros, which do not fall under strict emis-
sion reduction regulation as investments in Europe do. (Financial Times 
Deutschland, 2010). Finally, there is the option of ignoring institutional 
pressure, which entails no concrete action with reference to the pressure. 
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Because a direct link between inaction and institutional pressures cannot 
always be assumed, we exclude this from further analysis. 

The above strategies should not be regarded as monolithic responses. 
As Lounsbury observes (2007, p. 290), “[too little] is known about the 
variety of ways in which organizations respond to institutional pres-
sures.” We do not assume that organizations follow just one direction at a 
time when pursuing their response strategies (Goodstein, 1994; Oliver, 
1991). Instead, they can simultaneously engage in a number of differ-
ent response measures with the intention of adjusting, influencing, or 
avoiding institutional pressures, each to a different extent. We further 
recognize that a response strategy may vary in its scope: the number of 
response measures and strategic directions the organization engages in at 
a time will vary (Miller & Toulouse, 1998). These distinctions allow us to 
develop more fine-grained hypotheses on how organizations respond to 
institutional pressures and regulatory uncertainty concerning greenhouse 
gas emissions.

Institutional pressure can be perceived differently by managers in dif-
ferent organizations (Goodstein, 1994). For example, the executives of a 
large and prominent oil and gas company are likely to perceive higher 
levels of institutional pressure from nongovernmental organizations 
(NGOs) and subsequently also from other stakeholders than their smaller 
competitors perceive (Buckley, 1968; Miller & Toulouse, 1998). Based on 
Oliver’s (1991) categorization, we distinguish three strategic directions: 
adjusting to, avoiding, and inf luencing institutional pressure. These three 
directions can be characterized in terms of the active agency required by 
the organization. Adjusting to institutional pressure typically demands 
only a low level of activity, as the organization merely complies with 
the pressure. Similarly, measures to avoid institutional pressure are not 
likely to be that demanding. However, measures to avoid require more 
effort than adjusting to pressures. In the case of avoiding pressure, the 
organization does not actually comply with the pressure, but rather cir-
cumvents it. Inf luencing institutional pressure is the response strategy 
that requires agency by an organization as the organization seeks to gain 
control over the institutional pressure and change it in its own interest 
(Oliver, 1991).

Goodstein (1994) analyzed the relationship between an increase in insti-
tutional pressure and conformist responses. In his study, he did not deter-
mine whether organizations inf luence institutional pressure (Goodstein, 
1994, p. 365). However, his results suggest that more conformist actions 
are likely if institutional pressure is high. This observation implies that 
measures to inf luence institutional pressure should be lower when institu-
tional pressure is high. The conceptual research of Oliver (1991) indicates 
that the long-term survival chances of organizations are higher when they 
respond in a conformist manner to very high pressure. This is because the 
risk of losing their license to operate becomes too high if they continue 
opposing the institutional pressure.
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Hypothesis 1a: The higher the level of perceived institutional pressure, the 
more an organization’s response strategy consists of measures to adjust to this 
pressure.

Hypothesis 1b: The higher the level of perceived institutional pressure, the 
more an organization’s response strategy consists of measures to avoid this 
pressure.

Hypothesis 1c: The higher the level of perceived institutional pressure, 
the less an organization’s response strategy consists of measures to influence 
this pressure.

Although there are consistent findings on the effects of institutional 
pressure on response strategies, the effects of environmental uncertainty 
remain disputed. Environmental uncertainty can be understood as the 
inability of organizations and individuals to predict the future state of the 
environment (Hoffmann, Trautmann, & Hamprecht, 2009; Hoffmann, 
Trautmann, & Schneider, 2008). Several studies indicate how uncertainty 
can inf luence the activities of an organization (Amit & Schoemaker, 1993; 
Aragón-Correa & Sharma, 2003; Dess & Beard, 1984). However, few 
empirical contributions have assessed how regulatory uncertainty inf luences 
the organization’s response to pressure in the institutional environment. 
From the perspective of transaction cost economics (TCE), companies 
should be expected to limit their activities and to focus on the one stra-
tegic direction they regard as most promising (Williamson, 1981). TCE 
suggest that companies should minimize switching costs between dif-
ferent strategic directions as well as the costs for enforcing each strategic 
direction in the organization. On the contrary, game theory suggests that 
organizations can successfully manage uncertainty by hedging their bets 
and pursuing multiple strategies at the same time (Harsanyi, 1973).

George et al. (2006) follow the latter line of thinking. They suggest in 
a conceptual paper that environmental uncertainty leads decision-makers 
to bet on several future outcomes. In another conceptual contribution, 
Miller (1993) also suggests that companies broaden the scope of their 
responses in an uncertain situation. However, as there is a lack of empiri-
cal contributions, it remains unclear if the logic of transaction economics 
or game theory is more relevant for predicting the scope of an organiza-
tion’s strategy. For our research we assume that the rationale of transaction 
cost economics (i.e., resource optimization through focus on one strategic 
direction) is valid as long as organizations have the necessary information 
to evaluate strategic options. However, in the presence of uncertainty, 
organizations minimize risk by pursuing several options. Hence, as long 
as there is no environmental uncertainty, the organizations tend to invest 
all resources in the most promising strategy. As uncertainty increases, 
the key issue becomes engaging in the right strategy at all. In that case 
the motivation to minimize transaction costs in strategy implementation 
becomes secondary. In such an uncertain situation, wasting resources on 
a strategy that may ultimately turn out to be inappropriate is less of a 
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concern. Instead, organizations minimize risk by increasing the scope 
of their strategic response to institutional pressure when the uncertainty 
increases.

Hypothesis 2: The higher the level of perceived uncertainty, the broader the scope 
of an organizational response.

To summarize, whereas the level of perceived institutional pressure 
inf luences the strategic direction of an organizational response strategy, 
we hypothesize that regulatory uncertainty increases the scope of an orga-
nizational response strategy.

Climate Change

The issue of climate change has only recently entered the business environ-
ment (Hoffman, 2005; Hoffman & Woody, 2008; Kolk & Levy, 2001; Kolk 
& Pinkse, 2005). This context lends itself very well to analyzing how regu-
latory uncertainty influences the response strategies of organizations. First, 
companies in industries that are greenhouse gas emission-intensive face 
increasing regulative pressure to reduce their GHG emissions. The increased 
implementation of GHG emission regulations around the world, such as the 
European Union Emission Trading Scheme (EU ETS), demonstrates the 
mounting regulative pressures put on GHG emission-intensive companies 
(Hoffmann, 2007; Kolk & Hoffmann, 2007; Kolk & Pinkse, 2007). In addi-
tion, other institutions have begun to screen organizations’ GHG emissions 
more intensively (Kolk & Pinkse, 2007). For example, investors demand the 
disclosure of companies’ GHG emissions. Likewise, customers pay attention 
to the amount of GHG emitted throughout the life cycles of the products 
they purchase.

Second, companies in GHG emission-intensive industries face substantial 
uncertainty regarding the pressure for GHG reduction. The Kyoto Protocol 
is a major driver for pressure to reduce GHG emissions. However, a succes-
sor to the Kyoto Protocol for the period following the year 2012 was still 
uncertain at the time of our research (Hoffmann et al., 2008). In addition, 
organizations are uncertain about industry coverage, reduction targets, and 
implementation details of regional GHG regulations (Engau & Hoffmann, 
2010, 2011; Hoffmann, 2007). Consequently, the future of regulatory pres-
sure at a regional or country level also remains uncertain. Moreover, as com-
panies find it difficult to predict the future requests of investors, customers, 
and NGOs regarding climate change and GHG emission reductions, the 
future of normative pressure is also uncertain (Kolk & Pinkse, 2007).

Hypotheses Testing

The hypotheses developed above are tested by means of response data 
from a global survey of companies in GHG emission intensive industries. 
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To test the hypotheses, we apply linear regression analysis using ordi-
nary least squares. To test Hypotheses 1 and 2, we perform separate linear 
regression analyses for the share of adjust, avoid, and inf luence measures. We 
subsequently illustrate the data sample, the variables used, and the sample 
representativeness.

The questionnaire developed was part of an annual survey conducted 
by a Swiss-based asset management company, and was sent to companies 
from eight different GHG intensive industries, all of which were part of the 
Dow Jones 2500 global index. We focused on the 821 companies in GHG 
emission intensive industrial sectors only, as we expected GHG emissions 
and the respective institutional pressures to be critical to these compa-
nies. These industries included basic resources, chemicals, construction 
and materials, oil and gas, aviation, and utilities as they demonstrated a 
(direct) GHG intensity of at least 500 tons per thousand USD (US dollars) 
of sales. The industries creating automobiles and parts as well as industrial 
goods and services were added because of the indirect emissions caused 
by their products. The questionnaire was sent to the companies’ CEOs 
or, in the case of multidivisional companies, to the heads of the business 
units operating in GHG emission intensive industries. Respondents could 
complete the survey online or return it by mail or fax during the response 
time period from May to July 2007. Out of the 199 companies completing 
the questionnaire, 81 provided incomplete responses. These companies 
did not provide specific data that was important to verify our hypotheses, 
e.g. the level of institutional pressure that the companies are exposed to. 
We excluded the incomplete responses which resulted in a final sample 
of 118 companies. Table 2.1 provides an overview of the respondents by 
industrial sectors and geographical regions.

The organizational response strategy variable was measured by the com-
bination of measures that pursue one of the three strategic directions to 
adjust, avoid, or inf luence the institutional pressures. These measures 

Table 2.1 Data sample, by industry and region.

Region

Industry Americas* Europe Asia Pacific Total

Automobiles and parts 2 5 1 8

Basic resources 5 7 3 15

Chemicals 5 10 1 16

Construction and materials 0 8 1 9

Industrial goods and services 5 6 13 24

Oil and gas 5 7 3 15

Aviation 0 3 0 3

Utilities 9 15 4 28

Total 31 61 26 118
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were derived from a review of theory and empirical studies in the area of 
climate change research (e.g., Hoffman, 2005; Kolk & Levy, 2001), and 
were subsequently refined in cooperation with industry analysts from the 
aforementioned Swiss asset management firm that we partnered with in 
our research. Eight items were used to represent measures from the three 
strategic directions in the questionnaire. Respondents were asked whether 
the company pursued the described response measure or not. Using the 
method described by Miller and Toulouse (1998), we measure the scope 
of an organizational response as the sum of measures a company pursues 
as part of its response strategy. Hence, we computed the scope of an orga-
nizational response by the total number of response measures pursued by 
a company. This variable ranged from 0 to 8. The degree to which a com-
pany pursued each of the three strategic directions was determined by the 
ratio of the number of measures of a strategic direction to total number 
of measures the company took, i.e., the relative share of response mea-
sures of a strategic direction (Miller & Toulouse, 1998). For example, if a 
company engages in a total of 5 response measures of which 3 pursue the 
strategic direction of inf luencing institutional pressures, inf luence takes 
on the value 0.6, because 3/5 = 0.6.

Similar to Goodstein’s (1994) study, institutional pressure is directed at 
one specific fact, namely the reduction of companies’ GHG emissions. 
Although Scott (2001) postulated keeping regulative, normative, and 
cognitive pressures in the institutional environment distinct, other views 
promoted the idea that these three are strongly interconnected and that 
they persist simultaneously in an organizational field, each to a different 
degree at a given point in time (Hirsch, 1997; Hoffman, 1999). We follow 
this line of argument and do not explicitly distinguish the different types 
of institutional pressure for the purpose of this analysis. Moreover, we fol-
low the line of argument that managers’ perceptions of the environment 
determine the decisions made regarding an organization’s strategy (Dill, 
1958; Duncan, 1972; Lawrence & Lorsch, 1967; Sharfman & Dean, 1991) 
and thus we use a perceptual rather than an objective measure to ref lect 
the level of institutional pressure. In line with other empirical research 
(e.g., Buysse & Verbeke, 2003; Henriques & Sadorsky, 1996), respondents 
were asked to assess the pressure to reduce GHG emissions put on their 
company from nine different sources on a five-point Likert scale ranging 
from “very low pressure” to “very high pressure.” (See Table 2.4) We uti-
lized Freeman’s (1984) internal and external stakeholder groups with the 
exception of consumer advocates and special interest groups who did not 
seem to participate in the GHG emission reduction debate at the time of 
the analysis. Additionally, we added pressure arising from the direct costs 
incurred by emitting GHG (i.e., emission allowances or taxes). The over-
all level of perceived institutional pressure of a company was measured by 
the sum of items scoring either “high pressure” or “very high pressure” 
(Cronbach’s Alpha of 0.85 for all items). Thus, the variable can take on 
integers between 0 and 9.
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To determine a company’s level of perceived regulatory uncertainty, respon-
dents were asked to indicate how certain the company was about the 
future of a possible emission reduction regulation regarding five aspects (see 
Table 2.5). A 5-point Likert scale ranging from “very uncertain” (value of 5) 
to ‘“very certain” (value of 1) was used to differentiate responses. The overall 
level of perceived uncertainty is represented by the sum of items scoring 
either “uncertain” or “very uncertain” (Cronbach’s Alpha of 0.87). The vari-
able can therefore take on integers between 0 and 5. 

In our research we also included control variables for a company’s 
industry, region, size, profitability, and direct GHG emission intensity. As the 
sample includes companies from eight different industries, ranging from 
airlines to utilities, as well as companies from three different regions (see 
Table 2.1), we controlled for the industry and region by including dummy 
variables (Dess, Ireland, & Hitt, 1990). We controlled for differences in 
company size and profitability by using total company sales (in millions 
of USD) and return on assets (in percent) as of 2006, taken from the 
Compustat database. Finally, we also controlled for differences in direct 
GHG intensity. This is the total amount of equivalent carbon dioxide 
emissions (CO2e) in tons  emitted during one year, divided by total sales. 
It ref lects the degree to which company sales rely on direct GHG emis-
sions. These data were also obtained by the questionnaire.

To enhance validity, the explanatory variables were developed in col-
laboration with industry experts from the asset management company and 
further tested with company representatives. Moreover, to reduce the risk of 
common method bias being present, we positioned the items representing 
the dependent and independent variables in different sections of the ques-
tionnaire. All control variables (except for direct GHG emission intensity) 
were taken from archival sources. To test whether common method bias was 
still present, we performed Harman’s single-factor test. An unrotated princi-
pal component factor analysis of all perceptual questionnaire items resulted 
in three distinct factors with eigenvalues greater than 1.0, rather than one 
single factor. The three factors together account for 62 percent of the total 
variance, and the first factor does not account for the majority of the total 
variance (40 percent). This suggests that common method bias is unlikely 
in our study (Podsakoff, MacKenzie, Lee & Podsakoff, 2003; Podsakoff & 
Organ, 1986).

Results

Table 2.2 reports descriptive statistics and Pearson’s correlation coeffi-
cients among all variables.

In Table 2.3 we show the results of the two models to test the 
hypotheses. 

 Model 1 shows a positive coeff icient for the level of perceived 
institutional pressure for the share of measures to avoid institutional 



Table 2.2 Means, standard deviations (s.d.), and correlations of the companies studied

Variable Mean s.d. 1 2 3 4 5 6 7 8 9

1. Scope of organizational response 4.72 1.21

2. Adjust measures 0.30 0.09 �.29**

3. Avoid measures 0.15 0.14 .54** �.23*

4. Inf luence measures 0.54 0.13 �.41** �.30** �.75**

5. Level of perceived institutional pressure 3.50 2.55 .32** .14 .30** �.39**

6. Level of perceived uncertainty 1.81 1.74 .32** .05 .22* �.23* .35**

7. Firm size (in bn USD) 27.28 34.13 .13 �.04 .00 .01 .12 .19*

8. Firm profitability (in percent) 5.83 4.42 �.24* .00 �.15* .29** �.22* �.12 �.12
9.  Direct GHG intensity (t per bn 

USD sales)1
1.12 1.96 .03 �.11 �.06 .14 �.04 �.09 �.19* �.10

10. Automobiles and parts dummy 0.06 0.25 .08 .02 .11 �.16 .19* .24* .55** �.24* �.15
11. Basic resources dummy 0.12 0.33 �.12 .03 �.09 .15 �.11 �.04 �.09 .22* �.08
12. Chemicals dummy 0.13 0.34 �.07 �.09 .04 .00 .00 �.05 �.15 .02 �.09
13. Construction and materials dummy 0.07 0.26 �.09 .06 �.03 �.02 �.15 .01 �.10 �.11 .12

14. Industrial goods and services 0.20 0.40 �.06 .25* .02 �.15 .00 .01 �.02 .00 �.22*

15. Oil and gas dummy 0.12 0.33 �.14 �.11 �.20* .27** �.01 �.01 .12 .40** �.03
16. Aviation dummy 0.02 0.15 .03 �.07 .05 �.01 .09 �.01 �.04 �.11* .00

17. Utilities dummy 0.23 0.42 .32** �.12 .10 �.05 .06 �.06 �.11 �.26** .40**

18. Americas dummy 0.26 0.44 �.10 �.04 �.13 .13 �.23* �.26** �.09 .07 .17

19. Europe dummy 0.51 0.50 .09 �.19* �.04 .11 �.05 .06 .18* �.04 �.06
20. Asia Pacific dummy 0.22 0.41 .00 .28** .18* �.27** .31** .21* �.11 �.02 �.10

*p < 0.05.
**p < 0.01.
1. tons per billion USD sales.



Table 2.3 Results of the regression analysis testing Hypotheses 1 and 2

  Model 1 Model 2

Adjust Avoid Inf luence
Scope of organizational 

response

Variable Coeff. Sig. (t) Coeff. Sig. (t) Coeff. Sig. (t) Coeff. Sig. (t)

Constant 0.26 0.00** 0.14 0.01** 0.56 0.00** 4.86 0.00**

Level of perceived institutional pressure 0.15 0.15 0.21 0.05* �0.30 0.00** 0.22 0.03*

Level of perceived uncertainty �0.03 0.74 0.12 0.24 �0.08 0.41 0.27 0.00

Firm size �0.04 0.74 �0.05 0.67 0.12 0.26 0.10 0.37
Firm profitability 0.05 0.68 0.04 0.70 0.11 0.28 �0.06 0.59

Direct GHG intensity �0.07 0.50 �0.09 0.36 0.18 0.05* �0.06 0.54

Automobiles and parts dummy 0.08 0.52 0.00 0.97 �0.06 0.59 �0.25 0.03*

Basic resources dummy 0.08 0.52 �0.17 0.14 0.16 0.14 �0.30 0.02*

Chemicals dummy �0.02 0.87 �0.05 0.66 0.06 0.57 �0.26 0.01**

Construction and materials dummy 0.16 0.13 �0.05 0.60 �0.04 0.63 �0.22 0.03*

Industrial goods and services dummy 0.20 0.13 �0.15 0.25 0.01 0.91 �0.27 0.03*

Oil and gas dummy �0.06 0.63 �0.28 0.03* 0.24 0.03* �0.32 0.01**

Aviation dummy �0.03 0.72 0.00 0.99 0.04 0.65 �0.09 0.32

Americas dummy 0.09 0.42 0.01 0.95 �0.06 0.52 �0.01 0.93
Asia Pacific dummy 0.19 0.10 0.13 0.27 �0.15 0.15 �0.11 0.30

F-Value  1.37  1.63†  3.55**  3.07**

†p < 0.10.
*p < 0.05.
**p < 0.01.
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pressure at the 5 percent signif icance level. Similarly, the predicted 
negative effect on the share of measures to inf luence the institutional 
pressure is confirmed at the 1 percent signif icance level. This implies 
that as the pressure for GHG reduction increases, companies engage 
less in activities such as offsetting GHG emissions or other inf luence 
measures as listed in Table 2.6. Furthermore, companies engage less in 
the political process for future GHG regulations in such circumstances. 
The F-tests for each of the regression analyses for Hypothesis 1b (avoid) 
and Hypothesis 1c (inf luence) are signif icant at the 10 percent (1b) and 
1 percent (1c) signif icance levels. Due to the statistically signif icant 
coeff icients, the hypotheses can be robustly confirmed. However, we 
observe no effect of the level of perceived institutional pressures on 
the share of measures to adjust to the institutional pressures; therefore 
Hypothesis 1a cannot be confirmed. Overall, these results indicate 
that the higher the level of perceived institutional pressure, the more a 
company engages in avoid measures and the less in inf luence measures. 
This implies that as the level of perceived institutional pressures to 
reduce GHG emissions increases, companies shift away from inf luence 
measures and toward avoid measures, while the share of adjust mea-
sures does not signif icantly change. This is an interesting f inding, as it 
indicates that an increase in institutional pressure is not related to an 
increased adjustment of companies to that pressure. Instead, companies 
choose the more drastic alternative—to avoid the pressures altogether. 
Also, this means that as institutional pressure to reduce GHG emis-
sions rises, companies would actually rather reduce their level of GHG 
emissions (requiring more internal change) than try to inf luence the 
institutional pressure. Activities such as offsetting GHG emissions or 
image-building do not seem appropriate responses to companies when 
they are confronted with very pronounced and explicit pressure to 
reduce their emissions.

We controlled for the level of perceived uncertainty, but our results 
suggest that it has no significant effect on any specific strategic direction. 
However, Model 2 shows a positive inf luence of perceived uncertainty on 
the scope of organizational response (number of simultaneously imple-
mented measures). The F-test for this regression analysis is significant at 
the 1 percent level. Hypothesis 2 can be robustly confirmed, indicating 
that the higher the level of perceived uncertainty, the larger the scope of 
an organization’s response strategy. In our test of Hypothesis 2, we con-
trolled for effects that an increase in institutional pressure might have on 
the scope of organizational response. In line with previous research (e.g., 
Oliver 1991), our findings indicate a positive association between these 
two variables. In summary, the results show that increased institutional 
pressure is associated with an increase in the scope of the organizational 
response as well as with changes in the strategic direction of response. 
An increase in perceived uncertainty, however, is only associated with an 
increased scope of the response.
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Conclusion

Our results help advance our understanding how perceived regula-
tory uncertainty inf luences responses to institutional pressure. Previous 
research has provided conf licting results on this topic (George et al., 2006; 
Goodrick & Salancik, 1996; Miller & Toulouse, 1998). Whereas some 
researchers suggested that strategies become more comprehensive in an 
uncertain environment (George et al., 2006), others suggested that they 
become more focused (Oliver, 1991). Most scholars understand an orga-
nization’s response strategy as being of one specific type. We argue that 
such simplification has contributed to conf licting findings. In this study, 
we extend previous research, as we understand a strategy as a combination 
of response measures with different strategic directions. In a first step, we 
draw on this distinction to show that the strategic direction of an orga-
nization’s response changes when institutional pressure increases. In such 
a context, organizations increasingly seek to avoid the pressure and make 
less of an attempt to inf luence the pressure in their own interest. In a 
second step, we show that the level of perceived uncertainty has a positive 
inf luence on the scope of the organizational response. As long as organi-
zations do not face an uncertain environment, the scope of their response 
strategy is narrow. This means that companies act in line with the pre-
scriptions of transaction costs economics (TCE). TCE suggests that com-
panies seek to minimize their search and information costs as well as their 
costs for implementing a strategy (Williamson, 1981). This is achieved 
by focusing on few response strategies and by narrowing the scope of the 
organizational response. Therefore, TCE is useful in predicting the scope 
of organizational response strategies as long as uncertainty is low.

However, game theory suggests that organizations increase the scope 
of their response strategy when they are confronted with an uncertain 
environment. In such a situation, they balance their resource investments 
on different strategic directions according to their expected likelihood of 
success (Baldani, Bradfield, & Turner, 2005; Harsanyi, 1973). The pre-
scriptions of game theory match with our observations.

Our findings hold important implications for research that examines 
how organizational fields mature (Hargrave & Van de Ven, 2006; Hoffman, 
1999). Past research has assumed that regulative pressure for protecting the 
environment can gradually transform into normative and cultural-cogni-
tive pressure (Hoffman 1999). Finally, the pressure is thought to become 
taken for granted and only becomes evident when an organization does 
not comply with the pressure. For example, such a gradual transformation 
of pressure could be observed with the chemical DDT. Initially, usage was 
banned by a regulation and today it is taken for granted that the chemical 
is not offered by chemical companies. However, regulatory uncertainty 
obscures this gradual change of practices in an entire industry. We observe 
two mechanisms that hinder the emergence of a new dominant prac-
tice like GHG reduction. First, organizations increase the scope of their 
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responses in an uncertain environment. As a result, the variety of prac-
tices increases and it is less likely that a dominant organizational action 
emerges. Second, we observe no link between regulatory uncertainty and 
any specific strategic direction of the organizational responses. Instead, 
organizations only increase the scope of their responses as uncertainty 
increases. This makes it difficult for an organization to assess which of 
the numerous responses of its competitors is worth copying in order to be 
judged as legitimate in an uncertain environment.

Our findings extend research on the factors that can hinder the matur-
ing of an organizational field. Previous studies have demonstrated how 
a set of beliefs in a single organization (Delmas & Toffel, 2008) or an 
entire industry (Lounsbury, 2007) can pose a barrier to the establish-
ment of a new dominant practice. The regulatory uncertainty that we 
observe, however, leaves an organization with a puzzling variety of pos-
sible response options. There seems to be a lack of joint understanding in 
the industry with relation to which strategic direction may become most 
common, and therefore legitimate.

The fact that we have only collected data at one point in time is a limita-
tion of our study. Future research should conduct a longitudinal analysis, in 
order to provide a broader basis for these findings. Despite this limitation, 
we believe our study holds important implications for policymakers. Our 
observations question the possible understanding that the self-regulation 
of the markets is a viable approach in order to reach a global reduction of 
greenhouse gases. Our research does show that various market stakeholders 
(including the financial community, customers, and suppliers) can build up 
pressure on companies to reduce their GHG emissions. Still, such a pressure 
is not sufficient to lead to a change in the dominant practices of an indus-
try. Our data suggests that regulatory certainty is an additional and neces-
sary precondition to reach ambitious targets for greenhouse gas reduction. 
Reducing uncertainty on the future of the Kyoto Protocol should therefore 
be a pivotal task for policymakers.
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Appendix Tables

Questionnaire Items Measuring Level of Perceived Institutional Pressure

Companies were asked to indicate on a 5-point Likert scale how intense 
the pressure to reduce direct CO2e emissions was from each of the stake-
holders shown in Table 2.4.

Table 2.4 Nine sources of pressure to reduce GHG emissions

•  Financial community (e.g., analysts)
•  Public opinion (e.g., media, society)

•  Customers (e.g., demand for low-emission products)

•  Government (e.g., regulation)

•  Cost of emissions (e.g., allowance price)

•  Suppliers (e.g., green initiatives across value chain)

•  Competitors (e.g., competitor actions)

•  Employees/unions (e.g., initiatives)

•  NGOs (e.g., publications)

Questionnaire Items Measuring Level of Perceived Regulatory Uncertainty

Companies were asked to indicate on a 5-point Likert scale how certain 
the company was about the features of a possible future emissions reduc-
tion regulations, shown in Table 2.5.

Table 2.5 Questions to assess the level of perceived regulatory uncertainty

•  How certain is your company of what the future of a global agreement on the 
reduction of CO2e emissions will be after the expiration of the Kyoto Protocol in 
2012?

•  How certain is your company of what the future of a possible regulation to reduce 
CO2e emissions of your company will be after 2012?

•  How certain is your company of what the design and details of a possible future 
regulation to reduce CO2e emissions will be after 2012?

•  How certain is your company of what the impact of a possible future regulation to 
reduce CO2e emissions on your industry as a whole will be?

•  How certain is your company of what the impact of a possible future regulation to 
reduce CO2e emissions on your company in specific will be?
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Questionnaire Items Measuring Organizational Response Strategy

Companies were asked which of the items in Table 2.6 they pursued in 
response to pressure to reduce their direct CO2e emissions.

Table 2.6 Which items did your company pursue in response to pressure to reduce CO2e emissions?

Strategic Direction 
(not indicated in questionnaire) Questionnaire Items

Adjust •  Our company increases eff iciency, substitutes input factors or 
modifies products or production processes to reduce our direct 
CO2e missions

•  Our company limits the production and sale of CO2e emission 
intensive products

Avoid •  Our company engages in activities in order to become largely 
independent of direct CO2e emissions

•  Our company explores new markets/environments with lower 
societal or governmental pressure to reduce CO2e emissions in 
order to avoid emission reduction pressure for carbon intensive 
products

•  Our company outsources CO2e emission intensive processes 
or technologies

Inf luence •  Our company increases the emission limits by offsetting 
our own emissions (e.g., by engaging in emission reduction 
projects) or by acquiring additional emission capacity (e.g., by 
purchasing emission allowances)

•  Our company informs stakeholders such as customers or 
analysts of our efforts to reduce our direct CO2e emissions, 
e.g. by image building, marketing lower emission products, 
reports or publications

•  Our company engages in the political process regarding a 
future emission reduction regulation that could potentially 
include our company
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C H A P T E R  T H R E E

Renewable Energy Investment Decisions under 
Policy Risk: An Adaptive Conjoint 

Analysis (ACA) Approach 

Sonja Lüthi and Rolf Wüstenhagen

Solar energy is a promising energy source for the future. During the past 
few years, the installed photovoltaic (PV) capacity, a form of solar energy, 
has been increasing, especially in Germany and Spain. However, the con-
tribution of solar power to total power production is still negligible. The 
barriers slowing this transition process are manifold, but to a large extent 
are related to current high prices of this technology. PV technology is 
still in an early stage, and the transition from central power production 
to distributed power production brings along transition costs. The cost 
disadvantage of PV technology is also inf luenced by subsidies for con-
ventional, nonrenewable energy sources and a lack of internalization of 
external costs for those sources. Furthermore, the investment profile for 
PV is different than competing technologies (it has a higher initial cost, 
lower operating cost, and lower fuel price risk). Other barriers to diffu-
sion of solar energy are related to path dependencies (e.g., market power of 
incumbent energy businesses) and cognitive factors (e.g., valuation meth-
ods that favor large-scale power plants).

Because of these barriers, the PV market is not yet self-sustaining, but 
is dependent on policy. To facilitate the emergence of this clean technol-
ogy industry and to reach a self-sustaining market, effective policies and 
financing mechanisms are required. Thanks to effective incentives for 
PV systems by national and local governments, countries like Germany 
have become front runners in the adoption of PV panels ( Jacob, Beise, 
Blazejcak, Edler, Haum, and Jänicke, 2005). But there is controversy about 
the effectiveness of Germany’s incentives and it remains unclear what 
effective financing schemes are and how an effective PV policy should 
be designed. To date, the literature has rarely studied the effectiveness of 
policy schemes from the point of view of renewable energy companies’ 
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investment decisions. A notable exception is the work of Wiser & Pickle 
(1998) who analyzed, by means of case studies, the inf luence of renewable 
energy policies on the financing process and on financing costs. To ana-
lyze renewable energy companies’ point of view is of importance, because 
these companies are transfer agents ( Jacob et al., 2005). By entering new 
countries, they transfer products that are successful in their home markets 
to markets worldwide. A company will, however, only enter a market 
that provides an adequate policy framework. Motivated by this fact, this 
chapter addresses the question of policy effectiveness by analyzing the PV 
project developers’ point of view. Specifically, it aims at identifying the 
most relevant policy-related factors in the location decision. The argu-
ment we make is that investment income (which is inf luenced by the 
level of the feed-in tariff ) is not of higher importance than noneconomic 
policy risks. We calculated investors’ willingness to accept such policy 
risks. The questions analyzed in the chapter are addressed by a multistage 
methodological approach, consisting of qualitative expert interviews and 
a quantitative adaptive conjoint analysis (ACA). Expert interviews pro-
vide in-depth understanding, and the ACA data allow statistical precision 
and generalization.

PV Project Developers

The expert interviews were conducted with PV project developers and 
other solar or project development experts. These market professionals 
were asked to recount their location decision process and to explain the 
different inf luencing factors. In this way, we identified their business 
models and reviewed the roles of host country characteristics as deter-
minants in PV location patterns, especially in regard to the PV policy 
factors. Qualitative interviews with 8 experts confirmed that the policy 
conditions are currently key factors in a PV project location decision. 
These policy conditions include the public financial incentive schemes, 
the application procedure, policy targets for renewable energy, and sup-
port for policy stability.

The most common and effective incentive scheme in Europe was 
reported to be the feed-in tariff (FIT). Here, the level, duration, and 
yearly reduction of the tariff, as well as the presence of a limitation of 
the promoted power (the existence of a cap) are taken into account in a 
location choice. Sometimes other incentive schemes, such as investment 
subsidies and tax exemptions, provide additional support. Regarding the 
application procedure, the duration and the complexity of the approval 
procedure are of primary importance. A project developer is interested in 
starting a project as soon as possible. If the procedure to get the necessary 
permissions is long and complicated, and especially if it is uncertain when 
the permissions are forthcoming, or if they will be forthcoming at all, 
project developers hesitate to invest. 
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Furthermore, developers take PV policy stability into account. If sig-
nificant unexpected changes in the policy have occurred frequently, a 
project developer hesitates to enter the market, because planning secu-
rity is not provided. Most of the countries have fixed policy targets for 
renewable energies, and sometimes for solar power in particular. If the gap 
between the actual amount of PV used and the targeted amount is large, 
there is a high probability that the country will make stronger efforts to 
promote renewable energy in subsequent years. This is, however, a long-
term process and thus of low importance for project developers.

Legal factors are to a large extent linked to political conditions. Legal 
conditions include regulatory requirements, a legally regulated FIT, legal 
backup of the FIT repayment, and law enforcement. A FIT can only be 
guaranteed if power utilities are obliged to accept feed-in power (there is 
a power purchase agreement). The interviewees also mentioned the secu-
rity of private property rights as a factor. The interviewed experts are all 
active only in European countries, where legal security is provided and 
consequently is not decisive in the location choice. 

In addition to policy conditions, the amount of solar irradiation is 
another inf luencing factor. However, because the current level of FIT in 
countries where PV project developers are active is relatively high, the 
solar resource is of minor importance in explaining the differences in 
return from one country to another.

Economic conditions are currently also of secondary importance, 
because the PV market is still strongly dependent on public policy and is 
not yet self-sustaining. The market demand and potential are thus arti-
ficially created through FITs. However, as soon as grid parity is reached 
and the market is self-sustaining, these factors will increase in importance. 
Grid parity refers to the point where the cost of renewable electricity gen-
eration is on par with the cost of electricity generation from conventional 
energy sources.

The Optimal Features of Projects

Upon the background of the expert interviews, we conducted an adap-
tive conjoint analysis (ACA) (Hartmann & Sattler, 2002). This is a well-
established market research technique to determine the optimal features 
of projected, but as yet undeveloped, products and services. ACA belongs 
to the family of conjoint experiment methods. The conjoint experiment 
was initiated by mathematical psychologists (Anderson, 1970; Kruskal, 
1965; Luce & Turkey, 1964), and was introduced in marketing research 
in the early 1970s (Green & Srinivasan, 1990; Orme, 2007). Since 1990, 
conjoint experiments have been frequently used by market researchers for 
elicitation of consumers’ preferences (Green & Srinivasan, 1990) and have 
spread quickly over a wide array of research communities (Shin & Park, 
2008). At the beginning, conjoint studies mainly analyzed the importance 
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of product attributes and price. Later, concerns shifted to the simulation 
of customers’ choices, and to the forecast of market responses to changes 
in the business’s products or those of its competitors (Batsell & Lodish, 
1981; Ben-Akiva & Gershenfeld, 1998; Louviere & Woodworth, 1983). 
More recently, conjoint analysis also has been used in environmental and 
resource economics and in studies on investment behavior (e.g., Franke, 
Gruber, Harhoff, & Henkel, 2006; Muzyka, Birley, & Leleux, 1996; 
Riquelme & Rickards, 1992; Shepherd & Zacharakis, 1999; Zacharakis 
& Meyer, 2000; Zacharakis & Shepherd, 2001). The methodological 
approach of our present study is novel in that it uses ACA to investi-
gate investor choices among policy frameworks. The conjoint analysis 
approach suits this study well and alleviates some shortcomings of previ-
ous research on location decision-making. Most studies analyzing deci-
sion-making used post-hoc methodologies (e.g., Ajami & Ricks, 1981; 
Cheng & Kwan, 2000; Larimo, 1995; Ulgado, 1996), which may generate 
biased results (Shepherd & Zacharakis, 1999; Ulgado & Lee, 2004). The 
respondents using post-hoc methodologies had to evaluate location factors 
in terms of their importance to the most recent location decision, so they 
made the location decision at different points in time, with various busi-
ness resources and constraints, and under different environmental condi-
tions. Also, the location alternatives were different. These variations can 
significantly affect a factor’s importance. Conjoint analysis, however, is a 
real-time method (Shepherd & Zacharakis, 1999) and respondents have 
to make their decision based on an identical set of alternatives (Ulgado & 
Lee, 2004).

Investors surveyed in past studies were often asked to evaluate location 
attributes individually (e.g., Ajami & Ricks, 1981; Ulgado, 1996). In real-
ity however, businesses evaluate their location alternatives as a group of 
varying location characteristics. Location decision-makers trade off the 
different factors in comparing the available alternatives. PV project devel-
opers, for example, may want to invest in a certain country even if the 
return is lower, because the administrative procedure is very short. For 
that reason, an approach that asks respondents to assess a location site using 
a combination of attributes is more realistic (Ulgado & Lee, 2004).

Theory. We conducted choice experiments that built on the assumption 
that project developers make their choices based on their own individual 
preferences. The foundations underlying the preference investigation are 
brief ly explained in the rest of this paragraph (Ben-Akiva & Lerman, 
1985; Hensher, Rose, Ortúzar, & Rizzi, 2009; Louviere, Hensher, & 
Swait, 2003; Train, 2009). Microeconomic consumer theory provides 
the foundation for discrete choice experiments. Consumer theory ana-
lyzes the economic decisions, especially the consumption decisions, of 
private households. It states that a consumption decision is based on a 
cost–benefit comparison of the different product alternatives and that the 
consumer chooses the product that maximizes his utility. The theory pro-
vides the means to transform assumptions about consumers’ preferences 
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into a demand function. Lancaster (1966) advanced consumer theory by 
indicating that products can be considered as bundles of attributes with 
different levels (or characteristics) and that the utility of a product is the 
sum of the part-worth utilities of its attributes. This microeconomic con-
sumer theory view of demand is appropriate to situations where the fea-
sible choices are continuous. However, where choices are a selection of 
one out of a finite set of attributes (as is the case in this chapter), discrete 
choice theory is appropriate. Discrete choice theory uses the concept of 
the rational consumer (or, in our case, project developer), but it differs 
from consumer theory in that it works directly with the utility function, 
instead of deriving demand functions. 

It is not possible to completely describe any product’s utility in terms 
of its attributes; there will always be some unknown or intangible char-
acteristic that may also provide utility. As a result, the other underlying 
foundation of discrete choice theory is random utility theory (Mansky, 
1977), which allows the direct utility function of a person to be broken 
down into observable (deterministic) and unobservable (stochastic) parts. 
The utility is thus not an apparent value, but an unobservable random 
variable. This probabilistic approach accounts for randomness in choice 
behavior.

Our study is built on the assumption that renewable energy project 
developers evaluate the different factors inf luencing their location choice 
according to the theory described above. They do not choose among dif-
ferent products, but among policy frameworks. The policy framework 
of a country can be described as a bundle of attributes, analogous to a 
product with multiple attributes. A renewable energy project developer 
chooses the location for his or her project by looking for the country 
with the policy framework that provides the highest utility. As in the case 
of a choice among products, when choosing among policy frameworks, 
there is an inevitable trade-off among the different attributes, and any 
attribute change inf luences the attractiveness of the respective country for 
the project developer. A higher level of return, for example, increases the 
utility and thus the attractiveness of a country, whereas higher policy risks 
decrease the country’s utility.

Sample and Questionnaire. The population of interest for the online sur-
vey was European PV project developers who were engaged in or were 
considering developing PV projects abroad in other European countries. 
The online survey was conducted in October and November 2008. The 
PV project developers were invited to participate in the survey by phone 
and/or e-mail, at a solar industry fair, by an article on the Solarserver 
website (www.solarserver.de), and by a leaf let in a solar industry journal.

Based on the qualitative pre-study, a questionnaire consisting of two 
parts was compiled: The ACA experiment about the importance of PV 
policy attributes, and questions to obtain background information about 
the experience and activities of the project developers and the companies 
for which they were working.

http://www.solarserver.de
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In the expert interviews, the main element of the pre-study, the 
decision-inf luencing attributes could be identif ied. Besides being rel-
evant to the location decision, the attributes needed to fulf ill some 
other criteria in order to be included in the ACA survey (Backhaus, 
Erichson, Plinke, & Weiber, 2006); see Table 3.1. The attributes need 
to be independent, i.e. the utility of the attribute and the perceived 
utility of a certain level (characteristic of the attribute) should not inter-
act with other attributes. Further, attributes should be compensatory:, 
attributes and levels have to be able to substitute for each other in inves-
tors’ perceptions.

Finally, as the study aimed at giving policy recommendations, attri-
butes could be included in the choice experiments only if they could be 
inf luenced by policymakers. This is not the case for the attribute solar 
radiation (the amount of solar radiation) or for economic factors such as 
market demand and market potential, and was only partly the case for local 
production and for the legal factors such as contract enforcement.

As a result, 5 out of 12 attributes shown in Table 3.1 fulfilled all require-
ments and were chosen for the ACA experiment: level of feed-in tariff, dura-
tion of feed-in tariff, existence of a cap on feed-in tariff payments (or the time 
until the cap is reached), duration of the administrative process until all permits 
are obtained, and significant unexpected policy changes in the last 5 years in a 
location under consideration (support policy stability).

Table 3.2 gives a description of each attribute and the levels used in the 
survey. These attributes and their respective levels form a collection of 
2,800 different combinations. The number of combinations corresponds 
to the multiplication of the number of attribute levels.

To have a comparable initial position for decision-making, the follow-
ing framework conditions were predefined in the questionnaire: solar 
radiation: 1,500 kWh/m2; installation type and size: Greenfield solar plant 
of 500 kW.

Table 3.1 Potential attributes for ACA survey

Attributes Relevant Can be inf luenced Independent Compensatory

Level of feed-in tariff X X X X
Duration of feed-in tariff X X X X
Existence of a cap X X X X
Duration of the administrative process X X X X
Support policy stability X X X X
Gap to political solar target 0 X X X
Regulated feed-in X X X X
Law enforcement X 0 X X
Market demand 0 — — X
Market potential 0 — — X
Local production 0 0 X X
Solar radiation 0 — X X

X = criteria fulf illed; 0 = criteria partly fulf illed; — = criteria not fulf illed.
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The computer-based survey questionnaire proceeds in a fixed order, 
adapted from Sawtooth Software (2007). At the beginning of the process, 
the respondents usually rate the levels in regard to their relative prefer-
ence. We skipped this section in our survey, because in the case of the five 
attributes selected for the final choice experiment, the preference order for 
the attribute levels is obvious. Our survey started with the paired-com-
parison section, where the computer program forms pairs that respon-
dents have to compare. Each question showed descriptions of hypothetical 
policy framework conditions for two countries composed of different lev-
els including two attributes at the beginning, then three, and then four. 
Assuming that the conditions were identical in all other ways, respondents 
had to indicate which country they would choose as the next project loca-
tion. A 9-point scale was given which covers the range from “strongly 
prefer left” to “somewhat prefer left” to “indifferent” to “somewhat prefer 
right” to “strongly prefer right.”The number of paired-comparison ques-
tions to be asked is equal to 

3 (N – n – 1) – N

where N is the total number of levels and n is the total number of attri-
butes, so that 3 (19 – 5 – 1) – 19 = 20. In the last section of the question-
naire, the software composes a series of calibrating concepts, in which 
product alternatives are described by levels of all attributes. The respon-
dent is asked to indicate a “likelihood of choosing” between 0 and 100 for 
each concept presented. To assess the spread, the most unlikely concept is 
presented first to the respondents and then the most likely one.

The conjoint section was concluded by three so-called holdout tasks. 
Holdout tasks are constructed as the calibrating concepts, but are not used 
to estimate part-worth utilities. They are used to assess the quality and 

Table 3.2 Attributes and attribute levels used in the ACA experiment.

Attributes Description Attribute levels

Level of Feed-in Tariff 
(€ct/kWh)

The amount paid per kWh fed 
into the grid.

31, 35, 38, 41, 45 €ct//kWh

Duration of Feed-in 
Tariff (years)

Number of years for which the 
feed-in tariff is guaranteed.

15, 20, 25 years

Existence of a cap Presence of a market cap limiting 
the promoted PV capacity, and if a 
cap exists, the predicted time until 
it will be reached.

No cap, cap reached in 4 
years, cap reached in 1 year

Duration of the 
administrative process 
(months]

Predicted time from the project 
submission until all permits are 
obtained.

1–2, 3–6, 7–12, 13–18,  
19–24 months

Significant unexpected 
policy changes in the 
last 5 years

A change is considered as significant 
if it leads to more than 15% of feed-in 
tariff reduction.

0, 1, 3 policy changes
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performance of the model used for the utility estimations (see below). If 
the responses to holdout questions can be predicted accurately using esti-
mated part-worth utilities, it lends greater credibility to the model. 

Data Analysis and Results. Descriptive statistics were obtained from the 
background data and responses to the ACA questionnaire. For the back-
ground data, information about the respondents (profession, professional 
experience, and knowledge) and their company (activities, headquarters 
location, and countries in which it is active) are provided. The data from 
the ACA questionnaire were used to estimate the part-worth utilities of 
the different attribute levels1, the relative importance of each attribute, the 
investors’ willingness to accept certain policy risks, and to perform likeli-
hood-of-purchase simulations. (The part-worth utility is the utility of an 
attribute level. The utility refers to the total utility of a product, made up 
of all of the part-worth utilities.) Before estimations with the ACA data 
could be made, the part-worth utility values needed to be normalized. 
Initial utility estimates were based on the respondent’s desirability ratings 
for attribute levels, together with ratings of attribute importance. The 
initial estimates were updated during the experiment. As the initial posi-
tion of the utility estimation was different for each participant, the util-
ity values first had to be scaled so that utilities could be compared across 
participants. The utilities were scaled in such a way that the sum of the 
utility “points” across all levels for a respondent were equal to the number 
of attributes times 100 (Metegrano, 1994).

There were 135 respondents who logged on to the survey website, and 
63 questionnaires were completed. Each project developer completed 
25 choice tasks, resulting in a final data set of 1575 choice decisions. The 
ACA interview was time-efficient; the duration had a median of 20 min-
utes. Eighty percent of respondents were project developers. About 50 
percent worked in vertically integrated firms, i.e. they were involved in 
the planning and building of PV plants, whereas the other 30 percent were 
just concerned with planning. The remaining 20 percent were investors 
and project or business managers, also involved in project location deci-
sions. Giving evidence of the emerging nature of the solar industry, more 
than 80 percent had less than seven years of experience: 27 percent had 
one year, 29 percent had two to three years of experience, and 27 percent 
had four to six years of experience. Forty-four percent of the interviewed 
persons have been involved in 1 to 10 projects and 38 percent percent in 
more than 10 PV projects. Three project developers had even worked on 
more than 100 projects. Thirty-six percent of the realized projects are of a 
capacity smaller than 100 kW, 22 percent of the projects are between 100 
and 500 kW, 38 percent are between 500 kW and 10 MW, and 4 percent 
are bigger than 10 MW.

Of the respondents’ companies, 70 percent are active in Germany, 
57 percent in Spain, 49 percent in Italy, 30 percent in Greece, 27 percent 
in France, 17 percent in Portugal, and 14 percent in Switzerland. Of the 
interviewed PV project developers, 78 percent indicate a good level of 
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knowledge about the PV policy situation of Germany, 71 percent about 
Spain, 59 percent about Italy, 43 percent about Greece, 37 percent about 
France, 19 percent about Portugal, and 13 percent about Switzerland. 
These numbers show the prominent role of Germany and Spain, and so it 
is not surprising that more than half of the project developers interviewed 
(58 percent) work for a company having its headquarters in Germany. The 
other companies’ headquarters are located in Spain (17 percent), Italy (10 
percent), and several other countries (Greece, France, Portugal, etc.).

The average part-worth utilities are based on the individual part-worth 
utilities estimated with the hierarchical Bayes method. Part-worth measures 
the contribution of attribute levels to the overall utility of a product. The 
utilities are interval data, meaning they are scaled to an arbitrary additive 
constant to sum to zero within each attribute. Therefore a negative part-
worth value for a certain attribute level does not indicate that this attribute 
level is unattractive, but it shows that it is less preferred than other levels of 
the same attribute with a higher part-worth value. Average part-worth utili-
ties and standard deviations for each attribute level are displayed in Table 3.3. 
The part-worth utility examination confirms that  the lowest level of each 
attribute always had the lowest relevance for all project developers. This 
makes sense intuitively and supports the validity of the results. Standard 
deviations are all very low, indicating a narrow distribution. The low dis-
tribution is also confirmed by an analysis of the correlations. Correlation 
coefficients of all respondents were close to one (0.95–0.99). A low average 
part-worth utility and a low standard deviation indicate that such an attri-
bute level is very unattractive (e.g. “31 €ct/kWh”).

From the ACA data, the relative importance of each attribute can 
be estimated by considering how much difference each attribute could 
make in the overall utility of the product, i.e., between the highest and 
the lowest utility value of each attribute (see Table 3.3). That difference 
is the range in the attribute’s utility values. The bigger the range is, the 
more a variation in the attribute can lead to a variation of the overall 
utility (Backhaus et al., 2006). The relative importance of each attri-
bute was calculated using Formula 1 (adapted from Clark-Murphy and 
Soutar 2004).

[ ] 100
( )

% x
( )l

MaxU MinU i
RI

Max Min i

−=
−∑

where RIi is the relative importance of the ith attribute; MaxU the maxi-
mum utility of the ith attribute; and MinU is the minimum utility of the 
ith attribute.

The analysis of the relative importance of the attributes reveals the 
highest importance for the duration of the administrative process with 
RI of 26 percent. Almost as important is the level of the FIT (24 percent). 
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The existence of a cap and PV policy changes are of medium importance, 
with 19 percent and 18 percent, respectively. The lowest importance 
(14  percent) is attributed to the duration of the FIT.

PV project developers are thus particularly sensitive to the duration 
of the administrative procedures, followed by other policy risks (policy 
changes, existence of a cap). Duration of support is relatively less impor-
tant. This indicates that a more effective administrative procedure enables 
a lower FIT, without a loss of attractiveness for PV project developers.

In the next step, part-worth utilities are converted into project develop-
ers’ implicit willingness-to-accept certain policy risks using Formula 2:

 
1

Δ⎡ ⎤ = − −⎢ ⎥⎣ ⎦
ct

( )
kWhl l l

FIT

FIT
WTA U MaxU

MaxU

where WTAl is the implicit willingness-to-accept of the attribute level l; 
Ul is the part-worth utility of the attribute level l; ΔFIT is the difference 
of the level of FIT, i.e., 14 €ct/kWh; and MaxUFIT is the maximum utility 
of the attribute level of the FIT. Figure 3.1 shows that for every half-year 

Table 3.3 Average part-worth utility estimates and standard deviations by attribute levels 
(hierarchical Bayes models with all normally distributed part-worth utilities)

Attribute Level Part-Worth Utility Standard Deviation

Level of feed-in tariff
31 €ct/kWh �62 6
35 €ct/kWh �27 6
38€ ct/kWh 0 4
41 €ct/kWh 29 6
45 €ct/kWh 60 9
Duration of the administrative process
1-2 months 63 7
3-6 months 32 6
7-12 months 1 5
13-18 months �31 6
19-24 months �64 9
Duration of feed-in tariff
15 years of support �35 10
20 years of support 3 6
25 years of support 33 7
Cap status
No cap 44 9
Cap reached in 4 years 5 9
Cap reached in 1 year �49 12
Number of policy changes
0 policy changes 41 8
1 policy change 6 6
3 policy changes �47 11
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increase in the duration of the administrative process, a government has 
to pay project developers a FIT premium of about 4 €ct/kWh (all else 
being equal). 

The choice experiments included three attribute levels regarding the exis-
tence of a cap: no cap, a cap that is going to be reached in four years (loose 
cap), and a cap that is going to be reached in one year (tight cap). The analy-
sis shows that removing a loose cap will allow governments to attract the 
same level of investment at a FIT that is about 5 €ct/kWh lower; removing 
a tight cap will allow governments to attract the same level of investment 
at a cap that is about 11 €ct/kWh lower (Figure 3.2). With regard to policy 
stability, the study estimates that compared to no policy risk conditions, in 
low-risk conditions (one significant unexpected policy change in the last 
five years), the FIT needs to be 4 €ct/kWh higher, in high-risk conditions 
(three significant unexpected policy changes in the last five years), it needs 
to be 10 €ct/kWh higher to keep its attractiveness (Figure 3.3).

Sawtooth (2007) offers the simulation method Purchase Likelihood 
(SMRT Simulation) to estimate the level of interest for a certain combi-
nation of attribute levels. The utilities are scaled so that an inverse logit 
transformation provides estimates of purchase likelihood. The simulator 
estimates how each respondent might have answered if presented with a 
concept with specific levels of attributes similar to those in the calibrating 
section of the interview. The likelihood projection is given on a 0 to 100 
scale. This method can be used to investigate the likelihood of project 
developers investing in a certain country (i.e., they can investigate a spe-
cific combination of attribute levels). As mentioned above, prediction of 

Figure 3.1  Willingness to accept a certain duration of the administrative process, correlated with 
€ct/kWh
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choice among holdout tasks can be used to check validity of this simula-
tion method. In the present study, three holdout tasks have been included 
in the survey (see Table 3.4). Holdout task 1 describes the German PV 
policy framework in 2007; Holdout task 2 describes the Greek PV policy, 

Figure 3.2  Willingness to accept a loose cap or a tight cap.
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Figure 3.3  Willingness to accept a certain number of policy changes.
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and Holdout task 3 describes the Greek PV policy framework in 2007. 
The investment likelihood of the holdout tasks were predicted very accu-
rately, which indicates the  high validity of the results of the study and 
allows the use of the results to predict investment decisions.

Additionally, this method allows us to conduct simulations to estimate 
the influence of a hypothetical change in the policy design (e.g., increasing 
remuneration level, decreasing administrative process duration) on the proj-
ect developers’ likelihood for investing in a certain country. In what follows, 
the Spanish situation is analyzed (Table 3.5). The attribute levels that were 
changed from the initial scenario are in bold. One of the policy risks that 
policymakers can influence to some degree is the duration of the admin-
istrative process. Scenario A: Shorter administrative process in Table 3.5 reveals 
that an administrative process that is 6 or 12 months shorter (7 to 12 months 
long or 3 to 6 months long, instead of 13 to 18 months long) would bring 

Table 3.4 Description of project developers’ likelihood of investing in different policy 
 frameworks (holdout tasks) and SMRT simulation

Holdout 1
Germany
(2007)

Holdout 2
Greece (2007)

Holdout 3
Spain
(2007)

Policy Framework
Duration of admin. process (months) 1–2 19–24 13–18

Level of the FIT (ct/kWh) 35 45 41

Cap situation No cap No cap Cap reached in 1 yr

Number of PV policy changes 0 1 1

Duration of the FIT (years) 20 20 25

Likelihood of Investing (given on a 0 to 100 scale)
Mean of project developers’ likelihood 87 72 38

SMRT Simulation 99 85 39

Table 3.5 Investment likelihood simulations for changes in the PV policy framework of Spain 
in 2007

Spain (2007)

Scenario A: Shorter 
administrative 
process

Scenario B: 
Lifting cap

Scenario C: 
Improved policy 
stability

Policy Framework
Admin. process (months) 13 to 18 7 to 12 or 3 to 6 13 to 18 13 to 18

FIT level (€ct/kWh) 41 41 41 41

Cap situation in 1 year in 1 year in 4 years/
no cap

in 1 year

Number of PV policy 
changes in 5 years

1 1 1 0

FIT duration (years) 25 25 25 25

Likelihood of Investing (given on a 0 to 100 scale)

SMRT Simulation 39 66/84 81/95 68 

Bold in a cell indicates changes from initial scenario.
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a significantly higher investment likelihood of 66 or 84, respectively, com-
pared to the initial situation (an investing likelihood of 39). In addition to 
the administrative process, the tight cap is another important issue in Spain. 
Scenario B: Lifting cap in Table 3.5 shows that loosening the cap (reached 
in four years) or removing the cap (no cap) makes sense to attract project 
investments, since the likelihood of investing increases to 81 for the 4-year 
situation and 95 in the no-cap situation.

Finally, the importance of a continuous PV policy is illustrated in 
Scenario C: Improved policy stability in Table 3.5. Having no changes in pol-
icy instead of one in the last five years increases the likelihood of invest-
ment from 39 to 68.

Conclusion

The transition to a sustainable energy system depends on whether pub-
lic support policy effectively inf luences investors’ behavior. Applying a 
sophisticated method from marketing research, this study is one of the 
first empirical contributions that investigate the inf luence of renewable 
energy policies on investors’ decisions. By means of different estimations 
and simulations based on ACA data, the relevance of different policy fac-
tors and the costs of different regulatory risks have been quantified. Based 
on this empirical basis, it is possible to develop specific scenarios that 
enable policymakers to assess the costs and benefits of reducing various 
elements of policy risk. 

The key finding is that risk matters in PV policy design, and that a price 
tag can be attached to specific policy risks. More specifically, the attributes 
“Duration of the administrative process” and “level of feed-in tariff” were 
perceived as the most important attributes in the location decision. SMRT 
simulations and willingness-to-accept estimations revealed that a reduc-
tion of the administrative process by 6 months enables a 4 €ct/kWh lower 
feed-in tariff (FIT) without a loss of attractiveness for PV project developers 
in investing in the given country. Lifting a cap also makes it possible to have 
a lower FIT: removing a cap that is expected to be reached in one year will 
allow governments to reduce the FIT by about 11 €ct/kWh and removing 
a cap that is expected to be reached in four years will allow governments to 
reduce the FIT by about 5 €ct/kWh. The third policy risk analyzed in this 
study is policy instability. Compared to having one significant unexpected 
PV policy change in the prior 5 years, respondents accepted a 4 €ct/kWh 
lower FIT if the political conditions were stable. These estimations confirm 
prior research that points to the importance of policy risk and noneconomic 
barriers—such as duration of the administrative process and political insta-
bility— to the deployment of renewable energy.

Governments can build on these empirical results to design policies 
that will be effective in attracting PV investments while at the same time 
maintaining efficiency by providing an adequate compensation for policy 
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risk. In particular, policymakers should be aware that long administra-
tive processes and, to a somewhat lesser extent, policy risks related to the 
existence of a cap and a substantial number of unexpected policy changes, 
have a cost attached to them that will need to be ref lected in a higher level 
of feed-in tariff in order to attract solar project developers.

As with any piece of research, this study is subject to some limita-
tions, which provide starting points for further research. This study has 
focused on policy factors; however, there are other factors that inf luence 
the location decision of PV project developers, which could be investi-
gated in further studies. Such unobserved factors include language, coun-
try size, personal contacts, and the population’s attitude towards the new 
technology.

The study examines the inf luence of changes in the policy framework 
on the project developers’ investment likelihood. In future studies, the 
simulation tools that have been developed here can be applied to design 
scenarios for specific countries and thus can give more detailed policy 
design recommendations.

Future research could also build on our findings, which are based on 
stated preferences, and could compare actual valuation of policy risk with 
revealed preference data. This will become more feasible as an increasing 
number of countries emerge that provide sufficiently long time series of 
actual renewable energy investment decisions.
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C H A P T E R  F O U R

Why Some Managers Expect to Benefit from 
Public Policies and Others Do Not

Alfred Marcus, Susan Cohen, and 
Kathleen Sutcliffe

Governments often provide assistance to firms, especially energy-effi-
ciency and renewable-energy businesses (Marcus, Anderson, Cohen, and 
Sutliffe, 2010). For example, in the 1970s the U.S. federal government 
offered subsidies to firms that developed solar panels and tax credits to 
consumers who purchased these products (Marcus, 1992). There have 
been a host of such programs, including the 2009 Economic Stimulus 
Act, which  allocated more than $27 billion in direct and indirect aid to 
energy-efficiency and renewable-energy businesses (See Table 4.1). The 
government, for example, has provided tax credits to firms producing 
wind power, enabling them to sell more products and services, or sell them 
sooner, than otherwise would be economically feasible. Past research sug-
gests that managers in energy efficiency and renewable energy businesses 
often are the beneficiaries of government policies. By making substitute 
products and services less attractive, public policies such as mandated per-
formance standards, taxes, and other programs lift public awareness and 
increase interest in the products and service that energy efficiency and 
renewable energy businesses offer (Gale & Buchholz, 1987; Russo, 2001; 
Sine, Haveman, & Tolbert, 2005).

Market–government interactions encourage the development of these 
businesses (Marcus & Geffen, 1998; Burer & Wüstenhagen, 2008; York 
& Lenox, 2009). But despite the inf luence that these policies have, not 
all firms actively seek government assistance. The question of why some 
firms actively seek policies that benefit them while others do not has been 
debated in the literature for some time (e.g., see Stigler, 1971; Salamon 
& Siegfried, 1977; Mitnick, 1981; Baysinger, 1984; Zardkoohi, 1985; 
Masters & Keim, 1986; Boddewyn & Brewer, 1994; Hillman.Zardkoohi, 
and Bierman 1999; Hart, 2004; Holborn & VanDen Bergh, 2008). This 
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research has analyzed the firm-level motivations for seeking government 
assistance, which include stimulating demand for a firm’s products, lower-
ing operating costs, providing legitimacy for the firm, and raising rivals’ 
operating costs (Kaufman, Englander, & Marcus, 1993; Van de Ven & 
Garud, 1989; Yoffie, 1987; Getz, 1997). It has postulated that the decision 
by firms to become active is a function of the attractiveness of political 
markets (Bonardi, Hillman, & Keim, 2005) and the firms’ capabilities 
for achieving its political goals (Oliver & Holzinger, 2008; Holburn & 
Zelner, 2010).

However, other than a firm’s size (Salamon & Siegfried, 1977; Schuler, 
1996; Ungson, James, & Spicer, 1985), it is not clear which firm-level char-
acteristics might be related to the decision to become politically engaged. 
The results of analyses that have examined the impact of such variables 
as age, financial condition, and degree of government dependence on the 
tendency of firms to become politically involved have been mixed (Rudy, 
2010; Zardkoohi, 1985; Meznar & Nigh, 1995; Shaffer, 1995; Hillman & 
Hitt, 1999; Schuler, 1999; Hansen & Mitchell, 2000; Schuler, Rehbein, & 
Cramer, 2002; Hillman, Keim, & Schuler, 2004; Hillman, 2005; and 
Lester, Hillman, Zardkoohi, & Cannella, 2008). These mixed results are 
not surprising, given the complexity of the decision to become politically 
involved. Managers do not have the time to consider all the possible out-
comes of the public policies they might seek, nor are they likely to view 
the consideration of these outcomes a valuable use of their time. They do 
not know the precise form that public policies will take, how the public 
policies will be implemented, and what the unintended consequences of 

Table 4.1  Summary of investments in energy efficiency and renewable energy in the US 2009 
Economic Stimulus Act

$6 billion for renewable energy and electric transmission technologies loan guarantees
$5 billion for weatherizing modest-income homes
$3.4 billion for carbon capture and low emission coal research
$3.2 billion toward energy efficiency and conservation grants 

$3.1 billion for state programs, help states invest in energy efficiency and renewable energy
$2 billion for manufacturing of advanced car battery (traction) systems and components.
$800 million for biofuel research, development, and demonstration projects
$602 million to support the use of energy efficient technologies in building and in industry
$500 million for training of green-collar workers  
$400 million for the geothermal technologies 
$400 million for electric vehicle technologies
$300 million for energy efficient appliance rebates
$300 million for state and local governments to purchase energy efficient vehicles
$300 million to acquire electric vehicles for the federal vehicle f leet
$250 million to increase energy efficiency in low-income housing
$204 million in funding for research and testing facilities at national laboratories
$190 million in funding for wind, hydro, and other renewable energy projects
$115 million to develop and deploy solar power technologies
$110 million for the development of high efficiency vehicles
$42 million in support of new deployments of fuel cell technologies

Source: http://en.wikipedia.org/wiki/American_Recovery_and_Reinvestment_Act_of_2009

http://en.wikipedia.org/wiki/American_Recovery_and_Reinvestment_Act_of_2009
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the public policies will be. They cannot easily predict the net gains that 
the public policies will generate to their firms. Instead, we argue that 
boundedly rational managers (Simon, 1970), facing numerous demands 
on their attention including substantial market challenges (Henderson 
& Stern, 2004), will rely on heuristics, or simple decision rules devel-
oped through experience, to inform their expectations about the ben-
efits that the public policies might bring. The domain relevant knowledge 
that underlies such heuristics is accumulated in path-dependent ways, in 
which managers scan the environment for salient external opportunities 
and threats, accumulate knowledge about them, learn to interpret their 
meaning, and assess their implications (Cyert & March, 1963; Jackson & 
Dutton, 1988; Ocasio, 1997).

It is surprising that little attention has been devoted to understand-
ing the cognitive frameworks and heuristics that managers apply to dis-
cern whether public policies are likely to benefit their firms (Hart, 2004). 
We think this is a potentially fruitful domain from which to draw new 
insights, which will move us toward a more complete theory of why firms 
seek government assistance (see Figure 4.1). The expectation of benefits 
from public policy, a precondition for corporate political action (Baron, 
1995), begin with cognitions (Baron, 2006; Ocasio, 1997; March & 
Simon, 1958). Hence, it is worthwhile to investigate the heuristics man-
agers use for assessing the opportunities their firms have to gain from 
public policies.

Although the motivations for seeking benefits from government have 
been examined, as well as the characteristics and capabilities of firms 
seeking these benefits, the heuristics that managers use have not been ade-
quately explored. This chapter therefore starts by reviewing the literature 

Expectation of Gain Cognitive Frameworks 
Heuristics–how managers
assess the benefits

Firm Level Motivations
• Legitimacy
• Market entry
• Increased demand
• Better operating costs
• Value from

differentiating product
and service attributes 

• Etc.
Firm Level
Characteristics
• Size
• Age
• Financial performance
• Etc.

Firm Level Capabilities 
• Degree firm has been

proactive, reactive,
anticipatory, &
defensive in the past

• Etc.

Figure 4.1  Why firms decide to be politically active.
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on why managers of some firms actively seek to take advantage of public 
policies, while others do not. We build on this work to create a frame-
work for describing managerial perceptions of the gains their companies 
can derive from public policies. We then apply this framework to two 
sets of overlapping data, qualitative interviews with managers in energy-
efficiency and renewable-energy businesses and a survey of managers in 
this field. Our analysis of these data lead us to the conclusion that man-
agers who view public policies as opportunities for gain believe they are 
competing in unstable environments. They have little ability to control 
market forces, but they believe they can predict and control government. 
Managers who do not view public policies in this way, in contrast, believe 
that they are competing in stable environments in which they have the 
ability to control market forces, but that they cannot predict and con-
trol government. The implications of our findings are discussed in the 
conclusion.

Firm–Government Interactions

Government policies inf luence a firm’s performance in many ways. For 
instance, they alter the distribution of power among substitutes, rivals, 
suppliers, and customers, and create barriers that slow entry into an indus-
try (Porter, 1980; Baron, 1995). Examples of the kinds of polices that 
affect firms include price supports, certification requirements, and invest-
ment subsidies. Through such mechanisms, governments inf luence the 
stability of the industries in which firms compete. They affect demand 
growth, price competition, and other factors that have important con-
sequences for the firms’ investment decisions and competitive strategies. 
Recognizing the importance of stable conditions to firms contemplating 
investment decisions, Stigler (1971) maintained that a major reason firms 
try to inf luence public policies is to create stability. They solicit the state’s 
coercive powers to limit and control market forces in order to stabilize 
competitition and reduce uncertainty. However, not all firms that may 
gain from public policies engage in this behavior (Cook & Barry, 1995; 
Godwin & Seldon, 2002; Hart, 2004).

Managers are apt to weigh their ability to gain from public policies dif-
ferently. Thus, as Stigler (1971) admits, there are limitations to his theory 
that “as a rule” firms try to inf luence government to achieve their goals 
(Marcus, 1984). Stigler (1971) takes an industry–level perspective on the 
reasons some firms are more inclined to seek opportunities for inf luence 
than others. His theory has been enriched by the work of Olson (1965) 
and successors (e.g., Peltzman,1976; Becker, 1983) and by the management 
scholars previously mentioned who have focused on firm motivations, 
characteristics, and capabilities that have affect their choices to seek public 
policies. Neither further refinements of Stigler and Olson’s theories (Hart, 
2004) nor recent work on corporate political strategies in the management 
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field (Pearce, DeCastro & Guillen, 2008), however, have directly con-
sidered the cognitive models and frameworks managers use to evaluate 
the relative benefits of public policies to their firms. Consequently, we 
lack a robust theory for why managers perceive the benefits of public 
policies differently (Bartel & Thomas, 1985; Hart, 2004). What are the 
heuristics that managers apply to understanding the benefits they expect 
their firms to achieve from public policies? We propose that the complex-
ity associated with anticipating the net effects of public policies is suffi-
cient to overwhelm the individual managers’ cognitive capacities (Hart, 
2004; Lau & Redlawsk, 2001; Levinthal & March, 1993). Managers faced 
with complex decision-making contexts resort to heuristics to process the 
available information (March & Simon, 1958). They vary in their desire to 
inf luence government based on how these heuristics affect their percep-
tions of the public policies’ net benefits.

The Mental Model of Managers

We argue that the mental model of managers who estimate the benefits 
of public policy has three components. Managers are apt to examine (i) 
instability, (ii) market adaptation, and (iii) political adaptation before they 
make choices about government policies. 

Instability, the degree and frequency of change in a market, arises from 
rapid technological change, intense rivalry, fickle consumers, and frequent 
f luctuations in factor market conditions (Dess & Beard, 1984). Firms com-
peting in unstable markets must make frequent adjustments in their com-
petitive strategies and organizations at the same time that environmental 
shifts make it difficult for managers to learn how their choices affect firm 
performance (Levinthal & March, 1993), When the nature of opportuni-
ties changes frequently and dramatically, managers must allocate a greater 
proportion of resources to modifying products and services, changing 
management practices, and altering how functional activities are carried 
out. Resources set aside for these purposes can detract from their firm’s 
profitability and raise its short-term risk of failure (Amburgey, Kelly & 
Barnett, 1993). Such instability makes learning difficult, since the manag-
ers cannot easily discern which elements of the strategies they previously 
pursued (e.g., which product performance criteria they offered customers, 
which inputs to the production process they employed, and so on) provide 
future performance advantages (Levitt & March, 1988). Hence, the insta-
bility that the managers face increases the costs of operations by imposing 
high learning-related adjustment costs. Managers facing this kind of insta-
bility are likely to expect gains from public policies that they believe can 
stabilize these turbulent forces. Assuming as Stigler (1971) did that firms 
seek stability from government, managers of these firms are likely to view 
public policies as critical to their firms’ growth. On the other hand, man-
agers who perceive that their firms’ competitive environments are stable 
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are likely to spend less time questioning their current strategies and more 
time refining their execution (Dess & Beard, 1984; Levinthal & March, 
1993). As managers prefer to focus on task domains they believe they can 
control, those who perceive that the environments of their companies are 
stable are likely to expect to gain less from public policies than those who 
perceive that the environments of their companies are unstable (Dutton & 
Jackson, 1987; Jackson & Dutton, 1988; Ocasio, 1997).

If the managers of f irms that compete in unstable markets can fre-
quently predict changes, and/or affect the decisions of market actors 
upon which the success of their companies depends, they may be able 
to make market adaptations that will allow them to achieve control 
over the external environment without resorting to political means. 
Such foresight and inf luence depends on the managers of f irms devel-
oping reliable routines for anticipating and adjusting to environmen-
tal shifts (Teece, Pisano & Shuen, 1997; Tushman & O’Reilly, 1997; 
Eisenhardt & Martin, 2000). An example comes from U.S. machine 
tool industry. It suffered severe boom and bust cycles for many decades, 
which tracked the overall health of the economy and the health of 
the industry’s major buyers in the automotive and aerospace indus-
tries (Finegold, Brendley, Lempert, Henry, Cannon, Boultinghouse 
& Nelson, 1994). Although the precise beginning, magnitude, and 
duration of new cycles could not be pinpointed, the managers of these 
f irms expected that the cycles would regularly recur, and they adopted 
the practice of backlogging customer orders in an effort to smooth out 
earnings from year to year. 

To the extent that shifts in the competitive environment can be detected 
in the course of normal operations, managers can learn to spot them, and 
if particular kinds of f luctuations recur, they can fine-tune the routines 
of their firms to accommodate these f luctuations (Zollo & Winter, 2002). 
On the other hand, managers who perceive that they have little ability 
to predict or inf luence the decisions of key market actors must resort 
to trial-and-error learning, such as probing the market with frequent 
and highly varied product offerings (Sorenson, 2000). While firms that 
engage in such experimentation might ultimately achieve greater suc-
cess than those that do not (Ozcan & Eisenhardt, 2010), this path entails 
more risk (Henderson & Stern, 2004). From the manager’s perspective, 
the hazards and inefficiencies involved in figuring out how to respond 
to market shifts through trial and error are not likely to be desirable. 
Managers of firms that can inf luence the choice of their firm’s suppliers, 
customers, and other market actors require less trial-and-error learning 
to discern how best to adapt. Their firms incur less adjustment-related 
inefficiency, and they are more likely to succeed. Hence, we expect that 
high levels of market adaptation are not likely to be associated with per-
ceptions that public policies are critical to a firm’s success; to the extent 
that managers succeed in predicting and controlling market forces, they 
are likely to see public policy as a less attractive means to achieve their 
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goals. Rather, under such conditions, a more salient and immediate focus 
will be to figure out how best to take advantage of market opportunities 
by reliably and predictably creating the products and services that cus-
tomers want. In contrast, if managers perceive that markets are hard to 
predict and control, they are more likely to view government as essential 
to the future growth of their firms and more likely to perceive public 
policies as valuable.

Managers who are able to predict and control government’s decisions 
and behaviors are likely to be more certain of the value of public poli-
cies. They will adapt politically. When managers can anticipate policy 
changes and respond to them more effectively than their competitors, 
they will perceive that they have attractive opportunities to exploit pub-
lic policies (Mitnick, 1981). If a political party habitually revokes or 
promulgates certain types of legislation, managers will be able to antici-
pate the meaning of the change in power for their f irms. If they come 
to know the preferences and strategies of politicians, they can anticipate 
what the politicians will do and recognize the tactics the politicians 
use and signals the politicians send, which will help them to anticipate 
how political disputes will be resolved. If the firm is led by lawyers, as 
opposed to functional specialists, it may be more politically disposed and 
confident of its capacity to deal with government, because individuals 
with backgrounds in law are more accustomed to dealing with laws 
and rules than their colleagues in marketing and operations are. The 
political experience of managers provides them with the belief they can 
predict government and control its behavior (Burris, 2001; Blumentritt, 
2003). The better managers are at predicting and controlling the actions 
and behaviors of government, the less they should need capabilities to 
deal with changes in the market. The better they can anticipate govern-
ment’s actions and decisions, the more they can develop reliable strate-
gies and invest in the organizational capabilities to respond to public 
policies and to exploit them to the firm’s advantage. The ability to inf lu-
ence and shape the political environment will lead to a perception that 
government is critical to the firm’s growth and valuable, and that public 
policies are worthwhile to pursue. In contrast, if a f irm’s managers do 
not believe they can predict and control government, they are less likely 
to view government as an attractive domain for increasing their f irm’s 
opportunities to grow.

We assume that managers seek growth by whatever means available to 
them, market and nonmarket (Abernathy & Clark, 1985; Porter, 1980). 
To the extent that they can predict and control markets and are unable to 
predict and control governments, they are more likely to rely on market 
adaptation to increase demand and to be less interested in pursuing oppor-
tunities for political gain. On the other hand, to the extent that they can 
predict and control government and are unable to predict and control 
market forces, they are more likely to value public policies and to rely on 
political adaptation to increase demand.
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Interviews with Managers of Energy-Efficiency 
and Renewable-Energy Businesses

We used these concepts to guide interviews with managers in energy-
efficiency and renewable-energy businesses and to develop a survey admin-
istered to managers in this domain. The sample for the study was drawn from 
106 businesses that provide energy-saving products, services, or renewable 
fuels. These firms were identified by the Alliance to Save Energy (ASE), 
a nonprofit organization located in Washington, D.C. Each company was 
contacted by phone to assess the nature of its products and services in order 
to determine if the firm fit the criteria to be included in a directory that 
the ASE was constructing. A company was included if its products and ser-
vices contributed to saving energy and if the company met the following 
selection criteria. It: (1) manufactures or markets products that are more 
energy-efficient than existing or traditional products (i.e., offers equal or 
greater energy service using less energy input); (2) provides services that 
reduce energy use or are a component of projects to reduce energy use, 
(3) manufactures or provides services related to renewable energy systems, 
which conserve traditional energy sources, and (4) is headquartered in or 
has a facility in the state in which the interviews were carried out (see 
Appendix A for a more detailed description of the sample).

The advantage of the state-level focus was that we could limit the inf lu-
ences of idiosyncratic and different state policies on managers’ percep-
tions. Energy efficiency and renewable fuels are an attractive context for 
this study, because firms that distinguish their products in this way must 
persuade customers to value a product or service attribute (e.g., saving 
energy or burning cleaner fuels) whose monetary value f luctuates and 
is affected by myriad government regulations, standards, subsidies, and 
taxes. Hence, public policy is a salient factor affecting the competitive 
landscape of these managers. We conducted a series of structured inter-
views with a chief executive or top manager of each of the firms in our 
study to validate and fine-tune the framework and to use the findings 
as the basis for a questionnaire that we subsequently mailed to the entire 
sample of 106 firms. The questions we asked centered on the following:

What is the nature of your industry? ●

How do you compete? ●

How do government policies affect your business? ●

Which issues are currently most pressing? ●

What is the nature of market evolution and the changes in your  ●

industry environment?
Who are the most salient and inf luential market and nonmarket  ●

stakeholders in your environment whom you believe inf luence your 
organization and affect its ability to achieve its objectives?
Which of these stakeholders are you most and least able to influence? ●
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At least 2 and often 3 of the authors of the study were present at the 
interviews, and each took copious notes, which we then content-analyzed 
according to the template found in Table 4.2. We aggregated the responses 
as described next in terms of eight patterns based on the extent to which 
the managers expected or did not expect to gain from public policy. 

The perceptions of the managers we interviewed divide into the pat-
terns shown in the Table 4.2. We designated the directional inf luence 
of statements in each cell, on the concept addressed in that row, with a 
(+), (–), or (?). Pattern 1 managers expected substantial gain from public 
policies, while Pattern 8 managers did not; these are the pure types. The 
in-between states were Patterns 2 through 4 and Patterns 5 through 7. 
Pattern 2 through 4 managers tilted toward expecting gains from govern-
ment policies (+/?), while Pattern 5 through 7 managers tilted away from 
it (–/?). Overall, more of the managers (11) tilted away from expecting 
government benefits than the opposite. Only one manager fit Pattern 1. 
His company was involved in energy controls. This manager expressed 
optimism about his firm’s ability to benefit from public policies such as 
tax credits, contracts, grants for research and development, and recog-
nition programs. In describing his business, the manager commented 
that, although his company was striving to remain on the leading edge of 
technology, it found that this quest was quite challenging. Anticipating 
customer preferences was difficult, as the priority customers placed on 
minimizing energy costs, relative to other product features, f luctuated 
substantially according to many factors, including the price of energy, 
opportunities created by complementary technologies, and new end-user 

Table 4.2  Cognitive template for managers’ views of public policy benefits

Patterns

Item  1  2  3  4  5  6  7  8

Number: How many interviews fit 
each pattern?

 1  5  2  0  2  1  4  4

Instability: Extent to which the 
managers perceived that the industry 
environment was unstable 

+ + + – – – + –

Market Adaptability: Extent to 
which the managers perceived that 
they were able to predict and control 
market actors

– – + +  – – + +

Political Adaptability: Extent to 
which the managers perceived that they 
could predict and control government 

+ – + + + – – –

Critical to Growth: Extent to which 
the managers perceived that public 
policies were critical to the  growth of 
their f irms  

+ +/? +/? +/? –/? –/? –/? –
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demands. This manager felt that his company’s response, offering a broad 
product line, had not yet been that well received in the market. As a defen-
sive measure, his firm was globalizing rapidly and was offering to provide 
integrated solutions to the problems its customers encountered, but this 
approach so far had not made the effort to adapt to rapid market shifts 
and changes in technology that much easier. In contrast to the problems 
that this manager perceived that his company was having in adapting to 
market conditions, he believed his company was having a very strong and 
direct impact on government through the well-organized trade associa-
tions in which it participated. These trade associations not only followed 
the development of public policies, but helped to forge these policies by 
setting federal and state standards and shaping energy policy legislation.

Pattern 8 managers (who were in the businesses of consulting, win-
dow accessories, heating, and ventilation), in contrast, considered the 
government unreliable, and they distanced themselves from government. 
These managers perceived that their companies were in stable business 
environments, as evidenced by such statements as “energy and pollution 
awareness grows predictably,” to which they successfully had adapted by 
such means as high-quality products and services, strong distribution, the 
loyalty of large clients, their global scope, and the customer service they 
provided. Although Pattern 8 managers were relatively sure of their com-
panies’ market abilities, they were anxious about government’s impacts, 
the implementation of its policies (the policies, in the words of one man-
ager, “danced around”), and the difficulties of working with the govern-
ment’s bureaucracy.

The five managers who were ambivalent about public policies (Pattern 
2) believed that their companies could gain from policies like rebates, 
taxes, loans, and standards. Their companies could gain from public 
policies because they were operating in unstable external environments, 
caused by such factors as shifting technology, shifting economic and polit-
ical conditions, and/or substitute products. Their companies also could 
gain from public policies because the ability of these managers to control 
market conditions was limited; customers were not yet ready to buy the 
products and services they offered because of a lack of awareness, a lack 
of product readiness, high perceived costs, stiff competition from alterna-
tive technologies, and other factors. Though these Pattern 2 managers 
believed that their companies could gain from public policies, they did 
not have confidence in their companies’ capacities to predict or control 
government. They saw potential value in government policies that might 
stimulate the growth of their businesses, but they did not believe they 
could obtain these benefits, because they did not have the political power 
and were stymied by groups that did have this power.

Pattern 6 and 7 managers (five managers) in Table 4.2 also believed 
that they did not have much power to predict and control government. 
But the perceptions of Pattern 6 managers were the opposite of those of 
Pattern 2 managers with regard to environmental instability and market 
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adaptability and to those of Pattern 7 managers with regard to market 
adaptability. Pattern 5 managers (2 managers) believed that they had the 
power to predict and control government, but their need for public policy 
benefits was limited, since they did not see themselves as operating in an 
unstable environment. Pattern 3 managers (two managers) also believed 
they had the power to predict and control government, but they perceived 
that though they confronted an unstable external environment they had 
control of market forces and therefore their need for public policy benefits 
was limited.

The Tilt Away from Government. The literature supplies a number of inter-
related reasons that may help to explain the tilt from public policies that 
we saw among the managers we interviewed (see Vogel, 1978 for an early 
discussion). Although public policies can be used to inf luence nongovern-
ment groups such as customers or suppliers indirectly (Baron, 1995), man-
agers are likely to prefer to inf luence groups like customers and suppliers 
directly, especially if the benefits of public policies are difficult to appro-
priate. Public policies rarely apply to individual firms, so individuals firms 
are shut off from appropriating the benefits entirely to themselves (Olson, 
1965). Even when public policies apply to specific firms, if other firms can 
acquire the benefits offered by the policies, they can obtain the advantages 
that the policies provide without having invested to obtain these policies 
themselves (Olson, 1965). In contrast, competitors must invest in their 
own resources and capabilities, or engage in their own negotiations with 
customers, suppliers, and other organizations, in order to inf luence them 
and benefit from changes in their behavior. As a result, managers should 
view public policies as a relatively less desirable means of enhancing their 
growth when they are able to inf luence customers, suppliers, and com-
petitors directly. Even when managers can inf luence government directly, 
they are likely to see public policy as entailing a loss of autonomy (Leone, 
1986). Indeed, research shows that public policies often reduce managerial 
discretion by requiring firms to engage in activities in which they would 
otherwise not invest or by altering the attractiveness of strategies that they 
might otherwise have pursued (Ungson, James & Spicer, 1985; Birnbaum, 
1984; Carter, 1990). Thus, other things being equal managers are not 
likely to expect net gains from public policy, because they believe it will 
reduce the amount of control they have over their operations (Pfeffer & 
Salancik, 1978).

The Questionnaire

To further validate this framework, we asked three top managers in each 
company (including the CEO) to complete a questionnaire. We received a 
total of 66 completed surveys from managers in 43 firms; 62 percent of the 
firms in our sample returned one or more surveys and at the managerial 
level our response rate was 21 percent. Many of the firms in this sample 
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were small businesses (48 percent had 10 or fewer employees) in which 
the proprietor was essentially the only manager in the company. Adjusting 
our survey counts accordingly brings our response rate to 31 percent. As 
our unit of analysis is the individual manager, all 66 responses were used 
to in the analysis that follows.

The dependent variable on which we relied captures the extent to which 
the managers expected to benefit from public policies. See Appendix A 
for the specific items in our measures. We asked managers to assess the 
extent to which four different types of policies would facilitate the growth 
of their business: taxes, subsidies, public goods, and regulations. Examples 
of tax policies are fees for energy inefficiency and fuel taxes, such as those 
designed to account for externality costs. Subsidies include customer 
rebates, business tax credits, research grants, and low-interest financing. 
Information dissemination to educate and raise awareness among consum-
ers is a public good. Regulations include energy efficiency standards for 
certain types of products and certification of service providers.The four 
policy types were orthogonal and comprehensive. We summed each man-
ager’s ratings for each policy type to create an overall index of the extent 
to which managers expected to benefit from public policies. Thus, this 
measure ref lects the number of different types of policies that managers 
believed could help their firm, and the extent to which they believed each 
type of policy would stimulate demand for their products and services.

We created independent variables with questionnaire items adopted or 
adapted from previous studies (Glick, et. al., 1990). Perceived industry insta-
bility (see Table 4.3) was measured with a 7-item scale (alpha = .66). We 
tried to capture the concept of market adaptability with two measures: 
perceived market predictability, which was measured with six items (alpha = 
.75) (Langenfeld & Silvia, 1993) and perceived market controllability, which 
was also assessed with six items (alpha = .75) adopted from Glick, Huber, 
Miller, Doty, and Sutcliffe (1990). Similarly, we sought to capture differ-
ences in managers’ perceptions of their firm’s political adaptability using 
two measures: perceived government predictability was measured with two 
items (alpha = .88), and perceived government controllability was assessed with 
four items (alpha = .81). The items used for all three scales were adopted 
from Glick, et al. (1990).

As a number of different factors might inf luence managers’ perceptions 
of their need for public policy, we relied on a variety of control variables. 
The greater the perceived munificence of the market environment, the 
less pressure managers will feel to look elsewhere for means of achieving 
their firm’s growth objectives. Munificence was measured with a 6-item 
scale (alpha = .84) adapted from the work of Dess and Beard (1984) and 
Bourgeois (1985). Along the same lines, managers that perceive their firm 
to be innovative or entrepreneurial in dealing with their market envi-
ronment might view public policy as a last resort. The extent to which a 
firm was a perceived innovator was measured with 3 items (alpha = .74). 
Organizational performance was assessed with a 5-item scale ref lecting 



Table 4.3  Descriptive statistics and zero-order correlation (N = 66) a

Variable Means S.D. 1 2 3 4 5 6 7 8 9 10 11 12 13

 1. Expected Policy Benefits 20.80 4.20 —
 2. Innovator 5.31 1.00 .12 —
 3. Low Cost 5.76 1.14 .25 .41 —
 4. Perceived Industry 

Instability
4.21 .92 .32 .19 .23 —

 5. Munificence 4.65 1.12 .11 .10 .13 –.04 —
 6. Market Predictability 4.37 .78 –.01 .23 .05 –.20 .23 —
 7. Market Controllability 3.83 1.02 –.17 .18 .24 –.03 .13 .33 —
 8. Gov’t. Predictability 3.27 1.40 .28 .13 .19 –.01 .40 .42 .26 —
 9. Gov’t. Controllability 3.06 1.16 .31  .03 –.01 .15 .13 –.07 .18 .12 —
10. Energy Efficiency 5.51 1.33 .23 .06 .13 –.08 .02 .05 .14 .03 .05 —
11. Salience 4.67 1.42 –.00 .05 –.17 .26 –.25 –.28 .08 –.23 .13 .15 —
12. Performance 4.21 1.45 –.14 –.22 –.25 –.13 –.23 –.07 .27 .01 .01 .06 .04 —
13. Firm Sizeb 3.78 2.68 –.19 –.09 .15 –.12 –.21 .13 .61 .19 .02 –.00 .10 .56 —

Source: Data for table are from Appendix B.
aFor all r ≥.20, p < .10;  r ≥ .24, p < .05;  r ≥ .30, p < .01.
bA natural logarithm transformation was applied.
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managers’ perceptions of their firm’s performance relative to other firms 
in the same industry (alpha = .92), adapted from Glick, et al. (1990). Firm 
size was measured as the logarithm of the number of full-time employees. 
Managers of better-performing firms ought to perceive less need for and 
therefore lower benefits from public policies. Larger firms might have 
less need for, but also a greater ability to appropriate, the benefits of pub-
lic policy. Because managers’ preferences for public policy also might be 
affected by the firm’s dependence on government or the salience of public 
policy as a strategic instrument (Yoffie, 1987), we controlled for the extent 
to which managers perceived that the state and federal government inf lu-
enced their business. This measure was assessed with two items (alpha = 
.88). Public policy salience would also be inf luenced by a firm’s emphasis 
on energy savings in its products and services. The extent to which a firm 
emphasized energy efficiency as a feature of their products and/or services 
was assessed with two items (alpha = .76).

We estimated three regression equations: 1) just the controls; 2) the 
full model; and 3) an adjusted model. Model 2 was used to determine 
whether instability, market adaptability, and political adaptability inf lu-
ence managers’ expectations of gain, as indicated by our interviews. The 
descriptive statistics and correlations between the constructs are shown in 
Table 4.3. Table 4.4 presents the results of the OLS (ordinary least squares) 
regression analyses. As can be seen, our findings were supportive of the 
framework. Industry instability was positively related to the benefits that 
managers expected from public policy (B = .24, p < .05). The ability to 
control market forces (market controllability), although not to predict it, was 
negatively associated with the benefits that managers expected (B = -.36, 
p < .001); see Table 4.4. On the other hand, the more managers believed 
they could predict government policies (perceived government predictability), 
the more likely they were to expect benefits (B = .29, p < .05). Also, the 
perceived ability to control government (perceived government controllability) 
was positively associated with expected benefits (B = .31, p < .01). The 
adjusted full model (Model 3), which included only the significant vari-
ables, had an adjusted R2 of .38).

The survey thus supported our framework for how managers concep-
tualize opportunities for gain from public policies. Industry instability 
and the perceived ability to predict and control government policy were 
positively associated with expected public policy benefits, and the per-
ceived ability to control market forces was negatively associated with the 
expected benefits. The element in our framework that was not supported 
was the variable representing the perceived ability to predict the behaviors 
and decisions of market stakeholders. The fact that market predictability 
was not significantly related to the expected policy benefits suggests that 
the capability to adapt to market forces may not be greatly reduced by the 
capacity to anticipate market f luctuations. Actual control is needed.

The nature of our sample— small firms in a diverse set of industries—
and our focus on product markets, rather than industries, made it difficult 
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to obtain secondary data for our measures. Future studies could test the 
robustness of our findings with a sample that enables the use of secondary 
data to measure the independent variables, particularly firm strategy and 
resources, but it is not clear that secondary measures of variables such as 
the predictability and controllability of government and other organiza-
tions would necessarily be better if the aim is to examine managers’ cog-
nitive schemes. Rather, secondary data are likely to be subject to different 
sources of measurement error and to capture different dimensions of these 
constructs.

Implications

Though subject to the limitation of not relying upon secondary data, our 
findings are important because although many scholars highlight condi-
tions under which firms can profit from public policy, these theories fall 
short in creating a framework that is fully attuned to managerial percep-
tions and cogitation about the value of seeking public policies for company 
gain. Scholars have emphasized that managers’ perceptions of political 
opportunities are inf luenced by cognitive constraints and incomplete 
information (Hart, 2004), but to date few studies have directly examined 
managerial expectations of policy benefits. Rather, researchers have taken 
for granted that managers expect benefits for their firms based on their 
reasoning about the relationships between the firm, the industry, and the 
nature of political issues. Thus, our study provides an important addition 
to existing research in the collective action and corporate political activity 
domains. Focusing on the managerial level of analysis provides insights 

Table 4.4  Results of the regression analyses

Variables Model 1: Control Model 2: Full Model Model 3: Adjusted Model

Energy Efficiency .24*   .24*  .26*

Salience –.03    .00
Firm Size –.15 –.10
Performance –.07    .08
Innovator  –.00

Low Cost    .24*  .20*

Munificence of Market  –.04
Market Predictability    .06
Market Controllability  –.36* –.38***

Perceived Instability    .24*  .24*

Perceived Gov’t. Predictability    .29*  .29**

Perceived Gov’t. Controllability    .31**  .31**

R2 .10    .44  .43
Adjusted R2 .04    .31  .38
F 1.61  3.49*** 7.56***

a Values shown are the standardized regression coeff icients.
n = 66; †p <.10;  *p <.05;   *p <.01;   ***p <.001. Signif icant results are shown in bold.
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that might not have been gained from prior analyses of industry and firm-
level behaviors. Prior studies have examined the motivations for seeking 
benefits from public policies and the characteristics of the firms seeking 
these benefits, but not the managerial heuristics— the interpretive frames 
that managers use to assess the opportunities to gain from public policy,—
which are an important antecedent to the decision to be politically active. 
We provide a more complete picture of why some managers expect to 
benefit from public policies while others do not.

Overall, this study emphasizes that managerial beliefs about the attrac-
tiveness of a f irm’s opportunities to further its objectives through public 
policies are shaped by the managers’ perceptions’ of the firm’s inabil-
ity to achieve these objectives through market means. For any given 
objective or f irm goal, public policies can be viewed as a substitute or 
complement. That the perceived ability to inf luence stakeholders other 
than government affects perceived benefits from public policies suggests 
that managers regard these as substitutes. This is consistent with, but 
enriches, the notion that f irms attend to more salient stakeholders, and 
seek to retain managerial discretion and resist external pressure to con-
form to environmental demands in particular ways (Pfeffer & Salancik, 
1978; David, Bloom, & Hillman, 2007). This insight is quite important, 
and the comments recorded in our interviews are highly supportive of 
it, but it is a suggestive finding that needs additional validation..

We offer a template of how managers anticipate the value of public 
policies. Our f indings address calls to deepen our understanding of the 
reasons f irms’ political behaviors vary so dramatically (Pearce et al., 
2008; Hart, 2004; Bonardi et al., 2005). Hart (2004) in particular calls 
attention to the complexity of governments’ inf luence on businesses 
and the need to understand decision making structures within organi-
zations as well as the drivers of managers’ political preferences. Other 
f ields, such as political science, have demonstrated that individuals rely 
on heuristics to assess the implications of public policies for their own 
lives (Lau & Redlawsk, 1997; Miler, 2009; Capelos, 2010). Industry 
studies reveal that managers’ perceptions of the political arena underlie 
dramatic differences in f irms’ political activity within industries (Yoff ie 
& Bergenstein, 1985; Suarez, 2000; Martin, 2000). However, we lack 
a framework for identifying the systematic sources of variation in indi-
vidual managers’ perceptions of the opportunities to gain from public 
policy. Guidance in this area seems unlikely to come from research that 
takes the industry as its unit of analysis, given the importance of f irm 
heterogeneity for explaining which public policies ultimately help and 
hurt the f irm, and the infrequency with which we observe coordinated 
political activity within industries (Smith, 2000). Studies that mea-
sure specif ic f irm differences, such as age or size, have failed to offer a 
robust set of variables explaining inter-f irm patterns of political activ-
ity (Bonardi et al., 2005). Echoing Pearce et al.. (2008), we suggest it 
is time to look inside the f irm to better understand these differences. 
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Oliver and Holzinger (2008) move us in this direction by theorizing 
how dynamic capabilities might inf luence f irms’ political strategies. 
Heinisz (2000) offers a framework for understanding how interactions 
between a f irm and its stakeholders and among those stakeholders lead 
to different priorities in terms of whether and how to seek government 
assistance. Both approaches are in the spirit of the framework high-
lighted in this study.

Our interviews also suggest these new ways to understand managers’ 
heuristics for assessing public policy gain. Specifically, when we com-
pared all of our managers’ statements expressing positive expectations 
toward public policy, and the discussion in which they were embedded, 
we found certain patterns. First, we saw a structural consistency in man-
agers’ descriptions of the kinds of policies toward which they expressed 
the most optimism. Only when they could envision very simple (i.e. easy 
to articulate and implement) policies, which they felt had fairly direct 
and predictable effects, did they conclude that public policies could offer 
net gains for their firms. Second, many of the managers we interviewed 
seemed to prioritize the kinds of assessments they made, according to 
classes of policy implications. For instance, a common approach was to 
consider how public policies would affect the health of their sector, and 
only if these concerns could be satisfied, to entertain the potential impli-
cations for their specific business. Other managers focused primarily on 
laying out all the different ways in which public policies could affect their 
customers, and only when these seemed mostly positive, did they focus on 
the overall implications for their business.

Further research could examine how general these heuristics and the 
framework we have presented are. The importance of government in 
affecting firms’ fortunes and shaping their resource allocation decisions 
has been recognized for a long time in the strategy field and authors have 
described large, established firms’ entrepreneurial efforts to secure pri-
vate benefits (Yoffie & Bergenstein, 1985; Hart, 2004). A few studies 
have illustrated that firms develop political capabilities over time through 
repeated experience with particular kinds of institutional pressures, and 
that these capabilities affect their strategic choices, such as which mar-
kets to expand into and what political initiatives to get involved in, and 
can be a source of competitive advantage and superior financial perfor-
mance (Delmas & Montes-Sancho, 2010; Frynas, Mellahi, & Pigman, 
2006; Hillman, Zardkoohi, & Bierman, 1999). Our study and much of 
the literature we review suggest that the way managers assess the likely 
consequences of public policies for their firm and industry affects their 
responses to it and hence is a critical antecedent to the kinds of political 
capabilities that firms develop.

In particular, we described market adaptability and political adaptabil-
ity in terms of managers’ perceptions of their firms’ ability to inf luence 
and predict market and nonmarket actors. The ability to inf luence and 
predict market and nonmarket actors, we suggest, offsets or augments, the 
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policy benefits that managers anticipate. Martin’s (2000) study of corpo-
rate political capacity suggests some of the paths through which research-
ers can connect cognitive and structural mechanisms to further develop 
the idea that firms possess unique capabilities (Oliver & Holzinger, 2008) 
for political action and for exploiting the opportunities that public policies 
create. Her careful work documents how the awareness of issues in differ-
ent parts of the firm, coupled with hierarchical and informal structures, 
inf luences what messages get communicated to those individuals and 
parts of the firm with responsibility for taking action. Managers’ cogni-
tive heuristics and the expectations they shape are critical elements in the 
information filters and communication channels that ultimately govern 
managerial behavior. Suarez (2000) reveals path-dependent tendencies in 
how firms learn from their efforts to inf luence and exploit public policies. 
Here again, managerial heuristics, which guide and get updated through 
experimentation and are shaped by a firm’s communication and decision-
making structures, play a critical role.

APPENDIX A: Description of the Sample

The energy efficiency/renewable fuels sector is composed of firms that 
manufacture and sell a wide variety of products and services. The firms 
can be categorized as belonging to one of four groups, according to 
broad similarities in customers and product/service characteristics, as 
follows:

Products that contribute to saving energy in residential or commercial build-1. 
ings (e.g., used in construction or to improve the energy efficiency of existing 
buildings). Examples include: energy-efficient windows and lighting 
components, insulation materials, and energy-efficient appliances. 
Customers include general, mechanical, and insulating contractors, 
architects, builders, homeowners, building owners and managers. 
This sector included 29.6 percent of the respondents.
Products that contribute to saving energy in industrial processes or settings.2.  
Examples include: process controls, thermostats, heat recovery sys-
tems, and ventilators. Customers include energy-intensive industries 
(chemical, food, chapter) and agricultural organizations. This sector 
included 27.8 percent of the respondents.
Energy-efficiency services that affect energy use in commercial buildings 3. 
and/or in industrial processes. Examples of services include: designing 
energy systems and demand-side management programs, conducting 
energy audits, training, and developing software for energy systems. 
Customers include utilities, manufacturers, and nonprofit organiza-
tions such as schools and hospitals. This sector included 27.8 percent 
of the respondents.
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Producers of renewable energy or alternate fuel products.4.  These include 
photovoltaic products, wind power systems, whole tree biomass sys-
tems. This sector included 14.8percent of the respondents.

APPENDIX B: Survey Items

Dependent Variable

Expected Policy Benefits
To what extent do you think each of the following policy types could facilitate 
the growth of your business in energy efficiency products/services and/or renewable 
fuels? (1 = not at all; 4 = to a moderate degree; 7 = to a great extent)

Subsidies (e.g., customer rebates, business tax credits, research grants)1. 
Taxes (e.g., on energy inefficiency/waste, or fuel taxes)2. 
Provision of a public good (such as education, dissemination of 3. 
information, raising awareness)
Regulation (e.g., energy efficiency standards, product performance 4. 
standards, certification)

Independent Variables

Instability
How strongly do you agree with each of the following statements? (1 = very strongly 
disagree; 4 = neither agree nor disagree; 7 = very strongly agree)

Customer demand and preferences are relatively stable in your 1. 
industry.
Your firm must frequently change the way it produces goods or ser-2. 
vices in order to be competitive.
The total value of assets for the firms in your industry varies a lot 3. 
from year to year.
The actions of your major suppliers (including materials, equipment, 4. 
and labor suppliers) change little from one year to the next.
Public/political attitudes toward your industry and its products/ser-5. 
vices are relatively stable.
The volume of sales for firms in your industry f luctuates very little 6. 
from year to year.
Your firm frequently changes its technology to keep up with 7. 
competitors.

Market Predictability
To what extent are you able to predict the decisions and behavior of each of the fol-
lowing? (1 = never predict; 4 = sometimes predict; 7 = always predict)
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Competitors1. 
Suppliers2. 
Distributors3. 
Customers4. 
Research institutes/consortia5. 
Trade/professional associations6. 

Market Controllability
To what extent is your firm able to influence the decisions and behavior of each of the 
following? (1 = minimal influence; 4 = moderate influence; 7 = tremendous 
influence)

Competitors1. 
Suppliers2. 
Distributors3. 
Customers4. 
Research institutes/consortia5. 
Trade/professional associations6. 

Government Controllability

To what extent is your firm able to inf luence the decisions and behavior of each of 
the following? (1 = minimal inf luence; 4 = moderate inf luence; 7 = tre-
mendous inf luence)

Federal government1. 
State and local government2. 
How accurate are the following statements?3.  (1 = not very accurate; 
4 = somewhat accurate; 7 = very accurate)
By collaborating with other firms within our industry, we can have a 4. 
great deal of inf luence over the development of public policy related 
to energy efficiency.
By collaborating with other firms from other industries, we can 5. 
have a great deal fo inf luence over the development of public policy 
related to energy efficiency.

Government Predictability

To what extent are you able to predict the decisions and behavior of each of the 
following? (1 = never predict; 4 = sometimes predict; 7 = always predict)

Federal government1. 
State and local government2. 
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Controls

Innovator
To what extent is the strategy of your organization targeted to . . .  (1 = not at all; 
4 = to some extent; 7 = to a great extent)

Developing new products and services1. 
The development of new markets2. 

To what extent is your organization currently characterized by . . .  (1 = not at 
all; 4 = to some extent; 7 = to a great extent)

A strong entrepreneurial orientation1. 

Low Cost
To what extent is the strategy of your organization targeted to . . .  (1 = not at all; 
4 = to some extent; 7 = to a great extent)

Providing low cost products and services1. 

Munificence
How accurate are the following statements? (1 = not very accurate; 4 = some-
what accurate; 7 = very accurate)

Demand for the products/services of your principal industry has 1. 
been growing and will continue to grow.
The investment or marketing opportunities for firms in your princi-2. 
pal industries are very favorable at the present time. 
The opportunities for firms in your principal industry to expand the 3. 
scope of their existing products/markets is extremely limited.
In your industry, sales have been growing and are likely to grow.4. 
The total value of assets for firms within your industry have been 5. 
declining and will continue to decline.

Capital expenditures in your firm’s principal industry have been growing 
and will continue to grow.

Energy Efficiency
How strongly do you agree or disagree with the following statements? (1 = very 
strongly disagree; 4 = neither agree nor disagree; 7 = very strongly 
agree)

We differentiate our products/services from those of our competi-1. 
tors on the basis of energy efficiency.
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Energy efficiency is an important feature of our major products and/2. 
or services.

Salience
To what extent do these groups have the ability to inf luence your firm either directly 
(through specific demands or requests) or indirectly (as when internal decisions are 
constrained by your knowledge of these group’s preferences or goals)? (1 = minimal 
inf luence; 4 = moderate inf luence; 7 = tremendous inf luence)

Federal government1. 
State and local government2. 

Performance
Compared to the other firms in your principal industry, over the past two years, the 
following was (1 = very low; 4 = average; 7 = very high)

After-tax return on your firm’s total assets 1. 
Overall performance and success of your firm 2. 
Sales volume for your firm3. 
Cash f low in your firm 4. 
Market share for your firm5. 
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P A R T  I I

Innovation Matters

The chapters in Part II explore innovation as a key driver of the green 
economy. Technological innovation can help in the creation of eco-ef-
ficiencies, conservation of energy and materials, and waste reduction. 
Business model innovations can help bring new sustainable products and 
services to market and shape profitability and structures of industries. 
Innovation in entrepreneurship is necessary for the creation of mission-
driven organizations, the type of social economy businesses that con-
tribute to the formation of the green economy. Innovation may also 
mediate the financial and social/ecological performance of firms. In the 
long run it may drive the social and financial performance of firms. 
Innovative technologies also may be attractive venues for investment 
capital to f low into. Venture capital is critical for commercialization 
of innovations. Venture investment paths vary between following past 
established paths or deviating from them, depending on the maturity of 
the innovations.

Innovations in the green economy are mediated by numerous nonor-
ganizational level variables—both at the industry level (clusters) and at 
the individual level (gender of entrepreneurs). Although all the external 
inf luences are not known, we are beginning to gain an understand-
ing of some of the critical ones. The role of location within already 
existing industry clusters and the ability to leverage the connections and 
resources within clusters play a role in fostering innovative industries. 
The green economy can be catalyzed by building upon existing inno-
vative clusters, to usher in new green firms that build on an existing 
industrial ecosystem. Another critical external variable is the gender of 
entrepreneurs. Individuals practicing sustainability in their own lives and 
work environments can be a great force. Women entrepreneurs in the 
fashion industries (labeled shecopreneurs) provide a case in point. They 
reconceptualize ecological and social constraints to experiment with sus-
tainable practices based on the duty to care. Experiments among a few 
can bring about large-scale social changes through invention, adoption, 
and reimagination of the real.
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Rethinking Sustainability, Innovation, and 
Financial Performance

Timo Busch, Bryan T. Stinchfield, and 
Matthew S. Wood

In light of the recent financial crises, many economists and politicians 
claim that a paradigm change in modern capitalism is needed, from 
short-term profit maximization to a long-term value value-creating and 
value-maintaining strategy. In this context, scholars have emphasized 
stakeholder claims, institutional change, corporate responsibilities, and 
the role of ecological conditions on the competitive environment (Buysse 
& Verbeke, 2003; Delmas & Toffel, 2004; Henriques & Sadorsky, 1999; 
Hoffman, 1999; Kassinis & Vafeas, 2006; Aragon-Correa & Sharma, 
2003; Darnall & Edwards, 2006; Sharma & Vredenburg, 1998; Husted 
& Allen, 2007; Matten & Crane, 2005; Scherer & Palazzo, 2007). For 
managers this entails investing in resources that enhance the firm’s envi-
ronmental and social performance while continuing to pursue economic 
growth. The goals are to minimize the firm’s negative effects on the nat-
ural environment and society without compromising profits. Are these 
goals mutually exclusive? We find that they are compatible in the long 
run. They are different sides of the same coin, with innovation being the 
missing link between them.

Proceeding from early investigations (Bowman & Haire, 1975; 
Bragdon & Marlin, 1972), management researchers have looked at the 
relationship between a firm’s environmental and social performance 
(ESP) and corporate financial performance (CFP) from different angles. 
Some studies examine why firms should address environmental and/or 
social issues (Gladwin, Kennelly, & Krause, 1995; Hart, 1995; Shrivastava, 
1995); others look at why firms pursue high levels of ESP (Bansal, 2005; 
Sharma & Henriques, 2005); and still others take an instrumental perspec-
tive by examining the links between ESP and CFP (King & Lenox, 2002; 
Klassen & Whybark, 1999). A few scholars have attempted to generalize 
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the findings of studies done thus far; they suggest that research has yielded 
mixed results (e.g., Salzmann, Ionescu-Somers, & Steger, 2005). Other 
analyses indicate that corporate virtue in form of sustainability efforts 
is likely to pay off (e.g., Margolis & Walsh, 2003; Orlitzky, Schmidt, & 
Rynes, 2003). However, currently there is much confusion regarding the 
terminology, performance measurements, and the generalizability of these 
results (Griffin & Mahon, 1997; Peloza, 2009).

We heed calls in the literature to incorporate a contingency perspective 
when investigating the ESP-CFP relationship (Barnett, 2007; Berchicci 
& King, 2007; Rowley & Berman, 2000). We do this by introducing a 
short-term and long-term analysis of the ESP–CFP relationship. Including 
this contingency perspective enables generalizations within the debate by 
emphasizing when ESP affects CFP. We also build upon recent work (Hull 
& Rothenberg, 2008) and theorize under what conditions the ESP-CFP 
relationship should be positive, that is, when a firm is innovative. We 
investigate the interaction effect of innovation and ESP.

A Balanced Environmental and 
Social Performance Construct

Contained within the inf luential Brundtland Report of the World 
Commission on Environment and Development (WCED), 1987, three 
central dimensions are discussed as to how firms can address the chal-
lenge of global sustainable development: environmental integrity, social 
equity, and economic well-being (Bansal, 2005). Environmental integrity 
requires organizations to first understand their negative impacts on global 
ecosystems and natural resources and then take actions to mitigate those 
impacts (Whiteman & Cooper, 2000). Social equity is the understanding 
that corporations have not only a fiduciary responsibility to their share-
holders, but also the responsibility in terms of achieving social equity 
among a diverse group of stakeholders such as customers, employees, and 
community residents (Donaldson & Preston, 1995). Economic well-being 
is commonly understood as the third leg of the sustainability triangle, for 
corporations also must generate profits and maintain their competitive-
ness (Ambec & Lanoie, 2008). For management research, the main ques-
tions stemming from this triple bottom line approach have been: What is 
the relationship between the first two central dimensions and the latter, 
and how can firms formulate strategies to meet all three goals?

Previous studies (e.g., McWilliams & Siegel, 2000; Waddock & Graves, 
1997) utilized a weighting scheme for the different social and environ-
mental categories in order to construct a score that measures corporate 
social performance (or corporate social responsibility). Such schemes rep-
resented socially and ethically oriented performance metrics and margin-
ally included ecological considerations. Starik and Rands (1995) argue that 
achieving progress towards sustainable development requires an effective 



Sustainability, Innovation, and Finances 83

integration of the different dimensions. Other scholars have emphasized 
that a challenge for corporate strategy is balancing ecological and social 
considerations while achieving attractive financial returns (Ambec & 
Lanoie, 2008; McWilliams & Siegel, 2001). In a competitive landscape 
increasingly concerned with sustainability, it is not clear why a specific 
environmental or social issue should be emphasized. Thus, biased weight-
ing schemes are unable to ref lect a balanced picture of how firms address 
social and environmental issues. Corporate attention to these dimensions 
is not mutually exclusive and linkages exist across them. For example, the 
global environmental issue of climate change may create water scarcity in 
many regions, which in turn can cause negative social implications such as 
conf lict and poverty (Barnett & Adger, 2007). Thus, it is difficult to judge 
which firms are doing better in terms of corporate sustainability: the ones 
that prioritize curbing emissions in order to mitigate climate change or 
the ones that prioritize improving living conditions in the poorest regions 
of developing countries. We suggest a balanced ESP construct that ade-
quately ref lects both dimensions by equally weighting environmental and 
social aspects. We use the term corporate environmental and social performance 
to refer to a variety of voluntary and/or coercive activities undertaken by a 
firm in order to improve its performance with regard to the natural envi-
ronment and in response to social and ethical issues. This ESP construct 
by itself does not include a financial component and is therefore distinct 
from Bansal’s (2005) corporate sustainable development construct, which 
includes environmental, social, and financial considerations.

The resource-based view of the firm argues that rent-earning resources 
and capabilities determine the competitive advantage of firms (Barney, 
1991). A firm’s resources are defined as “those (tangible and intangible) 
assets which are tied semipermanently to the firm” (Wernerfelt, 1984, 
p. 172). From this, Hart (1995) advocates a theory of the “natural resource-
based view.” Under this framework, firms can improve ESP and simul-
taneously secure a competitive advantage by: 1) achieving lower costs 
through continuous improvement of pollution reduction technologies and 
processes, 2) preempting competitors by integrating a variety of stake-
holders into creating more ecologically friendly products, and 3) securing 
a favorable future position through “minimizing [the] environmental bur-
den of firm growth and development” (Hart, 1995, p. 992). Many studies 
empirically have demonstrated a positive linkage between ESP and CFP 
(e.g., Hart & Ahuja, 1996; King & Lenox, 2002).

Alternatively, there may be situations where firms would not invest 
in resources that enhance a firms’ ESP if they can “gain little by provid-
ing public goods” and market pressure drives them to profit-maximizing 
choices (Berchicci & King, 2007, p. 515). For example, in the ecologi-
cal context authors have argued that a high level of environmental per-
formance might be disadvantageous for CFP (Filbeck & Gorman, 2004; 
Walley & Whitehead, 1994) and still others find a neutral relationship 
(e.g., Elsayed & Paton, 2005). Similar mixed results can be found regarding 
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empirical studies in the social context (cf. Ullmann, 1985). In sum, there 
are analyses proposing that existing studies are inconclusive (McGuire, 
Sundgren & Schneeweis, 1988; Salzmann et al., 2005; Ullmann, 1985), 
although others claim that there is a positive—or at least no negative—re-
lationship (Margolis, Elfenbein, & Walsh, 2009; Margolis & Walsh, 2003; 
Orlitzky et al., 2003).

As such, investments in ESP are detrimental in some cases and advan-
tageous in others. We suggest that this differentiation can be explained 
by including a contingency perspective and considering the specific time 
horizon under analysis. For example, firms focusing on the introduction 
of environmentally friendly products and services are often faced with 
immediate higher production costs, which can result in higher consumer 
costs (Marcus & Fremeth, 2009). These higher costs may not be well-
received by the market as the majority of consumers tend to stick with 
the less ecologically sustainable but cheaper products (Marcus, 2005). 
Based on the premise that it takes time to develop environmental and 
social service markets, and that it takes time for the costs of such prod-
ucts and services to drop to a level that average consumers are willing to 
afford, it appears that investments in resources to develop such products 
and services may negatively inf luence CFP—at least over the short-term 
(Marcus, 2005; Marcus & Fremeth, 2009). Furthermore, firms may not 
realize cost savings of certain ESP investments if they lack the required 
capabilities (Christmann, 2000), which usually cannot be obtained in the 
short-term. We ref lect these arguments in the following hypothesis:

H 1a: The relationship between ESP and short-term CFP is negative.

Going beyond this consideration of immediate financial effects, recent 
research suggests that a firm’s social performance positively affects its long-
term CFP (Brammer & Millington, 2008). Similar arguments can be made 
regarding environmental performance: the development of a proactive 
environmental strategy designed to increase environmental performance 
can be a source for unique competitively valuable organizational capabili-
ties, which can in turn have implications on competitiveness (Hart, 1995; 
Sharma & Vredenburg, 1998). These arguments are consistent with Porter’s 
(1980) analysis of firms’ competitive advantage, which said that success-
ful differentiation is expected to lead to superior industry returns. In this 
sense, superior ESP management activities are strategic moves intended 
to differentiate the firm from competitors (Orsato, 2006). Furthermore, 
previous literature has discussed the benefits of ESP in terms of achieving 
increased efficiency, reduction of raw material and energy inputs, fewer 
fines and lawsuits, enhanced legitimacy, and greater employee morale 
and organizational commitment (Ambec & Lanoie, 2008; Carroll, 1999; 
Kassinis & Vafeas, 2006; King & Lenox, 2002; Klassen & Whybark, 1999; 
Russo & Fouts, 1997; Shrivastava, 1995). We consider the resulting finan-
cial benefits as long-term outcomes after initial investments for required 
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resources have been amortized and corresponding ESP efforts have been 
acknowledged by stakeholders. Therefore, our second hypothesis explicitly 
focuses on the long-term payoff of investments in ESP-related resources.

H 1b: The relationship between ESP and long-term CFP is positive.

Innovation, Corporate Financial and 
Environmental and Social Performance

Schumpeter (1934) is often credited with the initial idea that innovations 
can lead to competitive advantage that can be exploited by innovative 
firms. According to Larsen (1993), one of the most common definitions of 
innovation includes the “development and implementation of new ideas 
by people who over time engage in transactions with others within an 
institutional order” (Van de Ven, 1986, p. 590). These “new ideas” include 
technical innovations, such as new products and services, and administrative 
innovations, such as new policies, strategies, and organizational structures as 
well as a recombination of old ideas. Similarly, Damanpour (1991, p.  556) 
describes an innovation as a “new product or service, a new production pro-
cess technology, a new structure or administrative system, or a new plan or 
program pertaining to organizational members.” As overlap between these 
definitions, we use the term innovation to refer to any invention, new tech-
nology, idea, product, or process that has been introduced by the focal firm 
(Damanpour & Gopalakrishnan, 2001; Wood, 2009).  

A substantial body of research suggests that the relationship between 
a firm’s level of innovation and CFP should be positive (Christensen & 
Bower, 1996; McWilliams & Siegel, 2000; O’Reilly & Tushman, 2004; 
Schumpeter, 1934; Zahra & Covin, 1995). For example, theoretical and 
empirical research investigating the connection between innovation and 
CFP shows that innovation provides firms with commercially superior 
products (Cooper & Kleinschmidt, 1987), better mechanisms to cope with 
environmental uncertainties (Damanpour & Evan, 1984), and an increased 
ability to create new resource configurations (Yiu & Chung-Ming, 2008). 
Specifically in the short-term, innovative firms can capture early mover 
advantages such as securing relationships with key suppliers (Doz, 1996), 
carving out attractive market share (Robinson, 1988), and forging customer 
loyalty (Parry & Bass, 1989). In the longer term, innovative firms can influ-
ence regulatory regimes (Frynas, Mellahi, & Pigman, 2006), forge favorable 
product standards (Rumelt, 1987), and create a self-reinforcing culture of 
attracting innovative employees (Ireland & Webb, 2007). As such, one can 
expect to find a positive relationship between innovation and CFP both in 
the short- and long-term:

H2a: The relationship between innovation and short-term CFP is positive.
H2b: The relationship between innovation and long-term CFP is positive.
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We argue for ESP having both a positive and a negative effect on CFP, 
depending on the underlying timeframe used in the analysis. Furthermore, 
we hypothesize that innovation has a positive effect on CFP regardless 
of the time horizon. Considering this triptych inquiry of ESP, innova-
tion, and CFP, the question arises as to how these three variables interact 
with each other. A starting point in this debate is research conducted by 
Waddock & Graves (1997), who find a positive relation between corpo-
rate social responsibility (CSR) and past CFP as well as a positive relation 
between CSR and future CFP. Further, McWilliams & Siegel (2000) pro-
pose that many such analyses are mis-specified as they leave out impor-
tant control variables and so they conduct a similar analysis but include 
research and development (R&D) as a measure of innovation. They find 
that CSR and innovation are highly correlated and suggest the effect of 
CSR on CFP is neutral when innovation is taken into account. Extending 
McWilliams & Siegel (2000), Hull & Rothenberg (2008) use innovation 
as a moderator for the relationship of corporate social performance (CSP) 
and CFP. As result, they find a moderating relationship and support the 
initial argument that a positive relationship exists between CSP and CFP, 
but only in the context of low levels of innovation.

The Substitution Hypothesis. Hull and Rothenberg (2008) consider the 
CSP and innovation to be interchangeable. Following their substitution 
hypothesis, less innovative firms might chose to differentiate themselves 
from their competitors in order to improve their firm performance by 
improving CSP. In competitive environments requiring a high level of 
innovation, the authors suggest that CSP has a smaller effect on firm 
performance. They find that CSP has a greater impact on performance 
of those firms with low levels of innovation. If this observation holds 
true, then we could extend this argument to the broader concept of ESP 
where environmental criteria are equally weighted with social factors. 
Thus, the substitution hypothesis proposes that managers have to decide 
between investments in ESP and increasing their innovativeness in order 
to increase CFP. We can analyze this tradeoff affecting CFP both in the 
short-term and in the long-term. Therefore, the hypothesized moderated 
relationships based on the substitution argument are as follows:

H 3a: The negative relationship between ESP and short-term CFP is mod-
erated by the level of firm’s innovation, such that the relationship becomes 
stronger in the presence of a high level of innovation.
H 3b: The positive relationship between ESP and long-term CFP is mod-
erated by the level of firms’ innovation, such that the relationship becomes 
stronger in the presence of a low level of innovation.

Figure 5.1 summarizes our research model for the substitution hypoth-
esis. Following Aiken and West (1991), we illustrate the moderation effect 
displayed in hypotheses 3a and 3b for values (b) for the level of innovation at 
one standard deviation below the mean (low level of innovation; b = μ – δ), 
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at the mean (there is no innovation effect; b = μ), and one standard deviation 
above the mean (high level of innovation; b = μ + δ).

The Complementary Hypothesis. Counter to the substitution hypothesis 
above, scholars have claimed that successful firms require a “strategy that 
integrates the goals of innovation and sustainable development” (Hall & 
Vredenburg, 2003, p. 61). As such, firms require a complementary con-
sideration of both ESP and innovation in order to differentiate themselves 
from their competitors (Reinhardt, 1998). In this context, some researchers 
have argued that the relationship between ESP and innovation is sequen-
tial while others view ESP as a precursor to innovation (Fowler & Hope, 
2007; Hart, 1997; Larson, 2000). Hart (1997), for example, argues that the 
vision of corporate sustainability acts as a roadmap that guides innovation. 
This view has received empirical support from Fowler and Hope (2007) 
and Larson (2000), who analyzed the vision, organizational formation, and 
product development of entrepreneurial firms that remained committed 
to their corporate vision of sustainable development, which then dictated 
the types of organizational and technological innovations they deployed. 
Still other researchers have proposed that a high level of innovativeness is 
required for improved ESP. For example, Porter and van der Linde (1995) 
consider innovation, triggered by environmental regulation, as a precon-
dition for improved ESP and competitiveness. As a result, a firm’s com-
mitment to new technological, administrative, and strategic innovations 
can be seen as a driver for ESP. In this way, innovation is likely to become 

Figure 5.1 The moderating effect of innovation on ESP and CFP.
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the key mechanism by which ESP inf luences CFP. Following this latter 
logic we hypothesize:

H4a: The negative relationship between ESP and short-term CFP will be 
mediated by the level of firms’ innovation, such that ESP impacts performance 
through innovation.
H4b: The positive relationship between ESP and long-term CFP will be 
mediated by the level of firms’ innovation, such that ESP impacts performance 
through innovation.

Sample and Data Collection

We base our analysis on a data set obtained from KLD Research and 
Analytics, Inc. Prior research has used subsets of the KLD databases to 
construct an index of corporate social performance (Waddock & Graves, 
1997; McWilliams & Siegel, 2000; Hull & Rothenberg, 2008); however, 
our data set diverges from these previous studies in two important ways. 
First, we obtained a KLD data set for the years 2001 through 2003 and 
our data set included a larger set of companies (N = 252) than what has 
been used in recent studies (e.g., Hull & Rothenberg, 2008, N = 69). 
Second, one of the primary constructs under investigation is ESP, which is 
a balanced combination of firms’ social and environmental performance. 
Thus, our ESP variable ref lects an equal weighting of KLD’s social and 
environmental ratings, whereas in previous research the environmental 
ratings were dominated by social ratings.

As starting point we used the complete KLD data set for 2001, 2002, 
and 2003, which provided data for 900 North American based firms. 
Using these firms as a reference, we then used Compustat to gather data 
on financial performance, innovation, and the control variables. However, 
a number of firms that were listed in the KLD index did not have com-
plete data within the Compustat database for the required years. After 
eliminating those firms where complete information was not available, 
we obtained a final sample of 252 firms for all three years.

In our analysis, we consider ESP as an independent variable that accounts 
for both the environmental and social performance of a firm. For the cor-
porate social and environmental ratings, KLD evaluates over 125 corporate 
social and environmental aspects and groups them into 13 broad categories. 
Seven of these thirteen categories were deemed relevant for the development 
of our ESP measure and are included in our analysis. These categories are: 

1. community (e.g., charitable donations and support for employee vol-
unteer programs);

2. corporate governance (e.g., firm has not been engaged in controver-
sial governance practices and places limits on executive and board 
member compensation);



Sustainability, Innovation, and Finances 89

3. diversity (e.g., firm promotes hiring of women, minorities, and the 
disabled);

4. employee relationships (e.g., firm has good relations with its unions 
and has a strong record in promoting the health and safety of its 
workers);

5. human rights (e.g., firm is recognized for its open, respectful, and 
transparent relationships with indigenous peoples and overseas fac-
tory workers);

6. product (e.g., quality of firm’s products and avoidance of antitrust 
and product safety concerns); 

7. environmental, which includes such items as energy efficiency, pol-
lution prevention, recycling, clean energy, environmental regulatory 
problems, and the degree to which the firm generates revenues from 
industries that put forth large amounts of carbon dioxide emissions.

Those categories excluded from our analyses include KLD evaluations 
about controversial business issues, namely alcohol, gambling, tobacco, 
firearms, military, and nuclear power. Although many sustainability-ori-
ented rating concepts for financial markets’ indices and funds, as well as 
previous studies, include such “exclusion-criteria,” we decided not to take 
them into account when developing our ESP score for two reasons. First, 
some of the items may actually have debatable or even positive sustainabil-
ity effects as compared to other options. For example, many policymakers 
consider nuclear power an important short-term solution for curbing CO2 
emissions. Similarly, it can be argued that military equipment is needed 
to obtain or maintain peace in certain areas of the world. Second, many 
of the other categories do not have an immediate effect on social devel-
opments or the natural environment. For example, human action—or, 
more precisely, human irresponsible action or abuse—is required in order 
for some of these categories to have negative effects on human or society. 
One example for this would be the consumption of alcohol. Our goal is 
not to expand the concept of corporate social and environmental respon-
sibility to include such “third-party behavior-dependent” items.

For each of the KLD categories, KLD provides several items that are 
labeled “strengths” and several that are labeled “concerns.” Each item is 
coded with a “1” if the firm has a strength / concern and otherwise 
“0.” For each firm we then added the KLD social “strength” scores and 
afterwards subtracted the social “concerns.” From this overall social score 
we calculated z-scores to arrive at a standardized social score (Choi & 
Wang, 2009). Next we did the same for the environmental scores; we 
subtracted the sum of “concerns” from the sum of “strengths” and then 
calculated z-scores for the environmental dimension. Finally, we aver-
aged the standardized social scores with the standardized environmental 
scores with equal weight to arrive at an ESP score. As such, we obtained a 
balanced score that ref lects firms’ corporate sustainability (environmental 
and social) efforts.
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The second independent variable, innovation, was operationalized as 
R&D intensity, as it is commonly done in the ESP–CFP literature (Choi 
& Wang, 2009; McWilliams & Siegel, 2000). This measure was con-
structed by taking each firm’s R&D spending and dividing it by the firm’s 
sales and then averaging these values across the three-year period from 
2001 through 2003. By using the three-year average of R&D intensity, 
we control for the inf luence of single-year f luctuations in investments in 
innovative activities.

The dependent variable, corporate financial performance (CFP), was 
measured using Tobin’s q. This measure is a dynamic performance indica-
tor that ref lects the stock market’s expectations about the profitability and 
growth potential of the firm as well as internal efficiency metrics, such 
as equity and assets (Kor & Mahoney, 2005). In this case, Tobin’s q is an 
appropriate measure, because we seek to understand the inf luence of ESP 
and innovation on the economic value generated by the firm, in both the 
long- and short-term (Wernerfelt & Montgomery, 1988). This measure is 
more appropriate than return on assets (ROA) or other accounting-based 
measurements, which are often used in studies investigating the ESP-CFP 
relationship. The payoff of investments in ESP-related resources and inno-
vation may or may not be ref lected in the balance sheet and in the firm’s 
market value, both of which constitute important parameters of economic 
value creation. As such, we calculated Tobin’s q by dividing the sum of 
the firm’s equity (market value), book value of long-term debt, and net 
current liabilities by the firm’s total assets (Chung & Pruitt, 1994; King & 
Lenox, 2002).

Because of the temporal nature of our research question and hypoth-
eses, it was necessary to construct both a short- and long-term perfor-
mance measure. The short-term measure was operationalized by using 
Tobin’s q for the year 2004, which is the first year following the 2001–
2003 time periods that were used to calculate our ESP and innovation 
measures. Among studies that conceptualize the concept of long-term 
CFP, Eisenmann (2006) operationalizes long-term CFP of Internet com-
panies as roughly two years after their IPO. Prashant, Dyer, & Singh 
(2002) use the period 1993-1997 to assess the long-term CFP of alliances. 
Similarly, Combs, Crook and Shook (2004) and Tosi, Werner, Katz, and 
Gomez-Mejia (2000) consider the five-year average for measuring long-
term return on equity. We derive our long-term CFP measure by averag-
ing Tobin’s q’s for the second year (2005) through the fourth year (2007) 
following the investments in ESP and innovation (2001–2003).

A number of control variables are used as previous research has identified 
important factors affecting CFP. We used firm size since it can affect firm 
performance through economies of scale, monopoly power, and bargain-
ing power. In this study, firm size is operationalized as the three year aver-
age of firm sales from 2001–2003. Furthermore, research has shown that a 
firm’s risk is an important factor to be controlled (e.g., Choi & Wang, 2009; 
Waddock & Graves, 1997). Therefore, we used the three-year average of 
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long-term debt to total assets as proxy for the riskiness of the firm. Finally, 
industry membership has been cited as an influential factor on both ESP and 
CFP (e.g., Derwall, Guenster, Bauer & Koedijk, 2005; Ullmann, 1985). As 
such, we included dummy variables for each of the nine industries in our 
sample, as identified by the two-digit GICS code.  The industries are energy, 
materials, industrials, consumer-discretionary, consumer-staples, health care, 
financials, telecom, and utilities.

Analysis and Results

Our hypotheses were tested using hierarchical, mediated, and moder-
ated regression analysis. These statistical tools allowed us to determine 
the effects of each variable separately and the interaction effects between 
the independent variables (Howell, 2007). More specifically, hierarchical 
regression analyses were used to identify main and interaction effects. In 
this type of analysis, the interaction effects are found to be significant 
only if they explain a significantly greater portion of the variance in the 
dependent variable. Thus, moderated regression analysis helps test the sig-
nificance of interaction effects by regressing the dependent variable onto 
two or more main variables (one independent and one moderator) and the 
cross-product of those main variables (Sharma, Durand, and Gur-Arie, 
1981). If the addition of the interaction term significantly increases the 
power of the regression equation to explain the variance in the dependent 
variable, then the contingency relationship can be said to exist. Of course, 
moderation is only possible if it has been shown that strategic choice is not 
acting as a mediating variable.

Barron and Kenny (1986) provide a widely accepted technique for test-
ing mediation and they recommend that four conditions be satisfied for a 
researcher to claim mediation. The first requirement is that there must be 
a relationship between the independent variable of ESP and the depen-
dent variable of CFP. Second, there must be a significant relationship 
between the mediating variable of innovation and the independent vari-
able; if this relationship does not exist, then the variable cannot mediate 
anything. Third, the mediating variable must be related to the dependent 
variable. Finally, the effect of the independent variable on the dependent 
variable must be significantly weakened in the presence of the moderator 
variable.

Because we selected regression as the analytic technique, we first 
explored graphical representations of the data in order to ensure that 
our data satisfied the assumptions required to accurately apply regres-
sion techniques. The assumptions analysis revealed that the relationships 
between the variables were in fact linear, and it also revealed that all data 
points were viable—indicating that there were no outliers in our sample. 
Examination of the graphical representations of the CSP variable indicate 
that the data were normally distributed and thus appropriate for use in 
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regression analysis. However, the graphical representation of the innova-
tion variable revealed that the data were suffering from positive skew-
ness and kurtosis. As such, we conducted a data transformation (Hair, 
Black, Babin, Anderson, & Tatham, 2006) by taking the natural log of 
the innovation measure (R&D/sales). The graphical representation of the 
transformed data indicated that innovation measure was indeed normally 
distributed, therefore appropriate for use in the regression analysis. Further 
data exploration was conducted to ensure that the assumptions of normal-
ity and linearity had all been adequately satisfied (Hair et al., 2006). Once 
we were sure that the assumptions for linear regression had been satisfied, 
we continued with our regression-based hypothesis testing.

The descriptive statics and correlations for our variables are reported 
in Table 5.1 and the standardized regression coefficients are reported in 
for short-term CFP in Table 5.2 and for long-term CFP in Table 5.3. We 
report standardized coefficients so that differences in the strength of the 
relationships can over time be evaluated (Hair, et al., 2006). We tested our 
hypotheses using four separate regression models (see Table 5.2). Model 
1 is the control model, Model 2 tests the ESP and innovation hypotheses, 
Model 3 tests the moderation hypotheses and Model 4 tests the mediation 
hypotheses.

Short-Term Financial Performance. We first tested hypothesis 1a which 
explored the possibility that there is a negative relationship between 
ESP and short-term financial performance. Results from Model 2 (see 
Table 5.2) indicate that there is a positive but non-significant relationship 
between ESP and short-term CFP (b = .01, p > .10). Thus, hypothesis 
H1a is not supported. Next, we tested hypothesis H2a, which argues for 
a positive relationship between innovation and short-term performance. 
The regression in Model 2 revealed that the coefficient for innovation 
was positive and significant (b = .38, p < .01) thereby supporting hypoth-
esis H2a. Next, we tested hypothesis H3a, which argues that innova-
tion would moderate the relationship between ESP and short-term CFP. 
Model 3 indicates that there is a negative and marginally significant effect 
for the addition of the interaction term (b = –.12, p < .10). As such, H3a 
is marginally supported. This finding seems to indicate that high levels 

Table 5.1  Descriptive statistics and correlations

Mean SD 1 2 3 4 5 6 7

1. Size 4873.23 1.46 —
2. Risk 1.14 .16 .01 —
3. ESP .07 .99 –.34** –.05 —
4. Innovation 254.35 702.88 –.21** –.16** .14* —
5. ESP * Innovation 1 0 .43** –.11 .38** –.33 —
6. Tobin’s q (2004) 2.17 1.34 –.10 –.02 .08 .39** –.13* —
7.  Tobin’s q (2005 

through 2007)
2.07 1.06 –.08 –.10 .15** .32** –.02 .81** —

N = 252. *Correlation is signif icant at the .05 level; **correlation is signif icant at the .01 level.
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of investment in innovation negatively impact performance in companies 
that are pursuing a high level of ESP, at least in the short-term.

We then tested hypothesis H4a, which argued that innovation would 
mediate the ESP–CSF relationship in the short term. As previously dis-
cussed, Barron and Kenny (1986) established four conditions that must be 
satisfied for a mediation type relationship to exist. We closely followed the 
Baron and Kenny (1986) technique and Model 4 (Table 5.2) reports the 
results of our test for mediation. In an attempt to provide a clear concep-
tual link between our test and the Baron and Kenny (1986) approach, we 
also diagram our results in Figure 5.2. The figure illustrates the strength 
of the various relationships among the variables via regression coefficients. 
The key element here is the significance of the paths and ultimately the 
change in the strength of the relationships between ESP and CFP (paths 
C and C’) in the presence of the innovation variable. Mediation exists if 
there is a significant reduction in the strength of the ESP-CFP relation-
ship, as measured by the Sobel test, when innovation is present. 

Barron and Kenny (1986) suggest that the first step to test for mediation 
is to examine the direct relationship between ESP and innovation (Path A 

Table 5.2  Regression results for short-term CFP (Tobin’s q for 2004)a

Variable Model 1 
(Control) 

Model 2 
(Independent variables) 

Model 3 
(Moderation) 

Model 4 
(Mediation)

Industry:
Energy –.08 (.43)  –.03 (.42)  –.01(.42)
Materials  .01 (.33)  .05 (.31)  .04 (.32)
Industrials –.15 (.28)**  –.04 (.27)  –.06 (.27)
Consumer discres. –.10 (.27)  –.03 (.25)  –.03 (.25)
Consumer staple –.01 (.45)  .05 (.43)  .04 (.43)
Health care  .12 (.38)*  .14 (.27)**  .13 (.27)*

Financials –.08 (.33)  –.02 (.31)  –.04 (.31)
Telecom –.07 (.79)  –.06 (.74)  –.06 (.74)
Utilities –.09 (.44)  –.04 (.41)  –.04 (.41)
Firm size –.08 (.01)  –.01 (.00)  .03 (.01)
Risk  .01 (.52)  .06 (.50)  .05 (.50)
ESP  .01 (.12)  –.02 (.12)
Innovation  .38 (.14)***  .38 (.13)***

ESP � Innovation  –.12 (.19)*

Mediation: 
Path A .14**
Path B .39***
Path C .08 (ns)
Path C’  n/a
F Change 17.57*** 2.74*

R2 Change 11.90%  1.01%
R2 Total 7.5% 19.40% 20.41%

Dependent Variable (DV) = Corporate Financial Performance (CFP) measured via Tobin’s q for FY 2004.
aReporting standardized beta coeff icients with standard error in parentheses. 
*** Signif icant at .01 level.
** Signif icant at .05 level.
* Signif icant at .10 level.
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in Figure 5.2); we found it to be positive and significant (b = .14, p < .05); 
see Table 5.2. Next we tested the direct relationship between innovation 
and CFP (Path B) and found it to be positive and significant (b = .39, p < 
.01). We then tested the direct relationship between ESP and CFP (Path 
C); our analysis revealed that this relationship was positive but not signifi-
cant (b = .08, p > .10. Because there was not a significant direct relation-
ship between ESP and short-term CFP, it is not possible for innovation to 
mediate the ESP and short-term CFP relationship; there simply is not a 
significant relationship to mediate. Thus there is no evidence that innova-
tion mediates the ESP–CFP relationship in the short-term situation and 
H4a is not supported.

Long-Term Financial Performance. In order to test our long-term perfor-
mance hypotheses, we again used four different regression models; these 
results are reported in Table 5.3. Hypothesis H1b proposes a positive rela-
tionship between ESP and long-term CFP. Model 2 revealed that there 
was a positive and marginally significant relationship between ESP and 
CFP (b = .11, p < .10), providing marginal support for hypothesis H1b. 
Next, we tested hypothesis H2b, which predicts a positive relationship 
between innovation and long-term performance. Model 2 provides sup-
port for H2b by indicating a positive and significant relationship between 
innovation and CFP (b = .29, p < .01). We then used Model 3 to test 
hypothesis H3b, which suggests that innovation would moderate the rela-
tionship between ESP and long-term CFP. Regression results indicated 
that there is a positive but nonsignificant effect for the addition of the 
interaction term (b =  .03, p > .10). Thus, innovation does not moderate 
the relationship between innovation and long-term performance, and so 
hypothesis H3b was not supported.

To test for the idea that innovation mediates the ESP and long-term 
CFP relationship, we again utilized the Barron and Kenny (1986) tech-
nique and report our results in Model 4 (Table 5.3); we illustrate them 
in Figure 5.3. Results show that the direct relationship between ESP 

*Since Path C is non-significant, Path C’ cannot exist—indicating no
mediation (Barron and Kenney,1986).

β = .08, p > .10 
ESP Short-term

CFP
Path C

Path A
β = .14, p < .05

Path B
β = .39, p < .01

Innovation

Short-term
CFP*Path C’

ESP

Figure 5.2 Mediated model of ESP, innovation, and short-term CFP.



Table 5.3  Regression results for long-term CFP (Tobin’s q scores, average of years 2005 
through 2007)a

Variable Model 1 
(Control) 

Model 2 
(Independent variables) 

Model 3 
(Moderation) 

Model 4 
(Mediation)

Industry:
Energy  .01 (.34)  .08 (.34)  .07 (.34)
Materials  .01 (.26)  .06 (.25)  .06 (.25)
Industrials –.05(.22)  –.04 (.22)  .05 (.22)
Consumer discres. –.01 (.21)  –.04 (.20)  .04 (.20)
Consumer staple  .23 (.35)**  .08 (.35)  .08 (.34)
Health care  .25 (.22)**  .25 (.22)**  .26 (.22)**

Financials –.07 (.26)  –.02 (.25)  –.23 (.25)**

Telecom –.01 (.62)  01 (.59)  .01 (.59)
Utilities –.07 (.34)  –.02 (.33)  –.02 (.33)
Firm Size –.08 (.01)  –.01 (.00)  –.01 (.00)
Risk  –.09 (.42)  – .05 (.50)  – .05 (.40)
ESP  .11 (.09)*  .12 (.09)*

Innovation  .29 (.10)***  .29 (.10)***

ESP � Innovation .03(.16)  

Mediation: 
Path A .14**

Path B .32***

Path C .16*** 
Path C’  .11*

Sobel Test Z = .02, p < .05
F Change  12.19***  .15 
R2 Change  8.40%  .01%
R2 Total 10.10%  18.50%  18.51%  

DV = Corporate Financial Performance (CFP) measured via Tobin’s q for FY 2005 through 2007.
a Reporting standardized beta coeff icients with standard error in parentheses. 
*** Signif icant at p < .01 level.
** Signif icant at p < .05 level.
* Marginally signif icant at p < .10 level.

*Path C goes from highly significant to less significant in Path C’. This difference
is statistically significant–indicating mediation exists (Barron and Kenny, 1986).

β = .16, p < .01 

β = .11, p < .10
Sobel Test: Z = .02, p < .05

ESP Long-term
CFP

Path C

Path A
β = .14, p < .05

Path B
β = .32, p < .01

Innovation

Long-term
CFP*Path C’

ESP

Figure 5.3 Mediated model of ESP, innovation, and long-term CFP.
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and innovation (Path A) is positive and signif icant (b = .14, p < .05). 
The direct relationship between innovation and CFP (Path B) is also 
positive and signif icant (b = .32, p < .01). The relationship between 
ESP and CFP (Path C) is positive and signif icant (b = .16, p < .01). 
Finally, the strength of the relationship between ESP and CFP (Path 
C’) is reduced in the presence of innovation (b = .11, p < .10). In order 
to claim mediation, the reduction in the strength of the relationship 
between ESP and CFP (Path C’) must be statistically signif icant. We 
tested this difference between path C and Path C’ (Figure 5.3) using 
a Sobel test and found that the reduction was indeed signif icant, Z = 
.02, p < .05. Therefore, we f ind that innovation does in fact medi-
ate the ESP–CFP relationship in the long-term and hypothesis H4b is 
supported.

Contrasting Short-term Versus Long-term Results. One of the goals of 
our research was to look at the interplay between ESP, innovation, and 
CFP over time. To that end, we now compare the differences in results 
in our short-term and long-term analyses. For the effect of ESP on CFP 
we found that the relationship was not significant in the short term (b 
= .01, p > .10) but in the long-term it was significant at the .10 level 
(b = .11). Since we are using standardized coefficients we can directly 
compare the coefficients and this process reveals that there is a positive 
difference of .10 in the coefficients. This gives some indication that 
the impact of ESP on financial performance is becoming stronger over 
time. Next we compared the coefficients for the relationship between 
innovation and CFP. Here we find that this relationship was positive 
and significant in both the short-term (b = .38, p< .01) and the long-
term (b = .29, p < .01) with a coefficient difference of .08. However, 
this difference represents a reduction in the strength of the relationship, 
indicating that the effect of innovation on CFP is weakening over time 
during the considered time frame.

Next we compared the moderated relationships. For short-term CFP, the 
moderated relationship was negative and marginally significant (b = –.12, 
p < .10) but in the long-term it was positive and not significant (b = .03, 
p > .10). What is interesting here is that the sign flipped from negative to 
positive, indicating that firms that invest a great deal of resources into ESP 
and innovation may suffer negative CFP effects in the short-term, but as 
time goes by that negative effect may turn positive.

Finally, we compared the mediated relationships (Model 4). For short-
term performance, we found no support for the existence of a mediated 
relationship. However, the relationship did exist in the long term. This out-
come seems to indicate that innovation becomes the mechanism by which 
ESP impacts CFP, but that this relationship takes time to emerge. When 
coupled with our other findings, it appears that collective investments in 
ESP and innovation may hurt short-term CFP by way of a moderated 
effect, but in the longer term, innovation helps to improve the ESP-CFP 
relationship by way of mediation.
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Implications

This chapter extends the academic debate regarding firm performance 
within the context of ESP by moving beyond the questions of whether 
or not it pays to improve both environmental and social performance, 
and instead asks a more specific question of “When does it pay?” (King 
& Lenox, 2001; Orsato, 2006). With respect to this question, researchers 
have argued that is important to take a contingency perspective (Barnett, 
2007; Berchicci & King, 2007; Rowley & Berman, 2000) and that there 
may be a non-linear relationship between environmental and social 
performance and CFP (Peloza, 2009). In fact, Brammer & Millington 
(2008) find in a recent study that firms with unusually high, as well as 
with unusually low, levels of social performance also have higher levels 
of CFP than other firms. This U-shaped curvilinear relationship is akin 
to Porter’s (1985) “stuck in the middle” phenomenon. Drawing on the 
resource-based view of the firm, our empirical results show that this con-
tingency in the performance debate can be explained by different time 
horizons. We now turn our attention to elaborating on these findings in 
the following paragraphs. 

Our result of hypothesis H1a is consistent with scholars who found 
ambiguous findings concerning the ESP–CFP relationship (e.g., Salzmann, 
Ionescu-Somers, & Steger, 2005). When the focus is on the single relation-
ship between ESP and short-term CFP we too did not find a clear relation-
ship. However, the relationship between ESP and financial performance 
becomes significant when the focus is on the long-term (Hypothesis H1b). 
This result supports our initial assumption that is important to include a 
temporal perspective when investigating the ESP–CFP relationship. We 
conclude that the relationship between ESP and financial performance 
is a time-dependent inverse-U-shaped relationship. As illustrated in 
Figure 5.4, CFP varies for a given level of investments in ESP-related 
resources, depending on the time frame under consideration. In the short-
term (within the one-year time-frame 0-t1), there is no distinct result 
between ESP and CFP, and the type of ESP activity may have differential 
effects on CFP. This means the realization of low-hanging fruits through 
increasing eco-efficiency has a positive effect in CFP (upper curve) while 
investments into expensive resources required for developing new envi-
ronmentally sound products may result in a negative CFP (lower curve).

The short-term CFP focus of many studies may explain why the gen-
eralizability of the results appears to be difficult. In contrast, in the long-
term (within the time frame t1 through tb) investments in ESP-related 
resources indeed seem to pay off. Research found that the development of 
a proactive environmental strategy can be the source for unique competi-
tively valuable organizational capabilities (Russo & Fouts, 1997; Sharma 
& Vredenburg, 1998). The acquisition and development of these capabili-
ties takes time and thus the positive effect on CFP can be expected to take 
a long time. However, when only considering the ESP–CFP relationship, 
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and not including innovation in the analysis, the literature has discussed 
that this positive effect might diminish again after a certain time (after 
tb): ongoing investments in resources in order to maintain a high level 
of ESP may exceed cost savings generated from such activities (Sharma 
& Vredenburg, 1998) or competing firms may be able to imitate strong 
stakeholder relationships that initially provided some firms with a com-
petitive advantage (Choi & Wang, 2009; Hillman & Keim, 2001). In sum, 
an important implication of our results is that the generalizability of results 
may be significantly increased by incorporating a temporal perspective 
when investigating the ESP–CFP relationship.

Regarding innovation, our results are consistent with current research 
in the domain of innovation management: a positive relationship exists 
between innovation and CFP in both the short-term and long-term. 
However, the effect seems to weaken over time such that we observe a 
statistically significant change in standardized betas (T = 1.34) between 
short-term and long-term performance. While there are many possible 
explanations for this, it is likely that the decreasing intensity of the effect 
of innovation is due to the weakening nature of innovation. To elabo-
rate, previous research has shown that innovations are often copied by 
competitors (VanderWerf & Mahon, 1997) and that knowledge spillovers 
allow copycat firms to erode innovators’ first mover advantage (e.g., Acs, 
Braunerhjelm, Audretsch, & Carlsson, 2009). Our empirical results are 
consistent with these ideas and suggest that the effects of innovative behav-
ior are generally positive, but have a greater impact on short-term perfor-
mance compared to the long-term. This lends support to the dominant 
management thinking that for innovation to benefit the firm it should 
not be a one-time or ad hoc exercise, but rather a continuous effort (e.g., 
Barringer & Ireland, 2008).

Figure 5.4 Time-dependent inverse-U-shaped relationship between a given level of investments 
in ESP-related resources and CFP.
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The results of testing the substitution and complementary hypotheses 
contribute to a better understanding of the interplay between ESP, inno-
vation, and CFP. Our results with respect to ESP, innovation, and short-
term CFP are similar to those of Hull and Rothenberg (2008), who found a 
negative moderating effect of innovation on corporate social performance 
and short-term CFP. We conclude that under a short-term horizon, firms 
with limited resources are faced with a choice between investments in 
innovation or in ESP. Simultaneous investments in resources that allow 
for both activities generate higher costs to include management’s time 
and attention and, thus, harm CFP in the short run. We deduce that the 
full benefit of ESP does not accrue immediately but takes time to pay off 
through high levels of innovation. Notably, the moderating effect occurs 
in the short-term, but it is not a time-consistent effect. In the long-term, 
innovation has a mediating effect. As such, efforts to increase ESP without 
any simultaneous investments in resources that trigger a firm’s innovative-
ness will have little effect on CFP and might even result in diminishing 
CFP, as postulated under the time-dependent inverse-U-shaped relation-
ship proposition. However, the combination of investing in innovation 
and enhancing ESP results in superior financial performance and may 
lead to a sustained competitive advantage. In sum, innovation acts as the 
organizational action through which ESP can contribute to achieving 
substantial and sustainable improvements of CFP.

In the academic debate regarding whether it pays to be “good” and/
or “green,” there is much confusion with respect to the utilized termi-
nology and applied performance measurements. We suggest that using 
precise and consistent terminologies within this debate could signifi-
cantly reduce this confusion. Some authors implicitly follow this line by 
focusing their investigation on corporate eco-efficiency (Derwall, et al., 
2005) or corporate charitable giving (Brammer & Millington, 2008). 
When generalizing the results, such studies are limited by their theo-
retical and managerial implication to the specific focus of the study. For 
example, the eco-efficiency literature proposes that corporate efforts to 
enhance a firm’s eco-efficiency should—if successfully implemented—
optimize a firm’s production processes by a reduction of the material 
and energy f lows and simultaneously achieve cost benefits (DeSimone & 
Popoff, 1997). As such, research in this area can empirically test the cost-
effectiveness of specific corporate activities. However, general statements 
as to whether corporate environmental performance, or even corporate 
social responsibility, pays off cannot be precisely derived. For studies 
investigating general questions as whether the environmental, social, or 
ethical efforts of a firm result in better CFP, we suggest using a clearly 
defined construct. Using the widely accepted Brundtland Report (World 
Commission on Environment and Development, 1987) to anchor our 
definition of “sustainability,’ we then separated the financial component 
and defined ESP as an equally balanced construct of a firm’s environ-
mental and social performance. We hope that this new construct can 
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reduce further confusion regarding the terminology and performance 
measurements in future research.

Managerial Implications. Our results reconfirm the important role of 
innovation: in the short-term, managers may be forced to choose between 
investments in resources that enhance the firm’s ESP or innovation. As 
such, from a short-term profit maximizing strategy, managers have to 
decide in which areas it is better to invest, innovation or ESP. Two basic 
situations are possible. On the one hand, the essential resources to iden-
tify and realize eco-efficiency potentials are likely to be acquired at a low 
cost and with minimal effort. For example, the World Business Council 
for Sustainable Development (see http://www.wbcsd.org) offers a great 
deal of publicly available information and easily implementable tools as 
to how firms can reap such low-hanging fruits. In such cases, it is a firm-
specific tradeoff situation whether to invest in resources that enhance its 
ESP or innovativeness. On the other hand, in order to develop and imple-
ment a highly sophisticated and supply-chain-wide ESP strategy usually 
requires significant managerial effort and costs. In such cases, a purely 
short-term CFP-driven management strategy would suggest investing in 
resources that enhance the firm’s innovativeness.

However, in a more strategic (i.e., long-term) perspective, the comple-
mentary hypothesis holds, which is that innovation is a key mechanism 
required for realizing and maximizing the effects of ESP initiatives on 
financial performance. Our findings of a mediated relationship sug-
gests that without innovation, ESP efforts will fall short of expectations 
because innovation has to be present for ESP to inf luence long-term 
CFP. Thus, managers who focus on long-term value creation may be well 
advised to direct resources towards increasing both ESP and innovative-
ness. In practical terms, this means that companies who simply focus on 
increasing ESP will have difficulty recognizing long-term performance 
benefits. Rather, our findings suggest that these firms must also intro-
duce innovative products, services, and processes, because it is through 
these innovations that ESP improves long-term financial performance. 
In sum, it is important for corporate managers to realize that a competi-
tive advantage requires focusing on both ESP and innovation, and this 
requires a long-term investment horizon versus quick fixes. In fact, our 
comparison of short-term versus long-term performance indicates that 
a strategy ref lecting the insights of our triptych inquiry cannot be real-
ized overnight. For firms looking for predictable long-term growth and 
performance, resources should simultaneously be devoted to ESP and 
innovation-focused programs.

Limitations and Future Research. Regarding the ESP–CFP relationship, 
our results suggest that scholars should look at the different impacts on 
short-term versus long-term CFP while recognizing the interactive role 
of innovation. Although our intention was to construct an ESP score 
that equally weights environmental and social dimensions, investigating 

http://www.wbcsd.org
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specif ic constructs within these dimensions and their effect on CFP 
may further shed light on this triptych inquiry. For example, it could be 
investigated whether there is a difference when just considering output-
based environmental performance data (e.g., a f irm’s level of green-
house gas emissions) and process-based management indicators for ESP 
(e.g., the sophistication of a f irm’s carbon management) (cf., Ginsberg, 
1988). It could be the case that more symbolic actions differ from sub-
stantive efforts in terms of a f irm’s short- and, notably, long-term CFP 
(cf., Berrone, Gelabert & Fosfuri, 2009). Furthermore, we followed 
the literature on measuring innovation as R&D expenses (McWilliams 
& Siegel, 2000; Hull & Rothenberg, 2008). R&D expenses usually 
ref lect more technological innovations (e.g., Choi & Wang, 2009), but 
more “soft” innovation decisions relating to organizational practices 
may be less dependent on R&D expenditures. Future research could 
address this by using more f ine-grained measures for corporate innova-
tion activities.

Moreover, we introduced a time-dependent inverse-U-shaped rela-
tionship between ESP and CFP. As a limitation, we did not test for 
diminishing CFP at the end of the curve. Future research could empiri-
cally investigate whether this possibility actually occurs. Furthermore, 
since our data suggests a mediating relationship in the long run, more 
studies investigating how innovation acts as mediator between ESP 
and CFP seem especially relevant. Lastly, researchers should investigate 
whether these results hold during a time of global economic cycles as 
this data was gathered prior to entering the worst of the recent reces-
sion and scholars argue that specific value-creating resources may also 
be the sources of losses in times of financial turmoil (Choi & Wang, 
2009; Leonard-Barton, 1992). Although many publicly traded firms have 
experienced a sharp decline in their performance and equity, researchers 
could investigate the degree to which investments in ESP and innovation 
either hinders or buffers (Thompson, 1967) firm performance during 
periods of heightened uncertainty.

The purpose of the triptych inquiry of ESP, innovation, and corpo-
rate financial performance was to empirically explore when it pays for 
firms to address the first two challenges of sustainability – environmen-
tal integrity and social equity. We have expanded upon previous work 
in this area by investigating two time-related performance periods and 
emphasized the interaction effect of innovation. The results suggest that 
it pays to increase a firm’s level of ESP when firms have the ability to 
innovate and when the financial goals are not limited to short-term plan-
ning horizons. We conclude that for innovative firms, there is no mutual 
exclusivity among corporate environmental, social, and financial perfor-
mance. These dimensions are collectively reinforcing and can contribute 
to the long-term survival of the firm in competitive markets and within 
its natural and social environment.
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C H A P T E R  S I X

What Kinds of Photovoltaic Projects Do Lenders 
Prefer to Finance?

Florian Lüdeke-Freund and Moritz Loock*

Discussions of innovation in renewable energy have covered different 
types of energy production (e.g., Nguyen, Gheewala, & Sagisaka, 2010; 
Sookkumnerd, Ito, & Kito, 2007; Yusoff, 2006), different industries (e.g., 
Narodoslawsky, Niederl-Schmidinger, & Halasz, 2008; Smyth, ó Gallachóir, 
Korres, & Murphy, 2010), or have focused on different geographic regions 
(e.g., Kaldellis, Simotas, Zafirakis, & Kondili, 2009; Smyth et al., 2010; 
Sookkumnerd et al., 2007; Zuluaga & Dyner, 2007). However, a crucial 
aspect has been rarely discussed: financing. Project financing is a central chal-
lenge for the diffusion of renewable energies, as it claims a major percent-
age of overall renewable energy investments (United Nations Environment 
Programme [UNEP], 2010) and requires huge amounts of debt capital: 
Debt ratios of 80 percent or even 90 percent are common (Johnson, 2009; 
Böttcher, 2009; Wuppertal Institute [WI], 2010).

Following the credit crunch in 2008, financial markets experienced a 
shortage of debt capital, giving rise to concerns about growth expectations 
(Jäger-Waldau, 2009; Schwabe, Karlynn, & Newcomb, 2009; New Energy 
Finance [NEF], 2009a, 2009c). Thus, in early 2009 the outlook was cautious 
(NEF, 2009a). The banking sector still provided large debt capital volumes, 
but lending had become more restrictive, i.e., more thorough, more risk-
averse and more selective (Schwabe et al., 2009; WI, 2010). Consequently, 
third-party investments were channeled into absolutely effective, rigorously 
evaluated projects only, which created a new bottleneck for the diffusion of 
renewable energies: the availability of debt capital. In several energy stud-
ies, solar photovoltaic energy (PV, electricity from solar radiation) had been 
seen as one of the most important renewable energy technologies for future 
electricity production (e.g., Hoffmann, 2006; International Energy Agency 

*This chapter is based on a study that is part of the authors’ cumulative PhD dissertations. A dif-
ferent version has been accepted for publication in the Journal of Cleaner Production.
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[IEA], 2011a; Poullikkas, 2010), but PV investments went down above 
average during the financial crisis (UNEP, 2010; PricewaterhouseCoopers 
[PwC], 2011). Our research focuses on the seemingly extra-tight bottleneck 
of PV project financing.

In 2009, US $162 billion were invested in renewable energies world-
wide, from which project-based asset finance for new energy generation 
capacities totaled $101 billion or 62 percent (UNEP, 2010). Wind and 
solar were by far the largest asset classes with wind at US $67 billion dol-
lars and solar at US $24 billion dollars. But although wind energy had 
become an established and mature industry that grew even during the 
financial crisis and the following economic downturn, solar energy was 
in a very challenging situation. Investments in 2009 were significant, but 
were in fact 27 percent below 2008 levels.

Taking a look at the two leading PV markets, Spain and Germany (IEA, 
2011b), reveals great challenges for further market growth. Contingencies 
such as the global financial crisis and policy changes (such as reduced 
photovoltaic feed-in tariffs) lead to market consolidation. In this regard, 
photovoltaic was in a different situation than the wind energy industry, 
which already was consolidated. Solar thus faces unique challenges, as 
financiers are less experienced in setting up PV projects. Since the Spanish 
PV market saw a drastic slump in 2009 because of increasing deficits of 
public budgets (UNEP 2010), we focus on Germany, where from 2004 
to 2009 nearly 50 percent of the world’s new PV capacities were installed 
(IEA, 2011b; PwC, 2011). In Germany, PV technology production and 
application have become multibillion-dollar industries, with more than 
60,000 employees (Bundesverband Solarwirtschaft, 2010).

Research Question. Two central aspects have to be considered when devel-
oping PV projects: First, PV, like any renewable energy, is politically deter-
mined. Second, the credit crunch changed the rules of financing. The market 
for PV projects is consolidating under these circumstances (NEF, 2009b, 
2010b). Loan granting and dependence on bankability are important suc-
cess factors for ongoing PV project development (Sarasin, 2009). However, 
current research provides very little detailed information about how debt 
capital providers evaluate loan applications—information that could help to 
handle uncertainties and risks from a PV project development perspective 
(Grell & Lang, 2008; WI, 2010). Photovoltaic projects are characterized by a 
multitude of parameters such as capacity, module and inverter technologies, 
maintenance concepts, economic indicators and stakeholder constellations 
(Grell & Lang, 2008). Loan commitments depend on how lenders evaluate 
project designs from a risk perspective. Therefore, we addressed the follow-
ing research question: What kinds of photovoltaic projects do lenders prefer 
to finance? In search for answers to this question, we focus on medium- and 
large-scale ground-mounted installations subject to the German Renewable 
Energy Sources Act (EEG) as of 2009.

Research Approach. Our study follows an explorative market research 
approach. To answer our research question, we have developed an Adaptive 
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Choice-Based Conjoint experiment (ACBC), addressing German experts 
in PV project financing (see Chapter 3 of this book for another example 
of the use of this technique). Although conjoint experiments are widely 
used in marketing research (Louviere, Hensher, Swait, & Adamowicz, 
2003; Train, 2003) and for exploring investment behavior (Clark-Murphy 
& Soutar, 2004), scholars in renewable energy investment have only just 
started utilizing this method (e.g., Oschlies, 2007). PV project developers 
may be able to use insights from our research to design projects accord-
ing to lenders’ preferences and thus increase the likelihood of fundraising 
success. In this way, our results may help in mainstreaming investments in 
green energy technologies.

Before applying conjoint analysis, it was necessary to examine PV project 
development practice. Explorative expert interviews and in-depth literature 
studies were combined to develop a conjoint experiment for financing pro-
fessionals. The problem was to identify and conceptualize a set of attributes 
that help in understanding lenders’ preferences and to reduce real complex-
ities of project development at the same time. We studied different credit 
application procedures of relevant institutions, e.g., UmweltBank AG and 
GLS Gemeinschaftsbank eG, and analyzed industry-specific publications, 
e.g., guidelines, textbooks and journals, dealing with renewable energy 
project financing (e.g., Böttcher, 2004, 2009; Deutsche Energie-Agentur 
[dena], 2004; Grell & Lang, 2008; Oschlies, 2007; Sarasin, 2009; Schwabe 
et al., 2009; WI, 2010 and regular releases from New Energy Finance). 
Additionally, we conducted telephone interviews with financing consul-
tants from different institutions (UmweltBank AG, GLS Gemeinschaftsbank 
eG, Windwärts Energie GmbH, and SunEnergy Europe GmbH).1 The first 
steps of this iterative process were the expert interviews and parallel litera-
ture studies to develop an initial set of attributes. The second step, which 
started with 10 PV project attributes, was a further round of consultations, 
resulting in a reduced list of 6 attributes with three, four or five levels each. 
Our basic hypothesis was that these 6 attributes are essential for credit grant-
ing. With regard to individual attribute importance, our research approach 
is explorative; i.e., no hypotheses were developed referring to the attributes’ 
individual weights and significance for loan commitments. Hence, the pri-
mary objective of the conjoint experiment was to make lenders’ decisions 
more transparent.

Aspects of PV Project Development

Project Financing. Project financing is crucial to renewable energies (dena, 
2004; Grell and Lang, 2008; Böttcher, 2009; NEF, 2009d; UNEP, 2010). 
This financing method has been established for decades for one-time 
ventures such as infrastructure projects (Backhaus, Sandrock, Schill, & 
Uekermann, 1990; Reuter & Wecker, 1999). Three significant character-
istics of project financing are often discussed in the literature. The first 
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is off-balance-sheet financing, i.e., a financing method that is separated 
from the individual or corporate books of project shareholders.The second 
characteristic is orientation toward future project cash f lows, which are 
the only source of economic performance and security. The third char-
acteristic is a complex network of stakeholders and a network of contracts 
to provide for broad risk-sharing and risk-reduction (Grell & Lang, 2008; 
Reuter & Wecker, 1999; Nevitt & Fabozzi, 2000; Böttcher, 2009).

The financial strengths and interests of potential shareholders are deci-
sive for project development. According to authors like Reuter and Wecker 
(1999), Nevitt and Fabozzi (2000) and Böttcher (2009), project financing 
is a very f lexible method. Nevertheless, meeting different shareholders’ 
interests (equity versus debt capital) simultaneously is more challenging. 
As there are no universally applicable debt/equity ratios, we analyzed 
diverse practitioner literature such as product development guidelines and 
conducted expert interviews to define adequate ratios.2 For the conjoint 
experiment, equity shares of 10 percent, 20 percent, and 30 percent were 
considered to be suitable.

Technical Components: Modules and Inverters. The generator is the heart of 
each PV installation. It consists of a variable number of modules, which are 
made from solar cells based on, e.g., crystalline silicon or different kinds 
of thin-film materials. The modules produce direct current (DC), which 
has to be transformed into alternating current (AC) by the DC-to-AC 
inverter, which feeds the electricity into the grid. Another basic com-
ponent is the mounting system, which has to guarantee stability in cases 
of stress,  caused by wind or snow, for example. It is sometimes also used 
as a tracker system to follow the sun. Technical quality is decisive for an 
installation’s performance in terms of effectiveness, efficiency, and long-
term reliability. Brands, certificates, producers’ track records and long-
term experience are quality indicators (Grell & Lang, 2008; Böttcher, 
2009). For technical quality, two generic choices are possible. First, one 
can decide in favor of technology of superior quality, for which a price 
premium has to be paid. This option may be referred to as “premium 
brand.” The second option is to save the price premium and use “low-
cost” technology, accepting the risk of additional costs due to inferior 
quality. To enable quality-related choices, we included a premium brand/
low-cost attribute.

Capacity of PV Power Plant. Capacity is another crucial physical charac-
teristic determining not only financing needs but also efficiencies of scale 
and thus cost effectiveness. We refer to Lenardič’s classification of PV 
power plant sizes (Lenardič, 2009).3 In his annual review, he defines seven 
classes from 200 kWp to 20 MWp and above.

Another clue for attribute construction might be the German Renewable 
Energy Sources Act (EEG). The EEG distinguishes installations which 
are ground-mounted (lower tariff )4 from those installed on roofs (higher 
tariff )5. For ground-mounted PV plants, a general tariff is applied, that is, 
the funding scheme does not trigger decisions for specific capacities. It can 
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be assumed that efficiencies of scale generally lead to increasing system 
sizes. We follow Lenardič’s classification in a slightly modified way. Our 
attribute classifies medium- and large-scale ground-mounted PV systems 
into four categories: 200 kWp to 1 MWp, 1 MWp to 5 MWp, 5 MWp to 
10 MWp, and greater than 10 MWp.

Maintenance Concept. Following Grell and Lang (2008), an extensive 
quality-assurance concept is central to applications for credit, since con-
stant cash f lows have to be secured. The task from a financial point of 
view is to guarantee rates of return (for sponsors and further equity inves-
tors) and debt coverage ratios (for lenders). Instruments to guarantee qual-
ity include revenue forecasts, performance assessments, inspections, and 
monitoring and operations control. Inspections and assessments of acti-
vated systems are necessary as PV installations face circumstances differ-
ent from standard test conditions. Such inspections can be enhanced, e.g., 
by thermal imaging to identify damaged modules, incorrect wiring, or 
insufficiently calibrated inverters. Quality-assurance also requires perma-
nent monitoring and automated operations control to monitor actual per-
formance ratios and to recognize malfunctions immediately. Thus, system 
inspection and system monitoring stand for quality assurance within our 
survey.

Economic Requirements. According to the concept of project financing 
(off-balance-sheet financing, cash-flow-related lending, risk sharing), a 
project’s bankability depends on the project itself and its cash flows; that is, 
with regard to negotiated recourse (full-recourse, limited recourse, nonre-
course), project cash flows can be the only security for debt capital provid-
ers. Therefore, to evaluate a project from a lender’s perspective, a special 
indicator is used (Grosse, 1990; Grell & Lang, 2008; Böttcher, 2009).6

Debt Service Cover Ratio (DSCR) refers to the ratio of gross cash f low 
to the debt service on a yearly basis, and thus varies with different project 
phases (Böttcher, 2009). This indicator has to be applied to prevent annual 
shortages; it is even acceptable to use DSCR alone to evaluate a project’s 
economic viability (ibid). Basically, a ratio of 1.0 indicates exact coverage 
of debt service. If cash f lows suffice, the ratio exceeds 1.0; if not, it falls 
below. For renewable energy projects, Böttcher (2004) as well as Grell 
and Lang (2008) refer to a minimum average DSCR of 1.3; lenders always 
charge a minimum contingency reserve. Practical examples of PV project 
calculations indicate the possible range of DSCR as being from roughly 
1.0 to 3.0 and above. To create a DSCR attribute, we use three average 
DSCRs to offer different degrees of bankability (1.2, 1.5, and 1.8).

Sponsor Types. The project initiator generates the project idea, identifies 
further project parties, negotiates, concludes contracts, and thus actively 
designs the PV value network. He can contribute equity capital (sponsor), 
often acting in concert with a closed-end fund for private and institu-
tional investors (Grell & Lang, 2008). An initiator can play different roles 
and may be differently motivated. He may be some kind of investor who 
is interested in maximizing return on equity. He can also be a service 
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provider; in this case, his interest is to offer services such as consulting 
and project development (Schoettl & Lehmann-Ortega, 2011). If utilities 
set PV projects in motion, their strategic interests may include a blend of 
political, technological, and financial aspects. Lenders probably consider 
the initiator’s background to be noteworthy, since, from a financial point 
of view, both lenders and initiators can have diametrically opposed moti-
vations that have to be matched (Reuter & Wecker, 1999). Two categories 
of project initiators can be defined: those who will own the PV facility 
and those who will not. Current studies on PV-related value networks and 
business models consider ownership status to be a central actor character-
istic (Frantzis, Graham, Katofsky, & Sawyer, 2008; Schoettl & Lehmann-
Ortega, 2011). The nonowner group of project initiators is represented 
by service providers, since their core business is providing construction, 
installation and other value-added project services.7 Finally, due to cur-
rent discussions throughout the PV industry, four different prototypical 
initiator types can be identified as potential facility owners: regional utili-
ties, multinational utilities, financial investors, and vertically integrated 
PV manufacturers.

Photovoltaic Projects and Business Models

From PV Project to PV Business Model. The contractual, financial, and 
operational structures among stakeholders finally develop into a project 
company (“special-purpose vehicle” or SPV; Grell & Lang, 2008), which 
is the predecessor of the operating company. Referring to the PV facility 
life cycle, it follows that a project, or its SPV, is a bridge to the setting up 
of an operating company.8 At the end of the life cycle, deconstruction can 
also be managed as a separate project.

In contrast to a regular company, a project is based on a singular, non-
cyclical undertaking—in our case the construction of a PV facility. It is 
limited in lifetime and funding, serves unique project targets, and has indi-
vidual resources brought in by diverse stakeholders (Backhaus et al., 1990; 
Reuter & Wecker, 1999; Nevitt & Fabozzi, 2000; Kerzner, 2001). From an 
organizational point of view, the project, as “temporary company” (Nausner, 
2006), must be distinguished from its successor—the operating company. 
The operating company is an independent, legally responsible and credit-
able entity, which conducts regular tasks like technical and financial opera-
tions and thus secures long-term cash flows. It follows that the initial project 
creates the basis for cash flows, whereas the operating company handles 
their long-term realization. In the following, we refer to this approach of 
value creation and value capture as the essence of every PV business model. 
For our research, we broadly define a PV business model as the logic of how 
economic value is created and captured with a PV facility.

Photovoltaic projects and business models interrelate: Since the initial 
project defines essential parameters such as facility characteristics and the 
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surrounding value network layout, it also determines the resulting PV busi-
ness model (Frantzis et al., 2008). Thus, in the project phase the overall 
business model is explicitly or implicitly shaped. For example, variations of a 
parameter such as project initiator lead to different approaches of value cre-
ation and capture. A financial investor might develop or even complete a PV 
project in order to sell it immediately, charging a profit margin. In contrast, 
a regional utility could instead be interested in the technical aspects of inte-
grating PV facilities into its grid. Different motivations lead to different PV 
projects and different PV business models (Frantzis et al., 2008). Finally, we 
can add a crucial task of project development that has been neglected to date: 
business model design (e.g., Chesbrough, 2007; Zott & Amit, 2007, 2008).

PV Business Model Design. Based on the identified attributes, differ-
ent PV projects and business models can be designed. In the disruptive 
and competitive project financing market, this approach might turn out 
to be of strategic value. We add this aspect to our research question: In 
the face of changing political and dynamic market conditions, what are, 
from a lender’s perspective, promising PV projects and business models? 
Therefore, our research includes a second investigation: After defining 
attributes for the conjoint experiment (Table 6.1), we use these attributes 
and the empirical findings from the experiment to evaluate different PV 
business models in a market simulation to discern lenders’ preferences for 
different designs (see “Simulation Results” section).

Table 6.1 Photovoltaic business model attributes and levels

Attribute Levels 

Debt Service Cover Ratio, 
DSCR (Average) 

1.2 
1.5 
1.8 

Capacity 200 kWp to 1 MWp 
1 MWp to 5MWp 
5 MWp to 10 MWp 
>10 MWp 

Brand Low-cost modules and low-cost inverters 
Low-cost modules and premium-brand inverters 
Premium-brand modules and low-cost inverters 
Premium-brand modules and premium-brand inverters 

Initiator Vertically integrated manufacturer 
Regional utility 
Multinational utility 
Financial investor 
Service provider 

Maintenance concept System inspection 
Constant system monitoring 
System inspection and system monitoring 

Equity 10% 
20% 
30% 
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Table 6.1 summarizes the above-derived photovoltaic attributes that 
were used in the conjoint experiment and market simulations on PV busi-
ness models.

Empirical Evidence on Project Financing 

Method. The data for this study have been collected online within an 
Adaptive Choice-Based Conjoint (ACBC) survey of German bank 
managers who are responsible for loan decisions for PV projects. In this 
experiment, we asked the participants to choose from different fictitious 
medium- and large-scale project proposals, based on the set of photo-
voltaic attributes we had developed (Table 6.1). The geographical scope 
was limited to Germany; participants were asked to consider the German 
renewable energy legislation of 2009. The experiment was conducted 
from January to March 2010.

Conjoint experiments have been frequently used for exploring invest-
ment behavior (Clark-Murphy & Soutar, 2004; Oschlies, 2007; Riquelme & 
Rickards, 1992; Shepherd & Zacharakis, 1999). Recently, scholars in renew-
able energy investment have started to apply conjoint experiments in order 
to investigate investors’ preferences (e.g., Oschlies, 2007). This chapter inves-
tigates lenders’ preferences and uses the ACBC (Adaptive Choice-Based 
Conjoint) tool from Sawtooth Software (www.softtoothsoftware.com) 
to perform and analyze choice tasks. ACBC combines Adaptive Conjoint 
Analysis (ACA) and Choice-Based Conjoint (CBC). Compared to the latter 
two methods, one important advantage of ACBC is that it provides greater 
information from a given number of choice tasks (Johnson, Huber, & Bacon, 
2003; Johnson & Orme, 2007). This method is especially helpful in cases of 
small sample size and is therefore ideal for this research approach.

In more general terms, conjoint methods are usually used to analyze 
tradeoff decisions among the different features of a product (represented by 
attributes and their levels). The objective is to measure the perceived values 
of those features and their relations to prices. Therefore, so called part-worth 
utilities are estimated, which participants allocate to the attributes and their 
levels through their tradeoff decisions. These part-worth utilities are used 
to calculate the utility and thus the degree of acceptance of an alternative. 
Sawtooth Software developed its methods above all for product acceptance 
analyses and sees several advantages of this indirect measurement method: 
“Rather than directly ask survey respondents what they prefer in a product, 
or what attributes they find most important, conjoint analysis employs the 
more realistic context of respondents evaluating potential product profiles. 
Each profile includes multiple conjoined product features (hence, conjoint 
analysis).”9 We transfer the approach of measuring tradeoffs among different 
features to the situation of project evaluation. In our experimental setup, 
we ask bank managers to decide between different PV projects (instead of 
products), which are generally comparable but differ in some aspects—these 
are our attributes and levels (Table 6.1). 

http://www.softtoothsoftware.com
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Before confronting the participants with choice tasks, we explained some 
technical aspects concerning the survey and the underlying assumptions 
to them in order to clearly frame the decision situation. Participants were 
asked to apply their evaluation criteria of the last one or two years for 
ground-mounted PV power plants in Germany. Then we stated that the 
projects within our survey were approved and all legal and project planning 
tasks were fulfilled. Regarding the brand attribute, we explained the fol-
lowing: “Within the questionnaire, we distinguish between premium brand 
solar cells (e.g., Sharp, First Solar, etc.) and inverters (e.g., SMA) and low-
cost solar cells and inverters (e.g., from young Chinese manufacturers).” 
That is, we did not define the type of PV technology, for instance, crys-
talline silicon or thin-film, as this was identified as a potential systematic 
bias in our pretests. The different project initiators’ business models were 
defined. This information was given to create a transparent and unbiased 
framing—knowing that decisions are always more or less biased and that 
situational framing can have significant influences on people’s decisions (see 
e.g., Kahneman & Tversky, 1979; Tversky & Kahneman, 1981).

After the introduction, the experiment had three stages. In the Build 
Your Own section, we asked the interviewee to design the PV project he or 
she would be most likely to finance. In the Screening section, four different 
projects had to be evaluated as being “a possibility” or “won’t work for 
me.” In the Choice Task section, three different projects were presented, 
of which only one could be chosen. Finally, based on participants’ choices 
throughout the three stages, we were able to estimate the part-worth 
utilities, i.e., the value they allocate to certain attributes and levels, which 
allowed for analyses of their preferences.

Sample. More than 40 experts took part in our conjoint experiment. 
The sample size is small because of the participants’ professional expertise. 
Nevertheless, this circumstance contributes to consistency and is benefi-
cial for our findings. Our sample was exclusively compiled for this study 
and consisted of 141 companies. Although most of the companies were 
from the finance industry, the fields of sustainable finance, independent 
financial consulting, and renewable energy project development were 
also represented. We contacted the companies by phone and e-mail to 
identify individual experts in PV project evaluation. In 55 cases, experts 
could be identified, and in 31 cases they agreed to participate right away.10 
The Internet link to the survey and additional information were sent. In 
February, the sample of experts was contacted again via e-mail to motivate 
the remaining 24 respondents. When the website was closed on March 31, 
2010, 43 experts had participated in the conjoint experiment.

The following are some socioeconomic data that describe the partici-
pants of our study:11 From 2008 to 2010, 28.2 percent of the respondent 
companies financed PV projects exceeding €500 million total volume. A 
volume of €100 to €500 million was financed by another 28.2 percent. Of 
the respondent companies, 43.6 percent financed PV projects with a total 
volume of up to €100 million. Among the companies, 38.5  percent oper-
ate in Europe; 38.5 percent operate in Germany, Austria, and Switzerland 
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only; 23.1 percent operate within a global context. Nearly all of the com-
panies have their headquarters in Europe (97.4 percent). The interviewees 
work in various positions in renewable energy project financing (e.g., 
executive director of renewable energies, head of project financing, proj-
ect manager, structured finance specialist). Although 43.6 percent of the 
respondents have more than five years of personal experience in renew-
able energy financing, 33.3 percent have two to four years, and 23.1 per-
cent have less than two years of experience.

Conjoint Experiment Results. Our report is based on 1,698 choice tasks, 
conducted by 43 survey participants (39.5 tasks per respondent on aver-
age). Table 6.2 displays the interval data of the conjoint results as average 
utilities based on Hierarchical Bayes (HB) Estimation, which is a statisti-
cal method that improves conjoint analyses when only a limited amount 

Table 6.2 ACBC (Adaptive Choice-Based Conjoint) analysis—Heirarchical Bayes (HB) sum-
mary of results

Attribute Average Utilities 
(Zero-Centered Diffs)

Average 
Utilities

Standard 
Deviation

t-value

Debt Service 
Cover Ratio, 
DSCR 
(Average)

1.2 –5.99 20.90 –0.29
1.5 –1.87 14.70 –0.13
1.8 7.86 17.95 0.44

Capacity 200 kWp to 1 MWp –33.84 67.15 –0.50
1 MWp to 5 MWp 30.77 28.47 1.08
5 MWp to 10 MWp 8.40 33.99 0.25
> 10 MWp –5.33 53.72 –0.10

Brand Low–cost modules and 
low-cost inverters 

–93.56 39.53 –2.37

Low-cost modules and 
premium-brand inverters 

–18.60 34.59 –0.54

Premium-brand modules and 
low-cost inverters 

9.52 28.35 0.34

Premium-brand modules and 
premium-brand inverters 

102.65 46.03 2.23

Initiator Vertically integrated 
manufacturer

7.21 23.64 0.31

Regional utility 17.74 17.71 1.00
Multinational utility 3.06 20.93 0.15
Financial investor –20.61 22.71 –0.91
Service provider –7.41 21.59 –0.34

Maintenance 
concept

System inspection –19.89 20.25 –0.98
System monitoring –23.43 21.61 –1.08
System inspection and system 

monitoring
43,32 25.35 1.71

Equity 10% –54.75 46.46 –1.18
20% 31.75 22.28 1.43
30% 23.00 31.57 0.73

Source: Our own calculations.
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of data are available. The relatively high standard deviation ref lects the 
sample size.

By focusing on the values of different attribute levels, we gain detailed 
insight into lenders’ preferences (Table 6.2). Positive values in Table 6.2 
indicate positive utilities and thus a positive impact on choices, whereas 
negative values point to aversion to attribute levels. Overall, lenders favored 
premium brands. Additionally, they appreciated an all-inclusive mainte-
nance concept with system inspection and system monitoring. Moreover, 
they opted for project initiators who possibly would provide for disposal of 
generated electricity. Hence, they prefered regional and multinational utili-
ties to be involved in projects. Project initiators such as service providers, 
vertically integrated manufacturers, and financial investors even deter lend-
ers. Regarding capacity, we learn that project sizes of 1 MWp to 5 MWp 
were the most attractive, followed by projects with greater than 5 MWp to 
10 MWp capacity. Small projects of 200 kWp to 1 MWp and projects above 
10 MWp have a negative impact on choices. Finally, we see an inverted 
U-curve relationship for the optimal equity ratio, peaking at 20 percent.

Displaying the results for attributes only (without utilities of the indi-
vidual levels), we see that DSCR (Debt Service Cover Ratio), initially 
assumed to be a decisive hard fact, is of lowest importance for lenders’ 
choices. Of superior importance is the premium brand/low cost attribute 
(Figure 6.1).

Simulation Results. The empirically derived utility-values allow for the 
composition of different PV projects and business models. To measure 
how investors prefer these, the package from Sawtooth Software offers a 
market simulator. Each of the following three simulations is based on two 
different PV projects, which stand for specific business model “themes” 
(Table 6.3). The simulation results reveal investors’ preferences with 
regard to different designs. Overall, we find that lenders prefer PV busi-

6.32
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Debt Service Cover Ratio (average)

Initiator's Business Model

Maintenance Concept

Equity
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Brand

Figure 6.1 Graph showing relative importance of PV business model attributes to project lenders.
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ness  models with premium brands, even if other attributes like DSCR 
would lead to different expectations about lenders’ choices.

In Simulation 1, we created a project with a low-cost business model 
and a second project with a premium brand business model. Both projects 
were equal in all attributes (e.g., DSCR, capacity) but differed in terms of 
brands of equipment. Whereas the project with a low-cost business model 
had low-cost modules and low-cost inverters, the project with a premium 
brand business model applied premium brand models and premium brand 
inverters. The results of this simulation are unambiguous: Investors by 
far prefer the project with premium brand business models; 96.2 percent 
would choose this project.

For Simulation 2, we also varied the project attribute DSCR in addi-
tion to brand. Our initial assumption was that lenders would prefer proj-
ects with higher DSCR in comparison to projects with a lower value, 
since higher DSCR indicates a greater contingency reserve for debt ser-
vice. In our simulation, the project with a low-cost business model has 
the highest DSCR and the project with a premium brand business model 
has the lowest DSCR. The result is counterintuitive: As soon as projects 
incorporate a premium brand (premium brand models), 83.2 percent of 
lenders would choose the low DSCR project. The supposedly rational 
choice of the project with the highest DSCR is biased; thus, lenders would 
prefer premium brand business models to those with high DSCR. We call 
this bias “debt for brands.”

In Simulation 3, we modeled both projects in order to additionally 
account for risk. For the first project in Simulation 3, which had a low-cost 
business model, we posited not only the highest DSCR, but also attributes 
indicating low risk. For that purpose, we defined a multinational util-
ity as initiator, which we could assume accounted not only for security 
against loan defaults but also promised energy feed-in and distribution. 
Additionally, this project was characterized by an all-in maintenance con-
cept, which reduces the risk of operating failures. Finally, a high equity 
share served as additional security. The second project in Simulation 3, 
with the premium brand business model, was configured with attributes 
indicating a comparatively higher risk. Our basic assumption for this 

Table 6.3 Overview of simulation results

Simulation Result

Simulation 1: Project with low-cost business model 
vs. project with premium brand business model

96.2% of lenders would choose the 
premium brand business model

Simulation 2: Project with low-cost business model 
and high DSCR (debt service cover ratio) vs. project 
with premium brand business model and low DSCR

83.2% of lenders would choose the 
premium brand, low DSCR business 
model

Simulation 3: Project with low-cost business model, 
high DSCR and “low risk” vs. project with premium 
brand business model, low DSCR and “high risk”

53.3% of lenders would choose the 
premium brand, low DSCR, high-risk 
project
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simulation was that debt investors would prefer the first project as it was of 
lower risk and promised stronger debt service. However, the third simu-
lation also supported the debt-for-brands bias, as 53.3  percent of lenders 
would choose the project that assumed a high risk. 

Discussion of Results

We found a bias in financing PV projects that we call “debt for brands.” 
Simulations based on our empirically derived results revealed that lenders 
prefer PV projects leading to business models with premium brand tech-
nology rather than low-cost technology. Although we assumed that lenders 
would always favor project proposals with the highest Debt Service Cover 
Ratios (DSCR), our study revealed that they also chose inferior proposals 
with comparably lower DSCR as long as these projects included premium 
brand solar modules and/or premium brand inverters. Finally, we found 
that seemingly risk-averse lenders would also choose comparably inferior 
projects, even with comparably higher risk, as long as such projects were 
developed with premium-brand modules and/or premium-brand invert-
ers. How can this brand effect be explained from a psychological perspec-
tive? Theories from the field of behavioral finance might be helpful.

Kahneman and Tversky, who empirically analyzed decisions and judg-
ments under uncertainty and developed the inf luential Prospect Theory 
(Kahneman & Tversky, 1979; Tversky & Kahneman, 1974, 1981), point 
to different psychological biases in decision behavior. The brand effect as 
observed in our experiment can be interpreted within their framework 
as an expression of overconfidence: Events with high probabilities (but 
not guaranteed) are taken for granted, while events with low probabilities 
(but not impossible) are seen as unlikely. That is, when people allocate 
decision weights (representing their subjectively perceived probabilities) 
they tend to exaggerate true probabilities (Montier, 2007). This psycho-
logical bias was observed empirically by Kahneman and Tversky and 
became a central element of their theory. The effect that moderate prob-
abilities, the area somewhere between “guaranteed” and “impossible,” are 
significantly underestimated, which leads to rather binary decisions for or 
against something, is crucial in our decision-making context. We know 
from our experiment that lenders preferred premium brand modules and 
inverters to high equity ratios, for example. In terms of risk manage-
ment, they decided to accept a higher risk in terms of smaller equity ratios 
in order to get premium brand technologies. This does not only mean 
that from a risk perspective the brand vs. low-cost decision was used as 
dominant heuristic for risk minimization, but also that lenders seemed 
to act overconfident with regard to expected premium brand technology 
performance. By nearly excluding low-cost components from their deci-
sions (see Simulation 1 in Table 6.3), they also excluded the possibility 
that low-cost components might perform sufficiently and thus eventually 
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overcompensate for small equity ratios or different maintenance concepts. 
In turn, it seems like the survey participants overly relied on their trust in 
premium brands. The participants of our survey thus behaved according 
to the overconfidence effect—that is, overconfident behavior is an ele-
ment of the observed brand bias.

This interpretation has implications for diverse groups of practitioners. 
Based on our results and knowledge about natural decision biases such as 
overconfidence, we first encourage project managers to design PV projects 
and business models either with established premium brands or brands that 
are known for different (positive) reasons. Chinese manufacturer Yingli, for 
example, used the last World Soccer Cup to introduce its brand to a global 
audience, which might be a strategy to gain trust by diverse project stakehold-
ers. Even if initial costs for branded projects are higher, the price premium 
for brands serves as an investment that will positively influence lenders’ will-
ingness to allow credits. Second, we find that debt investors should reevaluate 
their decision-making process: They should investigate whether it is biased, 
and whether inferior projects are possibly accepted just because of proposals 
that integrate brands. Third, we encourage technology managers, especially 
those of premium brand technology companies, to promote our findings as 
important selling arguments for premium brand PV components.

Regarding the bottleneck for the diffusion of photovoltaic technolo-
gies, researchers and practitioners might take our exploratory study as a 
starting point for further investigations. However, such research always 
has to cope with some limitations.

We designed our study according to the results of expert consultations 
and pretests. Moreover, participants had the opportunity to comment on 
the experiment. The feedback supported the appropriateness of our experi-
mental setting. Nevertheless, we find the main limitation of our work in the 
experimental setup of the conjoint method. Experiments reduce real-world 
complexities to guarantee consistent results, which automatically leads to 
the exclusion of interesting aspects such as the question of whether the debt 
for brands effect is unique for photovoltaic. We are not able to conclude 
from our study whether it is unique for PV or not, but this or similar effects 
might be found in any technology-focused industry. Brand-oriented mar-
keting, as well as behavioral finance, deal with these issues. Further research 
could analyze the brand effect for other renewable energy technologies 
such as wind or solar thermal energy.

Moreover, regarding the strength of the brand effect, further questions 
arise. One might interpret our findings in a way that lenders are sophis-
ticated enough to not only rely on quantitative measures like DSCR and 
thus refer to qualitative signals. We assume that the degree to which they 
rely on brands depends on the perceived overall risk of a project. In our 
experiment, this overall risk might have been small because of the exclu-
sion of political risk and the application of potentially noncritical DSCR 
scores, which might have lead to an increased reliance on brand. That is, 
we need to pay attention to the other attributes of the experiment, too, 
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to interpret the debt-for-brands effect in concert with the other features 
and to avoid an underestimation of factors such as DSCR and equity 
ratio. Follow-up research should test the reported bias to ensure that no 
other effects artificially reinforce the debt-for-brands effect; for instance, 
we encourage further investigations to test different DSCR scales and to 
include real brands.

Aware of these limitations, we would like to offer recommendations 
for future research. First, our experiment can be a first step toward under-
standing lenders’ preferences for renewable energy projects and business 
models. Future research may build on that and may consider further deter-
minants of decision-making and thus extend our understanding of how 
banks involve themselves in project financing. Second, drawing compari-
sons between debt capital providers’ preferences from different cultural 
and policy backgrounds is of interest, as understanding such determinants 
could be decisive in contexts of global project financing. Third, we encour-
age research to conduct an ex-post analysis to investigate how premium 
brand business models perform, compared to those that apply low-cost 
technology. Finally, comparisons of whether and how preferences of proj-
ect financiers and project developers differ would be of interest (e.g., in a 
gap analysis). Identifying ways of bridging differences in preferences and 
therefore facilitating renewable energy project financing could possibly be 
based on such insights. Consequently, further research on project financing 
and debt capital provision could significantly contribute to the diffusion of 
renewable energy.

Notes

 1. http://www.umweltbank.de; http://www.gls.de; http://www.windwaerts.de; www.sunener-
gy-gmbh.de

 2. Interviews were done with: Mr. Oliver Thominsky, Director of Finance and Administration, 
and Mr. Günther Störmer, Head of Corporate Strategy, both SunEnergy Europe GmbH, 
Hamburg, Germany; also with Ms. Tanja Finke, Head of Project Financing, Windwärts 
Energie GmbH, Hanover, Germany. We conducted interviews in December 2009 and January 
2010.

 3. pvresources.com lists the 1,000 largest installations, ranging from 2 to 97 MWp capacity (as of 
August 2011). 

 4. EEG 2009 Section 32 (1) defines the tariff as follows: (1) the tariff paid for electricity from 
installations generating electricity from solar radiation shall amount to 31.94 Euro cents per 
kilowatt-hour. (Note: All tariffs are subject to the digression rules of section 20. The tariffs 
mentioned are only valid for installations put into operation in 2009.)

 5. EEG 2009 Section 33 (1) structures the tariff as follows: (1) 43.01 Euro cents per kilowatt-hour 
for a total output of 30 kilowatts; (2) 40.91 cents per kilowatt-hour for a total output of 100 
kilowatts; (3) 39.58 cents per kilowatt-hour for a total output of 1 megawatt; and (4) 33.0 cents 
per kilowatt-hour for output over 1 megawatt.

 6. Further coverage ratios are: Loan Life Cover Ratio (LLCR), in which the focus is on debt 
service during the life of the loan, and Project Life Cover Ratio (PLCR), which asks for cash 
f lows during the project’s whole lifetime (Grosse, 1990; Böttcher, 2009).

 7. Nevertheless, service providers such as project developers sometimes also invest in projects. 
Their revenue primarily comes from consulting and local project management activities as well 
as their exclusive access to specific resource markets (Schoettl & Lehmann-Ortega, 2011).

http://www.umweltbank.de
http://www.gls.de
http://www.windwaerts.de
http://www.sunener-gy-gmbh.de
http://www.sunener-gy-gmbh.de
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 8. In Germany, medium- and large-scale installations (e.g., solar parks) are often managed by 
such operating companies, for example, Solarpark Straßkirchen GmbH & Co KG, which is the 
operating company behind Germany’s biggest ground-mounted PV facility.

 9. See http://www.sawtoothsoftware.com/conjoint-analysis-software
10. Two aspects were critical to the sample size: f irst, many of the identif ied institutions are con-

nected in some manner with each other (e.g., different branches of Sparkasse, Sparda Bank, 
Landesbausparkasse, Hypo- und Vereinsbank). If one of their branches agreed to participate, 
others generally refused to. Second, due to the many requests institutions received from dif-
ferent f ields, the invitation to our survey was immediately declined, either for reasons of data 
security or just to avoid additional work.

11. Socioeconomic data were reported by 39 interviewees; 4 completed the choice tasks without 
answering our additional questions.
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C H A P T E R  S E V E N

Path Dependence and Creation in 
Venture Capital Investment

Alfred A. Marcus, Shmuel Ellis, Joel Malen, 
Israel Drori , and Itai  Sened

The purpose of this chapter is to describe cleantech venture capital invest-
ment decisions in innovative renewable and energy efficiency start-up 
companies as a process of path dependence and creation. Path dependence 
implies steadiness of investment choice and lack of change, though not nec-
essarily outcomes that are uninformed or suboptimal (Sydow, Schreyögg, 
and Koch, 2009; Wüstenhagen and Teppo, 2006). Path creation implies 
charting a new investment course, based on feedback from external events 
and knowledge of prior venture outcomes (Garud, Kumaraswamy, & 
Karnoe, 2010). The focus of the chapter is the renewable energy (RE) and 
energy efficiency (EE) segments of the nascent cleantech industry. This 
industry is composed of companies that produce products and services 
that reduce energy consumption, waste, or pollution while they also try to 
improve operational performance, productivity, and efficiency. Different 
forms of renewable energy, such as solar power, wind power, and biofuels, 
as well as energy efficiency firms, are considered to be important part 
of this nascent industry. In the first decade of twenty-first century, this 
industry experienced a mini-investment boom (O’Rourke, 2009). The 
aim of this chapter is to determine the extent to which 2003 to 2009 ven-
ture capital investments in solar power, wind power, biofuels, and energy 
efficiency stuck to a path based on the initial conditions that prevailed at 
the start of this period or altered their direction in response to changing 
economic and political circumstances and the number of industry “exits,” 
that is, the number of mergers and acquisitions (M&As) and initial public 
offerings (IPOs).

Rather than one path being common to the three forms of RE (solar, 
wind, and biofuel) and EE, we find that that each segment of the cleantech 
industry was on a slightly different path. Energy efficiency was the most 
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path-dependent. It did not deviate much from its initial path. It was rela-
tively immune to the inf luences associated with path deviation—the price 
of energy, the rate of world economic growth, changes in public policy, 
and exits. These factors affected solar, wind, and biofuels more than they 
affected energy efficiency. Solar power, wind power, and biofuels devi-
ated from their initial paths, with the most extensive deviation evident in 
the case of solar power. We attribute the relative insensitivity of energy 
efficiency to such deviations to its comparative maturity. By comparative 
maturity we mean that the levelized costs of energy efficiency were low 
in comparison to conventional forms of energy generation (Lazard Ltd., 
2009)—that is nuclear, coal, and natural gas. In contrast, the levelized 
costs of solar power, wind power, and biofuels were high in comparison to 
these conventional forms of energy generation. As the most mature alter-
native, energy efficiency was subject to less venture capital investment 
volatility than solar, wind, and biofuels. Of course, energy efficiency 
encompasses a variety of technologies, some of which were more mature 
and some of which were less mature than others, but overall it had a better 
profile than the alternatives during the period under consideration. For 
most applications, solar, wind, and biofuels were not yet competitive with 
nuclear energy, coal, and natural gas, while energy efficiency was com-
petitive. Wind was very close to price parity, but it was still in the process 
of achieving it during the time period under consideration. It was moving 
in this direction, but it was not yet there. Though progress took place and 
forecasts suggested that solar and biofuels could achieve parity sometime 
in the future, during the period of our study, 2003 to 2009, their costs for 
most applications were higher than those of nuclear, coal, and natural gas. 
The cost disparity was especially true in the case of solar power, where 
venture capital (VC) investment advanced rapidly during this period, but 
in a highly uneven manner, one that was more volatile than the cases of 
biofuels and wind power.

These findings contribute to our understanding of the role of venture 
capital in alternative energy development and help clarify the meaning 
of path dependence. This concept still is not well understood (Vergne 
& Durand, 2010). With respect to path dependence, is it initial condi-
tions or the events that follow that have more inf luence? We find that 
energy efficiency, being the least speculative of the alternative energy 
segments we analyzed, was the least subject to path deviation, while solar 
power, the most speculative of these segments, was the most subject to it. 
Though solar’s costs were furthest from parity, as an abundant and ubiq-
uitous energy form that might experience large technological leaps, its 
potential was great. Thus it attracted the most interest from venture capi-
talists, but this interest was variable. Because of the uncertain path ahead, 
investors regularly readjusted their assessment of solar power’s potnetial. 
Among the alternative energy sources we examined, therefore, it was the 
most subject to path deviation based on external inf luence and feedback. 
Wind and biofuels, being more speculative than energy efficiency but 
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less speculative than solar, were in between; that is, they were subject to 
more path deviation than energy efficiency but less path deviation than 
solar. This analysis provides evidence for the point of view that initial 
conditions and events that follow inf luence subsequent path development. 
Initial conditions were dominant in the case of energy efficiency, where 
price parity had been achieved, but in the case of solar power, wind, and 
biofuels, where price parity had not been achieved, subsequent events 
were more inf luential. 

As Sydow, Scheryögg, and Koch (2009) describe it, path dependence 
is a three-stage process by which systems become more rigid, inf lexible, 
and locked in over time. 

In Phase I, their scope of action is broad. They have yet to experience  ●

a critical juncture or a bifurcation where they start to automatically 
reproduce themelves. They are f luid and unfixed and wide open to 
external inf luences. No choice yet has been made that sets off self-
reinforcing processes. 
In Phase II, on the other hand, the dynamics of self-reinforcing pro- ●

cesses start to take hold. A more dominant and irreversible pattern 
gets set in place. Systems are not as likely to go back and change 
direction. Decision processes, however, have not closed entirely. 
They have not yet entirely converged on a fixed point. They are still 
partly open to external inf luences. 
Phase III, in contrast, connotes ever greater tightening, with less  ●

choice possible. Lock-in is greater and there is more complete com-
mitment to a single path and less chance that outside inf luences will 
yield to deviation from the course in which the system is headed. 

Based on our analysis in this chapter, we argue that solar power was in 
Phase I, wind power and biofuels were in Phase II, and energy efficiency 
was in Phase III. With more maturity, and by maturity we mean price 
parity, comes a higher level of lock-in, and with less maturity, a reduced 
level of lock-in. With less maturity, the system remains more f luid and 
open to outside inf luences; the past is less determinative of the future. 
History plays less of a role. Thus, we hold that whether initial conditions 
or subsequent events most inf luence [the direction?] that investment takes 
depends on the degree of an investment’s market maturity—the degree to 
which the investment is competitive with incumbent technologies. 

As Sydow et al. (2009) comment, the notion of lock-in is not neces-
sarily negative and does not automatically imply that a system is sub-
optimal (David, 1985). We would say that given the relative certainty 
that prevails about energy efficiency, investors’ choices to stick to a path 
despite external perturbations was logical, and given the open nature of 
the road that lies ahead for solar power, investors’ f lexibility also was logi-
cal. Their inf lexibility with regard to the one and their f lexibility with 
regard to the other were appropriate. These patterns of exploitation and 
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exploration made sense, given that there were different degrees of matu-
rity among these different types of energy savings and generation (Adner 
& Levinthal, 2004; Farjoun, 2010). 

Our chapter develops these arguments about path dependence and cre-
ation in the cleantech venture capital arena. Starting with a description of 
the cleantech VC investment environment, it moves to a more complete 
model of how initial conditions and subsequent events lead to path depen-
dence. The initial conditions we consider are ideology and culture, capital 
(physical, social, and intellectual/technical), economic conditions, public 
policy, and prior VC experience. The subsequent events we consider are 
prior deals, economic conditions, public policies, and number of exits 
(mergers and acquisitions plus initial public offerings). On this theoretical 
basis, we carry out an exploratory empirical analysis of the experience of 
15 nations with VC cleantech investments from 2003 to 2009 that suggests 
that energy efficiency, the most mature segment in terms of its capacity to 
compete in the market with conventional energy, was the most affected 
by initial conditions. Thus, it was in Phase III of the Sydow et al. (2009) 
categories. Solar power, the least mature and the least capable of compet-
ing with conventional energy, was the least affected by initial conditions. 
As it was the most affected by subsequent events, it was in Phase I of the 
Sydow, et al. (2009) categories (also see Garud et al., 2010). Wind power 
and biofuels, we found, were in the middle; they were partially affected by 
initial conditions and partially affected by subsequent developments.The 
implications of the findings are discussed in our conclusion.

The Cleantech Investment Environment

Venture capital includes seed money for initial research and development, 
start-up money to begin a business, and growth money to sustain a business 
once established (Jeng & Wells, 2000). Across countries, those involved as 
venture capitalists differ, with venture capitalists in the United States taking 
larger stakes in companies than venture capitalists in other countries. Often 
U.S. venture capitalists also are more involved in managing their investments. 
They hold board positions, unlike venture capitalists in other nations, and 
play a bigger role in overseeing the companies in which they invest. Funding 
sources also tend to differ. U.S. venture capitalists obtain more money from 
pension funds, insurance companies, and endowments; venture capitalists 
abroad get more of their funding from banks (Jeng & Wells, 2000). 

Some industries (software, biotechnology, and telecommu-
nications) have received disproportionately larger shares of total ven-
ture capital investing (Brandera & De Bettignies, 2009). Cleantech has 
increasingly gained ground (O’Rourke, 2009). Starting in 2002 with a 
base below 5 percent, it had become the largest segment of U.S. funding 
by 2010, constituting close to 25 percent of U.S. venture capital invest-
ment and surpassing such sectors as biotech (20 percent), software (15 
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percent), and medical devices (12 percent); these data are from Cleantech 
Group, 2010. In 2010, overall global cleantech investment was nearly $8 
billion (Cleantech Group, 2010). After the financial meltdown, cleantech 
made a strong comeback, reaching new heights in terms of the number 
of deals. A high percentage of this investment was made by U.S. venture 
capitalists (about $5 billion), but other countries had significant stakes, 
including the UK ($45 million), Canada ($31 million), and France ($3 
million), according to Cleantech Group, 2010. The leading U.S. state 
was California, with about $3 billion invested in 2010, followed by 
Massachusetts, Texas, Oregon, and Colorado in terms of venture capital 
investments in cleantech.

Cleantech venture capital investments have many segments including 
agriculture, air quality, and the environment, recycling and waste, and 
water, but energy is the dominant segment. By amount invested, the largest 
investment in 2010 was in solar power. Biofuels, wind power, and energy 
efficiency followed. Venture capital investments in cleantech, however, 
constituted a relatively small proportion of all global clean energy transac-
tions ($3 billion of nearly $700 billion in 2009) (Bloomberg New Energy 
Finance, 2010). Established companies and governments far outspent the 
venture capitalists. About a third of their money was spent on large-scale 
energy projects, equipment, and manufacturing.

We focus on the proportion of national venture capitalist investing 
(see Fulghieri & Sevilir, 2005; and Hochberg & Wester, 2010) devoted 
to solar power, biofuels, wind power, and energy efficiency. Taking 
the 15 most active countries, we computed their average annual solar 
power, biofuels, wind power, and energy efficiency portfolios in the years 
2003 to 2009. The 15 most active countries during those years were: 
Australia, Canada, Denmark, Finland, France, Germany, Ireland, Israel, 
Netherlands, Norway, Spain, Sweden, Switzerland, the United Kingdom, 
and the United States. China and India came close, but were excluded 
from our analysis because they only started to seriously invest in about 
2005, and we wanted to cover the entire period for each country. The 
analysis we have done (see Figure 7.1) shows the uneven portfolio paths of 
the different energy portfolios.  

Solar had the most uneven of paths (top line figure with triangular 
boxes), with wind (the line with xes) and biofuels (the line with rectan-
gles) being in the middle; the energy efficiency path (the bottom line with 
diamonds) was the steadiest. Solar power moved from about 20 percent of 
the total portfolio in clean energy investments in 2004 to over 30 percent 
in 2005, advancing again in 2007 to become more than 50 percent of 
the total clean energy investment portfolio in 2008, but losing ground in 
2009, when it fell to about 38 percent of the total. Wind showed a sharp 
decline in 2005, from more than 40 percent of total clean energy invest-
ments in 2004 to 15 percent in 2005, but then it held fairly steady. Biofuels 
advanced in 2005 from about 17 percent of total clean energy investment 
to nearly 30 percent, but declined in 2006 to under 20 percent. Energy 
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efficiency fell below 10 percent of the total and never exceeded 17 per-
cent. As is evident from Figure 7.1, its ups and downs were smaller than 
those of solar power, wind power, and biofuels. 

Initial Conditions and Subsequent Events

We argue that the relatively steady path of the energy efficiency portfolio 
in comparison to the other portfolios was determined by initial conditions. 
The less steady paths of wind power and biofuels were determined by both 
initial conditions and subsequent events, while the least steady path, solar 
power, was determined mainly by subsequent events (see Figure 7.2). Our 
full model of the initial conditions and subsequent events that drove these 
results has a number of elements, which are discussed next (see Figure 7.3).

The initial conditions that affected subsequent path evolution were 
ideology and culture, capital (physical, social, and intellectual/technical), 
economic conditions, public policy, and prior venture capital experience.

Ideology and Culture. New fields like alternative energy and energy effi-
ciency lack full legitimacy. To achieve it, they face normative and cogni-
tive challenges ( Jacobbsson & Bergek, 2004). Unless vigorous steps are 
taken to fill cognitive gaps, they are incompletely defined and are lack-
ing in the necessary definitions to move forward (Santos & Eisenhardt, 
2009). Large-scale social movements often are inf luential in creating 
the momentum they need to move forward (Sine & Lee, 2009). These 
movements propagate cognitive frameworks and norms, inf luence gov-
ernments, consumers, and potential employees, and help solve collective 
action problems that new fields face (Hargrave & Van de Ven, 2006). 
The environmental movement has been a major shaper of wind energy 

Figure 7.1 The uneven paths in the development of solar power, biofuels, wind power, and 
energy efficiency portfolios for 15 countries, 2003 to 2009.

Source: Clean Tech Group data.
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development, with fastest growth occurring in places with both a high 
density of environmental groups and sympathetic political parties (Vasi, 
2009). Businesses of this type tend to cluster in regions where social and 
political values are supportive. The  supportive values affect the availabil-
ity of capital. Cleantech investors migrate to regions that show affinity 
with their cultural tastes (Russo & Earle, 2010; O’Rourke, 2009).

Physical and Social Capital. An abundance of physical assets (such as wind 
or sunlight) may affect the rate at which alternative energy projects are 
done (Russo, 2003). But physical assets by themselves are not sufficient—
other assets must exist. Among the most important  is social capital. It 
consists of supporting organizations. Their number and type can be large 
and the relationships among them can be complicated (Mitchell & Welch, 
2009). Supporting organizations include public agencies, quasi-public and 
public-private ventures, private for-profit and nonprofit organizations, task 
forces, councils, trade offices, technical and business assistance organiza-
tions, business parks, and various types of incubators and university tech-
nology centers involved in activities that range from consumer education 

Segment Price or Grid Parity Initial Conditions Subsequent Events

Energy efficiency surpassed x
Wind power/biofuels achieved x x
Solar power behind x

Figure 7.2 The impact of initial conditions and subsequent events. An x in the box means that 
we interpret that either initial conditions or subsequent events had a significant impact. An empty 
box means that we believe that they did not have a significant impact. Whether initial conditions 
or subsequent events dominate depends on the degree of price parity.
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Figure 7.3 A full model of the factors that affect path dependence.
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to networking, setting standards, certifying products, developing supply 
chains, improving the workforce, and attracting venture capital. Some 
method for organizing the relationships among these organizations and 
guiding their actions may be needed. Informal networks in which tacit 
and explicit knowledge is transferred about what is possible and how the 
future might look is not sufficient ( Jacobsson & Bergek, 2004). Formal 
institutions may be required to establish norms and to guide, direct, and 
govern behavior. Theoretically, the problem these organizations face is a 
collective action problem (Olson, 1965). Because opposition from incum-
bent organizations and technologies must be overcome, spontaneous asso-
ciation without hierarchy is not necessarily sufficient (Axelrod, 1997). 
Given this opposition, institutional weakness can persist for long periods 
of time (Hockerts & Wüstenhagen, 2009; Ostrom, 2000.)

Intellectual and Technical Capital. Economic innovation depends not just 
on ideology, culture, and physical and social capital. It also requires that 
new technology be understood and that commercializers of this tech-
nology be accessible. Venture capitalists carefully assess the risk of this 
technology, but only if it is brought to their attention (Wüstenhagen & 
Teppo, 2006). University technology transfer offices may have to play a 
very important role (Siegel, Waldman, & Link, 2003). It has been found 
that disproportionately large shares of venture capital are likely to migrate 
to regions that that have strong universities and high rates of scientific 
progress (Brandera & De Bettignies, 2009).

Economic Conditions (Including Energy Prices). Macroeconomic f luctua-
tions also have an effect. When the economy picks up, the number of 
funded start-ups should grow. With more start-ups, the demand for ven-
ture capital also will grow ( Jeng & Wells, 2000). Higher energy prices 
also will stimulate venture capital growth in alternative energy and effi-
ciency (O’Rourke, 2009).

Public Policies. Consistent government support in the form of regula-
tory devices, tax incentives, investment credits, public equity, renew-
able energy goals, and standards is needed to lower the perception of risk 
(Burer & Wüstenhagen, 2008). A study of venture capital in 21 coun-
tries found that government policies play an important role (Brandera 
& De Bettignies, 2009). The German Electric Feed-In Law of 1991 was 
very inf luential (Lüthi & Wüstenhagen, 2010). Tax policy also has been 
important. By themselves, government policies, however, may not be suf-
ficient. For government policies to work well, a host of other quasi-public 
and public-private organizations, which intervene between government 
policies and their actual impacts, may be needed (York & Lenox, 2009).

Prior VC Experience. The experience that venture capitalists gain in 
helping client companies find funding, develop personnel, improve gov-
ernance, and bring products to market is often transferred from one realm 
of activity—for example, information technology (IT)—to another, like 
cleantech (Brandera & De Bettignies, 2009). The past performance of the 
IT venture capitalists in backing companies with innovative technologies 
and growth potential like Apple, Intel, Microsoft, and Sun Microsystems 
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helps to create a vibrant venture capital culture in which cleantech invest-
ment activity is hatched. California, in particular, has played this role 
globally ( Jeng & Wells, 2000). It has been the hub of global cleantech 
investment. But it is not just Californian venture capital that migrated 
from IT to cleantech. Similar arguments have been made that the clean-
tech involvement of Israeli venture capital (Fiegenbaum, 2007) also 
derived from prior experience with software and other IT technologies. 
Thus cleantech benefits when venture capitalists with past achievements 
move some of their money from one area to another.

Subsequent events, then, build on these prior conditions. Those of 
import are the succession of prior deals that preceded current deals; chang-
ing economic conditions, including changing energy prices; changes in 
public policies; and successful exits—mergers and acquisitions (M&As) 
and initial public offerings (IPOs ).

Past Deals. Past deal experience continues to be relevant. Venture capi-
talists carefully monitor their existing portfolios in light of the future 
investments they might make, evaluating the marginal costs and benefits 
of adding to or subtracting from their current portfolios (Cumming & 
Johan, 2010). They rely on the knowledge they obtain from managing and 
giving advice to existing clients and in this way their future choices are 
inf luenced by their past deal experience (Lerner, 2002).

Economic Conditions (Including Energy Prices). Venture capitalists also are 
keenly aware of opportunities and threats presented by changes in the 
overall economic climate and in energy prices. These changes affect the 
number of start-ups they choose and their sources of revenue (Cumming 
& Johan, 2010; Jeng & Wells, 2000).

Public Policies. Changes in public policies continue to provide venture 
capitalists with information that they can use to recalibrate their portfolios. 
The perception of consistent policy support for renewables under various 
European feed-in laws has been an investment driver (Wüstenhagen & 
Bilharz, 2006). Government incentives and renewable portfolio standards 
may have had an impact (Haji, 2011). During downturns in the econ-
omy, government policies tend bolster what otherwise might be lackluster 
investing. When policy advocates have pushed governments to put a price 
on carbon emissions, it has captured investors’ interest. Their desire to 
invest in alternative energy and energy efficiency has grown. Until cost 
competitiveness with conventional power (grid parity) is reached, gov-
ernment policy is relevant (Kirkegaard, Hanemann, Weischer, & Miller, 
2010).

Exits. The main risk venture that venture capitalists face is “not getting 
their money back.” Thus, the existence of viable exit mechanisms is criti-
cal to sustaining their investments (Wüstenhagen & Teppo, 2006). Prior 
studies suggest that viable exits are among the strongest drivers of their 
investment choices ( Jeng & Wells, 2000). Venture capitalists learn where 
to invest their money from past exits. Shares of venture capital money 
have been found to be distributed to sectors where the potential for exit is 
the highest (Brandera & De Bettignies, 2009).
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An Exploratory Analysis

Here we do an exploratory analysis of the sensitivity of venture capitalists in 
different countries to subsequent events. We assume the initial conditions 
are in place and examine what takes place when subsequent conditions take 
hold. How do changes in world GDP, energy prices (oil/barrel), the num-
ber of clean energy-related public policies, and exits (mergers and acquisi-
tions plus IPOs) affect the number of solar power, wind power, biofuels, and 
energy effiiciency investments? The period we examine is 2003 to 2009 (see 
figures 7.4 through 7.7).  Figure 7.4 shows that the number of solar power 
deals grew in 2004–2005 and again in 2007–2008. This growth took place 
when oil prices and the number of solar power mergers and acquisitions and 
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Figure 7.4 Growth of solar power and concurrent economic and policy data, 2003–2009. 

Source: Clean Tech Group data.
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initial public offerings (M&As + IPOs) increased. In 2008-2009, the aver-
age number of solar policies per country rose, nonetheless the number of 
deals declined when the world economy and oil prices fell.  

Figure 7.5 shows that a steep 2004–2005 drop-off in the average num-
ber of wind power deals occurred in the same time period as a rise in the 
number of M&As + IPOs. The number of wind M&As+IPOs continued 
to increase from 2007–2009, but the number of wind power deals stayed 
steady. Changes in the number of wind power deals did not closely corre-
spond with changes in the economy (world GDP growth), oil prices (oil/
barrel), or the number of public policies. 

Figure 7.6 shows that the 2004–2005 rise in the average number of 
biofuel deals per country was concurrent with an increase in oil prices 
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(oil/barrel) and an increase in the avearge number of biofuel M&As + 
IPOs per country. The 2006–2007 decline in the average number of deals 
per country coincided with a reduction in the average number of biofu-
els M&As + IPOs per country. Changes in the number of biofuel power 
deals did not closely correspond to changes in the economy (world GDP 
growth), oil prices (oil/barrel), or the number of public policies. 

Figure 7.7 shows that the average number of energy efficiency deals 
per country remained relatively steady throughout this period, seemingly 
impervious to concurrent economic events (world GDP growth) and 
energy prices. The only exception might be a small growth in the portfo-
lio that takes place in 2007–2008, which coincides with an increase in the 
average number of energy efficiency M&As + IPOs  (efficiency M&As + 
IPOs). Again, as in the case of solar, wind, and biofuels, energy efficiency 
saw a steady growth in the average number of public policies. The growth 
of public polices seemed to have a steadying effect in all instances, adding 
to certainty rather than contributing to uncertainty as is often claimed 
(Marcus, 1984).

This exploratory analysis suggests that there was a pattern of lock-in 
in the case of energy efficiency. In the case of wind power and biofuels, 
there was some reaction to external feedback, but solar power was most 
affected by feedback from subsequent events. Energy efficiency was the 
most path-dependent segment and solar power was the least dependent. 
These results are important, as investors are responsible for the level and 
nature of financial resources available to these ventures. What takes place 
in this nascent field involves a sorting process among investors, in which 
learning from changing circumstances can inf luence subsequent choices. 
Initial conditions establish basic patterns that are followed by events that 
shape each segment differently. When economic returns are far off and 
speculative, as in the case of solar, investors are in Phase I of the path-
dependent process (Sydow et al., 2009). This stage is characterized by a 
broad scope of action. Subsequent events may have a substantial inf luence 
on path evolution. Paths are created and re-created in response to external 
stimuli (Garud, et al., 2010). Depending on how investors believe events 
will unfold, they are ready to adjust what they plan to do. Sensitive to 
external cues, they do not exclude the possibility of change, based on 
what they subsequently learn.

On the other hand, initial conditions led to Phase III path dependence 
in energy efficiency. Investors see a steady stream of predictable returns 
ahead. Energy efficiency has achieved parity with conventional ways of 
generating energy. It is stable, locked-in, such that its further evolution 
is not determined by current and future contingencies (Sydow et al., 
2009). Investors have no need to diverge from the path they have cho-
sen based on feedback.When price parity is achieved, as is the case with 
energy efficiency, lock-in is more complete. When it is only moving in 
this direction, as in the instances of wind power and biofuels, then both 
initial conditions and subsequent events are inf luential. The system is not 
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entirely determined by initial conditions. Investors still have reason to 
react to subsequent events (Sydow et al., 2009).

Wind power and biofuels are in Phase II of the path dependence process, 
but their behavior has been different. In the case of wind power, investors 
who obtained feedback from knowledge of successes (the number of exits) 
searched for alternatives to their current investments (March, 1991). They 
tried to find more promising returns in new domains, different from those 
occupied by ventures whose outcomes they now knew to be successful. 
When a specific area receives a large amount of venture capital, promis-
ing opportunities already are taken. The high levels of successful venture 
capital investment in a particular area can deplete the set of unexploited 
opportunities within that domain (Brandera & De Bettignies, 2009). In 
the case of wind, investors searched for new, unexploited opportunities 
outside this domain. The set of investments they considered capable of 
delivering adequate returns broadened. They were looking to expand 
their investment portfolios outside of wind.

In the case of biofuels, investors who obtained feedback from knowl-
edge of successes (the number of exits) imitated each other. They did not 
search for new, unexploited opportunities outside these domains. Instead, 
they clustered around the successes that had been achieved in an effort to 
limit future risk (Offerman & Sonnemans, 1998). Their clustering may 
have something to do with the nature of venture capitalists, especially 
those in the U.S., who play intensive roles in helping to manage the ven-
tures in which they invest, roles that are way beyond those of conven-
tional financial intermediaries (Hellmann & Puri, 2002). These intensive 
management roles may bring about greater domain specific understand-
ing and attachment to the domain than otherwise would be the case.

Summary and Conclusions

Path dependence implies that a dominant action pattern is likely to emerge 
in a system, which renders the whole process more and more irreversible 
(David, 1985). The range of options starts to favor a particular type of 
decision or action pattern, which begins to replicate. In this chapter, we 
suggest that the critical factor that initiates this type of congealing in ven-
ture capital investments in cleantech is price parity. The greater the price 
parity, the more stable a cleantech path appears to be. The less the parity, 
the less stable the path. Price parity brings on a positive feedback loop of 
increasing returns, which reinforces and amplifies stability. Absent price 
parity, exogenous events are likely to inf luence these systems. Stickiness 
of a path is less likely.

Path dependence implies steadiness of investment choice and lack of 
change in response to external feedback, but not necessarily inefficient or 
less-than-optimal outcomes. The lock-in of energy efficiency, as a result of 
its price superiority, is not suboptimal. Nor do all paths quickly congeal. 
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Path dependence predicts, everything else being equal, that initial patterns 
persist into the future and that investors will find it hard to alter their strat-
egies. The past character of investments continues into the future without 
much alteration. In accord with Sydow et al. (2009), our model suggests that 
while paths are set in motion by initial conditions, these patterns are still 
broken and then under some circumstances re-created, based on feedback 
from external circumstances and news about past investment outcomes. The 
continued charting of new courses based on feedback implies that there is 
continuous creation of a path, as well as dependence. There are adjustments 
in strategic choices based on investors’ awareness of changes in economic 
conditions, public policies, and successful rounds of prior VC funding.
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C H A P T E R  E I G H T

High-Tech Cluster Revolution from an 
Organizational Ecology Perspective

Deborah E. de Lange

The green revolution offers a plethora of potential innovation, much of 
which will take place in high-tech clusters. These clusters thus become 
interesting settings for testing and extending theories of organizational 
ecology, a set of theories that explain how selection processes shape popu-
lation level organizational adaptation to environmental variation. This 
theory can be used to explain the adaptation of a new industry to an 
incumbent one. What happens when a new industry encroaches on the 
incumbent industry’s space? To what extent are the new and old industries 
able to survive and coexist? What is the effect of the second-generation 
industry’s movement into a niche incumbents already occupy?

Familiar groups of first-generation high-tech geographical clusters 
are located in Silicon Valley in California and Route 128 in Boston 
(Bresnahan & Gambardella, 2007; Porter, 1998). They have changed in 
an evolutionary manner in recent decades, but the appearance of revo-
lutionary change on the horizon is evident (Gersick, 1991; Tam, 2010; 
Tushman & Anderson, 1986). Green technologies have started to encroach 
upon their spaces (Hockerts & Wüstenhagen, 2010, p. 4). New firms with 
competence-enhancing and -destroying capabilities are entering (Tam, 
2010; Tushman & Anderson, 1986). Can these clusters continue on a path 
of incremental innovation? To what extent must they change direction? 
Can they both exploit their existing advantages and explore for new ones? 
(O’Reilly & Tushman, 2004).

The emphasis in prominent clusters like Silicon Valley and Route 
128 (Saxenian, 1994) is on computer and telecommunications technolo-
gies (ICT); other clusters have had a biotech or manufacturing emphasis 
(Bresnahan & Gambardella, 2007; Nair, Ahlstsrom & Filer, 2007). But 
what happens when these clusters evolve outside of their main domain? 
Can a second-generation industry be successful within an existing cluster 
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dedicated to a different technology? Hockerts and Wüstenhagen (2010) 
view green firms as new entrants into existing incumbent spaces within 
the same industry; they have not examined what happens when new firms 
outside the industry of the incumbents move into the incumbent’s space 
(Hockerts & Wüstenhagen, 2010).

This chapter examines what happens when a new high-tech popula-
tion, unrelated to the first, impinges on an incumbent population. What 
are the interactions between new and existing firms? Having the choice to 
settle elsewhere, what does the new industry gain from coinhabiting the 
space of an existing industry? Indeed, there may be serious disadvantages 
from colocation. The second-generation industry may threaten the first-
generation industry if resources are limited and both are struggling to 
obtain them. Yet we observe that new green technology clusters are often 
arising in the same places as first-generation clusters, either intruding on 
the space of an original group of companies (as in Silicon Valley) or act-
ing in a way that might revive a region with a decaying cluster (Boston). 
Why shouldn’t the second-generation industry locate itself elsewhere, in a 
different region (Arizona, for instance1), rather than settling in the places 
where technologies f lourished in the past (LaMonica, 2009)?

Governments choose regions where industries will be located.2 Japan’s 
Ministry of Economy, Trade, and Industry (METI), for instance, has 
planned and organized IT, biotech, environmental, and manufacturing 
clusters. It is highly involved in facilitating networks among firms and 
universities (Ministry of Economy, Trade, and Industry, 2004). In some 
cases, it has considered co-location, putting a second-generation industry 
where an existing one is (ibid., 2004). In the U.S., cluster choice tends to 
be less dependent on government initiatives, though this does not mean 
that specific locations have not tried to attract clusters through packages 
of favorable subsidies and incentives. What are the advantages and disad-
vantages of co-location? When green technology moves into an existing 
cluster, it does not necessarily replace the existing firms. The existing 
firms may be mature but they may not have entirely lost momentum. 
On the one hand, it may not be in their interest to make room for a new 
set of firms. They will struggle against them. On the other hand, there 
may be complementary benefits. Green companies will not replace com-
puter firms in Silicon Valley; they will coexist: iPods using solar cells, for 
instance. New green devices can capitalize on computer hardware and 
software knowledge in locales like Silicon Valley; for example, sensors to 
monitor and control home consumption of electricity may be the bases for 
the new companies. In this instance, the old and new firms coexist. They 
benefit from colocation.

Are resources sufficient to support first and second-generation compa-
nies? Venture capital investment and specialized employees may migrate 
from first-generation companies to second because they offer better growth 
opportunities (Tam, 2010). Incumbents will fight to retain their share 
of these resources. Through their control of resources and relationships, 
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they can stif le and eliminate the f ledgling competition. However, another 
outcome is possible—the incumbents may develop mutually beneficial 
relationships. Their interactions will lead to a more vibrant cluster. When 
there is competition between first and second-generation firms, the clus-
ter may attract additional resources. Specialized employees may migrate 
to the cluster and bring with them new investment dollars, thus expanding 
the cluster’s resources. The cluster is revitalized. Its survival is enhanced. 
The benefits accrued by new and old firms will dampen the need for them 
to compete.

This chapter explores the phenomenon of a second-generation popula-
tion entering an existing industrial space from the perspective of orga-
nizational ecology (Carroll, 1984; Carroll & Delacroix, 1982; Freeman, 
Carroll, & Hannan, 1983; Hannan & Freeman, 1977, 1984). Green firms 
that enter a region like Silicon Valley are not in different niches of the same 
industry as the existing firms. Thus, it is not easy to partition resources. 
Rather than portioning resources, there is the potential for competition. 
Thus, the generalist-specialist interaction of organizational ecology’s 
resource partitioning theory does not apply here (Carroll & Swaminathan, 
2000). Most studies focus on a single industry (Bresnahan & Gambardella, 
2007; Myint, Vyakarnam & New, 2005; Nair et al., 2007). This chapter 
asks whether firms representing a new industry are more likely to survive 
and experience rapid growth in a new cluster or an established one.

Organizational Ecology

A brief review of organizational ecology theory is in order. This the-
ory describes how selection processes shape adaptation to environmen-
tal variations. Why is there a variety of organizational forms? How have 
they evolved? (Hannan & Freeman, 1989; Carroll, 1984; Amburgey. 
Kelly, & Barnett, 1993; Hannan & Freeman, 1977; Roughgarden, 1979). 
Organization ecology predicts organizational births and deaths and 
changes across time of organizational populations and communities. It 
explains the birth (or founding) and death (or failure) rates of organiza-
tions. The goal is to examine the forces that shape the population struc-
ture over time, to predict the net mortality of organizational forms and 
the change in populations of organizations based on environmental selec-
tion processes. The focus is on natural selection and competition among 
organizational forms and their replacement.

According to organization ecology, each population has a niche. 
These are spaces where a population may out-compete all other pop-
ulations (Hannan & Freeman, 1989). Survival is achieved on the basis 
of fit. Similar to contingency theory (Burns & Stalker, 1961; Chandler, 
1962), organization ecology proposes that variables such as age and size 
affect survival. Another important concept is density dependence. In a 
young population when the density of organizations is low, legitimation 
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is the main evolutionary process; later, when density increases, competi-
tion becomes the main force of selection (Carroll & Swaminathan, 1991; 
Hannan, 1986).

According to organization ecology, organizations are black boxes that 
are limited by structural inertia. Structural inertia ref lects the decreasing 
responsiveness of an organization to environmental forces with increasing 
age (Hannan & Freeman, 1984). More inertia means that it is harder to 
change, but also that structure reproduces itself with high fidelity (Hannan 
& Freeman, 1984). Inertia is generated by internal politics, forces of his-
tory, information constraints, fixed assets, entry and exit barriers, legiti-
macy constraints, and collective rationality (Hannan & Freeman, 1984).

The theory predicts that inertial organizations, those that are reliable 
and accountable, are favored by selection processes (Hannan & Freeman, 
1984). A reliable organization generates collective actions with small vari-
ance in quality (Hannan & Freeman, 1984). It makes internally consistent 
moves based on rules and procedures that reproduce rational resource 
allocations and appropriate actions (Hannan & Freeman, 1984). When 
there is environmental turbulence, the survival of the inertial organiza-
tions is not certain, because traits needed survive in turbulence are not 
the same as those needed to survive in tranquility (Hannan & Freeman, 
1989, p. 90).

New firms, on the other hand, face a liability of newness; their failure 
rates decline with increasing age and size (Hannan & Freeman, 1984). 
Stinchcombe (1965) distinguishes four reasons for the liability of newness. 
First, the firm and its constituents have new roles to play and they make 
mistakes in the beginning. Second, new firms need time to learn their 
roles and must rely on their wits and initiative to do this. Third, those 
involved in new firms are strangers at first and must build trust to work 
together. Lastly, building new external relationships is a challenge since 
existing firms have relationships with customers whose loyalties do not 
switch easily. New firms, on the other hand, must build a customer base 
from scratch (Carroll & Delacroix, 1982; Stinchcombe, 1965).

According to organization ecology, organizations are affected by ran-
dom variation rather than by deliberate actions (Hannan & Freeman, 1977). 
Managers should avoid attempting frequent major reorganizations because 
core change takes the organization’s clock back to zero so that it experi-
ences a renewed liability of newness (Hannan & Freeman, 1984). However, 
interorganizational linkages may buffer firms from failure (Miner, Amburgey, 
& Stearns, 1990). Resource buffering may occur when an organization 
has a linkage with other organizations that can provide it with access to 
resources such as funding, information, and material goods (Miner et al., 
1990). Institutional buffering is a benefit that is gained through associations 
with other respected or powerful organizations (Miner et al., 1990).

As members of a population, organizations have tendencies to gener-
alize or specialize. A specialist population of organizations “f lourishes 
because it maximizes its exploitation of the environment and accepts the 
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risk of having that environment change” (Hannan & Freeman 1977, p. 
948), whereas a generalist organization, “accepts a lower level of exploita-
tion in return for greater security” (ibid.). Generalists use a wide variety of 
resources and maintain excess capacity that allows them to change to take 
advantage of more readily available resources (Hannan & Freeman, 1977). 
Specialists do not have this slack so they are more efficient and perform 
better in times of stability, but in turbulent times, generalists have higher 
survival rates because they can draw upon excess capacity to help them 
adjust (Cyert & March, 1963; Hannan & Freeman, 1977).

These concepts of generalists and specialists contribute to explaining 
“resource partitioning” that occurs when two trends are happening at 
the same time; while large generalists are consolidating, small specialist 
firms enter the mature industry (Carroll & Swaminathan, 2000). The spe-
cialists target resource spaces outside of the generalists’ interests (Carroll 
& Swaminathan, 2000). These thin resource spaces allow only the exis-
tence of small specialists, but this partitions the resource space, because 
the two types of firms do not compete and instead coexist (Carroll & 
Swaminathan, 2000).

Two Scenarios for Green Clusters

New industries have choices about where to locate, in vibrant existing 
clusters, or in places where they are a first generation, carving out new 
clusters in areas that desire economic development. Let us consider new 
green technology firms—should they start up in an existing industrial 
cluster? Organizational ecology is a lens through which to examine loca-
tion options for new green firms and to analyze potential interactions 
when a new industry locates where incumbents reside. Many factors inf lu-
ence the location decision; these factors have been studied extensively by 
scholars who ask what factors support growth of an industrial cluster or its 
agglomeration in a particular area.

Marshall’s (1920) three explanations for the existence of positive agglom-
eration externalities are local information and knowledge spillovers, local 
supply of nontraded inputs, and a skilled local labor pool (Iammarino & 
McCann, 2006, p. 1021). Added to his list are the “geography of coop-
eration” argument and the social network view (Iammarino & McCann, 
2006; Granovetter, 1973). Organizational ecology explains life, survival 
and death in agglomerations that are the spatial versions of a niche. Firms 
sharing a location share resources and similar environmental conditions. 
According to partitioning theory, specialists seek a different set of custom-
ers in the same geographic area as the generalists; this explains the success 
of specialists in what otherwise appears as generalist territory.

Founders of firms in a new cluster are also inf luenced in their choice 
of location by proximity to their homes; for help and support, they want 
to stay close to family and friends. Also, they are attracted to areas with 
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universities that have special expertise in supporting research (Bramwell 
& Wolfe, 2008). Small firms need specialized employees; they must be in 
a convenient location to gain the attention of venture capitalists and angel 
investors. Moving to an established cluster, though, is expensive because 
rents may be prohibitively high. Living and working conditions may be 
expensive for employees, especially when new firms cannot pay high sala-
ries as they are only launching themselves. Consequently, the benefits of 
moving to an existing cluster are unclear; a new firm in a different indus-
try could be an unnoticed outsider, not able to make useful connections, 
so that the benefits of being in the existing cluster might not be initially 
available to it, yet it would pay the price of the location.

Scenario 1 depicts the start of a cluster (see Figure 8.1). Governments 
around the world often encourage clusters (Eisingerich, Bell, & Tracey, 2010; 
Fromhold-Eisebith & Eisebith, 2005; Iammarino & McCann, 2006). They 
expect them to be engines of economic growth (Porter, 1998). How can the 
government attract founders and firms so as to foster new cluster growth 
and their vitality? A location must display some uniqueness (Knutson, 2009). 
It must overcome the problem of inadequate funding; most regions do not 
have sufficient numbers of wealthy, entrepreneurially minded individuals. A 
risk-taking mentality is also important (Casper, 2007). The ingredients to 
start a cluster are special (Bresnahan & Gambardella, 2007).

Green firms face a liability of newness (Hannan & Freeman, 1984). 
They do not have legitimacy in the early stages and must expend a great 
deal of effort to attract resources. Resources are spread thin. The firms are 
still developing new products; the products might not be ready for manu-
facture. The firms need specialized employees; they may have to encour-
age local universities to create programs to educate people for jobs in their 
f ledgling industry. The firms need funding and people with connections 

Figure 8.1 Two scenarios for green technology clusters. In which case are new firms more likely 
to survive and experience more rapid growth?
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who can raise funds for them. The founders of new firms are stretched 
because they are involved in product development and fund-raising at the 
same time.

In an established cluster, some of these resource constraints may be 
alleviated. There are specialized employees, for instance, with transferable 
skills who can move to the new sector. Experienced investors are used 
to evaluating risky endeavors; they will be amenable to exploring the 
new firms’ business prospects (Tam, 2010). The new firms then will ben-
efit from the funding and management expertise that venture capitalists 
provide. Additionally, universities and local governments with multiple 
connections with cluster firms will be open to considering partnerships 
with new cluster firms as a result of their previous experience (Fromhold-
Eisebith & Eisebith, 2005; Bramwell & Wolfe, 2008). However, there is 
also likely to be competition among the new and old firms for this exist-
ing pool of resources. They can compete over customers if the new firms 
develop substitute products. The incumbent firms have advantageous con-
nections, which they may use to block the newcomers. So, while existing 
resources and institutional supports enhance the survival of new firms 
and reduce the liability of newness, the competition with old firms places 
them at a higher risk of failure.

The density dependence principle from population ecology predicts 
that the new firms will find less competition in a new cluster that is pro-
tective of their growth (Carroll & Swaminathan, 1991). The new firms are 
highly differentiated and have highly specialized workers (Iammarino & 
McCann, 2006). They encompass a wide range of possible products and 
services; in the green space they are likely to represent everything from 
home electricity monitoring equipment, to electric cars, to wind and 
tidal alternative energy production equipment, to solar powered high-
tech equipment, to high-tech equipment that is recyclable, and the list 
continues. As these firms expand, they need additional workers and more 
funding, but they are unique enough and so preoccupied with their own 
development that they are not likely competing directly with other local 
f ledgling firms, who are also engaged in a struggle for survival. Fatalities 
occur at this stage mainly because these start-up firms do not create 
enough value to attract customers and investors, not because another firm 
in the cluster does the same thing better. The new firms have unsure 
futures and therefore, they are not attractive enough to copy. Imitators are 
not common at this stage because success is too distant and uncertain.

With resource partitioning, specialists enter a cluster and use a dif-
ferent set of resources in which generalists are not interested (Carroll & 
Swaminithan, 2000). Generalists compete with each other as they con-
solidate, which leaves an opening for specialists; thus, resources are par-
titioned and the two types of firms coexist without being in vigorous 
competition (Carroll & Swaminithan, 2000). Similarly, second-genera-
tion population growth in a cluster may not directly threaten the existing 
first-generation firms’ sales or markets if the industries are very different 
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(see Figure 8.2). In this instance, the second-generation firms are not in 
the same industry. However, in factor markets, the two generations rely 
on an overlapping set of resources; they are not in competition for use of 
all of the same resources, though. The new entrants are attracted to the 
cluster, not because of the free space for them, but for other benefits.

Although the first-generation firms are more reliable because of a proven 
track record, it is likely that these firms are in a mature stage and are less 
interesting to investors because of lower growth opportunities. Investors 
are interested in the risky second generation because of the large potential 
gains, however far off; therefore, funding resources start to move to new 
firms, along with some employees. As a result, some first-generation firms 
will fail, but others will survive, possibly because they did not need the 
excess slack that went to the new firms. Also, the incumbents may benefit 
from linkages with new firms that help to revitalize them. These linkages 
also help the new firms. In resource partitioning, the specialists and gen-
eralists of the same industry do not affect each other as long as they stay in 
their respective domains. First- and second-generation cluster firms, on 
the other hand, compete and cooperate.

It is useful to understand under what circumstances a new industry 
may choose to locate in an existing cluster. Benefits for a second genera-
tion of firms in an existing cluster will depend upon reactions to the new 
generation by existing firms, customers, potential employees, and inves-
tors. I will analyze the interactions between first- and second-generation 
populations, categorizing their relationships as substitutes, complements, 
or unrelated; and as either competing, cooperating, or not interacting. 
These combinations generate six possibilities (see Figure 8.3).

Figure 8.2 Organizational ecology concepts and niche conditions. 
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In this analysis, the situation where new firms bring to the existing 
cluster additional funding and high-tech employees is not specifically 
considered because the amounts and types of resources and therefore the 
impact of the new resources can vary widely. This analysis considers exist-
ing resources in the niche of the original firms. In general, if the new 
firms bring resources with them, this will benefit them and will possibly 
benefit the entire cluster region, but more specific information about the 
resources is required to predict particular impacts.

The “double liability” of newness and competition, proposed and 
explained below, will be reduced for new firms in factor markets, but not 
necessarily in local sales markets. Overall, this reduction will improve 
their likelihood of survival. The generations may cooperate, compete, or 
have no interaction in sales markets since offerings may be complements, 
substitutes, or completely different products. The horizontal axis of the 
Figure 8.3 demarcates these competing and cooperative interactions. In 
the factor markets of land, labor, and capital, most new high-tech offer-
ings, even if they are completely different, are able to draw upon some of 
the same niche resources the previous generation uses. This idea is repre-
sented in the matrix by the vertical axis with the two options of cooperate 

Figure 8.3 First-generation (old) and second-generation (new) industry interactions.
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and compete. All firms, old and new, in any high-technology industry, can 
use capital, skilled employees, and help from universities, but use them 
to differing degrees. Older firms may not be as needy as newer ones for 
external capital, having generated organic success that new firms do not 
yet have. Also, specialized employees are transferable to some degree; cer-
tainly, their computer skills are useful and they tend to be technologically 
adaptable, but further specialization for developing new technologies may 
take some additional investment in them.

When both generations compete in sales and factor markets because 
their products are substitutes in sales markets, as in the upper left-hand 
box of Figure 8.3, factor market resources are distributed among the new 
and old firms. Because there is no sharing of resources or coordination, 
resources are not used as efficiently as possible. They are more thinly 
distributed compared to when they were used only by a smaller group 
of incumbent firms. Venture capital is interested in the greater growth 
opportunities that new firms offer; older firms appear less interesting and 
therefore they now attract less capital. However, they may not need the 
external capital as much. In fact, capital may be attracted to the region 
because of the new industry; this contributes to the revitalization of the 
entire cluster since there are positive spillovers for all types of businesses 
in the area as a result of the additional local investment and spending. 
Also, local high-tech workers may move to join the new firms; they may 
be of limited usefulness at first, as they require a learning curve. Local 
universities may supply well-prepared graduates for the new firms, if they 
educate them in accordance with the new technologies; also, research 
may move toward and support the new technologies because they are 
interesting to scientists. Incumbent high-tech firms may not receive the 
same attention and could lose out over the longer term in factor market 
competition.

In sales markets, the competition is challenging for new firms, because it 
comes on top of the liability of newness. New firms lack the resources that 
first-generation firms have for marketing and distribution. Also, incumbents 
have established customer, distributor, and other relationships and they may 
be able to use these to block new firms’ activities. Thus, new firms face a 
double liability, one that decreases because of supportive factor markets and 
one that increases because of vigorous competition in sales markets. This 
may result in early failures of new firms such that the incumbents appear to 
win out over them; however, in the long term, without the first-generation 
firms, incumbent firms are not as motivated to innovate and changed factor 
conditions do not occur that would revitalize incumbent firms; for example, 
high-tech employees, having learned at new firms, may be enticed to work 
at larger, more stable old firms. They could breathe life, if allowed to, into 
the older firms, but this does not happen, because the new firms and their 
technologies are unable to survive. Also, without the survival of second 
generation firms, the first generation does not have the opportunity to build 
revitalizing alliances with them.
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In the lower left hand box of Figure 3, the main difference with the 
previous discussion is that new and incumbent substitute industries coop-
erate in factor markets while still competing in sales markets. Improved, 
more efficient and coordinated use of factors helps more new firms survive, 
reducing the liability of newness to a greater extent. Also, incumbents are 
revitalized. For example, incumbents may engage in coopetition, allying to 
some extent with new firms, and providing capital and management exper-
tise to them with expectations of a return. However, the sales competition 
still exists.

In the bottom middle box of Figure 8.3, conditions in the cluster are 
optimized when new and old industries are complements; they cooper-
ate in both factor and sales markets. As complementary industries, they 
are not direct competitors, and the existence of each enhances sales for 
both. Thus, they form alliances, sharing factors of production, research, 
marketing and sales channels. For example, complementary offerings may 
be bundled or one may be part of each other. A solar cell may be incorpo-
rated into many types of electronic devices, for example. Consequently, 
the new industry blossoms because the liability of newness is reduced 
and competition is lessened. Incumbent firms’ sales increase and they are 
encouraged to improve to meet the demands of the new complementary 
technologies. Employees are transferable among firms, and venture capital 
and universities are interested in both industries since they are comple-
mentary; when one grows and changes, so does the other.

In the upper middle box of Figure 8.3, a lesser win-win scenario is 
predicted because although the complementary industries are cooperat-
ing in the sales market, they are rivals in factor markets. The liability of 
newness is not as reduced when companies expend limited resources on 
competing in factor markets; incumbents try to block or do not cooperate 
with new firms. Though the new industry creates valuable new comple-
mentary products, it is not operating at the highest possible level. Similar 
benefits are also derived by incumbents as before, but not optimally, since 
they are expending resources on blocking new firms that are helpful by 
their very existence.

In the two right-hand side boxes of Figure 8.3, firms do not cooperate or 
compete in sales markets. If they are complements, their products are both 
chosen by consumers jointly, but the firms do nothing to promote each 
other. Alternatively, the new industry may be almost completely unrelated 
to the incumbent industry. For example, the incumbent is biotech and the 
new industry is wind power. They do not interact in the sales market, but in 
factor markets they will interact because venture capital, high-tech workers, 
and university research can adapt, although there are learning curves. If they 
compete in factor markets, as in the upper right-hand box of Figure 8.3, it is 
predicted that the new industry will win overall because factors are attracted 
by the new technologies and growth potential associated with them. For 
example, the biotech cluster in Cambridge, Massachuestts, has decayed and 
the state government is encouraging green cluster development to revitalize 
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the area. The original decayed industry, attempting to compete for factors 
of production, already has lost and will continue to lose. Since established 
resources exist for the new industry in the cluster, the liability of newness is 
reduced. There is also no competition in the sales market. The new industry 
will win and the incumbent industry will lose.

On the other hand, if the two unrelated industries cooperate in factors 
of production (see the lower right-hand box in Figure 8.3), both could 
win, but to a lesser extent than in the scenario when their offerings are 
complementary (lower middle box). For example, incumbents invest in 
the new industry and provide management expertise which provides a 
return to incumbents.

Overall, this systematic analysis of potential interactions in the cluster 
offers a decision-making framework for a new generation considering its 
options. For example, if a second generation can predict that its offerings 
are going to directly compete with those of incumbents, it may think twice 
about locating in that particular cluster. However, the other situations in 
Figure 8.3, aside from the directly competitive ones, suggest that locat-
ing in a cluster for a second generation can be beneficial and may even 
revitalize the first generation when it is cooperative. Thus, a new genera-
tion may consider a different cluster if the one under consideration is too 
competitive. It can decrease its liability of newness in another existing clus-
ter without facing high competitive threats. However, if alternative cluster 
options are limited, the new industry may prefer to set up its own new 
cluster, which would take a lot of development. The liability of newness 
would be high; this situation would match the theoretical case of density 
dependence and the realistic conditions that many existing clusters grew 
under originally. In a new cluster, competition would be nonexistent in the 
early stages; this situation would provide a higher likelihood of survival for 
a new industry, compared to an existing cluster offering a highly competi-
tive environment.

Industrial clusters are often motivated and planned by governments, 
as mentioned, and the previous discussion assumes the location choice to 
be that of the new generation. However, government planning could be 
helpful and supportive while limiting in this location choice. Some gov-
ernments, like that of the Japan, have decided already where industries 
will locate. Government has motivations such as economic development 
for encouraging cluster growth; this could mean directing firms to locate 
in regions that have little to offer. Although a new cluster is potentially 
beneficial to a poorer region, business conditions may hamper new firms 
and they may be much better off locating elsewhere—in existing clusters, 
for example. Although a government is likely interested in seeing and sup-
porting the success of new industries, this involvement could become too 
dictatorial and could unintentionally prove to create negative conditions 
for innovation; we have yet to see it, but governments getting too much 
involved in business could be problematic. This latter statement represents 
interesting future research.
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Conclusions

This chapter examined how industries are changing at a macro popula-
tion level in the most promising hotbeds for revolutionary technological 
change—industrial clusters. This type of change will likely repeat itself in 
the future, only next time it will be much improved for research studies 
that this study prompts. The view in this chapter is that, on balance, a new 
industry in an old cluster is benefited by incubation more so than hurt 
by competition. Also, a revitalized first generation thrives; both popula-
tions coexist, better for the initial struggle. An existing cluster that does 
not invite challenging new entrants may experience a downward spiral 
of decay, leaving the community around it in trouble; Cambridge’s bio-
tech sector has experienced this. However, if economic development of 
an otherwise needy area is the desired goal, then starting a new cluster 
may be advised. This is not the best scenario for the industry population 
though; policymakers may understand and heed this tradeoff through this 
chapter’s research.

Additionally, this chapter has theoretically developed an organizational 
ecology foundation for a new theory of the first- and second-generation 
industry interaction. This theory predicts that a first generation will be 
diminished when a second generation arrives. However, incumbent sur-
vivors will be revitalized through cooperative behavior in factor and sales 
markets with the second generation. The second generation will face differ-
ent levels of struggle with incumbents in factor and sales markets, depend-
ing on whether their products and/or services are substitutes, complements, 
or unrelated; the greatest threats to survival exist when they are direct sub-
stitutes. However, these new direct substitutes may be much more valuable 
innovative offerings than existing ones; thus, in the long run, the cluster 
decays if the superior new firms are not allowed to overtake weak incum-
bents. For second-generation firms that are complementary, the cluster 
incumbents could actually provide a boost. Thus, the choice to locate in an 
existing cluster rather than starting anew is unequivocally preferred in the 
case of complements. In general, it is better for the geographical cluster if a 
second generation arrives, survives, and transforms it.

Empirical work has to be done now to support the theory. Research may 
examine specific interorganizational relationships, such as those between 
new firms and universities, think tanks, and incumbent firms. In the alli-
ance literature, interfirm relationships often fail (Li & Guisinger 1991; Park 
& Ungson, 2001), yet in this context of first–second generation industries, 
alliances are beneficial; research evidence demonstrates that alliances sup-
port cluster growth (Casper, 2007; Eisingerich et al., 2010). Also, future 
research may investigate the benefits of government linkages, like the 
work of Japan’s Ministry of Economy, Trade and Industry (Casper, 2007). 
Fromhold-Eisebith & Eisebith (2005) have investigated institutionalized 
support. Research may also consider when too much government involve-
ment in new industries has negative effects. Complex relationships among 
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firms, the scientific community, and government agencies in industrial clus-
ters seem to be beneficial.Although future research can investigate these 
existing relationships, new developments such as when a new green gen-
eration arrives are intriguing and important to consider also. Answering the 
question, “How do industrial clusters change and grow?” will be no less 
important in the future than it is now as we face the impacts of accelerating 
climate change.

Notes

 1. ETIC is an Environmental Technology Industry Cluster growing in Arizona, USA (http://
www.az-etic.com/index.cfm), accessed January, 30, 2010.

 2. See the Industrial Cluster Project website (http://www.az-etic.com/index.cfm), accessed 
January, 30, 2010. 
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C H A P T E R  N I N E

Shecopreneuring: Stitching Global Ecosystems in 
the Ethical Fashion Industry

Kim Poldner, Oana Branzei , and 
Chris  Steyaert

This chapter extends the literature on socially and ecologically minded 
entrepreneurship (Nicholls 2008, p. xix)—to ask how individuals can (re)
imagine and realize more sustainable global ecosystems. Human action 
can create landscapes that are “at least as rich and as stable, occasionally as 
beautiful as those shaped by nature” (Lyle, 1999; Campbell, 2006). Taking 
responsibility for the environment begins with individual transforma-
tion and practices (Ruether, 1992). As individuals grow, experiment, 
and change (Bronfenbrenner, 1979; Pardeck, 1988), they may influence 
their own ecosystem (Paolucci, Hall, & Axinn, 1977; Slocombe, 1993) 
and change how others perceive and interact within that ecosystem 
(Lustermann, 1985). Some individuals can develop intricate systems of 
practices to sustain their ecologically embedded livelihoods (Whiteman 
& Cooper, 2000), yet in our increasingly global ecosystems, ecologi-
cal embeddedness risks becoming the exception rather than the rule. 
Irresponsible choices prevail; against their backdrop, responsible practices 
deserve further study.

Traditional fashion has come under harsh scrutiny for its harmful use 
of pesticides to produce cotton, for water waste and chemical pollution 
in leather tanneries, for child labor in the global supply chains, and for 
unfair wages to workers overseas. Protesting against the negative foot-
print of traditional fashion, entrepreneurs with a passion for fashion and 
an ecological conscience began experimenting with more sustainable 
products and production processes. As of 2010, more than 500 ven-
tures have been established since 2005. The emerging industry, known as 
ethical fashion, had been particularly appealing to women: over 90 per-
cent of the ethical fashion entrepreneurs are female fashionistas, fondly 
described as shecopreneurs. Most of these shecopreneurs went into busi-
ness to change the world—often driven by a feminin ethics of care, at 
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times exacerbated by motherhood, which heightened their sense of duty 
to preserve the Earth for their newborn children (Thopte, 2009).

The number of shecopreneurs and their economic impact is still small, 
but their inf luence is being felt globally as growing visibility of ethi-
cal fashion motivates demand for organic fabrics, which in turn drives 
experimentation with different crops, sourcing approaches, and more 
ecologically minded production methods; colocation of production and 
consumption; and direct and fair engagement of local and remote com-
munities (Ferrigno, 2008). 

This chapter examines how shecopreneurs experience and inf luence 
global ecosystems. Ecosystems vary in scope and size. A fair-trade coop-
erative producing alpaca f iber sweaters, for example, brings together 
only a handful of people, who tend the alpaca using very limited local 
resources (for grazing, breeding, and shearing) and simple, often tradi-
tional, artifacts (for processing, dying, and knitting). An ecosystem that 
produces organic cotton outfits, on the other hand, requires a global 
supply chain, including new methods of cultivation (to prevent cross-
contamination), cross-pollination, harvesting, and dedicated manufac-
turing lines.

The literature on ecosystem design has identified three stages: romance, 
precision and generalization. The romance stage is characterized by 
“[A] spirit of boundless anticipation” (Lyle 1999, p. 136). The precision 
stage narrows down a designer’s choice set by focusing on “landscapes 
small enough to be perceived and understood in their entireties” (ibid., 
p. 146). The generalization stage presents the designer with “a task of 
assembly” (ibid., p. 162). In the romance stage, the imaginary comes to the 
foreground, the real fades to the background; the precision stage reverses 
the two dimensions while the generalization stage (re)balances them. This 
chapter focuses on the entrepreneurial micro-practices which enable she-
copreneurs to (re)imagine and (re)build more sustainable ecosystems in the 
ethical fashion industry.

This chapter leverages the notion that tension between the real and 
the imaginary can inspire entrepreneurial action that changes the world 
(Hjorth & Steyaert, 2004; Carlson, 2000, p. 228). Our intended contri-
bution is to explain how changes in individual self-understanding may 
lead to new sets and new meanings of practices, and, vice versa, how 
experimenting with and adopting new practices creates a different self-
understanding and cultivates new relationships to the ecosystem. We focus 
on how individuals reconceptualize ecological and social constraints and 
work with rather than against these constraints to develop and model more 
sustainable practices. Specifically, we are interested in how the duty of care 
permeates and transcends shecopreneurs’ self-understanding to expose 
the unfit underpinnings of global ecosystems in the traditional fashion 
industry and helps them replace such underpinnings with more ecologi-
cally and socially responsible alternatives in the emerging ethical fashion 
industry.
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Social Imaginaries

The interface between the real and the imaginary is not fixed, but rather 
is a dynamic, socially negotiated frontier of collective action, which shifts 
as given groups of society start employing new practices that carry new 
understandings. Taylor (2005, p. 23) describes it as the social imaginary—
“the ways people imagine their social existence, how they fit together with 
others, how things go on between them and their fellows, the expecta-
tions that are normally met, and the deeper normative notions and images 
that underlie these expectations.” A social imaginary is less abstract than 
theory and more accessible to ordinary people through images, stories, 
and legends. Albeit complex, it is inherently functional and “makes pos-
sible common practices and a widely shared sense of legitimacy” (ibid.).

Changes in practices (or the meaning of practices) among a given group 
diffuses across other groups to usher in individual transformations and 
societal transitions. A social imaginary itself changes through individual 
practicing (ibid., p. 29–30). Most changes are gradual, but add up and 
eventually become profoundly inf luential (ibid., p. 43). As people reimag-
ine their social existence, they develop a new kind of self-consciousness 
and redefine the very practices that underpin their way of life.

Such changes require imagination—but cannot be reduced to dreams 
(ibid., p. 183). They inspire individual action, which leads to altered self-
understanding. At first, such self-understandings transform individuals; 
their actions make apparent new sets of practices and give new meanings 
to old ways. As changes in practices diffuse among individuals, a new kind 
of historical consciousness permeates society.

The core premise of social imaginaries is that a handful of protagonists 
who invent, adopt, and set out to enact new realities are sufficient to pro-
totype social change. The entrepreneurship literature concurs that indi-
viduals can and often do transform themselves, their ventures, and their 
community (Rindova, Barry & Ketchen, 2009).

By qualitatively exploring the interface between the real and the imagi-
nary, this chapter deepens our understanding of the connection between 
individual transformation and broader social change. We rely on the prac-
tice-based literature, which suggests that practices change—both in their 
content and their meaning (Sonenshein, 2010). We also make use of the 
resource-based view literature’s related argument that incremental changes 
in daily routines can add up and can provoke radical change (Plowman, 
Baker, Beck, Kulkarni, Thomas, & Villareal, 2007). Finally, we draw 
from the entrepreneurship literature that emphasizes the mundaneness 
underpinning entrepreneuring (Steyaert, 2004, p. 19; Steyaert, 2007), 
especially in the case of socially marginalized actors (Calás, Smircich, & 
Bourne, 2009). The intersection of these three literatures enriches our 
understanding of varied yet compatible understandings of real practices.

Feminist perspectives draw attention to the coexistence of the real and 
the imaginary in everyday entrepreneuring practices. A feminist lens on 
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entrepreneuring (Calás et al., 2009) suggests that gender destabilizes inter-
pretative categories and encourages a plurality of meaning. More broadly, 
in her review of French feminism, Lattas (1991) emphasizes the transition 
from the first generation of feminists’ desire to be the same as men to the 
second generation’s striving for difference. French feminists celebrate the 
f luidity between the imaginary and the real as uniquely feminine and 
feminizing. They underscore that one is not born, but rather becomes 
a woman, through processes of reimagining and realizing womanhood 
(Lattas, 1991, p. 102). Cixous (1976), in particular, calls for a female imag-
inary, which would celebrate new feminine symbols (nonlinearity, mul-
tisensorial perception, and sexual difference). More broadly, the emphasis 
on voice emphasizes women’s roles in the figurative realm of images, 
subjectivity, and emotion. Yet little work has so far explored the processes 
of entrepreneurial becoming in general; accounts of gendered practices 
of entrepreneurial becoming are even scarcer. This chapter explores how 
such gendered practices of entrepreneurial becoming might help sheco-
preneurs change the world.

Methods

We rely on multisensorial, multisource ethnographies of three shecopre-
neurs who started in London, Toronto, and Vancouver roughly at the 
same time. Because all three have achieved a high degree of local and 
international recognition in high-fashion fairs and reviews, we were able 
to develop rich narrative and visual accounts, which helped us to tri-
angulate accounts from multiple sources for each collection, as well as 
observe the evolution of their collections over time. We collected data 
both prospectively (designs, materials, and news about forthcoming col-
lections) and retrospectively (interviews, observations, and reactions after 
their launch). To preserve the confidentiality of their accounts, we refer to 
the three shecopreneurs by their start-up location (London, Toronto, and 
Vancouver). We have omitted specific details that would easily give away 
their identity, used archival details sparingly in our narrative, and have 
shared our manuscript drafts with the protagonists to guard against expos-
ing or creating unintended vulnerabilities—still, anonymity remains a 
challenge, given the uniqueness of their collections.

London is a young, independent fashion designer. Design comes first, 
but the idea of contributing to a healthier planet through using ecofabrics, 
minimizing waste, and recycling adds value to her designs. London is also 
a keen student of ecosystems, which inspire her designs with biomimicry. 
Her initial inspiration came from a West African organic cotton farmer 
who was invited to speak at a sustainability event at her school. Soon after, 
London launched her first collection in organic cotton. She kept looking 
for sustainable fabrics and discovered that most companies have a green 
range but few exhibit in the preassigned green corner due to their still 
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limited assortment. London nonetheless felt that it was important to buy 
those fabrics. Not everything London makes is 100 percent sustainable, 
but she tries her best. For example, based on the idea of creating as little 
trash as possible, one of London’s first dresses featuring sculptural pock-
ets was designed to be composted after its lifecycle; even the back zipper 
could go in the iron-recycling bin.

Toronto grew up sewing things; design has been her language, her 
way of communicating. Her first collection was not sustainable, but her 
venture is now 100 percent ethical. Toronto gradually tackled first her 
lifestyle, then her venture also, in a green direction. Her choice to use 
only ecofriendly fabrics required some difficult ecosystem tradeoffs, but 
the most important aspect for Toronto is “that experience I like to give 
people, like, the experience of putting something on and it’s not wear-
ing them; it’s enhancing them and making them feel really good and 
confident and sharing my language with them, which is . . .  I consider 
when I’m designing that’s my language. So, that’s me communicating 
with people and allowing them to communicate in their language with 
some of the tools that I’m giving them to do that with.” 

Vancouver grew up in a family that valued healthy nutrition, recycling, 
and treating others in a respectful way. She sought out world-class men-
tors, who inf luenced her journey of becoming a designer and a business-
woman without straying from her own values. Vancouver is passionate 
about community building—locally, among ecofashion designers.

For each shecopreneur, we developed a rich narrative that supple-
mented their own stories (first-hand interviews, press interviews, blogs, 
and ref lections) with our own notes, observations, and understandings. 
We contextualized these narratives, because narratives are social prac-
tices that ref lect and constitute their own context (Ewick & Silbey, 1995, 
p. 211). We went back and forth through archival accounts, photos, fash-
ion collections, and video footage to identify key actors, resources, and 
artifacts and to understand how these came together as the protagonists 
(re)claimed different ecosystems. The multisensorial nature of the data is 
hard to describe in words at times, but is possible to convey textually.

The first and second author jointly developed and independently coded 
the narratives for our three protagonists. The first author was also an 
industry insider; her own experience as a shecopreneur offered a rich 
understanding of the industry and personal connections with the three 
protagonists. The second and third authors were industry outsiders; the 
second author worked closely with the data (but not directly with the 
protagonists), while the third author maintained a distance from both the 
data and the protagonists throughout the analyses. All three authors were 
sensitive to gendered and gendering practices and mindful to preserve the 
voices, nuances, and meanings intended by our protagonists in our text. 
Our intent, however, was not to describe (and certainly not to evaluate) 
their unique journeys, but rather to develop a conceptual framework that 
can shed new light to the broader research question of how the practices 
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of shecopreneurs enable the interplay between the real and the imaginary 
to (re)claim responsibility for global ecosystems.

Findings

As feminist theories of entrepreneuring suggest, shecopreneurs recon-
struct their femininity by offsetting the real and the imaginary. We also 
expected the duty of care to factor prominently in shecopreneurs’ jour-
neys of entrepreneurial becoming, in part because the duty to care is 
considered a key part of women’s becoming (Lattas, 1991). We adopted 
an inclusive definition of the duty to care, which included looking after 
and nurturing others as well as a sense of stewardship towards the envi-
ronment, towards resources and towards nonhuman actors. Looking after 
the ecosystem is neither exclusively nor necessarily the duty of women 
(Whiteman & Cooper, 2000), but the earth and the environment have 
been traditionally conceptualized as feminine energy, acutely perceived 
and often defended by women (Gnanadason, 2005).

Our three protagonists honed their duty of care in specific directions. 
London’s passion for biomimicry grew out of compassion for bees—their 
complex role and vulnerability to colony collapse disorder. Learning to 
think like the bees helped London reimagine herself. She rethought her 
own identity. Vancouver first focused on helping others—mostly other 
women—feel happier. Then, because Vancouver felt strongly about fair 
labor practices, she produced all her clothes ten minutes away from her 
house, with a single exception: “one sweater that was knit instead of cut 
from fabric and made in Peru.” For Toronto, it was all about restoring a 
sense of self and maintaining a sense of community. Later, her designs 
explicitly encouraged self-expression. Her clothes spoke about the things 
customers should care about, like the tar sands or nomadic cultures in the 
tundra threatened by climate change. Toronto’s recent collections were 
inspired by the idea of moving around—being displaced, like the disap-
pearing animals. She “keeps money in [her] community”; although noth-
ing is entirely local anymore, she advocates producing locally in order to 
sustain the community.

To understand how shecopreneurs reclaimed responsibility for global 
ecosystems, we extracted all instances of ecosystem design (actors, resour-
ces, and artifacts); for each ecosystem, we first reordered these instances 
sequentially. This replicated the three-stage pattern previously discussed 
in the ecosystem design literature: romance, precision, and generalization. 
Because we focused on the corresponding sets of practices, we use verbs—
romanticizing, being precise, and generalizing—to emphasize their deliber-
ate and dynamic nature. These three sets are macro-practices, because 
they are not isolated acts but rather recurrent acts, which transcend time 
and space to convey a holistic way of interpreting and inf luencing the 
ecosystem.
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Romanticizing. Our protagonists initially romanticize the ecosystem—
they all become enchanted with nature and disenchanted with our nega-
tive impact on it; they call for new and different ways of living our lives. 
Clothes speak about our good or poor choices; changing how we dress 
calls attention to our place in the world and creates an occasion for restor-
ing nature (London), feeling (Vancouver), and community (Toronto). 
Romanticizing macro-practices recasts the relationship between indi-
vidual and ecosystem in a less confrontational and more integrative way. 
For our protagonists, organic fabrics protect our skin and the Earth; time-
less trends bring out our essence, our individual expression, and also save 
resources. Design gives us strength, protection, and happiness but also 
requires us to take a stance, do the right things.

Being Precise. Each of the three shecopreneurs created unique landscapes 
that ref lected their needs and their means. They gradually evolved these 
ecosystems—either to address additional needs or to take advantage of 
additional means. Precise practices were experimental and somewhat tran-
sient; yet all three shecopreneurs looked for better and different gestalts—
ways to relate to the ecosystems they were experimenting with.

Generalizing. A common macro-practice among our three protagonists 
was the search, find, and assemble of ecosustainable fabrics, which was 
still challenging, although the availability of fabrics had come a long way 
since the early 2000s, when sourcing sustainable fabrics was either pro-
hibitively expensive for small start-ups like theirs or unsustainable due 
to the distance they had to source these fabrics from. Sourcing sustain-
ably remained, however, a double-edged sword. First, shecopreneurs need 
more and more varied and more local and more ethical fabrics. Second, 
everyone needs fewer fabrics that do not meet sustainability criteria.

All three shecopreneurs ref lected on their own becoming. The three 
shecopreneurs spoke about how they felt, how they accomplished their 
work, and their aesthetic motivations and reactions. We first sorted their 
accounts into nine first-order themes; then we regrouped them into 
three second-order themes—affect, effect, and art. Table 9.1 provides def-
initions and examples for the three second-order themes (and the nine 
first-order themes underpinning them). These themes recurred for all 
our three protagonists, across multiple accounts (data available from the 
authors). In Table 9.1. we illustrate each first-order theme with a single 
example.

Affect

Feelings inspired the designs, were sewn into the clothes; they were tried on, 
rearranged, and passed on from shecopreneurs to their customers, through 
three sets of first-order affective practices: awake, attract and attend.

Awake. Shecopreneurs worked to become and remain self-aware; they 
(re)attuned to their own emotions. They paid constant attention to their 
emotions and (re)adjusted course to stay true to their feelings.



Table 9. 1 Micro- and macro-practices of ecosystem design: definitions and illustrations.

Micro-Practices: Toronto Dis(connect) Macro-Practices: Toronto

Examples First-order Themes Second-order 
Themes

Function Categories Examples

“Fashion design has been a compulsion 
since childhood. [...] I am inspired by 
so much, my surroundings, far away 
places, music, architecture, Japanese and 
Scandinavian design, other designers, 
art, nature, people who have a very 
individual style, and the fantastical. 
[...] sometimes it is a friend, sometimes 
it is an idea, or an imagined muse.” 
(Interview with Toronto, April 13, 
2009)

Awake: to 
become self-
aware, attuned 
to one’s own 
emotions.

Affect: 
Expressions 
and 
interpretations 
of one’s duty 
of care by 
fostering 
emotional 
connections.

Reimagining 
the real: 
Rediscovering 
the self (which 
had been lost 
or corrupted or 
distracted by 
unacceptable 
constraints) enables 
shecopreneurs to 
“see anew” the 
obstacles and the 
potential of global 
ecosystems.

“A spirit of boundless 
anticipation. Fragments 
of images of what might 
be light up all around 
us and myriad pathways 
f licker into the haze. It is 
all confusing, challenging, 
stimulating, intriguing, 
daunting, enormously 
exciting. [. . .] this is a time 
for letting impressions 
sink in [. . . ] for questions 
not answers” (Lyle 1999, 
p. 136).

“I have a more limited choice 
of fabrics, so I have to take into 
consideration what is available 
to me to translate into specific 
designs. [ . . . ] They are more 
breathable and many feel so silky 
smooth against the skin, you 
can definitely feel the quality 
difference when you touch 
or wear them (ecofabrics).” 
(Interview with Toronto, April 
22, 2011)

[Toronto] has hammered out some pretty 
serious-looking gear to protect “urban 
nomads against the elements.” The all-
black palette was inspired by black-clad 
anime warriors who stick to themselves 
but somehow manage to get pulled 
into trouble anyways. (Write-up about 
Toronto’s Fall/Winter 2010 Collection, 
March 27, 2010).

Attract: to 
inspire others 
in ways that 
simultaneously 
share and 
reinforce one’s 
inspiration.

“Rather than using color to 
add interest, [Toronto] chose a 
black-on-black theme laced with 
shape and texture. We applaud 
her gutsy decision and think it 
makes a lot of sense to design 
timeless clothes that real people 
will actually put on. After all, it 
isn’t very sustainable to



produce super-trendy garments 
that won’t be worn. And hey, 
black will never go out of style.” 
(Write-up about Toronto’s 
Fall/Winter 2010 Collection, 
February 17, 2010)

“I want my pieces to be unique, but 
something someone can have in their 
wardrobe and pull out at different times 
in their life and it won’t be dated. So 
many designers are continually looking 
to the past, but I want to design for 
today’s woman. She has a lot of things 
to do in a day, and I want her to look 
polished while doing it, but with an 
edge.” (Toronto, 2010).

Attend:  to sense, 
capture, and 
respond to others’ 
emotions.

“By choosing to use organic, 
eco-friendly fabrics, [Toronto] 
wants not only to save the Earth, 
but to benefit her shoppers 
as well: fabrics made from 
bamboo, soy, and lyocell lend 
great comfort to the garments 
as they are soft, breathable and 
excellent in absorbing moisture. 
[ . . .] Moreover, organic and 
ecofibres are all natural and do 
not contain irritating chemicals, 
making them a boon for those 
with sensitive skin.” (Write-up 
about Toronto, April 7, 2010).

Continued



Table 9. 1 Continued

Micro-Practices: Vancouver Dis(connect) Macro-Practices: Vancouver

Examples First-order Themes Second-order 
Themes

Function Categories Examples

“When I f inished school I knew I 
wanted to come home… being one of 
the first eco-designers out of Vancouver, 
we’re really helping pave the way.” 
(Vancouver, 2010).

Anchor: to 
recognize, respect 
and (re)appraise 
one’s economic 
constraints, goals 
and abilities.

Effect: 
Expressions 
and 
interpretations 
of one’s duty 
of care by 
taking 
pragmatic 
steps.

Realizing the 
imaginary: 
One’s economic 
constraints, goals, 
and abilities 
become guideposts 
for redesigning an 
ideal ecosystem 
across all aspects of 
operations.

Precise:
During the precision 
stage, designers “deal 
with landscapes small 
enough to be perceived 
and understood in their 
entireties [and piece 
together] a gestalt resource 
inventory” (Lyle, 1999 p. 
146).

“When local womenswear 
designer [Vancouver] was ready 
to set up a boutique to house her 
[ . . . ] label, there was no better 
place in her mind than Kitsilano, 
a neighbourhood known for 
its free-spirited and laidback 
attitude, devoted to yoga, 
coffee, and above all, ecoliving.” 
( January 21, 2010, Fashion Critic 
Blog about Vancouver)

“The renovations and the things that 
we’ll be doing will all be green [ . . . ] 
Whether it’s the paint that we use or the 
fixtures that we use, it’s just keeping a 
conscious mindset on that.” (Vancouver, 
January 21, 2010, Interview with the 
Straight).

Align: to arrange 
one’s economic 
activities in 
ways that are 
coherent and 
consistent with 
relevant economic 
constraints, goals 
and abilities.

“All of the pieces are made 
locally, and the materials are 
sourced locally when available. 
Naturally, [Vancouver] plans 
on translating this ecofriendly 
mindset to her retail space.” 
( January 21, 2010, Interview 
with the Straight).

“It has to be all done very sustainably 
for the earth as well, which is exciting 
because the more and more you go the 
more and more sustainable you can get.” 
(Vancouver, 2010). 

Amplify: to 
expand one’s 
activities to 
enable the 
refinement and 
implementation of 
future goals and 
abilities.

“Help rebuild communities and 
educate them and give them a 
way to live on their own. [ . . . ] 
really far down the road, but to 
be able to eventually build [ . . . ] 
a co-op.” (Vancouver, 2010)



Table 9. 1 Continued

Micro-Practices: London Dis(connect) Macro-Practices: London

Examples First-order Themes Second-order 
Themes

Function Categories Examples

“The first collection, the spring 
emergence, was really about doing 
something that was, kind of, like, totally 
different to what people were doing 
with sustainable design to that point, 
really putting something new out there 
and seeing how people responded to 
that. And then, the second collection 
was about, [ . . . ] can I actually make a 
really wearable and elegant collection 
that still looks like me? [ . . . ] I think 
it’s important [ . . . ] to know yourself, 
as the designer, what you’re able to do 
at each stage of when you’re doing it.” 
(London, 2009).  

Authenticate:  
to stay true to 
one’s (growing) 
aesthetic 
appreciation 
of ecological 
dimensions as 
one (re)imagines 
products and 
production.

Art:
Expressions 
and 
interpretations 
of one’s duty of 
care by honing 
one’s sense of 
aesthetics.

Juxtaposing the 
real and the 
imaginary: 
One’s aesthetic 
expressions and 
interpretations 
create occasions for 
comparing and (re)
calibrating the real 
and the imaginary. 
Products and 
production 
embody ecological 
dimensions in order 
to both emphasize 
their vulnerability 
to human action 
and inspire more 
responsible human 
action (including 
redesigning the 
artifacts to achieve 
a better balance 
between the real 
and the imaginary). 

Generalize:
“A task of assembly [ . . 
. ] by looking at each of 
the problems and sub-
problems from differing 
points of view, the 
designer develops a kit of 
alternatives that could be 
combined in various ways 
to shape the final plan” 
(Lyle, 1999. p. 162).

“Like, what percentage of 30- to 
35- to 40-year-olds, you know, 
care about ethical fashion or 
want to wear it or buy it or how 
much disposable income those 
people have to spend on fashion 
and how much of them are 
interested in actually, you know, 
ethical and sustainable products? 
[ . . . ] So, if the design’s fantastic 
and then it comes with the added 
value of being sustainable, then 
you’ve got to see that a hundred 
percent of those people could 
be your customer; it’s just about 
how do you reach those people?” 
(London, 2009). 

     Continued



Table 9. 1 Continued

Micro-Practices: London Dis(connect) Macro-Practices: London

Examples First-order Themes Second-order 
Themes

Function Categories Examples

“I take inspiration from nature. I heard 
this word recently that really f its: bio-
mimicry. It has to do with looking at 
the way nature works and questioning 
why it works so well. What I try to 
do is apply the concepts that work in 
nature, and think about them in terms 
of a high-end fashion label.” (Article 
about London’s Autumn/Winter 2009 
collection, August 1, 2009).

Adopt: to (re)
design products 
and production in 
ways that respect 
and replicate 
one’s aesthetic 
appreciation 
of ecological 
dimensions.

“I also used silk Jacquard [ . . . 
] woven in England [ . . . ] for 
more than two hundred years [ . . 
. ] all vertical manufacturing [ . . . 
] all in one building on one f loor. 
[ . . . ] they’re very happy to walk 
you around the mill and you can 
see everything from spinning to 
dying all the silk. [ . . . ]  an hour 
away from London on a train and 
here I am with all these people 
making this amazing fabric.” 
(London, 2009) .

“I wanted to make a connection that 
really inspired people and really informed 
people about the amazing qualities that 
bees have, but in a way that was very, like, 
directional and fashion forward. [ . . .] I 
started to look at the way that bees think. 
[ . . .] bees construct everything using 
hexagons. And, so, I started to construct 
garments using hexagons and also to 
insert [them into] body conscious kind of 
garments as well. [ . . . ], that’s how the 
whole collection evolved from that shape 
and from the idea of [ . . . ] building the 
[collection] the way that bees build their 
colony. ” (London, 2009).

Associate: to 
stimulate more 
ecologically 
mindful patterns 
of consumption 
that ref lect 
one’s aesthetic 
appreciation 
for ecological 
dimensions.

“So, I kind of used hexagons. [ . 
. . ] It’s a fantastic shape because 
they all just slot together. [ . . . 
]  it’s brilliant because you waste 
very little. [ . . . ]  our shapes just 
happened to be so ergonomic as 
well and almost by accident. [ . 
. . ]  We also used this one as a 
bag handle as well as a necklace. 
[ . . . ]. And then, we also had 
made all of our buttons so that 
all our buttons in the collection 
match the outside fabrics. And, 
these were all made in London as 
well.” (London, 2009). 
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Attract. Inspiring others was important to all three protagonists. They 
often shared their inspiration with their customers through education. 
They frequently ref lected on the opportunity for everyone—including 
themselves and society at large—to become more conscious about their 
choices. Toronto “gets essences and feelings from everything [ . . . ] is 
constantly researching all of it and taking it all in. And then it’s com-
ing out of me the way I communicate, which is with the clothing.” She 
echoes Vancouver’s point that evolution is gradual, but also emphasizes 
the need to accelerate this progression.

Attend. Shecopreneurs also sensed, captured, and responded to others’ 
emotions, typically those of their customers. “You can see it in someone’s 
eyes when they have something on it’s, like, that makes them feel the way 
they want to be feeling [ . . . ]. And, that’s a really awesome experience.”

Effect 

Being effective was important to our three shecopreneurs. They all spoke 
about commercial viability and overcoming setbacks and shortages; they 
sought seed money and money for growth and patient funding; they shared 
expansion plans, online and retail, and eventual ambitions for complet-
ing global supply chains that would connect producers of organic textiles 
in developing countries with ethical fashionistas in Europe and North 
America. Across their narratives we identified three sets of first-order 
effective practices: anchor, align, and amplify.

Anchor. Our protagonists constantly (re)appraised changes in economic 
constraints, goals, and abilities. Each had a reference point. Vancouver, 
for example, explained that “we are a little bit in between, like, the eco, 
which is a little bit more casual and a lower price point, and then the fash-
ion, which can handle the higher price point, but doesn’t understand the 
eco. So, we’re somewhere in between.”

Align. Shecopreneurs rearranged their economic activities around rel-
evant economic constraints, goals, and abilities. For example, Toronto—a 
staunch advocate of local sourcing whenever possible—considered work-
ing “with some people in Ethiopia and have them making stuff and 
coming up with a product that will be sellable here because they’re disen-
franchised from their community, which would be great to be able to help 
people and kind of spread the wealth here around a bit more.”

Amplify. Our protagonists also expanded and on occasion shrank their 
activities to keep pace with their economic constraints, goals, and abilities. 
Toronto, for example, constantly weighed “a multitude of a billion things 
that cause me to make a decision, whether it’s conscious or subconscious.”

Art

All three protagonists developed a growing aesthetic appreciation of 
ecological dimensions; as they did, they reimagined their products and 
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production processes. Toronto initially practiced traditional fashion, but 
quickly moved to 100 percent sustainable fabrics. Vancouver evolved her 
aesthetics starting with sustainable fabrics. We identified three sets of first-
order aesthetic practices: authenticate, adopt and associate.

Authenticate. Expressing oneself artistically is quintessential—“when 
you know what you want in your head and you have no restrictions on 
that, it makes it really easy to f low something out,” Toronto explains. All 
our protagonists developed a deep sense of authenticity, which imbues 
their products and production processes—they designed for themselves.

Adopt. Our protagonists redesigned products and production processes 
in ways that respect and replicate their evolving aesthetic appreciation 
of ecological dimensions. Vancouver patterned life—at different stages. 
London adopted the hexagon shape, which she reinterpreted in blue, red, 
and white. Toronto borrowed the darkness of tar sands to signal our vul-
nerability and need for protection.

Associate. Art is a means to a greater end. Through unique aesthetics, 
our protagonists sought to stimulate more ecologically mindful patterns 
of consumption that ref lect their—and their customers’—growing aes-
thetic appreciation for specific ecological dimensions.

Last, we iterated back and forth between the theory, the macro-practices 
of ecosystem design, and the micro-practices of entrepreneurial becom-
ing to understand how shecopreneurs reclaimed responsibility for global 
ecosystems. We observed a strong link between self-transformation and 
ecosystem design. Our framework, shown in Figure 9.1, suggests that by 
reimagining the real and realizing the imaginary, shecopreneurs organi-
cally designed and developed more responsible ecosystems.

All our protagonists identified and actively managed who they were 
becoming as women/ethical designers/entrepreneurs; these micro-practices 

Figure 9.1 Practices of ecosystem design.
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of entrepreneurial becoming shaped their products or production processes. 
Vancouver, for example, was keen to grow her social ecosystem to mills 
abroad, but couldn’t source organic cotton from India because this would 
require a trade-off in her commitment to fair labor practices. Overcoming 
these disconnects sometimes required a leap of faith. The transition from 
their individual becoming to ecosystem design was often deliberate; all three 
shecopreneurs reflected on the transition as it happened. Our protagonists 
often saw these transitions as organic: they grew into the design of ecosys-
tems as a natural extension of their individual becoming. Sometimes this 
link was also recursive: reclaiming more responsibility for local and global 
ecosystems prompted further self-transformation. Recursive links tied the 
imaginary and the real together—either by reimagining the real or by real-
izing the imaginary; nonrecursive links were either imaginary or real, but 
never both.

Vancouver developed her Healing Heart collection during her divorce; 
she had just had a baby, moved out of her home, and was working from 
her parents’ house. Keeping the business running part-time was important 
to her, but she didn’t have a lot of time nor energy for putting together a 
new collection. So she simply revamped some of her best-selling pieces. 
She already looked forward to her next collection, which helped her rei-
magine her next stage of becoming.

Toronto’s Fall 2010 collection was inspired by a movie about the Alberta 
Tar Sands. She deliberately chose fabrics that were “all black and dark: it 
was this organic cotton with beeswax that looked like the tar sands oils. 
The dark shades captured her feeling that “the world’s in this really dark 
place right now.” She imagined herself as a warrior and designed her Fall 
2010 for this imagined warrior.

Implications

Our conceptual framework offers three important insights. First and fore-
most, we propose and show that ecosystems are neither separate nor sepa-
rable from individuals. Ecosystems are constantly reimagined and realized 
through practices. Reconceptualizing them as social imaginaries draws 
attention to the shifting and uneven interface between individuals and 
ecosystems. Humankind’s damaging effects notwithstanding, subgroups 
of individuals, like the three shecopreneurs we study in this chapter, pur-
sue their duty of care to gradually reclaim responsibility. They commit 
and create more sustainable ecosystems.

Second, we suggest that individuals (re)claim responsibility for global 
ecosystems through a gendered and gendering set of practices. Not only 
is the duty of care typically associated with the feminine energy of the 
Earth, but it is exercised through combinations of affect, effect, and art 
that require a broader palette of theories and theorizing that organiza-
tional studies currently afford.
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Third, the individual strides we discuss in this chapter have not yet 
been fully realized. All social change starts small. The notion of social 
imaginaries makes us collectively alert to exemplary practices, like those 
showcased by the three shecopreneurs whose stories helped us articulate 
and illustrate our conceptual framework. The more attention we pay 
to such exemplary practices through engaged research, the quicker and 
broader their impact on society may become.
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P A R T  I I I

Global Supply Chains Matter

In a globalized world, where information is easy to access, supply chain 
management has acquired growing importance as a key driver of com-
panies’ success in many different industries. Consumers and nongovern-
mental organizations (NGOs) are becoming more and more interested 
in the origins of products and the provenance of raw materials, asking 
companies for additional transparency. Managers have started to under-
stand that their environmental and social responsibilities include not only 
the direct impact generated by their own manufacturing activities, but 
also the indirect effects generated upstream and downstream by different 
tier suppliers, retailers, and consumers. To thrive in the green economy, 
companies must transform their business models. This dramatically affects 
the way in which supply chains are designed, managed, and controlled. 
Moreover, this issue also inf luences firm internationalization strategies 
and export decisions. 

Using different theoretical perspectives and methodological approaches, 
the chapters in this section address the topic of how and why sustain-
ability standards are becoming relevant for companies in managing their 
supply chains. One chapter looks at endogenous factors, exploring the 
relationship between firm capabilities and the institutionalization of sup-
ply chain sustainability standards. Another chapter investigates how exog-
enous features related to the supply chain structure inf luence firms to 
engage and adopt specific socially responsible supplier practices. Another 
perspective is taken by the other two chapters of the section, which focus 
on the relationship between internationalization strategies and firm envi-
ronmental performance. Can environmental performance inf luence the 
firm’s export activity? What are the relationships between environmental 
practices, innovation, and the firm’s internationalization processes? These 
chapters provide clues that enhance our understanding of the multidi-
mensional challenges that firms face in the transition towards a more sus-
tainable economy.



C H A P T E R  T E N

Institutionalizing Proactive Sustainability 
Standards in Supply Chains: Which Institutional 

Entrepreneurship Capabilities Matter?

Jörg H. Grimm, Joerg S. Hofstetter, 
Martina Müggler, and Nils J. Peters

External stakeholders have built up sustainability consciousness and 
expectations, putting companies under regular surveillance by nongov-
ernmental organizations (NGOs) and by the media (Doh & Guay, 2006). 
Stakeholders often do not differentiate between a company’s operations 
and its suppliers’ operations; they hold the company responsible for all 
practices involved in the making of the product, including any potential 
sustainability concerns (Rao, 2002). Thus, suppliers not complying with 
the company’s promised values are likely to damage corporate reputation 
or harm customer confidence. Levi’s, Nike, and Mattel are prominent 
examples that show how brands can suffer as a result of using noncompli-
ant suppliers (Wagner, Lutz, & Weitz, 2009). A proactive supply chain sus-
tainability strategy is therefore vital (Handfield, Scroufe, & Walton 2005; 
Rao & Holt, 2005). To implement such a strategy, companies provide 
specific sustainability standards for their supply chains (Bansal & Hunter, 
2003; Luo & Bhattacharya, 2006). These standards, known as proactive 
supply chain sustainability standards (PSCSS) may provide statements to 
comply with legal requirements and may add elements that go beyond the 
law. Having introduced these PSCSS, companies still face the challenge 
of ensuring that their supply chain partners comply. Monitoring supplier 
processes and assessing the quality of procured products is challenging, 
because global supply chains have become more complex (Matten & 
Moon, 2008; Roth, Tsay, Pullman, & Gray, 2008). The large number of 
suppliers, as well as the organizational and geographical distance between 
the company and its direct and indirect suppliers, hinder a company from 
controlling its suppliers’ sustainability practices (Bremer & Udovich, 
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2001). Further problems may arise when suppliers are located in develop-
ing countries, as local legal standards may not conform to the main com-
pany’s requirements (Detomasi, 2007).

Institutional entrepreneurs “create technical and cognitive norms, 
models, scripts and patterns of behavior consistent with their identity and 
interests, and establish them as standard and legitimate to others” (Dejean, 
Gond, & Leca, 2004, p. 743). What role do institutional entrepreneurs 
play in establishing PSCSS (Peters, Hofstetter, & Hoffmann, 2011)? 
They act on institutional fields composed of “diffused practices, tech-
nologies, or rules that have become entrenched” (Lawrence, Hardy, & 
Philips, 2002, p. 282). The institutional field on which companies operate 
includes both direct and indirect supply chain partners (Hargrave & Van 
de Ven, 2006). Companies can create “proto-institutions” that have nor-
mative, mimetic, and coercive dimensions (King & Lenox, 2000; Matten 
& Moon, 2008). Yet, according to Lawrence et al. (2002, p. 283), the 
PSCSS must become more than a proto-institution, it must become a 
“full-f ledged” one that is entrenched and diffused throughout the field. 
Once inherent norms, cognitive schemata, and rules are accepted by the 
field, full institutionalization takes place (Matten & Moon, 2008), which 
is ref lected by the compliant behavior of supply chain partners (Peters, 
2010; Peters, Hofstetter & Hoffmann, 2011). In this chapter, we examine 
the institutional entrepreneur’s (the focal company’s) attempt to achieve 
the compliance of supply chain partners.

Wright, Filatototchev, Hoskisson and Peng (2005, p. 25), as well as 
Hamprecht and Sharma (2006), called for research to investigate the capa-
bilities that enable an institutional entrepreneur to change the existing 
institution or to create a new institution successfully. Following this call, 
Peters, Hofstetter, and Hoffmann (2011) examined which key capabilities 
are specifically needed to develop “voluntary sustainability initiatives” in 
supply chains. Their work mainly covers the first phases of the institutional 
entrepreneur’s endeavor, such as the design phase and the collective action 
plan phase (Hargrave & Van de Ven, 2006). It remains unclear what fur-
ther key capabilities are required in order to institutionalize and maintain 
the PSCSS (cf. Battilana & Leca, 2009). Lawrence (1999, p. 168) explains 
that the success of an institutional entrepreneur is ref lected by an ability 
to ultimately “inf luence legislative or regulatory frameworks, affect cul-
tural norms or values, or establish some structures or processes as “taken-
for-granted”. Consequently, we argue that institutional entrepreneurs are 
only successful in institutionalizing the PSCSS if they can change the 
institutional field, with the optimal end result that supply chain partners 
comply with the PSCSS. This leads us to the question: What capabilities 
do institutional entrepreneurs require to institutionalize “proactive supply 
chain sustainability standards” (PSCSS) effectively, ultimately leading to 
their supply chain partners’ compliance with the PSCSS? 

The resource-based view (RBV) outlines several criteria for key capa-
bilities that contribute to achieving long-term competitive advantages. 
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These capabilities must be valuable, rare, inimitable, and nonsubstitut-
able (Barney, 1991; Peteraf, 1993). The capabilities enable a company “to 
conceive and implement strategies that improve its efficiency and effec-
tiveness” (Barney, 1991, p. 101). The value of a capability is in its effective-
ness in achieving targeted institutional change (George, Chattopadhyay, 
Sitkin, & Barden, 2006). Thus, the higher the value of a capability, the 
greater is its contribution to institutional change (Hargrave & Van de Ven, 
2006). A number of capabilities are described in the literature that enable 
a company to successfully introduce sustainability strategies in supply 
chains. Some examples are: “supply chain environmental management” 
(Rao, 2002; Zhu & Sarkis, 2004), “total quality environmental manage-
ment” (Shrivastava, 1995), “environmental collaboration” (Vachon & 
Klassen, 2008), and “supply chain implementation” (Peters, Hofstetter & 
Hoffmann, 2011). However, these capabilities do not fully correspond 
with the above-described challenge of ensuring supply chain partners’ 
compliance with PSCSS.

Compliance might be achieved by measures such as (1) contracts, (2) 
assessments, (3) supplier development, and (4) monitoring (e.g., Carter & 
Jennings, 2002; Frenkel & Scott, 2002; Rao, 2002; Vachon, 2007). 
However, the “mere” execution of these compliance management activi-
ties and measures appears to produce only limited results (Locke, Qin, & 
Brause, 2007, p. 2). A focal company also requires organizational capabili-
ties (cf. Christmann, 2000) to ensure compliance with its PSCSS. For this 
reason, our case study research sought to identify the capabilities that act 
as enablers of the above-mentioned activities and measures to achieve sup-
ply chain partner compliance.

Case Selection and Analysis

We applied the following criteria: First, we selected cases where there was 
an established proactive supply chain sustainability initiative with imple-
mented PSCSS. Second, we chose companies with average or above-aver-
age supply chain complexity. Further, we looked for cases in which there 
had been institutionalization problems that ultimately were resolved. This 
helped us identify capabilities that lead to success. We selected four cases 
upon which to base our analysis: two cases in the food/retail industry and 
two in the paper industry. We conducted two case studies (Musgrave and 
SKG) by ourselves; the other two (Migros and Axel Springer) were based 
on secondary data from previous projects (Hamprecht, 2006; Peters & 
Schaupp, 2009; Peters, 2010; Peters, Hofstetter, & Hoffmann, 2011). The 
secondary data were complemented by interviews with key persons to 
include missing information with respect to our research question.

We applied a three-step data collection process for construct validity 
(cf. Gibbert, Ruigrok, & Wicki, 2008). First, we collected secondary data 
from each company and its suppliers. Second, we conducted interviews 



Table 10.1 Theme analysis of intraorganizational and interorganizational capabilities needed for compliance to PSCSS

First-Order Themes Second-Order Themes Final Themes*

Ability to clearly formulate sustainability values and visions
Ability to explain sustainability standards and policies towards supply chain partners
Ability to outline expectations towards suppliers
Ability to identify gaps between own and suppliers’understanding concerning sustainability 

factors
Ability to make suppliers understand the purpose of PSCSS and the sustainability standard itself
Ability to understand suppliers’ behavior and practices
Ability to demonstrate relevance of sustainability standards and persuade suppliers to comply with 

them 
Ability to sensitize suppliers to sustainability factors
Ability to communicate findings from auditing activities to suppliers, leading to specific actions 

concerning the development of supplier capabilities
Ability to share information about sustainable practices with suppliers
Ability to take cultural context and local specificities into consideration during interactions

Ability to communicate with supply 
chain partners about corporate 
sustainability
Ability to gain mutual understanding 
Ability to explain relevance of 
corporate sustainability program and 
persuade suppliers
Ability to provide and receive feedback
Ability to adapt communication to 
specific cultural and local needs

Interfirm dialogue 
(Black and Härtel, 
2004, adapted 
from “dialogue” 
subsection)

Ability to recognize sustainability issues regarding direct suppliers
Ability to anticipate sustainability issues in upstream supply chain processes
Ability to map out entire supply chain
Ability to identify root causes of sustainability issues in supply chain
Ability to assess supply base concerning business risk and the impact resulting from sustainability 

issues in the supply chain
Ability to assess sustainability threads in upstream supply chain processes
Ability to preassess critical suppliers or components who might hide noncompliant business 

practices
Ability to prioritize impact of identif ied sustainability issues
Ability to transfer sustainability requirements into supplier selection criteria
Ability to streamline supply chain (reduce supply base and focus on most capable suppliers)
Ability to anticipate potential sustainability issues in supply chain
Ability to develop proactive solutions for foreseen/upcoming sustainability issues

Ability to identify sustainability risks
Ability to assess impact of sustainability 
issues
Ability to prioritize sustainability risks
Ability to mitigate sustainability risks 
through the application of appropriate 
mechanisms and resources

Risk management 
(Foerstl, Reuter, 
Hartmann and 
Blome, 2010, adapted 
from ‘Supplier 
Sustainability Risk 
Management’)



Ability to select best-fitting stakeholders/partners
Ability to select and build up relationships with strategic stakeholders
Ability to maintain frequent dialogue with stakeholders
Ability to continuously exchange experiences and share knowledge with stakeholders (e.g. 

suppliers, NGOs)
Ability to analyze chain-of-custody by including supply chain partners to increase insights
Ability to solve sustainability issues collaboratively with stakeholders
Stakeholders’ trust in company’s competence to approach sustainability factors
Stakeholders’ trust in company’s “sustainability vision”
Ability to provide fair supplier treatment

Ability to build relationships with 
strategic stakeholders
Ability to share tacit knowledge with 
strategic stakeholders
Ability to integrate stakeholders to 
solve sustainability issues
Trust of strategic stakeholders

External stakeholder 
collaboration (Sharma 
and Vredenburg, 
1998, adapted 
from ‘Stakeholder 
Integration’)

Ability to form project teams working on sustainability factors with representatives from various 
affected corporate functions

Ability to exchange experiences on sustainability factors from different functional perspectives
Ability to perform the evaluation of sustainability factors jointly with affected corporate functions
Ability to integrate affected corporate functions for solving sustainability issues in supply chains 

(e.g., integration of sourcing experts into environmental teams)
Ability to integrate the competencies of affected corporate functions for the implementation of 

sustainability standards in the supply chain (e.g., supplier training)

Ability to coordinate affected corporate 
functions for the implementation of 
sustainability standards in the supply 
chain
Ability to bundle competencies 
of affected corporate functions to 
approach sustainability issues

Cross-functional 
integration (Verona, 
1999)

Ability to exploit feedback from stakeholders concerning sustainability practices
Ability to identify best practices and improve sustainability policies accordingly
Ability to incorporate experiences from previous “sustainability projects”
Ability to modify supply chain processes according to findings in supply chains concerning 

sustainability issues
Ability to adopt purchasing practices by incorporating sustainability factors
Ability to consider sustainability factors in new product development
Ability to improve compliance management activities (e.g, supplier audits) to increase the 

likelihood of detecting  potential noncompliance to sustainability standards

Ability to exploit feedback and lessons 
learned
Ability to assess current supply chain 
processes with respect to their social 
and environmental performance
Ability to adapt policies and standards 
to identif ied sustainability issues
Ability to improve supply chain 
processes with respect to social and 
environmental performance

Continuous 
improvement (Hart, 
1995; Benner and 
Tushman, 2003)

*Final themes represent the linkage to existing literature.
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with key personnel responsible for the institutionalization of the PSCSS, 
such as senior sustainability and purchasing managers. Further key infor-
mants were identified by following the snowball principle (Sharma & 
Vredenburg, 1998). Interviews were transcribed, verified by intervie-
wees, and subsequently analyzed to enable early identification of emerg-
ing results (Yin, 2003). Then, narrative accounts were explicitly analyzed 
for discrepancies and if any were identified, further data were consulted to 
obtain the “true story” (Pentland, 1999). Emerging concepts with respect 
to the targeted identification of capabilities were categorized and were 
constantly compared during these data collection steps (Eisenhardt, 1989). 
We consolidated key quotes and crafted structured maps, studied theories 
that could explain emerging concepts, and combined our empirical data 
with concepts in the literature (Gibbert, Ruigrok, & Wicki, 2008). Quotes 
retrieved from data collection comprised the first-order themes; second-
order themes summarized the respective quotes; and the final themes rep-
resented the linkage to the existing literature (Sharma & Vredenburg, 
1998), as illustrated in Table 10.1.

Institutionalization of Proactive Supply 
Chain Sustainability Standards

This section provides an overview of the four cases and their context, fol-
lowed by the presentation of the organizational key capabilities that con-
tributed to the institutionalization of the proactive sustainability standards 
in the companies’ supply chains.

Migros. This company, a major Swiss retailer, worked with the International 
Roundtable on Sustainable Palm Oil (RSPO), the World Wildlife Fund 
(WWF), and other organizations to establish sustainable palm oil standards. 
Migros and its supply chain members, which are mainly based in Indonesia 
and Malaysia, were expected to improve their business practices accord-
ing to principles and criteria defined by the RSPO. The criteria include 
defined indicators that make compliance verifiable. An underlying certi-
fication system guarantees sustainable production throughout the supply 
chain, which is made up of producers, processors, traders, consumer goods 
manufacturers, and retailers. Migros received the World Business Award in 
2002 for its successful work toward sustainable palm oil production, which 
includes the avoidance of slash-and-burn farming.

Musgrave. This major privately owned Irish company partners with 
independent food retailers operating under its brand in Ireland, the United 
Kingdom, and Spain. Musgrave was the first Irish company that ratified 
the UN Global Compact, and it emphasized its commitment to sustain-
able business practices in its supply chains. To respect this commitment, 
Musgrave established the Musgrave Ethical Trading Policy, which is also 
binding on its suppliers. Musgrave’s supplier base can be classified into 
three types: global brand manufacturers (e.g., Coca-Cola), nonexclusive 
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suppliers, and exclusive suppliers. Various suppliers of all three categories 
deliver products for Musgrave’s own-brand product assortment. The trad-
ing policy outlines sustainability standards and seeks to especially shield its 
own-brand products from potential damage through noncompliant sup-
ply chain partners.

Smurfit Kappa Group (SKG). This company is one of the biggest paper-
based packaging producers in Europe and Latin America as well as an 
operator of various paper mills. The industry in which it participates is 
one of the largest users of industrial water and fossil fuels. Thus, sus-
tainabilty is an integral part of SKG’s business and supply chain strategy. 
SKG seeks to avoid any purchases of wood from controversial sources and 
simultaneously respects international treaties and domestic law. The com-
pany established sustainability standards, rooted in its Sustainable Forestry 
Policy Statement, which are applicable to its direct suppliers and also to 
indirect suppliers. For example, its suppliers must guarantee that pulp is 
sourced only from mills that can prove chain-of-custody certification or 
other credible certification schemes. These international forest certifica-
tion schemes are monitored by independent accredited organizations. In 
following this path, SKG became a role model for other members in the 
paper industry.

Axel Springer. As a major German publisher, Axel Springer recognized 
the many environmental, social, and reputational risks resulting from non-
sustainable paper production, since this could be directly linked to Axel 
Springer as a customer of the paper industry. The optimization of supply 
chain processes to be as sustainable as possible became a company prior-
ity. A main focus of Axel Springer’s efforts was Russian logging practices. 
Together with one of its main paper suppliers, Axel Springer established 
guidelines and standards for sustainable supply chain practices. The objec-
tive was to sensitize suppliers to sustainability factors, to change suppliers’ 
mindsets, and to make processes within the paper supply chain transparent, 
from the raw material supplier to the publisher.

In all cases, companies performed compliance management activities 
and measures such as supplier monitoring or supplier development to 
achieve supply chain partners’ compliance with the respective PSCSS. 

In line with institutional entrepreneurship (IE) theory and the RBV, 
we identified a set of capabilities that companies used to achieve compli-
ance (cf. Dacin, Goodstein, & Scott, 2002; Lawrence, 1999; Barney, 1991; 
Dyer & Singh, 1998). Table 10.1 summarizes the identified capabilities 
that resulted from the analysis.

Interfirm Dialogue. The interviewees emphasized the importance of open 
dialogue between their company and supply chain partners. The compa-
nies communicated PSCSS-related objectives and made sure that require-
ments were understood. For example, Musgrave checked via interaction 
and discussions with suppliers on potential gaps between Musgrave’s own 
understanding and suppliers’ understanding of the different sustainability 
factors, instead of just informing the suppliers about requirements. The 
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explicit consideration of the local and cultural context is considered key 
for effective communication and eventually, for a common understanding. 
The Migros case highlighted that a trustful dialogue allows information-
sharing and is the basis for any improvement in sustainability practices. 
Proper interfirm dialogue was not only considered key for presenting, 
explaining, and demonstrating the importance of sustainability standards 
when introducing the PSCSS, but also for later phases when assessing and 
auditing supply chain practices at suppliers’ sites. In all cases, gaps and 
poor conditions that were identified in supplier assessments and audits lead 
to improved practices when appropriately reported afterwards. Interfirm 
dialogue creates a common understanding of sustainability standards and 
factors, motivates suppliers to follow sustainable practices, enables the 
development of suppliers’ societal and environmental capabilities, and 
increases the probability that suppliers will adapt their business practices 
according to defined requirements. 

The rareness and inimitability of interfirm dialogue in this context can 
be illustrated by the limited availability of personnel who have experi-
ence in the field of corporate sustainability and supply chain management 
to perform these dialogues effectively. Interfirm dialogue is a two-way 
process that breaks down existing assumptions, uncovers shared mean-
ings, and facilitates collective learning in the field of corporate sustain-
ability by exchanging arguments and experiences (cf. Burchell & Cook, 
2006). In a different context, it has also been argued that a company’s 
ability to engage in dialogue with its stakeholders contributes to its success 
(Black & Härtel, 2004). This pattern finds support in IE literature where 
institutional entrepreneurs’ discursive skills (Maguire & Hardy, 2006; 
Munir & Phillips, 2005) and communication skills (Bansal & Clelland, 
2004; Suchman, 1995) have been acknowledged. 

Risk Management. Nearly all interviewed managers reported that they 
faced the challenge of deciding how they should efficiently control for 
suppliers’ compliance with their company’s sustainability standards. 
They aimed for a guarantee throughout the entire supply chain, which 
requires that all supply chain partners be audited and monitored regularly. 
However, the case study companies do not have sufficient financial and 
human resources to audit all direct suppliers. Only when they decided to 
differentiate among their suppliers, and apply compliance-management 
activities of different scales as needed, did control become economically 
feasible. For instance, SKG initially relied on undifferentiated compli-
ance management activities to ensure sustainability compliance, but then 
changed its approach when it reevaluated its supplier base according to sus-
tainability risks it identified. The other cases also illustrate how companies 
started to follow approaches that structured their supply chains and priori-
tized suppliers that should be audited and monitored regularly. Companies 
had to increase their knowledge of practices within their supply chain, 
and had to increase the awareness of potential sustainability issues in order 
to preassess critical suppliers, which might hide noncompliant business 
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practices. Musgrave, for instance, identified critical paths by mapping its 
supply chains. Consequently, it categorized its suppliers in accordance 
with the risk associated with a sourced product and the potential busi-
ness impact if noncompliant behavior were revealed. The categorization 
ranged from “very high risk” to “very low risk”. High-risk suppliers were 
audited on a regular basis with optional supplier development programs; 
low-risk suppliers were only asked to fill in self-assessment questionnaires 
as a monitoring tool. Musgrave’s approach enabled the efficient use of lim-
ited resources to maximize control over suppliers’ sustainability compli-
ance. To further reduce risk of contracting with noncompliant suppliers, 
Migros began very early to include sustainability aspects into its supplier 
selection criteria, which helped it to select strongly sustainability-oriented 
suppliers and to minimize later monitoring efforts (cf. Tang, 2006). As 
a positive side-effect, purchasing managers reported that suppliers that 
were not selected stated their intention to improve their sustainability 
practices in the future in order to be considered during upcoming tenders. 
Literature on RBV and IE hardly refers to the concept of risk management 
(cf. Battilana, Leca & Boxenbaum, 2009; Foerstl, Reuter, Hartmann, & 
Blome, 2010; Peters, 2010). However, we observed in our cases that the 
capability of risk management permitted a rigorous prioritization of sus-
tainability risks in the supply chain, which made it possible to implement 
auditing and supplier development programs of different scales, in accor-
dance with the prioritized risks. This enabled an efficient use of limited 
resources to institutionalize the PSCSS (cf. Neilson & Pritchard, 2007). 
The rareness and path-dependence of risk management in the context of 
sustainable supply chain practices is ref lected by the limited availability of 
relevant experience from which the companies could draw (Millington, 
2008). Inimitability is shown by the respective supply chain specifici-
ties that must be considered and by the comprehensive adaptive learning 
routines of risk-management-related activities. All companies followed 
similar stages in performing risk management: identification, analysis, 
and response (cf. Borge, 2001; Kutsch & Hall, 2009; Raftery, 1994). Risk 
management in our context is the identification, assessment, and prioriti-
zation of sustainability-related risks, followed by the aligned and efficient 
application of resources to examine and to minimize the probability of 
and/or impact of unwanted noncompliance (cf. Foerstl et al., 2010).

External Stakeholder Collaboration. The companies repeatedly highlighted 
their collaboration with various strategic stakeholders such as NGOs, audi-
tors, and suppliers, as positively contributing to the institutionalization of 
proactive sustainability standards in their supply chains. Migros’s ability 
to identify and build up strong relationships with credible and competent 
NGOs enabled it to acquire further knowledge in sustainability practices, 
which was essential for the joint development of environmental manage-
ment and certification systems and their subsequent transfer into suppli-
ers’ supply chain practices. This included the ability to integrate external 
auditing bodies, since from an early phase on the necessary competence to 
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audit in accordance with the PSCSS was not available in house. Similarly, 
Axel Springer built up strong partnerships with key suppliers, which were 
considered a prerequisite for successfully institutionalizing its PSCSS. This 
collaborative approach enabled both sides to combine different aspects 
of the supply chain and to explore the counterpart’s competencies dur-
ing joint activities. Together, they approached indirect suppliers in the 
upstream supply chain with “one voice”, leading to an increased credibil-
ity with respect to sustainability practices. 

In all cases, we observed that the integration of competent stakeholders 
concerned with sustainability allowed companies to explore missing inter-
nal knowledge about sustainability issues and let them bundle forces for 
joint efforts in the supply chain. However, building relationships usually 
followed long and intensive interactions. The rareness of the capability of 
external stakeholder collaboration is ref lected by the limited availability 
of stakeholders (e.g., NGOs) that are willing to build such relationships 
and that also can provide targeted sustainability competencies. Established 
trust with external stakeholders is furthermore path-dependent and “can-
not be easily imitated by competitors” (Sharma & Vredenburg, 1998, p. 
740). We define “external stakeholder collaboration” as the cooperation 
of strategic stakeholders in which sustainability-concerned solutions are 
jointly developed and implemented in supply chains by making use of 
each other’s knowledge, resources, and competencies (cf. Olden, 2003). 
The capability of external stakeholder collaboration enables the identi-
fication of competent partners and thus effective cooperation with those 
(Sharma & Henriques, 2005). Further, it facilitates the establishment of 
trusted relationships (Oliver & Holzinger, 2008) as a basis for the subse-
quent exploration of external stakeholders’ tacit knowledge and compe-
tencies (Lavie & Rosenkopf, 2006; Rothaermel & Deeds, 2004).

Cross-Functional Integration. In all cases, interview partners considered it 
crucial that the institutionalization of PSCSS be run by cross-functional 
teams, integrating the different perspectives of corporate functions. All 
studied companies had included experts with different backgrounds, such 
as purchasing, law, communications, and quality, in “sustainability task 
forces”. SKG emphasized that its sustainability group first struggled with 
the challenges of understanding the existing supply chain configurations, 
since it lacked related knowledge. After the integration of dedicated pur-
chasing and supply chain personnel, SKG was much more effective in 
solving sustainability issues that had their origin in the upstream supply 
chain.

Migros also noted that it was only able to solve certain issues by the sys-
tematic approach of its cross-functional sustainability team. The team was 
able to bundle necessary knowledge relevant to specific problems that was 
not exclusively available in one single corporate function. These cases sup-
port the trend for cross-functional teams to become common management 
practice. Nevertheless, the majority of interviewed managers stressed that 
underlying processes and management systems were specifically adopted 
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in given interorganizational configurations. The capability of “cross-
functional integration” was described as being causally ambiguous and 
socially complex, since various corporate functions with different person-
nel, objectives, and tasks were involved (Peters, Hofstetter, & Hoffmann, 
2011). The RBV literature mainly discusses “cross-functional integration” 
in the context of new product development processes. It can be defined 
as a capability that serves “as adhesive by absorbing critical knowledge 
from external sources and by blending the different technical competen-
cies developed in various company departments” (Verona, 1999, p. 134). 
We observed that in most cases, “cross-functional integration” is able to 
include and to coordinate representatives from various sustainability-con-
cerned corporate functions, facilitating the bundling of different areas of 
expertise (Brown & Eisenhardt, 1995; Eisenhardt & Martin, 2000), which 
effectively supports the institutionalization of PSCSS.

Continuous Improvement. The companies studied continuously improved 
their supply chain processes as well as the applied methods and tools that 
subsequently contributed to their suppliers’ compliance with the respec-
tive PSCSS. Musgrave emphasized that it makes use of the input and 
feedback it receives from its trading managers and from various external 
stakeholders. Musgrave’s sustainability team was thus able to incorporate 
recognized best practices into its sustainability policy. 

At Axel Springer, we observed how policies and principles were improved 
by incorporating experiences from former projects. Frequently, intervie-
wees mentioned that Axel Springer learned from project collaborations 
with suppliers and vice versa—for example, identified and subsequently 
analyzed sustainability issues were incorporated into improved manage-
ment systems, thus closing gaps. Axel Springer and Migros reported their 
ambitions for continuous improvements to the methods and tools that 
they used for supply chain assessment and auditing. Axel Springer tried to 
accelerate its learning curve and incorporated past experiences into better 
methods for risk assessment with respect to legality and health, safety, and 
environmental (HSE) risks. Similarly, Migros sought continuing innova-
tion in its auditing mechanisms to reveal suppliers’ potential noncompli-
ant business practices. We observed how Migros analyzed findings that 
it gained in one supply chain and applied them successfully in other sup-
ply chains. This, for example, lead to better purchasing practices through 
adopted selection processes and inf luenced new product development. The 
rarity of approaches to improve sustainability performance was ref lected 
by the limited availability of experts and partners with valuable experi-
ence in sustainability practices who could contribute to improvements. 
The adaptive learning routines we observed that lead to improvements 
underline the inimitability of each company’s solutions. The capability 
for continuous improvements that was enabled by intraorganizational 
and interorganizational routines means that valuable tacit knowledge was 
made explicit (Brown & Duguid, 1991), resulting in improved compli-
ance management activities and measures, which consequently improved 
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the sustainability performance in the supply chains. We define “continu-
ous improvement” as the ongoing effort to improve processes, policies, 
and products in terms of social and environmental performance by the 
evaluation of current practices and the incorporation of feedback and les-
sons learned (cf. Hart, 1995; Benner & Tushman, 2003).

Summary and Conclusions

This research focused on the institutionalization of a company’s proac-
tive sustainability standards in supply chains after those standards had 
been defined. Although the importance of the institutional entrepre-
neur’s capability to drive institutional change is widely acknowledged 
(DiMaggio, 1988; Oliver, 1991; Phillips, Lawrence, & Hardy, 2004; 
Powell, 1988; Suchman, 1995; Zimmerman & Zeitz, 2002), researchers 
explicitly called for a more systematic approach to examine such capa-
bilities (Battilana & Leca, 2009; Hamprecht & Sharma, 2006; Wright et 
al., 2005) for which the resource-based view (RBV) provides appropri-
ate concepts. Specifically, by conducting four comparative case studies, 
we sought to examine capabilities that enable the institutional entrepre-
neur to implement previously defined proactive sustainability standards 
within its supply chain. We were able to identify five key capabilities 
which contribute to the institutional change, namely (1) interfirm dia-
logue, (2) risk management, (3) external stakeholder collaboration, (4) 
cross-functional integration, and (5) continuous improvement. We pro-
pose that these capabilities are positively related to the institutionaliza-
tion of PSCSS, which is ref lected by supply chain partners’ compliance. 
The study contributes to institutional entrepreneurship (IE) literature 
by putting a stronger focus on the factors that facilitate the final institu-
tional change (Battilana &  Leca, 2009; Battilana, Leca, & Boxenbaum 
2009). Although our case study research notes key capabilities in a com-
pany that support the effective institutionalization of proactive sustain-
ability standards in its supply chains, further research is required. While 
we observed inf luential linkages between identified capabilities within 
the case studies (e.g., the capability for “continuous improvement” was 
often associated with “crossfunctional integration” or “external stake-
holder collaboration”), the analysis of collected data did not permit the 
development of propositions about the complementarities of identified 
capabilities, and our case studies have not addressed yet how external 
contingencies (e.g., Aragón-Correa & Sharma, 2003; Sharma, Aragòn-
Correa, & Rueda-Manzanares, 2007) inf luence the value of capabili-
ties in our research context. Furthermore, our cases were limited to the 
retail and paper industry; thus, studying other industries may reveal addi-
tional insights. Testing the propositions against a large set of data that 
include other industries would allow us to draw generalized conclusions. 
As we relied mainly on data provided by informants from companies 
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and their direct suppliers, future research may put a stronger focus on 
including indirect upstream suppliers beyond tier-1 suppliers (Lee, 2008; 
Millington, 2008; Vermeulen & Ras, 2006).

As global supply chains grow longer and more complex, companies 
face the problem of how to control supply chain partners’ compliance 
with introduced PSCSS. In addition to execution of supply-chain com-
pliance management measures and activities, such as supplier monitoring 
or auditing, companies should consider their organizational capabilities in 
relation to our findings.

Interfirm dialogue is essential for gaining a common understanding about 
visions, values, and requirements, and therefore it opposes the com-
mon practice of simply informing suppliers about the requested PSCSS. 
Constant dialogue between a company and its suppliers, for example dur-
ing auditing processes or during respective follow-ups, reminds suppliers 
of the company’s expectations and facilitates guidance about how to cor-
rect deficiencies. Supplier training, workshops, “supplier days”, awards, 
etc. are appropriate platforms for addressing relevant sustainability factors. 
Furthermore, companies benefit by motivating their tier-1 suppliers to 
be in close dialogue with key subsuppliers (tier-2) to push PSCSS up the 
supply chain. Within the company, interfirm dialogue must be aligned 
among the various concernedcorporate functions (i.e., procurement, legal, 
HSE, etc.) to speak with one voice to supply chain partners.

Only rigorous risk management can enable efficient usage of a com-
pany’s limited resources so it can maximize control over suppliers’ and 
subsuppliers’ compliance with PSCSS. Mapping and visualizing a compa-
ny’s supply chain lets the company identify any hidden potential sustain-
ability risks. Supply chain categorization should be done in accordance 
with the risk associated with a sourced product and the potential busi-
ness impact that a publicly known breach in sustainability practices would 
have. Factors such as characteristics of products and production processes, 
geographical regions, and supply chain partners’ track records should be 
considered for this risk assessment. High-risk supply chain partners should 
be audited on a frequent basis, with optional supplier development pro-
grams offered, in order to reduce the risk of any noncompliance; low-risk 
suppliers might to a greater extent be controlled by less costly assessments 
(e.g., supplier self-assessments).

External stakeholder collaboration plays an important role in acquiring 
missing knowledge and integrating the stakeholder’s forces for the success-
ful implementation of PSCSS. Companies need to identify capable stake-
holders, such as those who, for example, possess wide-ranging expertise 
in the fields of social and environmental sustainability issues and relevant 
cultural and legal issues. Relevant stakeholders could range from strategic 
suppliers with important contribution to NGOs or certification bodies, 
to specialized consulting companies. Partnering with such stakeholders 
typically improves companies’ own sustainability performance, as well as 
performance of of supply chain partners’ in compliance with PSCSS.
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Similarly, cross-functional integration allows for the integration of spe-
cialists and the alignment of various corporate interfaces. People with 
corporate functions such as procurement or supply chain management 
can understand certain requirements regarding sustainability, which 
might be outlined by other departments and they in turn may have 
relevant information to share. The establishment of dedicated sustain-
ability task forces with members from all relevant corporate functions 
is an especially appropriate means to holistically address sustainability 
issues within supply chains and to enable the joint development of 
solutions.

Finally, continuous improvement techniques contribute to the ongoing 
optimization of processes and policies in terms of social and environmen-
tal performance in supply chains. Companies must analyze where sustain-
ability issues are located within a supply chain and how these issues could 
be positively influenced in the future—for example, the advancement of a 
certain product or production characteristic may positively influence the 
supply chain partners’ practices. Many existing supplier management pro-
grams still lack the explicit consideration of sustainability factors and still 
need to be adapted to existing sustainability issues within supply chains. 
Appropriate principles and indicators must be integrated into assessment, 
selection, and auditing processes and must be explicitly addressed in sup-
plier development programs.
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C H A P T E R  E L E V E N

Supply Chain Structure as a Critical Driver of 
Sustainable Supplier Practices

Amrou Awaysheh and Robert D. Klassen

As technology improves the transfer of information, a broader range of 
customers and stakeholders gain access to more information about what 
happens within supply chains. As a result, issues like poor worker conditions 
in suppliers’ facilities are increasingly pushed into the limelight. What used 
to be hidden behind long distances and language differences is more visible 
(Lee, 2002; Van Der Zee & Van Der Vorst, 2005). As a result, consumers, gov-
ernments, and nongovernmental organizations (NGOs) are demanding that 
companies be held more accountable for what happens. Concerns include 
the use of sweatshop labor, the provision of safe working conditions, and the 
payment of a living wage to their employees. In response, a growing number 
of firms are exploring how to identify, assess, and monitor supplier-related 
social issues and practices. They can monitor their suppliers to ensure adher-
ence to social expectations, conduct audits, or use a certification provided 
by an independent third-party. Fairtrade (Fairtrade, 2007) is one such third-
party certification for agricultural commodities such as coffee and cocoa 
beans. Following an audit, certification is granted to cooperative farms in 
developing countries that adhere to a number of sustainability-related prin-
ciples, including safe working conditions for employees, payment of fair 
wages, and environmentally friendly cultivation techniques. In contrast, 
other firms choose to develop their own standards internally, for example 
Starbucks’ system for assessing and working with farmers, termed Coffee 
and Farmer Equity (CAFE).

Unfortunately, it is not as simple as just dictating that a particular set of 
standards be employed by suppliers. Some firms might not have sufficient 
inf luence to drive change back through the supply chain to all suppliers. 
The cultural norms and expectations for improving human potential vary 
by industry, customer segment, and marketplace. As more manufacturing 
and supplier sourcing has shifted overseas, the geographic distance, and 
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length of supply chains (i.e., tiers) between supply chain partners also has 
increased. In addition, the costs associated with adoption practices to deal 
with social issues can be prohibitive. So overall, much remains unclear 
about how the structure of the supply chain inf luences the management 
of social issues between a firm and its suppliers.

The objective of this chapter is to identify the factors that can inf lu-
ence firms to engage in specific socially responsible supplier practices and how 
these factors inf luence the adoption of these practices. We define and frame 
the construct of social issues within the broader debate on sustainable 
development and stakeholder management. We delineate social practices 
for supply chain management and empirically validate a set of scales for 
assessing the degree of development of socially responsible supplier prac-
tices. Finally, we examine the link between supply chain structure and the 
adoption of socially responsible supplier practices.

Defining Social Issues

Sustainable development, generally defined as “meeting the needs of the 
present without compromising the ability of future generations to meet 
their own needs” (Brundtland, 1987, p. 1) implies that a broad and complex 
range of issues must be actively managed by firms. One lens to operation-
alize the concept for operations and supply chain management is the triple 
bottom line or TBL (Elkington, 1997; Carter & Rogers, 2008), encom-
passing environmental and social performance, in addition to financial 
performance. Environmental management and performance has received 
a growing degree of attention in the operations literature, including such 
areas as green product design (Baumann, Boons, & Bragd, 2002), closed-
loop supply chains, and green supplier development. A detailed literature 
review is provided by Seuring and Müller (2008).

Social issues and performance capture both individual-level human 
safety and welfare, and societal-level community development. Thus, by 
extension, social practices and performance in operations and the supply 
chain encompass all management practices that affect how a firm contrib-
utes to the development of human potential or protects people from harm, 
thereby capturing both positive and negative aspects. Examples include 
workforce policies for safety or diversity, and product safety. While cor-
porate philanthropy might also be viewed as social performance (Porter & 
Kramer, 2006), it will not be considered further in this chapter, as that lies 
beyond the control of operations and supply chain managers.

Societal expectations for acceptable practices and standards of conduct 
continue to evolve and ratchet upwards as public opinion, NGOs, the 
popular press, and regulations uncover shortcomings in previously accept-
able routines (Martin, 2002). Supply chain members, particularly custom-
ers, also apply pressure to firms to improve in areas where problems or 
inconsistent social practices become apparent, such as suppliers’ treatment 
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of their workers in developing economies (Carter, 2000). Thus, for oper-
ations, a mid-range definition of socially responsible supplier practices 
is critical to structuring research. Further research is needed to identify 
tools, systems and programs that operations can put in place to assess and 
monitor the degree to which social issues are managed by their suppliers, 
and ideally, to improve performance.

Different streams of study help to organize our understanding of social 
issues in the supply chain: international labor practice standards; socially 
responsible purchasing; and parallels between environmental and social 
auditing. First, firms with international supply chains reaching into devel-
oping countries have increasingly adopted standards, such as SA8000, that 
set basic requirements for workforce practices in internal operations and 
in multiple tiers of suppliers (Social Accountability International, 2008). 
Nine areas are explicitly examined, including child labor; forced labor; 
health and safety; freedom of association and collective bargaining; dis-
crimination; disciplinary practices; working hours; compensation; and 
related management systems. A related standard, ISO 26000, remains 
in development, and is expected to parallel environmental management 
standard, ISO 14001 (Castka & Balzarova, 2008). In contrast, reporting 
frameworks like the Global Reporting Initiative (GRI) provide a means 
for companies to identify, structure, and communicate their triple bottom 
line performance to stakeholders both inside and outside the firm (Global 
Reporting Initiative, 2006). 

In addition to required key indicators, others are developed in consul-
tation with stakeholders. However, the objectives can vary quite signifi-
cantly between different standards and frameworks, with some focusing on 
societal expectations, e.g., not using child labor, and others on improved 
working conditions, e.g., paying overtime for additional work ( Jantzi, 
2008). Socially responsible purchasing has been based on the deploy-
ment of firm- or industry-specific codes of conduct (COC). COC dictate 
specific guidelines, behaviors, and buying criteria that employees in the 
purchasing department or supply chain group must follow during their 
interactions with potential and current suppliers (Mamic, 2005). In addi-
tion, COC can be used as leverage to encourage change in, or in the worst 
cases termination of, contracts with suppliers that were found to violate 
social expectations (Emmelhainz & Adams, 1999). More recently, Carter 
& Jennings (2002) have extended this work and proposed a multidimen-
sional index to operationalize socially responsible purchasing, including 
environment, diversity, safety, human rights, and philanthropy. Although 
the index is a much-needed step in the right direction, it captures more 
than just social practices, including such aspects as environmental manage-
ment and philanthropy. In contrast, focusing on COC provides a clearer 
view of specific measurable elements within the firm. The third stream 
focuses on social auditing, and borrows heavily from research in environ-
mental management. Operations can either monitor or collaborate with 
their suppliers to assess and improve performance, respectively (Zhao, 
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Flynn, & Roth., 2007). With monitoring, either the firm itself or a third 
party physically inspects the operations of first- or second-tier suppliers to 
ensure that specific practices are being used. These audits go well beyond 
quality and other supplier performance criteria that have been in place 
for many years, and thus represent a significant, incremental investment 
and commitment (Krause, 1999). Subsequent to inspection and auditing, 
a firm may undertake collaboration to work with supply chain partners to 
enable the development of new skills and capabilities (Klassen & Vachon, 
2003). Collectively, these streams point toward four broad categories of 
socially responsible supplier practices:1) international standards that seek 
to ensure supplier human rights are being protected; 2) extended frame-
works that capture supplier labor practices; 3) supplier Codes of Conduct 
(COC) that structure how a firm should interact with its supply chain 
partners, and finally, 4) supplier social audits that seek to ensure adherence 
to human rights and labor practices.

Operations managers must consider many factors when designing, 
developing and restructuring their supply chains as markets evolve. 
Moreover, social practices for suppliers do not develop in isolation, but 
instead must be connected with, and take into account, the nature of 
both the upstream and downstream portions of the supply chain. And at a 
minimum, the location of suppliers and the forms of interaction between 
supply chain members have important social implications, and cannot be 
ignored. Three dimensions relating to the structure of the supply chain 
were identified as potentially having a significant impact on the tools, sys-
tems, and programs that are in place to address social issues with suppliers: 
transparency, dependency, and distance.

Transparency

When considered within the context of supply chains, transparency cap-
tures the extent to which information is readily available to end users 
and other firms in the supply chain. Transparency has become increas-
ingly important for social issues, including the origins of commodities 
(i.e., provenance) and product safety (Lee, 2002; Van Der Zee & Van 
Der Vorst, 2005). For example, supply chain provenance tracks products 
from raw material sourcing to supply chain partners, to manufacturing, to 
distribution, and to end-consumer use (and beyond, if needed). Organic 
foods and “conf lict” diamonds are but a few labels that require all supply 
chain partners to ensure traceability of goods (New, 2004).

Legitimacy is enhanced if third-party standards and independent audi-
tors are employed, such as SA8000 or Fairtrade certification (Bansal & 
Hunter, 2003). An alternative is prequalification or direct audit of sup-
pliers against a specific set of social standards established internally by the 
firm itself (Settings, 2004). Nike, for example, has developed its own stan-
dards for workforce and environmental practices using input from a vari-
ety of stakeholder groups. Third parties might then assist with monitoring 
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suppliers for compliance with these standards, although fulfillment is not 
necessarily assured, because information remains difficult to verify (Nike, 
2004).

Large firms with highly visible brand names might be expected to 
actively work to guard against unexpected criticism of social performance 
in their supply chain, which in turn can harm the value of their brands. 
Moreover, the Internet encourages rapid dissemination of negative infor-
mation, and customers will react quickly after questionable behavior is 
identified (Tapscott & Ticoll, 2003). Thus, the degree to which supply 
chains are transparent and subject to scrutiny by NGOs, the media, and 
the public is likely to inf luence the extent to which a firm actively devel-
ops socially responsible supplier practices (Graaf land, 2002), which leads 
to Hypothesis H1.

H1: As the level of transparency in the supply chain increases, the firm’s use 
of socially responsible supplier practices increases.

Dependency

The dependency dimension represents the degree to which a f irm relies 
on other members of the supply chain for critical resources, compo-
nents, or capabilities. For supply chains, several factors affect the degree 
of dependency, including concentration, vertical integration, and cred-
ible commitment (Cool & Henderson, 1998). Each of these factors 
facilitates a f irm’s ability to control and inf luence change in the opera-
tions of its suppliers, and they extend beyond simple pricing power (i.e., 
the continual drive to force prices down) to encompass multiple aspects 
of the buyer-supplier relationship. Moreover, a f irm can potentially 
transfer responsibilities for social issues, and pressures to improve social 
issues, away from itself to either upstream or downstream partners in 
the supply chain through rewards, coercion, or legal instruments, to 
name several means (Maloni & Benton, 2000). Naturally, having power 
to transfer responsibility implies a corresponding imbalance in depen-
dency, and it can be a factor either upstream or downstream in the 
supply chain, i.e., in the f irm’s dependency on its suppliers or on cus-
tomers, respectively.

Greater competition and fragmentation in markets increase a firm’s 
dependency on supply chain partners. Dependency theory (Pfeffer & 
Salancik, 1978) also suggests that power, and ultimately profitability, 
decrease for a buying firm as the number of potential suppliers falls. 
Furthermore, credible commitment also is likely to decrease. Credible 
commitment, a concept borrowed from game theory, captures the believ-
ability of the firm’s assurances (positive or negative) about the actions 
that the firm will take in response to specific behaviors or outcomes of a 
supplier. Thus, signaling by a firm is less likely to alter suppliers’ priorities 
and actions if the firm is highly dependent on suppliers (Dixit & Nalebuff, 
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1991). Collectively, these outcomes arise because few alternative supply 
arrangements are available for a firm.

In contrast, f irms that are vertically integrated tend to have greater 
information about products, processes, and markets, which provides 
leverage in negotiations with their supply base (Harrigan, 1985) and 
affects supplier involvement in product development (Carr, Kaynak, 
Hartley, & Ross, 2008). Applied to social issues, a vertically integrated 
firm knows the workings of the industry (i.e., what is practically achiev-
able), can lead by example, and can force suppliers to report about such 
aspects as workforce practices. However, such reporting is unlikely to 
occur if the firm is highly dependent; the ability to adopt and enforce 
socially responsible supplier practices is very limited, at best, as expressed 
in Hypothesis 2a.

H2a: As the dependency of the firm on its suppliers increases, the firm’s use 
of socially responsible supplier practices decreases.

Turning upstream, in an industry where a firm confronts intense com-
petition, such a firm might attempt to differentiate itself by engaging in 
socially responsible practices, possibly as a means of offering enhanced 
value with its products. Furthermore, firms that are highly dependent on 
customers also might be viewed as an easy target by NGOs, downstream 
customers, and the general public to be pushed to improve workforce 
conditions in their suppliers – thereby becoming an example for competi-
tors (see, e.g., Grow, 2005), as expressed in Hypothesis 2b. The effects of 
dependency are not expected to be symmetrical, with customer depen-
dency stimulating the use of socially responsible supplier practices, and 
supplier dependency dampening their development.

H2b: As the dependency of the firm on its customers increases, the firm’s use 
of socially responsible supplier practices increases.

Distance

If a firm uses local suppliers to serve local customers, the need to use a 
variety of socially responsible supplier practices is dramatically reduced, as 
all three (supplier, firm, and customers) can be expected in move in tan-
dem. However, as the distance increases, managers confront problems in 
data gathering, assessment and implementation (Klassen & Vachon, 2003). 
Distance encompasses three subdimensions: geographical, cultural, and 
organizational distance. First, as geographical separation expands, firms 
have more difficulty interacting frequently with their suppliers (Choy 
& Lee, 2003), and by extension, have more difficulty in ensuring good 
working conditions are maintained. In addition, either the supplier or 
the distant firm may view the other party as having less commitment. 
As a result, firms facing the challenge of geographic distance may feel 
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compelled to establish monitoring or auditing systems to help mitigate 
shortcomings derived from limited access to information and uncertain 
commitment (Koplin, Seuring, & Mesterharm, 2007).

Second, cultural distance ref lects the differences that exist between the 
cultures of the societies in which the firms are based (Hofstede, 1980). 
Cultural distance inf luences the approaches that managers choose when 
confronting new or challenging problems ( Joynt & Warner, 1996), as well 
as relationships between firms (Reynolds, Simintiras, & Diamantopoulos, 
2003). If firms and their suppliers are based in societies with similar cul-
tures, discussions about expectations and possible changes to operations 
are straightforward as managers in both organizations draw from similar 
cultural experiences. Moreover, regulatory frameworks and expectations, 
including enforcement, in each jurisdiction are likely to be similar. Thus, 
potential misunderstandings and problems can be avoided (Hofstede, 
2001). In contrast, if the firm is located in a developed country and 
sources are from developing countries, the firm must conform to cul-
tural expectations (and regulations) in its own local market (O’Grady & 
Lane, 1996), which may not understood by suppliers. Finally, managers of 
firms operating in countries with democratic institutions and a free press 
are aware that improper or deficient practices are more likely to become 
public knowledge. However, this may be of little concern to particular 
suppliers.

Third, organizational distance is defined by the number of tiers that 
exist between the firm and suppliers or customers, and the length of 
the supply chain (Banet, 1976). Increasing organizational distance tends 
to increase complexity with more frequent handoffs of information in 
such areas as product tracing, material specification, and operational pro-
cedures. Longer supply chains also potentially increase the number of 
relationships that might be managed. Thus, increased organizational dis-
tance between firms necessitates that additional mechanisms must be put 
in place, generating higher total transaction costs across the supply chain 
(Williamson, 1979; Grover & Malhotra, 2003). It should be stressed that 
the three forms of distance are not necessarily highly correlated. For 
example, a firm in Europe might source from either Brazil or Thailand, 
both roughly equivalent in geographic distance, but very different in 
cultural distance.

Collectively, as the distance in the supply chain increases, a firm is more 
likely to develop a stronger set of socially responsible supplier practices to 
manage the distance, differences in culture and inter-organizational com-
plexity, as expressed in Hypothesis 3.

H3: As distance increases in a supply chain, a firm’s use of socially responsible 
supplier practices increases.

The basic construct dimensions of supply chain structure and socially 
responsible supplier practices are depicted in Figure 11.1.
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Research Methods

The relationship between the structure of the supply chain and socially 
responsible supplier practices was explored using a plant-level survey. An 
ideal set of industries for this research has several characteristics: high 
degree of variation in approaches to managing social issues, a competi-
tive marketplace to ensure at least some responsiveness to multiple stake-
holders, and a multiplicity of different structures for their supply chains. 
The last criterion points to the need to capture supply chains that reach 
into both developing and developed economies, encompass a range of 
social concerns, and have different production technologies (e.g., process 
vs. discrete product). In addition, if an industry is facing some pressure for 
change in its management of social issues, whether driven by regulation, 
public pressure, or customer demands, some firms are likely to lead the 
industry with innovative or proactive initiatives, while others wait and 
see, or even resist changes. Based on these criteria, three industries were 
selected: food (North American Industrial Classification System [NAICS] 
code 311), chemicals (NAICS 325), and transportation equipment (NAICS 
336). Each of these industries is very competitive, is facing evolving social 
pressures, and has supply chains that span from local to global networks.

The targeted respondent for the survey also was carefully considered. 
First, it was important to focus on one well-defined individual in a firm, 
as it was impractical to expect multiple managers across many firms to 
respond to a lengthy survey instrument. Second, this person must be 
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Rights
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Figure 11.1 Conceptual model of supply chain structure.
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intimately involved in managing internal operations, the supply chain, and 
ideally, the surrounding community. Rather than targeting either a senior 
supply chain manager (who often focuses only on either the upstream or 
downstream portion of the supply chain) or a corporate staff person (who 
can be rather disconnected from day-to-day operations), this research tar-
geted the plant manager. In many ways, this individual becomes the nexus 
for many social issues in the supply chain. Internal operations clearly are 
under her or his responsibility, and the plant is intimately connected to 
both upstream suppliers for incoming parts and downstream customers 
for outgoing products. Moreover, approaches to social issues can vary 
between plants, even within the same firm, depending on the network of 
suppliers used and customers served. One concern could be raised as to 
how many of the respondents were actually plant managers and how many 
delegated the survey to someone else who is more junior. To address this 
concern, a survey question that asked for the title of the survey respondent 
was examined in depth: 79 percent of the respondents had a senior title 
of plant or operations manager; 11 percent had a more junior title such as 
production manager; and 10 percent of the respondents did not provide 
information about their title.

Scott’s Directory of Manufacturing (Group, 2007) was used to identify 
plants from each of the three industries in Canada. This research fol-
lowed Dillman’s (2000) five-point contact protocol: an initial introduc-
tory telephone contact; then two waves of postal surveys separated by a 
fax reminder; and a final telephone call to encourage participation. The 
survey was available in both English and French, and either a paper or 
online version could be completed and returned. This practice has been 
used in recent operations management research to help increase response 
rate ( Johnson, Klassen, Leenders, & Awaysheh, 2007).

The data for this survey was collected over a six-month period ending 
in early 2008. To increase the likelihood that the plant would have at 
least some systems in place to manage social issues, plants with a mini-
mum of 100 employees were targeted. A total of 1209 surveys were dis-
tributed (574 plants in the food industry, 300 in chemicals, and 335 in 
transportation industries). In total, 42 were removed because the survey 
was undeliverable, or the facility was no longer in business or not a man-
ufacturing plant. Another 42 surveys were returned with virtually no 
responses; and these surveys were removed from further analysis. Three 
hundred and seven completed surveys were received, yielding an effec-
tive response rate of 25 percent. To examine possible nonresponse bias, 
the respondent plants were compared to the pool of nonrespondents in 
terms of sales, industry, and number of employees (Lessler & Kalsbeek, 
1992). Early and late respondents were compared using the same crite-
ria (Armstrong & Overton, 1977), as well as the survey technology (i.e., 
mail versus Internet). No evidence was found that the respondents were 
not representative of the target sample. List-wise deletion was used for 
responses that had missing data.
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A key objective of this research was the development of a new set of 
scales to characterize the use of socially responsible practices in the sup-
ply chain. A five-step approach was employed. First, the literature base 
was reviewed to identify the items that would be necessary to form the 
constructs in question. Five major sources provided the items used in the 
survey (Klassen & Vachon, 2003; Carter & Jennings, 2004; Fairtrade, 
2007; Jantzi, 2008; Social Accountability International, 2008). Second, 
the survey was pretested with five business managers and seven academics 
to assess face and content validity of the items and improve readability. 
Within the questionnaire, the items were presented by scale rather than 
mixing the items for the various measures (Forza, 2009). Third, reliability 
was assessed for each individual construct, i.e., Cronbach’s alpha (Segars, 
1997). Fourth, Confirmatory Factor Analysis (CFA) was conducted across 
the related constructs for supply chain structure, and then for supplier 
social responsibility practices (O’Leary-Kelly & J. Vokurka, 1998). Finally, 
discriminant validity was assessed both for the items within a set of con-
structs (i.e., items within a construct are expected to be more highly cor-
related than those between constructs), and between pairs of constructs 
(constrained versus unconstrained CFA models).

Four dimensions of socially responsible supplier practices were exam-
ined: supplier human rights, supplier labor practices, supplier codes of 
conduct (COC), and supplier social audits. Supplier human rights measures 
the extent to which practices are in place to reduce the possibility that 
suppliers employ vulnerable groups of people, such as children. Supplier 
labor practices assesses the conditions in which employees perform their 
duties, and how an employer contributes to the overall welfare of employ-
ees. Supplier codes of conduct (COC) measures the extent to which specific 
procedures are explicitly spelled out by the firm to ensure that suppliers 
adhere to ethical expectations. Finally, the supplier social audits measures 
the degree to which suppliers are monitored by the firm to ensure their 
adherence to social expectations.

The values of Cronbach’s Alpha for the scales were .96, .95, .82, and 
.92 for supplier human rights, supplier labor practices, supplier COC, and 
supplier social audits scales, respectively. Appendix 1 presents the estimates 
and the model fit statistics for the CFA estimates for the four final socially 
responsible supplier practices constructs that were used in the analysis; all 
were within acceptable ranges.

As previously discussed, three dimensions for supply chain structure were 
conceptualized as being critical for socially responsible supplier practices: 
transparency, dependency, and distance. Cool and Henderson (1998) devel-
oped a set of scales that examined supply chain dependency by examining 
two related aspects of buyer–supplier dependency. Drawing from this work, 
two multi-item scales were developed to assess the degree to which the firm 
was dependent on its suppliers and customers (Appendix 2).

The transparency construct was divided into two subdimensions that 
attempted to capture the degree to which the plant perceived that an end 
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user (i.e., not necessarily the immediate, next-tier customer) was aware of 
both the firm’s product and process. One subdimension dealt with the end 
user knowledge of the supply chain, and the other dimension dealt with product 
visibility as perceived by the firm (Appendix 2). As with the previous set 
of constructs, the literature provided a basis for all of the items that were 
used in the scales and their formation (Cool & Henderson, 1998; Tapscott 
& Ticoll, 2003; New, 2004). Furthermore, these items were tested and 
refined to help ensure consistency and validity.

Cronbach’s alpha values for these scales were acceptable, at .81, .87, .85 
and .77, for supplier dependency, customer dependency, end user knowl-
edge of supply chain and product visibility, respectively. All general-fit 
statistics for the CFA models also were within acceptable limits. Third, indi-
vidual items were more highly correlated within their respective scales than 
between scales, providing evidence of discriminant validity. Finally, the fit of 
the unconstrained model was significantly better than for the constrained 
model, further supporting discriminant validity in the CFA model.

Finally, measures for distance were operationalized across three sub-
dimensions: geographical, cultural, and organizational distance. To mea-
sure the first two dimensions of distance, respondents provided the extent 
to which their primary suppliers were located in six different regions: 
Canada; United States; Latin America, including Mexico; Europe; Asia, 
including Russia, India, and China; and Africa. The items for each plant 
were scaled to equal one; these six metrics then served as weights applied 
to the different regions to estimate the weighted distance (either geo-
graphical or cultural) between the plant in Canada and its supply base. An 
analogous set of weights was also generated for the plant’s customer base. 
Finally, to estimate the overall weighted geographical distance for the sup-
ply base, the regional weights were multiplied by the haversine distance 
(i.e., distance between two points on a sphere) between Canada and the 
geographic center of that particular region (Vincenty, 1975). While this 
metric has potential weaknesses, it provided a reasonable sense of the dis-
tances that must be managed between suppliers and customers. Additional 
sensitivity analysis using different geographic centers for a region did not 
reveal any significant differences in the parameter estimates of the regres-
sion models.

For cultural distance, the difference between Canada and each of six 
regions was estimated using a weighted average of the difference for each of 
four dimensions of culture (Hofstede, 1980), as done by others (Kaufmann & 
Carter, 2006). Finally, the overall weighted cultural distance (CD) for the 
supply base was estimated using the regional weights described earlier:
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where Iij = the index for the ith cultural dimension and the jth region, Vi = the 
variance of the index of the ith dimension, p = Canada’s score on the dimen-
sion, CDj = the cultural distance of the jth region from Canada. An analogous 
cultural distance measure was estimated for the customer base.

Lastly, organizational distance was assessed based on the number of 
firms in the supply chain between the plant and the final end user, and 
between the plant and the primary basic raw material supplier. These two 
items were combined into a single overall measure of the total length of 
the supply chain (i.e., number of tiers). A related metric was estimated on 
the plant’s relative upstream positioning in the supply chain, i.e., a higher 
value means further upstream, ranging from 0 (i.e., plant is the end user) 
to 1 (i.e., plant is the raw material supplier). The correlation between the 
overall and relative measures was low, at .097; providing evidence that 
these two metrics assessed two distinct constructs.

Social desirability refers to a potential bias that might be introduced if 
respondents answer questions consistent with perceived social expecta-
tions (i.e., political correctness) or a desire to please the survey administra-
tor. To address this issue, respondents were asked to give their responses to 
the questions about the practices at their plant, not their personal practices 
or beliefs. This subliminal technique has been used in the past to help 
reduce social desirability bias (Rudelius & Buchholz, 1979).

In addition, an accepted scale was used to assess the degree of social 
desirability and its impact on responses. A shortened form of the Crowne-
Marlow Social Desirability Scale (Crowne & Marlowe, 1960), X2 (Strahan 
& Gerbasi, 1972); further validated by Fischer and Fick (1993) was tested 
against scales measuring the four dimensions of socially responsible sup-
plier practices. Ideally, a low, nonsignificant correlation is expected, as 
was found here; thus no evidence of social desirability bias was found.

Results

A series of linear models was used to examine the relationship between 
the structure of the supply chain and the use of the four socially respon-
sible supplier practices. Table 11.1 presents the descriptive statistics and 
correlation table of all the variables used in the regressions. Each regres-
sion model also controlled for industry, firm sales, unionization level, and 
the degree of plant-level responsibility for supplier policies. The results are 
reported in Table 11.2.

Support for Hypothesis H1 was found in all four of the models; higher 
levels of transparency were related to higher levels of socially responsible 
supplier practices. More specifically, as product visibility increased, the use of 
supplier human rights (p < .01), supplier labor practices (p < .05), supplier 
codes of conduct (p < .05), and supplier social audits (p < .01) increased. In 
contrast, support for Hypothesis H2b was very limited, with some evidence 
of greater use of supplier human rights (p < .1) as customer dependency 



Table 11.1  Descriptive statistics and correlation table

Variable Mean s.d. 1 2 3 4 5 6 7 8 9 0 11 12 13 14 15 16 17 18

1 Chemical industry .312 .464
2 Transportation industry .272 .446 −.412
3 Firm sales 3.438 1.253 .106 .022
4 Unionization level .456 .461 .016 −.149 .017
5 Plant-level responsibility 

for supplier policies
2553 1.168 −.169 .047 .009 .110

6 End-user knowledge of 
supply chain

3.403 1.441 −.151 .063 .011 −.019 .042

7 Product visibility 4.748 1.845 −.022 −.043 −.024 −.027 .020 .469
8 Dependency on suppliers 4.901 1.128 .065 .049 .133 −.139 .044 .035 .040
9 Customer dependency on 

plant
4.408 1.337 −.024 .268 .122 −.128 −.006 .091 −.018 .281

10 Supplier geographical 
distance

.317 .098 .126 .001 .158 .000 −.134 .038 .105 .069 .019

11 Supplier cultural distance .294 .273 .147 .177 .174 .014 −.105 −.057 .000 .059 .109 .635
12 Total length of the supply 

chain
3.921 2.950 −.109 .134 −.027 −.065 −.072 −.128 −.187 .053 .049 .048 .086

13 Customer geographical 
distance

.291 .092 .059 −.172 .093 .034 −.056 .061 .088 .161 −.081 .130 −.019 −.099

14 Customer cultural distance .261 .274 .094 .200 .190 −.012 −.049 −.064 −.040 .175 .145 .192 .291 .015 .376
15 Relative upstream 

positioning in the supply 
chain

.570 .291 −.014 −.139 .024 .016 .057 −.088 −.136 .037 .011 −.134 −.148 .122 −.003 −.049

16 Supplier human rights 3.414 2.207 .029 .008 .211 .121 −.063 −.031 .109 .015 .087 .074 .075 .048 −.012 .063 .046
17 Supplier labour practices 2941 1.838 .046 .051 .273 .097 −.068 .004 .083 .059 .111 .064 .068 .093 .007 .091 .035 .844
18 Supplier codes of conduct 4.110 1.563 .084 −.070 .326 .134 .058 .026 .087 .063 .061 −.045 .003 .028 .031 .014 .112 .548 .601
19 Supplier social audits 2430 1.657 −.044 .015 .209 .139 −.032 .039 .123 −.014 .058 .062 .041 .089 −.012 .006 −.008 .748 .803 .609

|ρ| ≥ .154 are statistically significant at p < .01; and |ρ| ≥ .116, p < .05.
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increases. No evidence of a relationship between supplier dependency and 
the use of supplier social practices was found (Hypothesis H2a).

Finally, multiple dimensions of distance also were significantly related to 
the use of socially responsible supplier practices (Hypothesis H3). Several 
important relationships emerged. First, as the organizational length of the 
supply chain increased, the use of supplier labor practices, COC, and social 
audits increased. Moreover, being positioned further upstream in the supply 
chain (i.e., closer to raw material sourcing) also was related to greater use 
of supplier COC. However, contrary to expectations, as the weighted geo-
graphical distance for suppliers increased, the use of supplier COC decreased. 
Finally, no evidence was found that customer geographic or cultural dis-
tance was related to the use of socially responsible supplier practices.

Additional diagnostics were considered to assess any potential impact of col-
linearity. Only two independent variables had a correlation coefficient greater 
than 0.3, suggesting few concerns. Further modeling assessed the impact of 
deleting individual variables, and the regression results changed little.

Table 11.2 Regressions results

Supplier Human 
Rights

Supplier 
Labor Practices

Supplier 
Codes of Conduct

Supplier 
Social Audits

Control
Chemical industry .090 (.326) .261 (.267) .269 (.223) −.065 (.247)
Transportation industry −.071 (.354) .062 (.290) −.221 (.241) −.083 (.268)
Firm sales .382 (.107)** .407 (.088)** .404 (.073)** .340 (.081)**

Unionization level −.382 (.285) −.324 (.234) .163 (.195) −.193 (.216)
Plant-level responsibility for 
 supplier policies

.255 (.114)* .181 (.094)* .187 (.078)* .208 (.087)*

Supply Chain Structure
Transparency
End-user knowledge of supply 
 chain

−.158 (.107) −.044 (.088) .029 (.073) −.052 (.081)

Product visibility .246 (.079)** .151 (.065)* .112 (.054)* .154 (.060)**

Dependency
Dependency on suppliers −.005 (.101) .093 (.083) .010 (.069) −.053 (.076)
Customer dependency on 
 plant

.171 (.096)† .061 (.079) .059 (.065) .045 (.073)

Distance
Supplier geographical distance −1.129 (1.967) −1.512 (1.613) −3.051 (1.340)* .132 (1.490)
Supplier cultural distance −.166 (.689) −.073 (.565) .258 (.470) −.171 (.522)
Total length of the supply 
 chain

.055 (.044) .083 (.036)* .066 (.030)* .092 (.034)**

Customer geographical 
 distance

−.930 (1.834) −1.027 (1.504) −.022 (1.251) −.308 (1.389)

Customer cultural distance .427 (.600) .379 (.492) .169 (.410) −.008 (.455)
Relative upstream positioning 
 in supply chain

.379 (.460) .346 (.377) .731 (.315)* .105 (.349)

Constant .059 (.877) .059 (.377) 1.404 (.731)* .040 (.811)
N 277 277 276 277
R−squared .116 .144 .194 .121
† ≤ .10, * ≤ .05, ** ≤.01  Standard errors noted in paranthesis
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Discussion

The chapter identified a number of drivers that increased the adoption 
of socially responsible practices. First, one form of transparency, namely 
product visibility, was significant across all models. Thus, the use of mul-
tiple socially responsible supplier practices is linked to greater product 
visibility. Potentially, firms might engage in these practices to proactively 
protect their firm reputation and brands. For example, firms that make 
greater use of a COC have a more formalized process in place for the 
manner in which they interact with suppliers. This formalized process 
helps to educate both managers in the firm and its suppliers about socially 
acceptable (but culturally bound) procedures. Furthermore, with greater 
use of supplier social audits, firms follow up with their suppliers to ensure 
adherence. Collectively, these practices decrease the probability that sup-
pliers are engaged in improper practices, such as using child labor, which 
could harm the firm and the value of its brands.

It is important to consider how this study might be interpreted in light 
of prior literature. Tapscott and Ticoll (2003) argued that firms would no 
longer be able to hide from their customers in this new technology age. 
Our research provides empirical evidence to support this perspective; 
firms engaged in socially responsible supplier practices when customers 
were aware of the firm and its brand. However, little evidence was found 
to support the notion that the structure of the supply chain significantly 
impacted the adoption of socially responsible supplier practices. Perhaps 
this occurred because customers might not yet fully comprehend the 
notion of supply chains, or might have little interest in understanding 
the f low of products through many firms on its way to the end user. 
Naturally, this might evolve and change over time as communication 
technology further advances and customers come to expect clear report-
ing and traceability of products through multiple firms in complex sup-
ply chains.

Only limited support was identified for the relationships between 
dependency and the various socially responsible supplier practices. In par-
ticular, for human rights, greater customer dependency did encourage the 
greater use of supplier practices. To some extent, one might argue that 
this is the most basic form of socially responsible supplier practices, and 
the first hurdle that end users are likely to worry about in a developed 
market, such as Canada. This concern is passed backwards up the supply 
chain—at least to firms that are highly dependent on specific custom-
ers. There are several factors that might explain the limited findings for 
the other practices. First, dependency may have much less inf luence on 
other socially responsible practices than do related constructs, such as the 
degree of power or control exercised by a firm over supply chain partners. 
Second, the costs of implementing these practices were not measured, and 
likely vary by supply chain context, which may outweigh the impact of 
dependency.
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On the other hand, distance in the supply chain did impact the adop-
tion of socially responsible supplier practices. Organizational distance was 
a dimension of distance that was important in the majority of the models. 
First, the relationship between the total length of the supply chain and 
socially responsible supplier practices was positive. All other aspects being 
equal, having more tiers in the supply chain translates into greater com-
plexity and greater uncertainty. Establishing systems to formally develop 
socially responsible supplier practices can attenuate the range and number 
of concerns that must be managed. For example, social audits of suppliers 
are a clear mechanism to actively monitor a global supply base and ensure 
that far-f lung suppliers are acting in ways that are consistent with the 
firm’s own standards.

This finding can be linked to prior research in operations management 
that has studied supplier monitoring. The practices that make up the social 
auditing dimension of socially responsible supplier practices were heavily 
borrowed from the environmental management field (Klassen & Vachon, 
2003; Zhao et al., 2007), where some work has considered the impact of 
the length of the supply chain on the adoption of supplier audits (Kovács, 
2008). Thus, the findings of this research can potentially be transferred 
to environmental management research. More generally, firms might be 
expected to establish increasingly sophisticated audit systems for their sup-
pliers’ practices and performance (be they social, environmental, quality, 
etc.) as the supply chain increases in length.

At a superficial level, one might argue that stronger collaboration with 
suppliers might remove the need for auditing and monitoring of suppliers 
(Vereecke & Muylle, 2006; de Leeuw & Fransoo, 2009). However, even 
in the presence of collaboration, a firm must clearly signal both its concern 
and commitment to particular standards of performance, and not simply 
“trust” that its expectations are met. Thus, while auditing is undoubtedly 
important in relatively short supply chains, its importance grows as the 
supply chain lengthens and increases in complexity. Both trust and open 
communication are likely to decline as the number of tiers between the 
firm and a supplier increases. Thus, auditing provides a tangible indicator 
of the importance of appropriate supplier behavior, while also exercis-
ing greater control over an extended supply chain. Future research might 
more clearly explore the relationship between collaboration, auditing, and 
supply chain length to better disentangle the role and importance of each 
factor. For example, collaboration might attenuate, to some degree, the 
need for auditing; alternatively, auditing might encourage collaboration 
as both the firm and the supplier become more aware of the other party’s 
needs, priorities, and capabilities.

The empirical analysis clearly indicated that firms that are closer to raw 
material extraction are more likely to put supplier COC in place. Several 
possible explanations support this outcome. First, as a firm gets closer to 
raw material sourcing, it is conceivable that the firm is more likely to 
be directly buying from plants and operations in developing countries. 
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Depending on the degree of legal enforcement present, local suppliers 
may be tempted to cut corners, or in fact, see little reason to meet vague 
expectations imposed by foreign buyers. Thus, COC ensure that the sup-
plier is well aware of what is expected, and of the consequences of not 
meeting those expectations. Second, several certifications gaining wide-
spread adoption, e.g., Fairtrade, are related to raw material extraction or 
supply. These certifications can serve as proxies for COC. In contrast, 
certifications have not been applied to the same degree for exporters, dis-
tributors. and downstream processors. However, one might expect this to 
change over time as the management of social issues in the supply chain 
broadens and deepens; thus, new certifications might extend Fairtrade 
principles further downstream in the supply chain (Roberts, 2003).

However, at least one finding appeared to be counterintuitive: as geo-
graphical distance increased, the firm was less likely to establish supplier 
COC (despite the points raised in the previous paragraph). One possible 
reason is that as the geographical distance increases, the number of repeated 
interactions between a firm and individual suppliers might decrease; fur-
thermore, any interactions might be more transactional in nature, and 
there are fewer opportunities for unethical dealings between the supplier 
and the firm. Thus, larger distances are traded off against position in the 
supply chain.

Managerial Implications

There are a number of reasons for operations managers to adopt socially 
responsible supplier practices and to invest time and financial resources in 
these practices. Overall, two possible rationales underpin these decisions: 
seeking new opportunities to position a firm’s products and brands and 
minimizing the risks of criticisms and concerns from NGOs, the public, 
and customers. Moreover, developing socially responsible supplier prac-
tices can help mitigate the negative outcomes of unexpected events and/
or revelations.

Managers with valuable, highly visible brands do not want their brand 
images tarnished by improper practices in the supply chain. Therefore, 
these managers are more likely to invest in practices that might help to 
protect their product’s brand. By putting these socially responsible sup-
plier practices in place, it is less likely that improper practices in the supply 
chain would occur. Furthermore, operations managers that currently have 
socially responsible supplier practices in place can promote these practices 
to their customers to further differentiate the firm and give it more of a 
competitive advantage. This research found that supply chain visibility 
drove the adoption of socially responsible supplier practices. By extension, 
firms with well-developed practices can launch educational programs 
for consumers to illustrate the tangential social benefits that have been 
embedded in their products and supply chains. As has happened with 
Starbucks, educational campaigns can both inf luence customer purchase 
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behavior and create conditions that force competitors to match their 
actions. But not all competitors are likely to have the management capa-
bilities or economies of scale essential to replicating socially responsible 
practices in a cost-effective manner. Thus, socially responsible practices 
simultaneously achieve social gains, blunt potential criticism, and erect 
barriers for potential competitors.

The number of tiers in the supply chain also inf luences what operations 
managers did to address social concerns. As a supply chain becomes lon-
ger, operations managers put more procedures and policies in place, such 
as audits, to manage supplier adherence to social expectations (Mamic, 
2005). However, as a firm is positioned farther downstream, it becomes 
more difficult to first, identify specific suppliers (e.g., to try to name the 
particular third-tier supplier providing the iron ore for the steel casing of 
a computer), and second, to realistically track working conditions (e.g., 
labor) used for manufacturing particular materials and parts in organiza-
tionally distant suppliers. Moreover, some would argue that COC are less 
relevant as the firm’s responsibility diminishes with more organizational 
handoffs (New, 2004). Additionally, firms that are closer to the commod-
ity sourcing or extraction stage have demonstrated greater use of supplier 
COC, which in turn, can have a positive impact on the supply chain 
(Kovács, 2008).

It is interesting to look at the level of involvement of the four types of 
socially responsible supplier practices. Admittedly, while the data gath-
ered were perceptual and subjective in nature, the relative use (i.e., rank 
order) of each practice can be assessed. The survey results indicate that the 
level of involvement in supplier COC was the highest, followed by sup-
plier human rights, then supplier labor practices, and finally supplier social 
audits. Thus, we see evidence for progressive development from internal 
(i.e., COC involve both the buyer and supplier), to supplier-oriented (i.e., 
human rights and labor practices), to verification of practice (i.e., audit-
ing). In essence, operations managers are beginning to address social issues 
by trying to get their own operational practices in order, as supplier COC 
ensure that buyer’s employees have procedures and practices to deal with 
suppliers ethically. Additional practices then engage and push suppliers to 
improve their human rights and labor practices. Finally, operations man-
agers would put supplier social audits in place to ensure that suppliers are 
adhering to these new social practices.

Limitations and Conclusions

There were several limitations to this research. First, the surveys were 
only administered to Canadian manufacturing plants. Although the gen-
eral findings of this study are expected to be generalizable to firms in 
other developed countries, the extent and strength of particular relation-
ships might vary from country to country. Also, costs of the four socially 
responsible practices were not assessed, and are likely to inf luence both 
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the degree and rank order of the constructs. The resources to implement 
socially responsible supplier practices might also vary based on the over-
all degree of competitiveness and profitability of particular industries or 
regions. Thus, social auditing of suppliers in China might be much less 
expensive for a Japanese firm than for a Canadian firm, thereby inf lu-
encing its adoption. Similar issues arise with the importance of par-
ticular practices to firms in different countries, as American customers 
might view their relative importance quite differently than, for example, 
European customers. While the research design tested for the potential of 
social desirability, it cannot be entirely ruled out. Further research along 
similar lines by others might provide additional insight into its relative 
impact on data collection.

One of the main contributions of this research is the development of 
an operations perspective of social issues in the supply chain. In contrast 
to earlier research, practices related to social issues were clearly delineated 
from the sustainable development literature, in general, and the environ-
mental management literature, in particular. Prior work also has tended to 
employ proxies, such as accounting measures, which are difficult to trans-
late to operationally relevant management levers. Based on prior litera-
ture, corporate best practice, and the foundational work of international 
standards organizations, a set of operations-based scales was developed 
and empirically validated, using a large-scale survey of three industries in 
Canada. Four dimensions of socially responsible supplier practices were 
identified: supplier human rights; supplier labor practices; supplier codes 
of conduct; and supplier social audits. These scales also represent an ini-
tial step toward quantifying the costs and benefits of developing socially 
responsible practices and assessing management attention and capabilities 
in this area.

Second, much of operations and strategy is concerned with the design 
of the supply chain. Thus, when considering a new area such as social 
issues, key supply chain variables were expected to inf luence the devel-
opment and use of socially responsible management practices. To that 
end, relationships between supply chain structure and supplier practices 
were tested empirically. Evidence pointed to two factors in supply chain 
structure—transparency and distance—being related to socially respon-
sible supplier practices. For transparency, the degree of product visibility 
to end users was significantly related to greater use of multiple dimensions 
of socially responsible supplier practices. Thus, firms can be construed to 
be using these practices to either enhance or protect the firm’s brand and 
reputation. Also, organizational distance was related to socially respon-
sible supplier practices, with more tiers in the supply chain being linked 
to greater use of these practices, which help better manage societal expec-
tations in the supply chain. Finally, as the plant was positioned further 
upstream in the supply chain (closer to raw material extraction), it was 
more likely to have supplier codes of conduct in place.
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The development of these scales provides an empirical basis for fur-
ther scale refinement by other scholars characterizing socially responsible 
practices. This research focused very explicitly on supplier practices. However, 
suppliers capture only half of the supply chain. Customers too are expected to 
be instrumental, and the impact of customer expectations should be measured 
and modeled. Expectations might be captured directly, using surveys of repre-
sentative customers, or indirectly, using panels of experts. Ideally, such survey 
work would be complemented by case studies that examine socially respon-
sible practices across the entire supply chain. Both forms of empirical research 
would provide further details about new (or related) constructs, the nature of 
specific relationships, and the likelihood of different performance outcomes. 
For example, some practices such as social auditing might be strongly related to 
risk-reduction, while others, such as supplier labor practices, might be linked to 
opportunities, e.g., increased productivity.

Additionally, a survey could be conducted on the general population to 
explore how typical consumers assign responsibility for social issues in supply 
chains for common products, like food or manufactured durable goods. Possibly, 
operations managers need only take responsibility for some social issues a single 
tier back in the supply chain—for example, worker conditions—while other 
issues, such as product safety, encompass all tiers in the supply chain. Moreover, 
responses of consumers could be compared against those from plant man-
agers to understand the degree of consistency or alignment. Collectively, 
understanding both the assignment and scope of responsibility can assist manag-
ers with identifying high-priority areas, and focusing the investment of limited 
resources.
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Appendix 1. Estimates and model fit statistics for four 
socially responsible supplier practices

To what extent is your plant involved in the following policies and proce-
dures related to your primary suppliers? In general, our plant: (please circle 
a number for each item)

Variable Item Estimate

Supplier Human 
Rights

HR1 ensures that our suppliers do not use child labor .956
HR2 ensures that our suppliers do not use forced labor 

(e.g., prison labor)
.975

HR3 ensures that our suppliers pay their workers a living 
wage (i.e. a wage that is above minimum wage)

.868

HR4 ensures that suppliers do not use sweatshop labor .936

Supplier Labor 
Practices

SLC1 ensures that our suppliers have regulated over-time 
wage policies (e.g., employees are paid a higher 
wage for over-time work)

.890

SLC2 ensures that our suppliers allow their employees to 
associate freely (e.g., join or create a union)

.859

SLC3 ensures that our suppliers do not discriminate 
against its own workers

.925

SLC4 ensures that our suppliers provide a healthy and safe 
working environment for their employees

.854

SLC5 ensures that our suppliers provide their employees 
with protective equipment in hazardous areas

.864

SLC6 ensures that our suppliers help improve the natural 
environment in which they operate

.884

Supplier Codes of 
Conduct

SCOC1 has a supplier code of conduct .565
SCOC2 has a management system to ensure that social 

expectations affecting our suppliers are identif ied
.526

SCOC3 ends relationships with suppliers that do not adhere 
to our code of conduct

.834

SCOC4 has a defined set of acceptable/ unacceptable 
behavior (e.g. ethics statement) our employees must 
abide by

.851

SCOC5 has ethical sourcing training programs for the 
purchasing department

.747

Social Audits SA1 monitors our suppliers to ensure adherence to our 
social expectations

.862

SA2 conducts surprise visits to our suppliers to ensure 
adherence to our social expectations

.884

SA3 has specific audit procedures to ensure that our 
suppliers adhere to our social expectations

.914

χ2 = 56.597
p-value = .149
χ 2/d.f. = 1.204
NFI = .976
TLI = .994
CFI = .996
RMSEA = .030
RMSEA 
 CI

= .000, .055



Amrou Awaysheh and Robert D. Klassen216

Appendix 2. Assessment of firm’s dependence on 
suppliers and customers

For the following items, please describe your plant’s relationship with 
your primary suppliers. In general, our plant (please circle a number for 
each item)

Estimate

Supplier 
Dependency

SD1 is greatly dependent on our suppliers .536
SD2 has diff iculty changing suppliers .807
SD3 requires a long time to change to new suppliers .868
SD4 finds it very costly to change to new suppliers .689
SD5 will perform poorly if our suppliers don’t perform well .527

For the following items, please describe your primary customer’s rela-
tionship with your plant. In general, our customers (please circle a number for 
each item)

Customer 
Dependency

CD1 are greatly dependent on our plant .549
CD2 have diff iculty changing suppliers .868
CD3 require a long time to change to new suppliers .929
CD4 find it very costly to change to new suppliers .806
CD5 will perform poorly if our plant doesn’t perform well .599

The end-user is defined as the end customer that purchases and uses/con-
sumes the product (the final link in the supply chain). For your primary prod-
uct, please indicate the extent to which the end-user is aware of (please circle 
a number for each item)

End-User 
Knowledge of 
Supply Chain

SCS1 how our product is manufactured .787
SCS2 the type of raw materials that go into the product .761
SCS3 where the raw materials are sourced .865
SCS4 the structure of our supply chain .817

Product Visibility PV1 the name of the company that manufactures the 
product

.829

PV2 our brand name (product name) .818
χ 2 = 53.130
p-value = .219
χ 2/d.f. = 1.155
NFI = .965
TLI = .993
CFI = .995
RMSEA = .026
RMSEA CI = .000, .052
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C H A P T E R  T W E L V E

Going Green by Exporting

Emilio Galdeano-Gómez, Eva Carmona-Moreno, 
and José Céspedes-Lorente

The focus of this chapter is on the relationship between environmental 
performance and exports at country or industry level. The aim is to pro-
vide an analysis of these relationships at the firm level. Can environmen-
tal performance explain differences in export intensity between firms? 
Does a firm’s environmental performance improve as its export activity 
improves? The approach followed is a composite equation model in which 
export intensity and productivity components, including environmental 
productivity, are jointly determined, taking as reference the exporting 
firms of the agro-food industry in southeast Spain.

Some studies point out that international trade may have the potential to 
contribute to overall improvements in the environmental performance of 
specific industries, or in regional environmental performance (e.g., Liddle, 
2001; Frankel & Rose, 2002; Copeland & Taylor, 2003); others believe that 
export intensity may contribute to the risk of environmental damage (e.g., 
Managi & Karemera, 2005). In both cases, it may be argued that the rela-
tionship between regional export intensity and regional environmental 
performance (e.g., pollution) is bi-directional, as causal effects may go in 
both directions: regional export intensity may improve or worsen regional 
environmental performance. Also, environmental performance differences 
between regions can explain the differences in the regions’ export intensity 
(e.g., Ederington & Minier, 2003; Cole & Elliot, 2003). Although these 
studies have provided useful insights into the interrelationship between 
environmental performance and export intensity at the regional or indus-
try level, they have not explored the role of firm’s specific factors (i.e., the 
firm level of analysis). In recent years, literature on international trade has 
paid attention to the role that firms play in mediating countries’ imports 
and exports (e.g., Wagner, 2007). Several studies have highlighted the links 
between firm productivity and export activity, assuming that this relation-
ship may be bi-directional (e.g., Bernard, Eaton, Jensen, & Kortum, 2003; 
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Helpman, Melitz, & Yeaple, 2004). Nevertheless, these studies have not con-
sidered environmental factors.

The analysis of bi-directional effects between environmental per-
formance and export intensity at the firm level is important for several 
reasons. First, environmental performance has become a goal for firms, 
which are subjected to intense scrutiny from society and from policymak-
ers (Tyteca, Carlen, Berkhout, Hertin, Wehrmeyer, & Wagner, 2002). 
In this context, environmental performance has to be considered as an 
additional component of total firm productivity. Second, it is important 
to note that the firm level may be more appropriate than the industrial 
or regional level to analyze this relationship, as the responses of firms to 
environmental policy is heterogeneous in terms of environmental strate-
gies and the development of environmental capabilities (Aragón, 1998; 
Aragón & Sharma, 2003). For example, Madsen (2009) found that firm-
specific environmental capabilities moderated the relationship between the 
stringency of a country’s environmental regulations and the firm’s invest-
ment in that country. Third, we would like to understand the effects of 
a firm’s environmental performance on export intensity, an issue that has 
received scant attention (see Christmann & Taylor, 2001; Martín, Aragón, 
& Senise, 2008). Identifying these effects can shed light on the potential 
benefits of promoting environmental performance improvements in order 
to gain international competitiveness. Additionally, it is interesting to 
determine whether, and to what extent, export intensity can give rise to 
an environmental learning process that improves firm environmental per-
formance. Finally, regardless of which direction of effect has been studied, 
it is necessary to account for the other direction of causal effect. In other 
words, environmental performance and export intensity are jointly deter-
mined. Hence, estimates of induced environmental performance effects 
that do not account for the joint endogeneity of export intensity and envi-
ronmental performance are likely to be biased. 

The objective of this chapter is to examine these interrelationships 
by means of productivity index estimation methods. Over the last two 
decades, research on productivity analysis has shown how firm produc-
tivity measurements are sensitive to environmental performance; firms 
frequently consider undesirable outputs (i.e., pollutant outcomes of pro-
duction activity) in input–output relationships (see Tyteca, 1997, for an 
overview). Obtaining an environmental performance index, namely, 
environmental productivity (e.g., Ball, Lovell, Luu, & Nehring, 2004; 
Kaneko & Managi, 2004) as a component of a Total Factor Productivity 
(TFP) index, we try to provide evidence on issues of interest in inter-
national trade analysis: whether environmental performance can explain 
differences in export intensity between firms and whether firms’ envi-
ronmental performance improves (or worsens) as their export activity 
increases (or decreases).

To this end, we developed an empirical framework to analyze the rela-
tionship between exports and environmental performance in a sample of 
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firms belonging to the agro-food sector. We also estimated the impact of 
exports on general productivity components (efficiency and technological 
change) and on environmental productivity. These variables were deter-
mined endogenously in our empirical model, following recent frameworks 
by Ederington and Minier (2003), and Managi and Karemera (2005).

Environmental Performance, Exports, and Productivity

Productivity has been one of the basic variables for measuring differ-
ences between firms in international trade analyses (e.g., Bernard et al., 
2003; Helpman et al., 2004). Two alternative but not mutually exclusive 
hypotheses about why exporters can be expected to be more productive 
than nonexporting firms have been discussed and investigated empiri-
cally (International Study Group on Exports and Productivity, 2008). The 
first hypothesis points to self-selection of the more productive firms into 
export markets. If there exist additional costs of selling goods in foreign 
countries (transportation costs, distribution or marketing costs, personnel 
with skills to manage foreign networks, and production costs in modifying 
current domestic products for foreign consumption), these costs provide 
an entry barrier that less productive firms cannot overcome. The second 
hypothesis points to the role of learning by exporting. The pressure of 
international competition forces exporters to cut costs and improve effi-
ciency by eliminating managerial and organizational inefficiencies (Egan 
& Mody, 1992; Clerides, Lauch, & Tybout, 1998). Also, the participation 
in a sophisticated network of international stakeholders favors knowledge 
f lows and firm absorption of knowledge. Thus, exporting makes firms 
more productive. 

Wagner (2007) summarized the results of a comprehensive survey 
of the empirical literature about the relationship between firm export 
intensity and productivity, and found that exporters are more productive 
than nonexporters, and that more productive firms self-select into export 
markets, although exporting does not necessarily improve productivity. 
However, this big picture hides a lot of heterogeneity, as the different 
empirical studies differ substantially in terms of type of data, analysis, and 
other details of the approach (International Study Group on Exports and 
Productivity, 2008).

The impact of environmental policy on international trade has fre-
quently been analyzed based on assumption that environmental policy 
mainly affects standard factors, such as differences in resource endowments 
(e.g., skilled workers, technological innovation capabilities, efficiency in 
usage of resources) or technology, and determines trade patterns, com-
monly known as the “factor endowment hypothesis” 1 (see Jaffe, Peterson, 
Portney, & Stavins, 1995; Copeland & Taylor, 2003). Porter and Van der 
Linde (1995) argued that tighter environmental regulation spurs techno-
logical innovation, and hence tighter regulation could, in theory, raise 
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exports or lower imports (this is known as the Porter hypothesis). The 
findings on this theoretical argument have often been contradictory. Van 
Beers and van den Bergh (1997) suggested a positive relationship between 
environmental policy and exports, while others found small and often 
insignificant relationships between these two variables (e.g., Tobey, 1990; 
Jaffe et al., 1995).

On the other hand, it is argued that competitive exports have contra-
dictory impacts on environmental outputs, both increasing pollution and 
motivating reductions in it (Liddle, 2001). The direction and magnitude 
of these effects depend on the trade-induced changes in production pat-
terns, the state of the environment, and the environmental policies in 
place to preserve and improve environmental quality (Shortle & Abler, 
2001). Recently, analyses of this issue have been conducted. Ederington 
and Minier (2003), and Levinson and Taylor (2008) both found evidence 
that by treating pollution regulations as endogenous, such that pollution 
regulations affected international trade and vice versa, pollution abate-
ment costs were a significant determinant of trade competitiveness at 
an aggregate level. Frankel and Rose (2002) treated income and trade as 
endogenous and found an impact of trade on air pollution. Managi and 
Karemera (2005) used environmental productivity as a measure of abate-
ment pollution effort, obtaining interrelationships between exports and 
this productivity indicator at an aggregate level (United States) in a simul-
taneous estimation model.

At the firm level, these relationships have scarcely been debated, 
although in recent years international economics literature has paid 
increasing attention to the role that firms’ environmental strategies play in 
mediating countries’ imports and exports. Some studies have analyzed the 
relationship between firms’ environmental performance and their export 
activity, finding a positive relationship between them (Christmann & 
Taylor, 2001; Bellesi, Lehrer, & Tal, 2005; Martín et al., 2008). These 
authors assume that the firms’ adoption of advanced environmental man-
agement practices improves their international competitiveness, show-
ing findings in favor of the Porter hypothesis. Using the resource-based 
theory (see, e.g., Barney, 1991), some authors argue that the adoption 
of advanced environmental strategies that go beyond regulatory require-
ments by dealing with waste reduction at the source and pollution pre-
vention inf luences the development of firm capabilities and favors an 
improvement in its financial (and export) performance (e.g., Hart, 1995; 
Russo & Fouts, 1997; Sharma & Vredenburg, 1998; Martín et al., 2008). 
The adoption of advanced environmental practices increases the firm’s 
environmental productivity and consequently it: (1) encourages innova-
tion of both products and processes (Beise & Rennings, 2005), which 
make the firm more productive; (2) promotes better firm relationships 
with international stakeholders, including customers and governments; 
(3) facilitates organizational learning processes (Sharma & Vredenburg, 
1998), which are essential in the international context; and (4) improves 
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the firm’s reputation, which is a crucial asset in accessing international 
markets (Martín et al., 2008).

When environmental regulations imposed by importing countries 
function as protective trade barriers, firms can address such problems by 
developing practices that allow them to comply with the strictest environ-
mental regulations prevailing in the largest export market (Christmann & 
Taylor, 2001). Thus, only firms with the highest environmental produc-
tivity can export to these markets.

The foregoing observations and arguments lead to the following 
hypothesis:

Hypothesis 1. Improvements in a firm’s environmental productivity will 
increase the firm’s export intensity.

However, although the previous arguments suggest a process of self-
selection in firms’ export activity, other factors may explain to what 
extent greater export intensity reinforces improvement in environmen-
tal performance, as firms learn by exporting (Grossman & Helpman, 
1991). Exporting firms are exposed to knowledge (e.g., environmental 
knowledge) that is unavailable to domestic firms. This knowledge can 
be of two types (Salomon & Jin, 2010): market knowledge and techno-
logical knowledge. Exporting firms receive information related to tastes 
and preferences from consumers in the target markets. This information 
allows them to tailor products to meet these customers’ specific needs, 
including environmental attributes. For instance, since consumers in the 
country of destination cannot control environmental performance of the 
exporting firms, it is highly likely that they require these firms to obtain 
some specific environmental quality certificates (e.g., Bellesi et al., 2005). 
In the same vein, as the pressure for environmental quality increases in 
the country of destination, and it imposes more environmental require-
ments for products, exporting firms (or countries) also feel obliged to 
improve their environmental performance by using greener processes. 
Thus, increasing stringency of a country’s environmental policy would 
increase the exporting firms’ environmental investments, which, in turn, 
would lead to an increase in the firms’ environmental productivity, if they 
wish to continue exporting to this country.

In both cases, exporting firms’ environmental learning is extended by 
the acquisition and application of technological knowledge. Exporters can 
access international knowledge networks in which customers, other firms, 
associations, research centers, et cetera, from different countries partici-
pate. Intensive involvement in such networks can facilitate the acquisi-
tion of knowledge on operating processes, methods, and techniques that 
enhance the firm’s environmental capabilities, and by extension their 
environmental performance. These arguments ref lect the fact that the 
intensity of the firm’s exports is related to the possibility of acquiring 
knowledge about green technologies and practices. This knowledge is a 



Galdeano-Gómez, Carmona-Moreno, and Céspedes-Lorente226

fundamental part of the learning processes that facilitate the improvement 
of the firm’s environmental productivity. Thus,

Hypothesis 2. The increasing export intensity of a firm will increase the firm’s 
environmental productivity.

Methods

The empirical analysis has been based on balanced panel data using annual 
financial reports and surveys of 65 firms belonging to the agri-food 
industry in southeast Spain over the 1994–2006 period. This sample rep-
resents 81 percent of the value of total regional exports, mainly destined 
for the EU market (which receives over 90 percent of total exports). The 
agro-food industry in southeast Spain centers around a series of prod-
ucts: fresh and processed vegetables, olive and olive oil, grapes and wine, 
and fresh and processed citrus produce. Our project focuses on fresh fruit 
and vegetables and minimally processed produce (cut and pre-prepared), 
since these products are those that sell most on the international market 
(Agricultural Council of Andalusia, 2007) and have similar production 
processes. The firms included in our empirical study are farming–mar-
keting firms, which consist mainly of cooperatives. Such entities do sales 
and marketing on behalf of the farmer producers, who in this case total 
more than 9000 farmers. We define the production process as the farm-
ing, handling, processing, and packaging of produce. Farming production 
utilizes greenhouses, the main technological system of production since 
the 1970s, because of the climatological conditions of this area (intense 
heat and scarcity of water). 

However, this system has generated considerable amounts of waste and 
residues (fertilizers, packaging materials, waste produce, and so on) and 
makes an intensive use of resources. As far as water consumption is con-
cerned, considerable advances have been made, and currently almost 100 
percent of farming activity is carried out using modern systems of irriga-
tion and water-saving techniques (hydroponic planting, drip irrigation, 
etc.). The intensive use of fertilizers and pesticides has persisted up to 
recent years. Since the 1990s, however, as a result of the increasing rel-
evance of environmental quality components to consumers in the EU 
markets, the managerial activity of the firms has changed considerably.

Environmental performance in these firms has been primarily aimed 
at promoting more ecological produce for marketing: the application of 
integrated pest management; investment in irrigation systems to save 
water and avoid pollution; the application of methods that avoid soil pollu-
tion; improvements in residue and waste management; and more frequent 
analysis of soil, water, plants, and waste (Galdeano-Gómez, Céspedes-
Lorente, & Rodríguez-Rodríguez, 2006). In many cases these measures 
are included in certified environmental management systems (EMS), such 
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as the EUREP-GAP code, the ISO 14001, and the Integrated Production 
Certificates. In most cases, these practices deal with waste reduction and 
pollution prevention at the source.

In general, the current intensification of environmental performance 
implies major changes in the managerial activity of these firms, but it may 
also be an essential factor in making their exports competitive (Céspedes-
Lorente & Galdeano-Gómez, 2004).

Total Factor and Environmental Productivity Measurement. Studies on 
productivity have become more popular, thanks to the application of 
Malmquist indices. The Malmquist Total Factor Productivity (TFP) is 
a specific output-based measure of TFP. It measures the TFP change 
between two data points by calculating the ratio of two associated dis-
tance functions (Caves, Christensen, & Diewert, 1982). Chung, Färe, 
and Grosskopf (1997) defined an output-oriented Malmquist-Luenberger 
index of productivity, which included productivity changes with respect 
to both desirable and undesirable outputs.

The Malmquist-Luenberger TFP index and its components, efficiency 
change (EFC) and technological change (TEC) are defined in terms of 
the ratios of distance functions (Färe, Grosskopf, Norris, & Zang, 1994; 
Chung et al., 1997). In order to estimate the environmental productiv-
ity, we calculate two productivity indices (Kaneko & Managi, 2004) by 
comparing distance functions in two different time periods (t and t+1) 
using Data Envelopment Analysis (DEA) technique. First, a basic model 
is used to calculate total productivity of market output, TFPmarket, using 
the usual production input and output. This measure can be operation-
ally divided into two major components, namely TEC and EFC. Second, 
a joint model, TFPtotal, which measures the total effect of increases in 
productivity due to improvements in technology and efficiency for the 
multi-production of marketable and undesirable outputs, is used. Increases 
in market output, and/or reduction in undesirable output, at a given 
input level, will increase TFPtotal. Thus, the residual effects of two factors 
explain the changes in productivity related to the environmental output, 
i.e., environmental productivity (EP), given by Equation 1,

 EP = TFPtotal /TFPmarket  1

where an increase in EP implies productivity improvements related to 
environmental performance. Given the same market productivity level, 
reduction in undesirable output increases EP, whereas an increase in 
undesirable output decreases EP (Managi, Opaluch, Jin, & Grigalunas, 
2004). Thus, the growth or reduction of EP can be considered a positive 
or negative effect of the firm’s abatement effort or the firm’s environmen-
tal performance.

Export Performance Model. The empirical model of export performance 
proposed in this chapter is based on the assumption that export activ-
ity depends on firm-specific resources (Martín et al., 2008). Considering 
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specialization differences, in this framework, export performance is mea-
sured as intensity in exporting (EX) and is considered a dependent vari-
able of productivity components, including TEC, EFC, and EP, and the 
other company characteristics, such as the management’s international 
experience and firm’s size (Sterlacchini, 2001; Wagner, 2001). Thus, the 
model is specified as shown in Equation 2:

 ln EXit = a0 + a1 ln TECit + a2 ln EFCit + a3 ln EPit 
   + a4 ln IEit + a4 ln PMit + a5 ln FSit + eit  2

where EXit is the export intensity ratio of firm i at time t, which depends 
on: technological change, TEC; efficiency change, EFC; environmental 
productivity, EP; average price of marketed output, PM; international 
experience, IE (i.e., number of years the firm has been exporting); and 
firm size (i.e., firm market share), FS; and where eit is the error term. 
This model allows us to estimate the effect of environmental productivity 
on export intensity (Hypothesis 1), once we have taken into account the 
effects of the other components of total productivity.

Technological and Efficiency Change Models. Exporting may contribute 
to productivity growth via efficiency improvement by cross-efficiency 
promotion and resource reallocation, and via technical progress by tech-
nological spillovers and encouragement of investment in research and 
development, or R&D (e.g., Wagner, 2007). Due to the nature of small 
or medium-sized agro-food firms in the sample (low investment in R&D 
activities), we consider the capital intensity (i.e., annual investment in 
machinery and equipment over total assets) and the percentage of inter-
mediate imported inputs (raw materials) over total inputs as alternative 
explanatory variables (Harmse & Abuka, 2005). In addition, we consider 
that higher wages are expected to accompany higher productivity levels 
(Galor & Moav, 2000; Bernard et al., 2003) and that the concentration of 
exporting firms and firm size have a positive effect on productivity (Fu, 
2005; Greenaway & Kneller, 2008). Disaggregating the productivity, we 
consider the two following models, Equation 3 and Equation 4:

 ln TECit = b0 + b1 ln CIit + b2 ln ISit + b3 ln EXit-1 
   + b4 ln WGit + b4 ln FSit + b6 ln CRt + eit 3

 ln EFCit = l0 + l1 ln CIit + l2 ln ISit + l3 ln EXit-1 
     + l4 ln WGit + l4 ln FSit + l6 ln CRt + vit  4

where the productivity measures of firm i at time t depend on: the capital 
intensity, CI; the intermediate imported inputs, IS; the export intensity of 
previous year, EXt-1; the wage rate, WG; the firm size, FS; and the con-
centration ratio, CR. The error terms are represented by e and v. It should 
be noted that the foregoing equations are necessary as we are interested in 
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jointly estimating the relationships between each component of produc-
tivity and firm’s export intensity.

Environmental Productivity Model. The effects of export intensity may 
be extended to the environmental productivity of firms. In our case, we 
use the reduction of waste (undesirable output) as a measure of abate-
ment effort, this being a form of such productivity. We consider that some 
determinants of this environmental indicator may be different from the 
productivity equations set out above. Thus, in the equation set out below, 
instead of capital intensity (CI), an environmental investment intensity 
variable, EI (Anton, Deltas, & Khanna, 2004) is used (environmental 
investment over sales). Also included as explanatory variables are the envi-
ronmental practices spillovers in the sector (measured by total investment 
in environmental practices by the other firms) and the firm’s experience 
in environmental practices (Mazzanti & Zoboli, 2006; Galdeano-Gómez 
et al., 2006). With such modifications, the environmental productivity, 
EP, model is specified as shown in Equation 5:

 ln EPit = f0 + f1 ln EIit + f2 ln ESit + f3 ln EXit-1 
  + f4 ln WGit + f4 ln FSit + f6 ln AGEt + wit 5

where the EP of firm i at time t depends on: the environmental invest-
ment intensity, EI; the environmental spillovers, ES; the export intensity, 
EXt-1; the wage rate, WG; the firm size, FS; and the number of years 
that environmental practices have been adopted, AGE. The error term is 
represented by w.

For the estimation of TFP, we have used one market output, one unde-
sirable output, waste, and two inputs, labor and capital. Market output 
is measured by the firm’s value added (sales output minus intermedi-
ate inputs; Tyteca et al., 2002). The labor factor was obtained from the 
number of employees; the capital factor was obtained from the deprecia-
tion expenditures (accountable replacement value of fixed assets, includ-
ing buildings, equipment and machinery; Martínez, Díaz, Navarro, & 
Ravelo, 1999). The environmental output (undesirable output) was mea-
sured by the waste and residues generated by the firm that was detected 
in environmental quality tests by the Agricultural Council of Andalusia 
(see Galdeano-Gómez, et al. 2006). (Until 2008 there was no plant for 
treating waste produce as compost or fertilizer in the region), We used an 
average quantity of wasted divided by marketed output.

Several indicators can be used to measure firms’ export performance, 
but the most common ones refer to an export sales ratio or export inten-
sity, EX, which may offer an adequate measurement of export activity 
relevance (e.g., Verwaal & Donkers, 2002). As regards the determinants 
of export intensity not previously defined, the average price of marketed 
output (PM) is calculated by a weighted average price index, and firm 
size (FS) is measured by the ratio of firm’s sales to the total sales of the 
sample.
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Among the determinants of productivity indicators of the firm, 
Equations 3 and 4, we considered the proportion of total inputs repre-
sented by intermediate imported inputs (IS), mainly packaging materials.2 
The wage rate (WG) is calculated by the annual labor costs divided by 
the number of workers, and the concentration ratio (CR) in the sector is 
estimated by the Hirschman-Herfindahl ratio.

In Equation 5, we considered that the firm’s environmental productiv-
ity (EP) must have a direct relationship with environmental investment 
intensity (EI), as measured by the annual expenditure on environmental 
practices (which includes management of waste, contracting engineers 
and technicians and, in general, application of certified environmen-
tal systems) over sales. Also, the EP of each firm may be related to the 
number of years these environmental practices have been applied (AGE) 
and the existence of an environmental spillover effect (ES) in the sector, 
measured by the environmental expenditures of the other firms in the 
sample (see Galdeano-Gómez & Céspedes-Lorente, 2008).3 It is assumed 
that geographical proximity increases the probability of environmental 
knowledge diffusion between firms (Mazzanti & Zoboli, 2006).

The monetary variables have been corrected for inf lation (using the con-
sumer price index, 1994 = 100) and are expressed in real terms. Table 12.1 
shows the definition of variables, their expected signs, and data sources. 
Table 12.2 shows the descriptive statistics and the correlation matrix.

Results

The accumulated growth of technological change (TEC), effficiency change 
(EFC) and environmental productivity (EP) are shown in Figure 12.1.

The productivity results of the total sample indicate that the produc-
tivity improvement is mainly due to technological change, TEC, which 
increases from 1.009 in 1995 to 1.021 in 2006, showing an average annual 
growth of 1.35 percent over the period studied. Efficiency change (EFC) 
reaches 1.013 and environmental productivity (EP) reaches 1.022 by 2006, 
showing an average annual growth from 1995 to 2006 of 0.5 percent 
and 0.85 percent respectively. Nevertheless, the increase in the later EP 
is particularly noteworthy. For example, taking the unity as reference, 
inefficiencies in environmental performance (EP < 1) are observed for 
the three first years; however, from 1997 onwards these are turned into 
efficiency (EP > 1).

The estimation of our composite equation model (equations 2, 3, 4 and 
5) is carried out using the Generalized Method of Moment (GMM). This 
approach is usual when heteroskedasticity may be present in the simulta-
neous estimations (Arellano & Bond, 1991). Preliminary tests confirmed 
the presence of heteroskedasticity (White and Breusch-Pagan tests) and 
endogeneity (Wu-Hausman test). A model of common fixed effects for 
all the firms was considered, treating the observations as a pool of data 



Table 12.1  Definitions of variables, and their sources

Variables 

Independent 
variable in 
Equations

Predicted 
sign Definitions (and data sources)

Export intensity 
(EX )a

3, 4, 5 ? Export sales ratio (f irm’s annual f inancial reports)

Technological 
change (TEC) b

2 + Technological change index estimated as a 
component of total factor productivity (TFPmarket) 

Efficiency change 
(EFC) c

2 + Efficiency change index estimated as a component 
of total factor productivity (TFPmarket) 

Environmental 
productivity 
(EP) d

2 ? Environmental productivity index estimated 
as the ratio of two total factor productivity 
indices (TFPtotal / TFPmarket). Indicator of f irm 
environmental performance

International 
experience (IE)

2 + Number of years in exporting (firms survey)

Average market 
price (PM )

2 ? Weighted average price index of exports, in euros 
per ton (Agricultural Council of Andalusia)

Firm size (FS) 2, 3, 4, 5 + Ratio of f irm’s sales to the total sales of the sample 
(annual f inancial reports)

Capital intensity 
(CI )

3, 4 + Annual investment in machinery and equipment 
over total assets (annual f inancial reports)

Imported inputs 
(IS)

3, 4 - Amount of intermediate imported inputs over total 
inputs (f irm’s survey)

Wage rate (WG) 3, 4, 5 + Annual labor costs (thousands of euros) divided by 
the number of workers (annual f inancial reports)

Concentration 
ratio (CR)

3, 4 + Hirschman-Herfindahl ratio (annual f inancial 
reports)

Environmental 
intensity (EI )

5 + Annual expenditure on environmental practices 
divided by sales (annual f inancial reports and 
Agricultural Council of Andalusia)

Environmental 
spillovers (ES)

5 + Annual expenditures on environmental practices 
of the other firms in the sample (firm’s survey 
and Agricultural Council of Andalusia). See 
Galdeano-Gómez and Céspedes-Lorente (2008)

Years of application 
(AGE)

5 + Number of years applying environmental practices 
(f irms survey)

Outputs and 
 inputs

Value added Accountable added value = sales output minus 
intermediate inputsin thousands of euros  (annual 
f inancial reports)

Waste Waste and residues divided by marketed output, 
in kilograms per ton (Agricultural Council of 
Andalusia and firms survey). See Galdeano-
Gómez et al. (2006) 

Capital Accountable replacement of f ixed assets in 
thousands of euros (annual f inancial reports). See 
Galdeano-Gómez et al. (2006)

Labor Number of employees (annual f inancial reports)

a Dependent variable in Equation 2.
b Dependent variable in Equation 3.
c Dependent variable in Equation 4.
d Dependent variable in Equation 5.



Table 12.2  Descriptive statistics and correlations

Variables Mean SD EX IE PM FS CI IS WG CR EI ES AGE TEC EFC

EX .523 .496

IE 15.812 10.353 .328

PM 806.574 498.930 −.154 −.056

FS .112 .161 .261 .002 .017

CI 11.030 8.759 .063 .017 .008 .070

IS 8.064 6.146 −.012 .000 .073 .002 .037

WG 21.836 5.470 .009 −.008 .000 −.001 .022 .000

CR .091 .042 .038 .032 −.002 .019 .009 .024 −.005

EI 9.047 7.915 .054 .003 .005 .008 .016 .002 .014 .052

ES 12872.385 8107.314 .018 .001 .000 .003 .003 −.000 .000 .041 .069

AGE 8.437 4.691 .031 .056 .004 .000 .001 .001 .003 .008 .040 .075

TEC 1.013 .184 .416 .018 .000 .368 .509 .088 .161 .186 .068 .012 .007

EFC 1.005 .236 .189 .021 .007 .206 .286 .142 .302 .215 .194 .025 .046 .054

EP 1.008 .312 .085 .009 .011 .091 .207 .091 .277 .246 .637 .217 .104 .017 .039

   

Value added 297.418 253.675

Waste 89.752 114.272

Capital 472.547 388.748

Labor 88.371 58.190
a Correlations greater than .065 or less than –.065 are statistically signif icant at p < .05.
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(F-test is used testing the fixed effects model) and introducing temporal 
dummy variables for the possible time effects. The vectors of instruments 
were constructed using the endogenous and exogenous variables lagged 
one period. To contrast the validity of the instrumental variables in each 
equation, the statistical test suggested by Sargan and Bhargava (1983) was 
applied. Table 12.3 shows the estimation results. Using the Sargan test, we 
are not able to reject the hypothesis that all instruments satisfy orthogo-
nality conditions. By using F-statistic, the null hypothesis that firm fixed 
effects are equal cannot be rejected. The parameters have the expected 
signs and are significant in most cases.

The parameters estimated show a relatively low inf luence of productiv-
ity indicators on export intensity. Although the signs are positive, the effi-
ciency change (coefficient = .081, p < .10) and environmental productivity 
(coefficient = .087, p < .10) coefficients are only marginally significant. 
Thus, we only found marginal support for Hypothesis 1, probably due to 
the recent application of environmental practices in the sector under anal-
ysis (this issue is analyzed later in this section). As expected, international 
experience in exporting activity (coefficient = .235, p < .01) and firm 
size (coefficient = .165, p < .05) have positive and significant parameters 
(Wagner, 2001). However the average market price has a negative impact 
(coefficient = –.104, p < 0.05) on competitive exports, showing the pos-
sible inf luence of the increasing international competitiveness in supplies 
to the European agro-food market over recent years (Pérez-Mesa, 2008).

Export intensity appears as a determinant of technological change 
(coefficient = .108, p < .10) and especially of efficiency change, with a 

Figure 12.1  Productivity component estimations: Technological change (TEC), eff iciency 
change (EFC) and environmental productivity (EP).
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Table 12.3  Simultaneous equation GMM (Generalized Method of Moment) parameter estimates

Dependent variable EX(1)† EX(2)† TEC EFC EP

Export intensity (EX )

Technological change (TEC)

Efficiency change (EFC)

Environmental productivity (EP)

EP x Years of application (AGE)

International experience (IE)

Average market price (PM )

Firm size (FS)

Capital intensity (CI )

Imported inputs (IS)

Wage rate (WG)

Concentration ratio (CR)

Environmental investment 
 intensity (EI )

Environmental spillovers (ES)

Years of application (AGE)

Constant

    .049
   (.438)
    .081*

   (1.693)
    .087*

   (1.802)
   

    .235***

   (3.426)
   −.104**

  (−1.971)
    .165**

   (2.194)

    .178**

   (2.415)

    .036
   (.295)
    .077*

   (1.679)
   
   

    .174**

   (2.279)
    .182**

   (2.385)
   −.113**

  (−1.984)
    .158**

   (2.147)

    .159**

   (2.326)

.108*

   (1.805)

    .204**

   (2.738)
    .297***

   (3.052)
    .012

   (0.064)
    .153*

   (1.705)
    .206**

   (1.992)

    .247**

   (2.610)

.168**

   (2.153)

    .094**

   (1.969)
    .210**

   (2.107)
  −.034

 (−0.112)
    .189***

   (2.813)
    .144**

   (1.981)

    .402***

   (3.852)

.175**

   (2.251)

    .107*

   (1.699)

    .092*

   (1.704)

    .357***

   (4.116)
    .135**

   (2.231)
    .158**

   (1.983)
    .219**

   (2.136)

Adj R Square
No. of observations
Sargan test (Prob. > χ2)
F-test (f ixed effects)

    .578
780

    .213
  68.744***

    .683
780

    .198
  65.852***

    .629
780

    .105
  74.691***

    .672
780

    .146 
  69.113***

    .661
780

    .193
  8.618***

Note: t-tests are reported in parentheses. Using two-tailed test: ***p < .01; **p < .05; *p < .1.
†EX(1) refers to the model with EP as explanatory variable; EX(2) refers to the model with EP x AGE as 
explanatory variable.”

positive coefficient (coefficient = .168, p < .05), meaning an efficiency 
improvement. These results suggest that exports have a positive effect 
on the three firm productivity components, and support the learning-
by-exporting arguments. Technological and efficiency growth are also 
positively related to capital intensity and to the size of the firm, although 
this is not observed for imported inputs. The relationship between wages 
and EFC is particularly significant (coefficient = .189, p < 0.01). In line 
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with others studies (Greenaway & Kneller, 2008), we also deduce that 
productivity growth is related to the concentration or collusion effect in 
the sector.

As regards environmental productivity (EP), the export intensity parame-
ter is significant (coefficient= .175, p < 0.05), showing the positive impact of 
competitive exports on environmental performance (Hypothesis 2). The EP 
is directly related to the intensity of environmental investment (coefficient = 
.357, p < .01) and AGE, experience in application of environmental prac-
tices (coefficient = .158, p < 0.05), indicating that there are efficiency gains 
in waste reduction (as shown in Table 12.2). In addition, we can observe a 
positive and significant spillover effect (coefficient = .135, p < 0.05) related 
to environmental knowledge within the firms of the sample.

One main problem in the empirical analyses is the possible hetero-
geneity of estimation results and the mis-specifications due to omitted 
variables. The robustness of the previous estimations has been checked 
in several ways. Regarding the relatively low significance of the effect of 
environmental productivity on export intensity (Equation 2), we have 
argued that this issue can be related to the recent application of environ-
mental practices by some firms in the sample. The estimated effect of the 
variable EP � AGE (number of years applying environmental practices) 
on export intensity (column three, Table 12.3) is positive and significant 
(coefficient = .174; p < 0.05). This result shows the relevance of envi-
ronmental experience in explaining the process of self-selection in firms’ 
export activity (Hypothesis 1).

On the other hand, we use an alternative environmental performance 
indicator, which is the reduction in use of nitrates and pesticides per 
ton of marketed output (e.g.,Van der Werf & Petit, 2002). This implies 
that environmental performance is not estimated as productivity com-
ponent, but also from a more reduced sample, because these data are 
only available for 43 f irms of the sample. The results (not included; 
available upon request) reveal that the signs of parameters are similar to 
those shown in Table 12.3, though the inf luence of export intensity on 
environmental performance is slightly less. Nevertheless, these results 
support the robustness of the previous results regarding environmental 
variables.

Additionally, other concerns are related to the control variables or firm 
specialization variables, particularly for the export-intensity model. Several 
empirical analyses show how skilled workers may explain the export het-
erogeneity among firms (Bernard et al., 2003; Wagner, 2007), and we use 
this as alternative explanatory variable (measured as percentage of skilled 
workers over total workers) in the export performance model. Some anal-
yses also consider that age of the firm explains how younger firms may 
be more f lexible, aggressive, and proactive in catering to world demand 
(Sterlacchini, 2001). Finally, we use system GMM (which combines the 
estimations of the model in first differences and in levels) as estimation 
method suggested by Blundell and Bond (1998).4
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The estimations using alternative control variables in the export inten-
sity model (not included; available upon request) show a positive and sig-
nificant parameter for the skilled workers variable, though the differences 
in the estimated of firm age are not great with respect to international 
experience. On the whole, the results of the relationships between export 
intensity and the productivity components are not altered. Also, the sys-
tem GMM estimates (not included; available upon request) reveal that 
there are few differences in the expected signs and significance of esti-
mated parameters compared to the estimations in Table 12.3.

Discussion and Conclusion

The present study has focused on the application of an empirical framework 
in order to obtain insights into the relationship between export intensity 
and productivity components, including particularly an environmental pro-
ductivity measure at firm level. We have argued that the different compo-
nents of firm total productivity affect export intensity and that exporting 
increases productivity, including environmental productivity.

The results provide evidence of an increase in environmental produc-
tivity in our sample over recent years. This productivity component has a 
positive relationship with the export intensity for the firms in the sample, 
although this effect is weak when export intensity is evaluated as a depen-
dent variable. This may be due to several factors associated with recent envi-
ronmental programs and the failure in transmitting them effectively to the 
market, which is an issue linked to food products (Bellesi et al., 2005). Thus, 
the recent development of environmental practices in the sector, and the 
incidence of information asymmetry associated with environmental qual-
ity components of produce (Holleran, Bredahl, & Zeibat, 1999; Fu, 2005) 
may explain the slight relationship between firm environmental capabilities 
and export performance of agricultural firms (see Galdeano-Gómez, 2010). 
When the combined effect of environmental productivity and experience 
in the deployment of environmental practices is taken into account, the 
effect of environmental performance on export intensity is stronger. It may 
be argued that, in our empirical setting, the building of strategic resources 
associated with environmental capabilities (i.e., reputation) requires more 
time than in other settings. This is the case because the introduction of 
green technologies in the agricultural sector is relatively recent and such 
technologies involve highly complex processes (e.g., Pérez-Mesa, 2008).

On the other hand, export performance may be an important contribu-
tor to productivity growth in the analyzed firms. Specifically, there is 
evidence of its effect on cross-efficiency promotion and resource realloca-
tion. Moreover, the productivity associated with environmental outputs 
improves with high export intensity.

Several factors may be linked to gains in efficiency: concentration in 
the sector, spillover effects due to the proximity of firms (Mazzanti & 
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Zoboli, 2006), product specialization of the export-oriented firms, and 
the development of environmental practices (Christmann & Taylor, 2001; 
Martín et al., 2008), as represented by the incorporation of more qualified 
staff (engineers, technicians, etc.).

As the main limitations of this research, we can consider the focus on a 
single sector and the fact that the findings obtained are related to the par-
ticularities of Spanish food firms. Therefore, researchers should interpret 
these results with care when extrapolating them to other organizational 
contexts with different levels of export activity and different regulatory, 
competitive, and technological conditions.

Despite these limitations, we can derive some implications from the ana-
lytical framework. Consequently, research projects related to these issues 
should bear in mind the bi-directional effects of variables in order to obtain 
suitable results of the relationships between exports and the firm’s per-
formance indicators. The combined use of different hypotheses in stud-
ies on international trade, such as resource endowment and productivity 
heterogeneity, can better explain the behavior of firms’ exports and envi-
ronmental performance. Results of this study are in part different from the 
big picture that emerges from the findings of previous empirical analysis 
about the relationship between productivity, environmental performance, 
and export at an aggregate level. If these findings support the self-selection 
arguments, our results show that firm export activity has a positive effect 
on their environmental performance, supporting environmental “learning 
by exporting” arguments. Exporters get access to knowledge about green 
practices and technologies at international markets. In turn, this knowledge 
supports an environmental performance improvement process. Over time, 
these improvements positively affect firm export intensity.

Beyond the specifics of the agricultural sector, more research is needed 
to determine the conditions that environmental capabilities have to meet 
to confer an international competitive advantage on firms. Complementary 
strategic capabilities such as innovation (Christmann, 2000); contingent 
external factors such as perceived uncertainty (Martín et al., 2008); institu-
tional setting of the focal firm and target market (Madsen, 2009); and the 
potential to differentiate the product or the presence of information asym-
metries should be analyzed as moderating variables to explain the connec-
tion between firm environmental productivity and international success.

Note: We acknowledge financial aid from Spanish MCINN and 
FEDER (projects ECO2008-02258 and ECO2008-03445) and from the 
Andalusian Government (project SEJ-5827).

Notes

 1. Another commonly accepted hypothesis is the “pollution haven hypothesis” (Copeland & 
Taylor, 2003; Constantini & Crespi, 2008), which indicates that exporting firms may relocate 
to countries with less stringent environmental legislation, with a view to reducing production 
costs. Nevertheless, with few exceptions (e.g., Levinson & Taylor, 2008), there is scant empiri-
cal evidence of this assumption. 
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 2. Packaging material represents the main intermediate inputs. Unlike other intermediate inputs 
that are acquired from the local or national industry, the packaging material comes from both 
local and multinational f irms.

 3. Some features of the sector under analysis imply the relevance of environmental spillovers: the 
recent application of environmental practices in the food industry and the agglomeration of 
f irms, as recently pointed out by Galdeano-Gómez and Céspedes-Lorente (2008). 

 4. No consensus has been reached regarding which estimation method (GMM or system GMM) 
is most suitable (e.g., Bun & Windmeijer, 2010). 
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To date, technological innovations in some industries have resulted in sig-
nificantly reduced emissions and increased shares of nonfossil fuels in energy 
production (Kivimaa, 2008). Nevertheless, several environmental challenges 
persist related to climate change, biodiversity, and chemicals dispersed 
through consumer products. Green innovation can be defined as hardware 
or software innovation that is related to green products or processes, includ-
ing the innovation in technologies that are involved in energy saving, pol-
lution prevention, waste recycling, green product designs, and corporate 
environmental management (Chen, Lai, & Wen, 2006; Shrivastava, 1995). 
This type of innovation involves the recognition by firms that environ-
mental problems arise from the development, manufacture, distribution, and 
consumption of their products and services. Furthermore, green innovation 
requires the integration of environmental issues into the firm’s strategic 
planning process (Banerjee, 2002).

It is widely recognized that firms that adopt a proactive environmental 
strategy (PES) need to incorporate valuable green innovation in their 
internal network (Russo & Fouts, 1997). A PES refers to the identifica-
tion and analysis of the natural environmental aspects of a firm’s prod-
ucts and services, and the establishment of comprehensive and preventive 
management programmes (Aragón-Correa, 1998). This strategy requires 
the complex coordination of skills and heterogeneous resources (Amit & 
Schoemaker, 1993) to reduce environmental impacts and increase firm 
competitiveness (Aragón-Correa, Hurtado-Torres, Sharma, & García-
Morales, 2008).
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Research based on samples from larger firms has shown that orga-
nizations of a larger size are more likely to undertake the most PES 
(Aragón-Correa, 1998; Russo & Fouts, 1997; Sharma, 2000). Scholars 
have consequently argued that because a PES requires accumulation of, 
and complex interaction among, skills and resources such as physical 
assets, technologies, and people (Russo & Fouts, 1997; Sharma, 2000; 
Shrivastava, 1995), the limited resources of small and medium enterprises 
(SMEs) might prevent them from adopting such practices (Russo & Fouts, 
1997). Studies of SMEs have often highlighted their poor level of envi-
ronmental commitment, describing them as mainly interested in con-
trolling emissions of pollution to comply with environmental regulations 
(e.g., Schaper, 2002; Williamson & Lynch-Wood, 2001). In this context, 
SMEs’ internationalization process may contribute to getting access to 
valuable and innovative knowledge abroad and consequently adopting an 
advanced PES.

The creation of new knowledge acquired by the firms’ international 
activity in diverse foreign markets encourages them to develop organiza-
tional capabilities (Barkema & Vermeulen, 1998; Nelson & Winter, 1982). 
Firms can create experiences that allow them to explore and search for 
new knowledge through interacting with new cultures, demographics, 
regulations, and technologies (Levitt & March, 1988). One of the capa-
bilities that can be generated through the internationalization process is 
innovation capability. Innovation capability is the ability of an organiza-
tion to adopt or implement new ideas, processes, or products successfully 
(Hurley & Hult, 1998). It has been argued that implementation of new 
ideas can increase company productivity and efficiency, and lead to higher 
firm performance (e.g., Edosomwan, 1989). In addition, firms can benefit 
from increased productivity and adaptability, owing to process improve-
ments (Sankar, 1991). Consequently, innovative firms are those firms that 
embrace innovation by constantly introducing change, such as new work 
structures, new work procedures, human resource management strategies, 
and creation of a work environment that will spur innovation (Terziovski, 
2002). Hence, innovation capability is one of the most important dynam-
ics that enables SMEs to achieve a high level of competitiveness, both in 
the national and international market.

Hurley, Hult, and Knight (2004) distinguished between “innovative-
ness,” which is a cultural readiness and appreciation for innovation, and 
“innovation capability,” which is the degree of innovation actually pro-
duced or adopted by organizations. Innovativeness, as a cultural precur-
sor, providing the social capital to facilitate innovative behavior, is central 
to understanding how to create innovative organizations (Hurley & Hult, 
1998). Underneath the innovativeness of the organization’s culture resides 
a series of individual and group level properties that are characteristics of 
individual and group idea generation, learning, creativity, and change. 
Therefore, innovative ideas occur to individuals, not organizations, but 
learning is manifest in the organization only when ideas are shared, actions 
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taken, and common meaning developed at the group and organization 
level (Hurley et al., 2004).

The purpose of this chapter is to analyze whether the internationaliza-
tion process by itself may contribute to increasing the SMEs’ innovative-
ness and to determine whether this innovativeness has a positive inf luence 
on the adoption of an advanced and proactive posture to environmental 
issues. In terms of data, our research employed a sample of 155 Spanish 
export firms from the food industry that had international presence in 
different regions. We answered two research questions. First, we studied 
whether international diversification and international learning orien-
tation have an inf luence on innovativeness in internationalizing SMEs. 
Second, we studied whether SMEs’ innovativeness was positively related 
to the generation of proactive environmental practices.

Internationalization, Innovativeness and PES

Internationalization entails the expansion of firms across national bound-
aries for the purpose of selling and producing products and services (Hitt, 
Hoskisson, & Ireland, 1994; Hitt, Ireland, & Hoskisson, 2007). Although 
the majority of empirical studies have focused on the relationship between 
internationalization and performance (e.g., Lu & Beamish, 2004), recent 
research has suggested other learning outcomes, recognizing the “knowl-
edge-seeking” motive of international expansion (Hitt et al., 1997; Zahra, 
Ireland, & Hitt, 2000). Nachum and Zaheer (2005) explained that the 
motivation to expand internationally is not only financial performance, 
but also access to knowledge and resources.

The firm can acquire valuable international knowledge through its 
international process (Nelson & Winter, 1982). In relation to SMEs, it has 
been argued that knowledge about foreign markets gives these organiza-
tions the expertise to understand foreign competitors, develop effective 
business models, select viable modes of entry, and choose the appropriate 
time for foreign market entry (e.g., Zahra, Neubaum, & Naldi, 2007). 
Seeing internationalization as a learning process implies that the knowl-
edge that is acquired by operating in international markets makes the 
development of certain organizational capabilities easier. Current stud-
ies have shown that export has a positive effect on a firm’s innovation 
(e.g. Aw, Roberts, & Winston, 2007; Salomon & Jin, 2008). Barkema and 
Vermeulen (1998) show that firms may improve their innovation capabil-
ity by simultaneously operating in several national markets. Indeed, firms 
may increase their opportunities to discover, for instance, new business 
or technological sources. Additionally, firms may also gain experience 
and knowledge that make product innovation easier (Craig & Douglas, 
2000; Hitt, Hoskisson & Kim, 1997). In sum, operating in international 
markets may be an excellent way to improve firms’ innovation capability 
(Kotabe, 1990). Finally countries’ institutional profile may also condition 
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the firms’ knowledge acquisition in foreign markets (Kostova, Roth, & 
Dacin, 2008).

By operating in international markets, firms may obtain first-hand for-
eign market knowledge through direct relationships with competitors, cli-
ents, and suppliers of those markets (Birkinshaw, 2000; Zahra et al., 2000).

The sources of international knowledge vary greatly. Indeed, these have 
been exhaustively researched in the literature concerning international-
ization, specifically with regard to export behavior. Yeoh (2005) carried 
out a detailed assessment of the literature on the antecedents and perfor-
mance of alternative sources of foreign information. In our study we con-
sidered two groups of information sources. On the one hand, we analyzed 
internal information that was obtained through the diversity of interna-
tional markets. Indeed, firms that operate in different and diverse markets 
may integrate valuable resources and capabilities within their internal net-
work (Hitt, Hoskisson, & Kim, 1997). On the other hand, we pay special 
attention to the external information that is obtained through the inter-
national distribution channel. Many manufacturers, in particular SMEs, 
find it impractical to integrate vertically into international distribution 
(i.e. with foreign subsidiaries and overseas sales offices). Consequently, 
nonintegrated modes, such as independent, foreign-based distributors are 
often relied upon to enter foreign markets (Bello, Chelariu, & Zhang, 
2003). Such distributors not only offer a relatively easy, low-cost way to 
distribute globally, but also provide manufacturers with key contacts with 
foreign buyers, important local-market knowledge, and sophisticated 
marketing services. For these reasons, in this chapter we consider these 
two sources of international knowledge and their inf luence on the firms’ 
innovativeness.

Hitt, Hoskisson and Ireland (1994, p. 298) define international diversi-
fication as “expansion across country borders into geographic locations (e.g., 
markets) that are new to the firm,” while Li and Qian (2005, p. 7) define 
international diversification as “expansion across borders of global regions 
and countries into different geographic locations or markets.” Tihanyi, 
Ellstrand, Daily and Dalton (2000) refer to it as diversification of business 
activities across national borders. Firms that adopt an internationalization 
strategy pursue new opportunities to leverage core competences across 
a broader range of markets (Zahra et al., 2000). The firm’s involvement 
in multiple markets contributes to giving it access to relationships that 
enhance learning and innovations (Kotabe, 1990; Miller & Chen, 1996). 
Consequently, companies with a diversity of target markets and products 
have better opportunities for learning, since they are exposed to different 
customer needs, rivals, suppliers, and partners (Barkema & Vermeulen, 
1998). Therefore, international diversification may greatly contribute to 
using the selective advantages of multiple countries (Hitt et al., 1997), 
and innovation can help firms overcome local disadvantages and achieve 
a competitive advantage in international markets (Porter, 1990). In sum, 
firms may learn and innovate through international diversification.
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Many firms, especially SMEs, have not diversified into international 
markets. Studies indicate that SMEs’ international diversification may be 
restricted by factors such as limited financial and managerial resources, 
lack of knowledge of international opportunities, perceptions of risk, 
and lack of managerial experience (e.g., Javalgi, White, & Lee, 2000). 
Zimmerman, Barsky and Brouthers (2009) suggest that social networks 
are an important factor that can inf luence the international diversifica-
tion decision. They find that both the strength of the ties to international 
firms and the size of international networks inf luence the SME’s decision 
to diversify internationally.

We state that SMEs can increase their level of innovativeness by par-
ticipating in diverse regions and interacting with different agents. In fact, 
exposure to and greater involvement with foreign customers and busi-
nesses in multiple and diverse markets may promote the creation of open-
ness to new ideas as an aspect of a firm’s culture. Thus, SMEs can benefit 
from using and applying the selective advantages of multiple regions in 
order to reinforce their innovativeness. Consequently, we propose the fol-
lowing hypothesis.

Hypothesis 1: The SMEs’ international diversification is positively related to 
their innovativeness (H1).

Manufacturers, especially those of smaller size, typically expand into inter-
national markets through independent distributors and agents. In an increas-
ingly competitive global economy, classical marketing tools such as price 
and product quality are susceptible to imitation by rivals, which supports 
the notion that a more enduring source of advantage may stem from mutu-
ally beneficial and trust-based relationships with local distributors (Zhang, 
Cavusgil, & Roath, 2003). Such distributors not only offer a relatively easy, 
low-cost way to distribute globally, but also provide manufacturers with key 
contacts with foreign buyers, important local-market knowledge, and sophis-
ticated marketing services. Information coming from the distributor keeps 
the manufacturer informed about changes that occur in the specific foreign 
market, ensuring faster and better adaptation (Bello et al., 2003).

A strong relationship with distributors enhances international venture 
performance through reduced transaction costs (Slater & Narver, 1995). 
At the same time, mutual benefits may accrue to the business partners. 
These benefits may take the form of rich market and process information 
exchange, which could boost the partners’ ability to respond quickly to 
the operating environment. In particular, since SMEs usually lack human, 
physical, and/or financial resources (Martínez-Costa & Jiménez-Jiménez, 
2009), their negotiating power is less than that of big firms (Lee, 2004), 
they may rely more heavily on an external knowledge source as an input to 
innovation than do large firms.

Within the context of the international supply chain, learning orien-
tation can be integrated between the firms to represent one of the most 
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essential ways to develop strategic capability and competitive advan-
tage (Nonaka, 1994). Learning orientation facilitates the generation of 
resources and skills essential for firm performance (Calantone, Cavusgil, 
Zhao, 2002). Learning orientation is an attempt to instil a high value 
on learning activities, which include seeking and sharing market knowl-
edge. In fact, it increases the potential to confront successfully changing 
circumstances because the knowledge-sharing routines that are practiced 
between the organizations represent an effort to collaborate in good 
faith. A result of cooperative behavior between the partners is informa-
tion exchange. Knowledge-sharing routines through learning orientation 
also increase access to a greater number of information sources, which 
offer alternative interpretations of market information (Slater & Narver, 
1995). Consequently, the coordination, manifested through a learning 
orientation, provides the advantage of increased efficiency in information 
dissemination.

Calantone et al. (2002) demonstrated the direct impact of learning ori-
entation on a firm’s innovativeness. Indeed, they argued that learning 
orientation has a direct impact on firm innovativeness in three ways: (1) 
since learning occurs through organizational observation and interaction 
with the environment, it is more likely that firms will be committed to 
innovation; (2) since learning organizations are linked to their environ-
ment, they have the knowledge and ability to understand and anticipate 
customer needs and emerging markets; (3) since organizations closely 
monitor the competitors’ actions in the market, they can understand the 
strengths and weaknesses of rivals, and learn not only from their successes 
but also from their failures. All of this contributes to a high innovation 
capability. Hurley and Hult (1998) found evidence to suggest that higher 
levels of innovativeness are associated with cultures emphasizing learning 
and development. Consequently, we propose the following hypothesis:

Hypothesis 2: The SMEs’ international learning orientation is positively 
related to their innovativeness (H2).

Firms that adopt a proactive environmental strategy (PES) need to incor-
porate valuable green innovations in their internal network. This strategy 
implies that firms need to redesign their production and service delivery 
processes. Such a redesign would likely involve the acquisition and instal-
lation of new technologies (Russo & Fouts, 1997). Management, R&D, 
production, and marketing all must be involved and committed if a firm is 
to implement a policy of using clean technologies (Craig & Dibrell, 2006; 
Hart, 1995). Moreover, use of clean technologies also adds complexity to 
production or delivery processes and requires increased skills from work-
ers at all levels of the firm (Groenwegen & Vergragt, 1991).

Although much of the past research has focused on the impact of 
large companies on the environment, it has been suggested that that the 
estimated collective impact of SMEs on the environment is substantial 
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(Hillary, 2000) and could outweigh the combined environmental impact 
of large companies (McKeiver & Gadenne, 2005). Research related to the 
SMEs’ environmental management is controversial. On the one hand, 
descriptive studies of SMEs have often highlighted their poor level of 
environmental commitment, describing them as mainly interested in con-
trolling emissions of pollution to comply with environmental regulations 
(Schaper, 2002; Williamson & Lynch-Wood, 2001). Other studies argue 
that SMEs’ poor level of environmental development is due to the lack of 
coherence in their organizational structure (Alberti, Caini, Calabrese, & 
Rossi, 2000), the lesser inf luence of the managers’ poor environmental 
training (Azzone, Bertele, & Noci, 1997), the employees’ limited involve-
ment and training in this area (Azzone & Noci, 1998), the lower capacity 
to give rise to highly radical innovations (Leonard, 1985), the lack of cen-
tralization of the information concerning the research effort in a unique 
department (Sánchez, 1997), and finally, the lack of capacity in relation 
to external pressures, essential for success of the environmental approach 
(Noci & Verganti, 1999). On the other hand, a few studies in several 
countries contradict this assumption and have shown that SMEs may suc-
cessfully implement environmental strategies consistent with the advanced 
environmental practices of big firms (e.g., Bianchi & Noci, 1998; Carlson-
Skalak, Leschke, Sondeen, & Gelardi, 2000) including innovations that 
prevent pollution at the source rather than pollution control at the end of 
the pipeline. It has been shown that SMEs’ potential to adopt proactive 
environmental practices is associated with specific organizational capa-
bilities based on their unique strategic characteristics of shorter lines of 
communication and closer interaction, the presence of a founder’s vision, 
f lexibility in managing external relationships, and an entrepreneurial ori-
entation. These capabilities are shared vision, stakeholder management, 
and strategic proactivity (Aragón-Correa et al., 2008). However, little 
attention has been paid to the inf luence that innovativeness of interna-
tionalizing SMEs may have on the adoption of a PES. 

Shrivastava (1995) suggests that the implementation of a PES requires 
significant employee involvement, cross-disciplinary coordination and 
integration, and a forward-thinking managerial style. Bansal and Roth 
(2000) show that firms that employ an environmental policy that is posi-
tive toward the natural environment are more likely to emphasize firm 
innovation. Christmann (2000) finds that firms that use pollution pre-
vention technologies without possessing capabilities for process innova-
tion and implementation might not be able to generate cost savings from 
adopting proactive environmental practices. In fact, changing a well-
running production process without having the capability for process 
innovation and implementation might make the process less efficient and 
more risky than it was previously. Considering the innovative nature of 
advanced and proactive environmental practices, we suggest that SMEs’ 
innovativeness is required in order to be able to generate a PES. In fact, 
those SMEs with a high level of innovativeness are very open-minded to 
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new ideas, and consequently are more willing to take advantage of all the 
positive benefits that green innovation can provide. They can not only 
minimize production waste and increase productivity, but also improve 
the overall productivity (Porter & Van der Linde, 1995; Shrivastava, 
1995); increase corporate reputation transparency (Berry & Rondinelli, 
1998; Christmann, 2004); and increase legitimacy (Bansal, 2005; Kostova 
et al., 2008). Stated differently, integrating environmental considerations 
into company R&D is a potential way to generate valuable environmental 
innovations, which are sources of competitive advantage. Consequently, 
we propose the following hypothesis.

Hypothesis 3: The SMEs’ innovativeness is positively related to the adoption 
of a PES (H3).

The linkages proposed between the different constructs are illustrated in 
Figure 13.1.

Methods

We focused on export SMEs located in Spain and belonging to the food 
industry. Focusing on one specific sector and country is often suggested 
in the resource-based view literature to remove the possible disturbing 
inf luence exerted by specific peculiarities related to the context (Barney, 
2001). We chose the food industry for our analysis because of its large 
contribution to gross domestic product (GDP) all over the world. In addi-
tion, it is widely inf luenced by the firms’ internationalization process. 
According to the World Bank in 2006, the export percentage of products 

International
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diversification

Proactive
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strategy
Innovativeness

H1 +

H2 +

Sources of international knowledge

H3 +

Figure 13.1  Proposed model of the effect of international diversif ication and innovation envi-
ronmental strategy. 
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from the food industry is nearly 9 percent of total exports in the world, 
with a total value of $850 billion in 2005. Finally, the food industry has 
a strong impact on the natural environment (Sánchez-Chóliz, Duarte, & 
Mainar, 2008). This type of industry generates a large amount of indus-
trial waste water, solid wastes, gas eff luents, and transport emissions, and 
it consumes quite a lot of energy.

Our sample was chosen from the Dun & Bradstreet (D&B) at the end of 
2004. This database yielded 1556 export firms, mostly SMEs. Using a ran-
dom sampling method, our sample consisted of 155 Spanish export firms 
(9.99 percent of the target population). The sampled firms clearly reflect the 
situation of the Spanish firms from that sector well. The selected firms had 
an average size of 54.66 employees and mostly exported to the European 
Union (EU), but also to Latin America (11.70 percent), the US and Canada 
(6.92 percent), Eastern Europe (4.30 percent), Africa (4.60 percent), and 
Asia, Australia, and New Zealand (4.00 percent). We did not find signifi-
cant differences between the descriptive characteristics of the firms finally 
included in the study (e.g., location, activities, and size) and the original 
population.

Since data on SMEs’ environmental strategies and environmental per-
formance are not available from published sources, we used a questionnaire 
to evaluate the PES. We also measured international diversification, inter-
national learning orientation, and innovativeness through the same ques-
tionnaire. The questionnaire was constructed using validated scales obtained 
from a review of the literature, adapting them to the activity of the sector. 
The CEO of each of the firms responded to the questionnaire during a 
personal interview carried out by the survey company TNS in December 
2004 and January 2005. CEOs are the people who may best capture a 
firm’s strategic and environmental approach (e.g., Chandler & Hanks, 1993; 
Christmann, 2000; Lyon, Lumpkin, & Dess, 2000). The use of questionnaires 
and personal interviews have great potential and have been used previously 
by other researchers (Martín-Tapia, Aragón-Correa, & Rueda-Manzanares, 
2010). Next, we explain the variables used in the analysis.

Proactive Environmental Strategy (PES). Empirical studies have usually 
measured the diverse components of PES via managerial perceptions of 
their practices (e.g., Aragón-Correa, 1998; Christmann, 2000; Sharma & 
Vredenburg, 1998). We adopted the 14 items used by Aragón-Correa (1998) 
for a multi-activity sample to measure PES, adding two items related to 
the food industry. Such items include the ecological measure of products, 
based on their use of ecological ingredients, and the ease of returning and 
recycling bottles and containers. Items that ref lect these dimensions are 
good indicators of the firm’s degree of environmental proactivity (Buysse 
& Verbeke, 2003). We finally constructed a 16-item scale to evaluate firm 
environmental proactivity (see Appendix). Using a seven-point Likert 
scale, interviewees were asked to assess their firm’s degree of development 
in relation to the environmental activities mentioned, as well as to compare 
their activities with those of their competitors.
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International Diversification. Certain papers have studied international 
diversification at the country level, which assesses the firm’s expansion 
into individual foreign countries. Other papers consider regional diversi-
fication as a measure of international diversification, which refers to the 
firm’s expansion into different global regions or areas (Hitt et al., 1997). It 
is highly relevant to point out that low levels of country diversification can 
be risky or costly if a firm spreads its limited markets across regions that 
are different in terms of psychic distance, competition intensity, demand 
patterns, and consumer cultures (Li & Qian, 2005). Therefore, consider-
ing the aim of this chapter, we analyzed the regional international diver-
sification. This type of diversification has been measured through the 
number of different regions where SMEs sell their products. According 
to the World Bank (2001), the regions that have been included in the 
analysis are: Northern Europe (Sweden, Norway, Denmark, Finland, and 
the Netherlands); Central Europe (Germany, Austria, Belgium, France, 
United Kingdom, and Ireland); Southern Europe (Italy, Portugal, and 
Greece); Eastern Europe (Russia, Poland, and Czech Republic); North 
America (USA and Canada); Latin America, Asia (excluding Japan); Japan 
and Oceania; and finally, Africa (excluding South Africa).

International Learning Orientation. Measures for the international learn-
ing orientation scale were adapted from Roath and Sinkovics (2006) and 
Hult, Tomas and Ferrell (1997), who build on conceptual work from Lyles 
and Schwenk (1994). We constructed a seven-point Likert scale with four 
items and asked managers to express their level of agreement or disagree-
ment with various questions (see Appendix).

Innovativeness. In relation to this construct, there are some differences 
among the assumptions, procedures, and objectives of previous measures. 
Because in this chapter we define innovativeness as a cultural readiness 
and appreciation for innovation that allows firms to be open-minded to 
new ideas (Hurley & Hult, 1998), our scale was adapted from Hurley and 
Hult (1998). We used a seven-point Likert scale with five items and asked 
managers to express their level of agreement or disagreement with a set of 
questions (see Appendix).

Results

Before estimating the model, we conducted a confirmatory factor analy-
sis to verify the psychometric properties of the different scales of mea-
surement used to ensure validity and reliability. To do this, we used the 
Lisrel 8.54 program and confirmatory factor analysis on each construct. 
Following the recommendations of the literature (Hair, Black, Babin, & 
Anderson, 2009; Sharma, 1996), we found that indicators were reliable, 
resulting in standardized factor loadings above 0.50, and were significant 
at 5 percent (t-value > 1.96). However, the individual reliability of one 
of the items on the scale of innovativeness did not reach the minimum 
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of 0.50 recommended in the literature, so it was dropped from the final 
measurement instrument used (the final scale consisted of four innovative-
ness items). Table 13.1 reports the means and standard deviations for all of 
the constructs, as well as the inter-factor correlations matrix for the study 
variables. The Appendix shows information about the composition of the 
final measurement scales and indicators of their validity and reliability. 

Consistent with the two-step approach advocated by Anderson and 
Gerbing (1988), we created a measurement model before examining struc-
tural model relationships. Table 13.2 shows the standardized loadings that 
allowed us to assess the measurement model. The lowest loading obtained is 
0.54, and all parameter estimates are significant at 5 percent (t-value > 1.96). 

Table 13.1 Descriptive statistics and correlations for the constructs

Construct Mean SD 1 2 3 4

1. International diversif ication 2.53 1.92 1.00
2.  International learning 

orientation
4.01 1.53 0.192* 1.00

3. Innovativeness 5.6 1.16 0.207** 0.259** 1.00
4.  Proactive environmental 

strategy
3.77 1.39 0.206* 0.163 0.336** 1.00

* p < 0.05; ** p < 0.01 (two-tailed).

Table 13.2  Standardized factor loadings, Average Variance Extracted, and reliability estimates

Construct Items Standardized 
loadings

t-value CR AVE

International learning 
 orientation

X2 0.80 −

0.87 0.64
X3 0.54 6.29
X4 0.94 12.97
X5 0.86 12.89

Innovativeness Y1 0.85 −

0.91 0.72
Y2 0.90 15.98
Y3 0.85 12.24
Y4 0.78 11.76

Proactive environmental 
 strategy

Y5 0.86 −

0.95 0.55

Y6 0.67 5.54
Y7 0.57 6.50
Y8 0.80 6.38
Y9 0.76 5.12
Y10 0.86 5.72
Y11 0.77 5.46
Y12 0.77 5.68
Y13 0.71 5.09
Y14 0.87 5.73
Y15 0.69 5.80
Y16 0.56 4.77
Y17 0.57 4.55
Y18 0.90 7.02
Y19 0.54 4.44
Y20 0.61 4.51

CR = construct reliability; AVE = Average Variance Extracted.
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The Average Variance Extracted (AVE) estimate ranged from 0.55 for Proactive 
Environmental Strategy, to 0.72 for Innovativeness (all exceed the 50 percent 
rule of thumb suggested by Hair et al., 2009). Construct reliabilities (CR) 
range from 0.87 to 0.95 and, again, these exceed 0.70 recommended by the 
literature. Figure 13.2 shows the structural model estimation (including the 
standardized solution).

The information in Table 13.3 shows the statistical overall fit from test-
ing the model. With the exception of the chi square, all the other indica-
tors of the goodness of fit are indicative of good model fit. Since all the 
estimated parameters in the structural model are significant at 5 percent 
(t-value > 1.96), the three hypotheses have been verified by our data.

Discussion and Conclusions

It has been traditionally suggested that small and medium enterprises have 
more trouble in implementing a proactive environmental strategy than 
larger firms do (Russo & Fouts, 1997). Scholars have argued that the 
generation of a PES requires accumulation of, and interaction between, 
resources such as physical assets, technologies, and people (Shrivastava, 
1995; Russo & Fouts, 1997; Sharma, 2000). Studies suggest that, com-
pared with multinational enterprises, SMEs face particular problems in 
the formulation of their innovation strategies because of the deficiencies 
arising from their limited resources and range of technological competen-
cies, inf luence of their owners/managers in decision-making, dependence 
on small numbers of customers and suppliers, and focus on the efficiency 
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Figure 13.2  Structural model estimation (standardized solution)
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of current operations (Chaston, Badger, & Sadler-Smith, 2001). However, 
SMEs can also be very interested in being environmentally proactive 
since they can increase their business coherence, reputation (Christmann, 
2004), and legitimacy (Bansal, 2005) by doing so.

In this chapter we found that internationalizing SMEs can reinforce their 
level of innovativeness through international expansion. Operating in diverse 
regions (international diversification) and having an international learning 
orientation for the supply chain are two valuable sources of international 
knowledge that have a very positive influence on the SME’s innovativeness. 
In addition, high levels of innovativeness can be translated into adoption of 
a more proactive and advanced environmental approach.

First, we showed that export firms can reinforce their innovativeness 
through their internationaldiversification. Export firms that have opera-
tions in different regions can strengthen their innovation capabilities 
through their interaction with different agents, such as governments, pub-
lic regulators, or competitors. Therefore, these firms can acquire valuable 
knowledge through their international expansion and, at the same time, 
can increase their social networks abroad (Zimmerman et al., 2009).

Second, we found that an international learning orientation has a rel-
evant inf luence on the degree of firms’ innovativeness. A strong chan-
nel relationship enhances international venture performance, and mutual 
benefits may accrue to the business partners. These benefits may take the 
form of rich market and process information exchange, which could boost 

Table 13.3  Structural model results (standardized structural coefficients)

Effect of On
Standardized 

solution t-value Related hypothesis 

International 
 diversif ication

Innovativeness 0.20 2.15* H1

International learning 
 orientation

Innovativeness 0.35 3.92** H2

Innovativeness Proactive 
  Environmental 

Strategy

0.35 2.96** H3

* p < 0.05;  ** p < 0.01 (two-tailed).
Goodness of f it statistics
χ2 265 df = 669.88 (p = 0.0)
Root Mean Square Error of Approximation (RMSEA) = 0.06
Root Mean Square Residual (RMR) = 0.08
Standardized RMR = 0.08
Goodness of Fit Index (GFI) = 0.95
Adjusted Goodness of Fit Index (AGFI) = 0.94
Normed Fit Index (NFI) = 0.93
Non-Normed Fit Index (NNFI) = 0.98
Parsimony Normed Fit Index (PNFI) = 0.83
Comparative Fit Index (CFI) = 0.98
Incremental Fit Index (IFI) = 0.98
Normed Chi Square = 2.52
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the partners’ ability to respond quickly to the operating environment. In 
the case of SMEs, this external knowledge source is greater than in larger 
firms. Since learning orientation allows firms to cooperate with different 
partners in the supply chain and exchange valuable information (Slater & 
Narver, 1995), a higher level of SMEs’ international learning orientation 
will allow them to increase their level of innovativeness.

Third, we observe that those internationalizing SMEs with a high level 
of innovativeness are effectively interested in paying special attention to 
the development of a proactive environmental strategy. Although the 
generation of proactive environmental practices may be initially risky and 
costly (Porter & van der Linde, 1995; Shrivastava, 1995), there is a great 
variety of advantages that can be reached more easily through the firms’ 
innovativeness. These advantages are related to a reduction in operation 
costs (Berry & Rondinelli, 1998; Christmann, 2000; Shrivastava, 1995) 
and an increase in their level of legitimacy and reputation (Bansal, 2005; 
Christmann, 2004).

This chapter encourages us to think about how the process of inter-
nationalizing SMEs can contribute to increasing their innovativeness and, 
at the same time, create proactive environmental practices. We indicate 
that a strong factor that discriminates between the more and less success-
ful internationalizing firms that want to increase their level of innovative-
ness is the former group’s ability to learn by actively seeking knowledge 
about different markets with different potential customers, competitors, and 
issues of operations management in distant and unfamiliar environments. 
Having strong relationships with international distributors is also required 
to reinforce their innovativeness level. Finally, SMEs’ innovativeness, directly 
derived from their internationalization process, is an essential determinant 
in adopting a PES in the different locations where they operate.

From a managerial viewpoint, this research encourages managers about 
the increasing importance that the internationalization process of firms is 
having nowadays. Operating in foreign markets can contribute to acquir-
ing valuable innovative knowledge that can be assimilated and integrated 
within firms’ internal organizational culture. An international learning 
orientation can provide these firms with the possibility of increasing their 
level of innovativeness through cooperation with distributors and with 
other participants in the supply chain. Hence, managers should make 
great efforts to internationalize the firm’s management activities, share 
valuable knowledge with the other agents of the supply chain, and take 
advantage of the acquisition of environmental knowledge in the different 
areas where the firm operates.

From a government perspective, our results imply that regulators and 
public organizations should design special programs and incentives to help 
internationalizing SMEs to expand their innovation practices abroad with-
out barriers, and should make efforts to create of proactive and innova-
tive environmental practices, which are sources of competitive advantage. 
Governments are required to find effective policies to encourage firms to 
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internationalize their activities and develop a set of “best environmental 
practices” worldwide.

In this chapter there is a set of limitations that should be addressed by 
future research. First, because of insufficient information or lack of pub-
lic information about the SMEs’ environmental management, international 
learning orientation, and innovativeness, we used questionnaires. The main 
disadvantage of this method is that responses could be biased because of 
misrepresentation of environmental and business reality by respondents. 
Second, we used cross-sectional data because we did not include observa-
tions in different years. Future analysis would benefit from using longitudi-
nal data. Finally, we caution against generalizing our results, given the home 
country and industry of our sample.

It would be highly relevant for future work to consider other international-
izing firms (SMEs, multinational enterprises) from different industries, to deter-
mine the effect that industry type may have on the established relationships. 
Furthermore, the inclusion of developing countries in the analysis can provide 
tools about how the countries’ institutional profile may influence the SMEs’ 
internationalization process (Chiao, Yang, & Chwo-Ming, 2006) and the adop-
tion of proactive environmental strategies in foreign markets. Finally, the inclu-
sion of objective data related to the firms’ environmental performance (releases, 
recycling, and use of specific environmental management programs) would 
overcome the managers’ bias derived from the use of the questionnaire.

Note: This research was partially funded by the Foundation Banco Bilbao 
Vizcaya Argentaria through the project: “Strategies in internationalizing 
European firms and the natural environment: human resources, production 
and management analysis (SEJ2007-67833)” and the project “Estrategias 
medioambientales y empresas internacionales: La influencia de la inno-
vación” [“Environmental strategies and international firms: The influence 
of innovation”] (ECO2010-20483). We want to thank members of group 
“Investigación, Sostenibilidad y Desarrollo Empresarial” (ISDE) of the 
University of Granada (Spain) for their insightful comments.

Appendix: Measurement of Constructs

Proactive Environmental Strategy

(Cronbach’s Alpha = 0.90; Composite Reliability = 0.93; Average Variance 
Extracted = 0.82)

Compared with your competitors and using a 1 to 7 scale, please specify 
the degree of development in your firm of the following activities related 
to the natural environment:

Natural environmental aspects in administrative work (toner recy-1. 
cling, etc.).
Periodic natural environmental audits.2. 
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Recycling of residues and waste produced by the organization.3. 
Purchasing manual with ecological guidelines.4. 
Natural environmental seminars for executives.5. 
Natural environmental training for the firm’s employees.6. 
Total quality program including natural environmental aspects.7. 
Prevention systems to cover possible environmental accidents and 8. 
emergencies caused by the organization.
Natural environmental management manual for internal use.9. 
Sponsorship of natural environmental events.10. 
Use of natural environmental arguments in marketing.11. 
Natural environmental information and training programs for our 12. 
distributors and customers.
Filters and controls for emissions and discharges.13. 
Systematic control of energy consumption so as to reduce the orga-14. 
nization’s demand.
Recycling of the water used by the organization with the purpose of 15. 
reusing it in other processes and/or before throwing it down the drain.
Use of ecological ingredients in the manufacture of our products.16. 

International Learning Orientation

(Cronbach’s Alpha = 0.85; Composite Reliability = 0.87; Average Variance 
Extracted = 0.64)

Compared with your competitors and using a 1 to 7 scale, please specify 
the degree of agreement with the next statements:

We strongly encourage our employees to share fresh ideas with 1. 
distributors.
Our company works with distributors to continually improve 2. 
capabilities.
We encourage our distributors to participate actively in joint mar-3. 
keting activities.
Joint training programmes with our distributors are designed to 4. 
improve mutual learning.

Innovativeness

(Cronbach’s Alpha = 0.79; Composite Reliability = 0.91; Average Variance 
Extracted = 0.73)

Compared with your competitors and using a 1 to 7 scale, please specify 
the degree of agreement with the next statements:

Technical innovation, based on research results, is readily accepted 1. 
(Item dropped)
Management actively seeks innovative ideas.2. 
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Innovation is readily accepted in program/project management.3. 
Innovation is perceived as too risky and is resisted.4. 
People are penalized for new ideas that do not work.5. 
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P A R T  I V

New Forms of Cross-Sector Cooperation Matter

The forms of cross-sector cooperation that must f lourish for a green econ-
omy to further emerge are many. They include cooperation within a firm 
amongst its functional units, cooperation across the value chain of firms, 
cooperation within industries, cooperation among industries, and collab-
orations among stakeholders across multiple sectors of society outside of 
business, including nongovernmental organizations, government bodies, 
global and cross-country institutions, research institutes, universities, and 
the media. The challenges to such cooperative endeavors are many. They 
include information-sharing, trust, learning, and joint problem-solving. 
What are the benefits of cooperation and when do they outweigh the 
costs? Conf lict is an inherent danger. On the one hand, discrepant view-
points and difference may hinder change. On the other hand, they may 
stimulate creativity and innovation.

Power is a force that has to be reckoned with. The sources of power are 
many. They include power that is based on knowledge, position in a hier-
archy, financial clout and control of resources, organizational know-how, 
the capacity to communicate, and network understanding. Those with 
power are unlikely to want to give it up. Yet they may have to cede some 
power in the face of the aggressive opposition and demands. Thus, for 
better and for worse, politics plays an important role in cross-sector rela-
tions. Bargaining, negotiating, and building coalitions are the skills upon 
which leaders have to rely. All these elements can be found in the chapters 
that follow. These chapters have a distinct practical orientation. The final 
chapter derives lessons from researcher and practitioner perspectives.
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Why Do Private Firms Invest in Public Goods?

Gurneeta Vasudeva and Hildy Teegen

Recent years have witnessed a growing debate surrounding the idea that 
firms that act in public interest will profit from doing so. Although the 
proponents of this idea have argued that public and private interests are 
inextricably linked for firms seeking sustainable competitive advantage 
(e.g., Kanter, 2009), the skeptics offer a different perspective. They point 
out that “in circumstances in which profits and social welfare are in direct 
opposition [as has been argued in the case of the oil and gas industry, for 
instance], managers are unlikely to act voluntarily in the public interest 
and against shareholder interests” (Karnani, 2010). Based on these obser-
vations, we develop a framework for why the private sector invests in 
the creation of public goods, how it organizes such activities, and how it 
benefits from these investments.

Our study was motivated by an important multinational technology 
venture involving the world’s largest oil and gas firms: the CO2 Capture 
Project (CCP), which has been in existence since 2000. In 2000, invest-
ing oil and gas firms, with support from national governments, funded a 
multimillion-dollar long-term project called the CCP. The CCP has the 
following goal: “To help develop next generation technologies that will 
reduce the costs of carbon capture and storage (CCS) and hence, help to 
make CCS a practical and cost effective option for reducing or eliminat-
ing CO2 emissions to the atmosphere resulting from use of fossil fuels.” 
(Recent activities and updates of the venture can be accessed through their 
website: http://www.co2captureproject.org/). CCS technologies contrib-
ute to not only public goods by creating a cleaner environment by decreas-
ing the attendant emissions from the use of certain nonrenewable energy 
sources in power production, but are also aligned with the investing firms’ 
core oil and gas business and thus have an impact on private benefits that 
are particular to individual firms, common benefits that are shared by the 
collaborating firms, and public goods that are shared by global publics.
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Interviews with executives from the investing oil and gas firms, as well 
as archival data, helped identify the key reasons and organizational strat-
egies for investing in a venture resulting in private, common and pub-
lic goods types of benefits. Our interviews revealed that although firms 
realize that they stand to benefit when they combine public and private 
interests, developing capabilities and organizational structures that allow 
firms to achieve these dual objectives is not an easy task (e.g., Marcus & 
Geffen, 1998). Firms’ propensity to successfully combine public interests 
with profit objectives depends on their ability to organize collaborative 
relationships with industry participants, governments, and research insti-
tutions, and on the extent to which positive spillovers from the public and 
common benefits accruing to participating members of the industry can 
be leveraged for private benefits.

When it comes to creating public goods like clean air, firms have little 
incentive to go it alone as significant costs are associated with such an 
endeavor and the benefits from environmental improvement are shared 
broadly. Collaboration through pooled equity investments is a core ele-
ment of the CCP venture. It is financially supported by public agencies 
like national governments, and actively engages with societal stakeholders 
such as environmental and technical communities, through joint confer-
ences and publications. Such engagement allows for building broad-based 
public support and understanding for the CO2 mitigation initiative, and it 
provides economic and technical insights for regulators and policymakers. 
Further, ventures like the CCP are established under the firms’ alterna-
tive energy portfolio that includes businesses and future growth options 
outside their core capabilities in oil and gas. Our framework suggests an 
interplay among three types of benefits— private, common and public—
that accrue from such collaboration. The expectation of leveraging the 
positive externalities of the public and common benefits for increasing the 
net private benefits serves as an important driver for investing firms.

Private Investments in Public Goods: 
The Case of the CO2 Capture Project

The CO2 Capture Project is a collaborative venture of leading oil and 
gas firms, largely from industrialized countries. The project was estab-
lished at the initiative of BP in 2000 to develop technologies to reduce the 
cost of capturing CO2—a byproduct of fossil fuel combustion contribut-
ing to global warming—and to safely store it underground. The proj-
ect grew out of BP’s participation in the International Energy Agency’s 
Greenhouse Gas Program and the U.S. Department of Energy’s initiative 
for CO2 capture and sequestration through a partnership program. At this 
point in time, BP’s participation in these clean technology efforts was seen 
as an effort to reposition itself as firm committed to a low-carbon future, 
consistent with its “beyond petroleum” branding campaign.



Why Private Firms Invest in Public Good? 265

At the beginning of 2000, the CCP started as a 3-year development 
program with the goal of bringing candidate technologies to pilot plant or 
demonstration stage. The program rapidly grew to a $50 million long-term 
project with 70 percent funding from participant firms and the remaining 
financial support from governments. In addition to BP, headquartered in 
the United Kingdom, EnCana from Canada, Statoil from Norway, and 
Repsol from Spain were the earliest firm participants in the project. The 
project is currently in the third of its three phases. The focus of Phase 
3 (2009–2013) is to prepare the ground for widespread deployment of 
CO2 capture and storage. The Phase 3 industry participants in the CCP 
include competing oil majors: BP, Shell, Chevron, ENI, ConocoPhillips, 
Suncor, and Petrobras. Government contributions come from the U.S. 
Department of Energy, the European Union, and Norway.

Although CCP activities are carried out through the close coopera-
tion and shared decision-making of technical teams in four areas (capture, 
storage, monitoring, and verification, policy and incentives, and com-
munications), from a collaborative perspective, the creation of govern-
ment policies and incentives are most crucial, since no firm can do it 
alone. The teams are composed of technologists and global experts from 
CCP member firms and external organizations who investigate advances, 
monitor development of technologies and policies, look for ways to inte-
grate best technology advances from the program, and present results at 
technology forums and industry and academic conferences. The program 
is led by and operates through an executive board composed of represen-
tatives from each full member organization. Individual firms’ interests 
are thus accounted for through shared decision-making, stemming from 
joint ownership and governance of the venture. This executive board 
selects from the many opportunities for technology improvements and 
funds those developments. An advisory board, composed of experts from 
academia, consulting organizations, and other independent bodies, also 
reviews and recommends changes to the program and potential new areas 
for exploration on a regular basis.

According to a recent report published by Pricewaterhouse Coopers, car-
bon capture and storage technologies are estimated to result in the largest 
reduction in atmospheric CO2,, though remaining cost and technological 
obstacles are nontrivial. These technologies will be applicable to a large frac-
tion of CO2 sources around the world, such as power plants and other large-
scale industrial processes. Implementing these new technologies will reduce 
the impact of continued fossil energy use while cleaner energy sources are 
being developed. In addition to financial equity, participating firms also 
provide governance oversight and technical assistance in screening candi-
date CO2 capture technologies for focused development and scale-up. In 
return for the investments they make, participating firms enjoy preferential 
royalty-free access to the technology developed by the venture.

Managerial support to the venture includes keeping the venture’s execu-
tive board (which draws members from all investing organizations) abreast 
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of national and global level environmental technologies, policies, regula-
tions, and incentives that may affect the costs and benefits of the carbon 
capture technology. In addition, a team of executives from investing firms 
is responsible for communicating the benefits of the technology and creat-
ing public acceptance by working with technical and nontechnical com-
munities including nongovernmental organizations and universities. This 
public advocacy role is crucial, as carbon capture is controversial for some 
opponents, who deem any use of carbon-based energy stocks as inherently 
damaging; also, the ultimate technical and economic feasibility of the car-
bon capture and sequestration approach is not fully proven.

What motivates the establishing of a venture for creating public goods? 
What type of organizational strategy is likely to arise? We argue that 
it depends on the types of benefits, their relative importance, and their 
interplay in such ventures.

The CO2 Capture Project Interviews

To ground our understanding of firm investments in an environmental 
technology development venture that aims at creating a public good, we 
undertook interviews with executives who had been the protagonists of 
this venture and were therefore actively engaged in managing the CCP 
on behalf of their respective firms. Our qualitative approach allowed us to 
gather insights from a real project setting and gave us the opportunity to 
analyze a novel and apparently successful instance of collaboration among 
competing firms (Browning, Beyer & Shetler, 1995; Gephart, 2004).

We conducted two rounds of interviews in 2001 and 2003 with execu-
tives from investing firms responsible for managing the venture, yielding 
a total of 16 interviews. Interviews with executives from BP and Chevron 
were face-to-face, and with other executives, the interviews were con-
ducted via phone or e-mail. Our research greatly benefited from interac-
tions with the BP executive, who had played a lead coordinating role with 
other firm and government investors since the inception of the project.

We followed an exploratory approach (e.g. Browning, et al., 1995), 
wherein respondents were encouraged to discuss factors that they thought 
were important for the creation of the venture. Our understanding of 
the phenomenon under study emerged from these discussions. To fur-
ther refine and validate our framework, we compared data obtained from 
interviews with the data available from archival reports and our own 
observations at the CCP meetings. We also employed time triangulation, 
so that the information about the early history of the venture was com-
pared to more recent publicly available information.

The framework that emerged from the information provided by the 
respondents, archival data obtained from the CCP project website, and 
our own observations yield answers to three issues of interest—the moti-
vation to invest in environmentally clean technologies, the organization 
of such a venture, and benefit types.
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Why Private Investments in Public Goods? Our observations and inter-
pretations of the interviews and secondary reports suggest that the incen-
tives for investment in environmentally friendly technologies stem mainly 
from two sets of reasons.

First, in recent years, combustion of fossil fuels such as oil and gas that 
contribute to concentrations of CO2 and other harmful gases in the atmo-
sphere has become the leading anthropogenic cause of global warming 
and other forms of environmental damage. Viewed from a public goods 
perspective, the natural environment is a classic example of public goods 
where the condition of joint supply is often compromised because exces-
sive exploitation of natural resources leading to their degradation or deple-
tion will prevent others from accessing the same quality or quantity of 
natural resources. This situation then imposes a greater burden for envi-
ronmental protection on those firms that are either resource-intensive in 
their operations, thereby bearing responsibility for resource depletion, or 
on those that are the largest contributors to environmental degradation. 
This has led to a greater push by the public—both consumers and the 
government—for the development of cleaner alternatives, such as renew-
able energy sources by energy producers.

Based on these consumer and governmental pressures, any growth in 
business that results from increased fossil fuel consumption, and that con-
tributing to increases in environmentally harmful CO2 concentrations, is 
likely to be impeded by policies and regulations that aim at environmental 
protection. Thus, increasingly, oil and gas firms have come to realize that 
producing cleaner fossil fuels and alternative technologies are important 
for their long-term viability. Consequently, CCS technologies that make 
fossil fuel combustion more socially and environmentally acceptable via 
greater environmental protection, technologies for efficient utilization 
of resources, or cost-effective energy processes are regarded as critical 
to the long-term sustenance and profitability of oil and gas producers 
(Sethi, 1995; Sharma, Pablo, & Vredenburg, 1999). Thus, investments in 
environmental technologies offer a source of competitive advantage along 
several points in a firm’s value chain and enhance its ability to cope with 
changes in its external conditions (Shrivastava, 1995). Firms can build 
sustainable competitive advantage through many mechanisms, including 
positive consumer reception stemming from perceived proenvironmental 
initiatives and from investments that provide cost savings in new regula-
tory environments that favor cleaner processes.

The second reason for investment is as follows. The oil and gas industry 
has been under pressure from the public, from governments, and from 
their own shareholders to consider the adverse economic effects emanat-
ing from the depletion of natural resources. Hence, there is growing inter-
est in intervening in a proactive manner. Pollution is increasingly viewed 
as a sign of economic waste associated with unproductive use of resources. 
Inherent in the concept of an economic cost of waste is the strong rationale 
for efficient management of the natural resource portfolio, because many 
of the goods and services supplied by the ecosystem are not replaceable 



Gurneeta Vasudeva and Hildy Teegen268

at reasonable prices—and some are entirely irreplaceable. Incentives for 
environmental conservation are further strengthened by the realization 
that ecosystem goods and services must be treated as assets with a market 
value rather than as “free” goods. Markets are developing for these goods 
and services that ecosystems provide, through creation of new property 
rights, trading CO2 emission credits, water pricing schemes, and other 
economic incentive systems that include the valuation of more complex 
service functions provided by the natural environment. 

Coastal wetlands serving as estuaries central to food production and 
as natural storm damage mitigation devices exemplify this heightened 
valuation of natural resources impacted directly and indirectly by carbon-
emitting technologies. Although relevant regulatory systems are still in 
their infancy, and in many settings have yet to materialize to foster eco-
nomic valuation of these benefits, there is a call (even by firms in tradi-
tionally polluting industries) for increased future certainty associated with 
the marketing of these benefits. As markets emerge, competitive advan-
tage will go to businesses that can most quickly and effectively reduce 
environmental costs and liabilities in their products. 

In sum, the oil and gas industry recognizes that environmentally friendly 
energy technologies offer a tremendous market opportunity as the cost 
competitiveness of these products and technologies increases. Large well-
established firms often invest in new technological ventures for strategic 
renewal (Wadhwa & Kotha, 2006; Dushnitsky & Lenox, 2005a; 2005b; 
Stopford & Baden-Fuller, 1994; Kanter, Richardson, North, & Morgan, 
1991). Of course, not all firms invest in such ventures, because other than 
profitability and growth orientation, firms must also be willing to take 
risks, demonstrate organizational f lexibility and recognize new oppor-
tunities (Zahra, 1993; Barringer & Bluedorn, 1999; Phan & Foo, 2004). 
Vision statements in the annual reports of participating firms clearly indi-
cate a strong corporate commitment to environmental protection and 
clean energy technology development through innovation.

How Does the Private Sector Organize Investments in Public Goods? When 
it comes to reducing CO2 emissions in the atmosphere, one firm’s efforts 
to reduce these emissions will be offset by continuing increases in emis-
sions from other firms’ operations, unless they all engage in similar CO2 
reduction efforts. Thus, although individual firms may possess sufficient 
technological and financial capabilities, they still must engage collectively. 
Therefore, firms will invest collaboratively in environmental technolo-
gies such as carbon capture, because efforts at the margin will not yield 
tangible gains from a public good standpoint. Without sufficient critical 
mass, the impact of a single firm will be deemed trivial and thus, not val-
ued by the public.

A cooperative strategy among firms helps create larger public acceptance 
for the technology. Engaging with competitors as well as with others, 
including universities and nongovernmental organizations (NGOs), lends 
transparency to the innovation process and helps build on the knowledge 
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of various stakeholders in the initial stages of technology development 
(Freeman, 1984). NGOs and governments steward broader public con-
siderations and thus, the scale and scope of such efforts are of particular 
concern to them.

Cooperation between investing firms is generally desirable because it 
allows for access to valuable complementary assets (Gans, Hsu, & Stern, 
2002) and the joint problem-solving and cost-sharing (McEvily & Marcus, 
2005) critical for the commercialization of the technology. Other things 
being equal, joint investments through pooled equity to develop a new 
technology are preferred for investments in environmentally beneficial 
technologies, because participating firms operate in common geographies, 
face common problems, and deal with a fairly common set of environmen-
tal regulations (Monge, Fulk, Kalman, Flanagin, Parnasse, & Rumsey, 
1998). To illustrate this point, it was not until after BP completed its off-
shore oil and gas exploration activities in northern Brazil that Petrobras, 
the state-owned Brazilian energy company joined the venture.

Despite the attractiveness of a collaborative strategy, as Monge et al. 
(1998) note, a key dilemma exists in jointly developing common technol-
ogies, because the impossibility of exclusion of the innovation’s benefits 
may also extend benefits to free riders (Olson, 1965). Because of this joint 
environmental benefit, equity sharing provides defined and prescribed 
access to valuable benefits stemming from the innovation (e.g., royalty-
free technology access) that otherwise would not be available. It is perhaps 
for this reason that prior experience working together and social networks 
of managers that induce trust have played an important role in deter-
mining which firms participate in the venture (e.g., Gulati & Gargiulo, 
1999; Venkataraman, 2004; Ireland, Hitt, Camp, & Sexton, 2001). Our 
interviews also revealed close interaction between investing firms whose 
executives hold board positions, and firms that have dedicated liaison 
personnel involved with the CCP. Thus, in addition to equity sharing, 
informal normative social capital ties between collaborating parties helps 
to bind partners (Ring &Van de Ven, 1994), and constrain their oppor-
tunistic attempts to gain advantage without contributing valuably to the 
common good among the collaborators.

Rationale for Corporate Venture Creation. Our interviews suggest that 
investing firms prefer to establish a separate venture when the technology 
does not contribute to the firms’ core business operations. In the case of 
the CCP, for example, developing a technology for carbon capture and 
storage, though important for the long-term sustainability of the firms, is 
not perceived as core to their oil and gas business. These findings appear 
consistent with previous studies, which suggest that by establishing a sepa-
rate venture, firms can evaluate the merits of the technology and make 
decisions about integrating it into their existing business model subse-
quently (Chesbrough, 2002). By setting up a separate venture, firms are 
able to learn from the venture’s successes and failures, and integrate the 
new technology with the core business, contingently reducing the risks 
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to shareholders. Literature in corporate entrepreneurship similarly reveals 
that such ventures provide a unique opportunity to learn, especially when 
there is a close working relationship between the investing firms’ scien-
tific and managerial staff and the venture’s operators (Chesbrough, 2002; 
Dushnitsky & Lenox, 2005a). The collaboration mode, then, provides 
partnering firms with an option to adopt carbon capture technologies but 
does not obligate them to do so. This strategic f lexibility is particularly 
valuable in a nascent regulatory environment and a dynamic technology 
environment.

Investing firms did leverage their existing core competencies such 
as marketing and public relations to develop acceptance for technology 
among its prospective users and the public. Therefore, investing firms 
provided substantial value-added services (Block & MacMillan, 1993) and 
facilitated the new venture’s access to complementary assets (Alvarez & 
Barney, 2001). Through cost-sharing and codevelopment of a favorable 
public perception and regulatory landscape, corporate ventures provide 
certain advantages over independent venture capital investments (Maula 
& Murray, 2001). 

How do Private Investors Benefit? As is the case with any strategic deci-
sion, a firm will decide to participate in a collaborative venture for creat-
ing public goods when the private benefits of the action are sufficiently 
large to compensate for the attendant costs of doing so. The potential 
for private benefits confer the greatest incentive to the investing firm 
because no other firm enjoys these identical advantages, making them 
potentially very valuable. Private benefits here also include the extent of 
opportunities that individual firms have to apply innovations to contexts 
beyond the scope of the venture, in ways not available to other investing 
firms, owing to the firm’s unique resources or other legacies. For instance, 
where the collaboration develops an innovation that favors a particular 
grade of coal or petroleum resource for subsequent carbon capture, that 
firm with proven reserves of said grade will differentially benefit from the 
innovation. Clearly, despite the learning, cost, and reputational advan-
tages stemming from collaboration generally, not all collaborators will 
be equally positioned to take full regulatory and commercial advantage 
of the jointly developed innovation. Thus there exist important private 
benefits to investing firms. Investing governments can likewise uniquely 
gain vis-à-vis other national collaborators. For example, should a national 
government already have established a regulatory environment or possess 
national natural resource endowments favored by the innovative technol-
ogy of the collaboration, it will differentially benefit (“privately” benefit) 
from the collaboration.

For investing firms, the common benefit is realized in the form of 
preferential royalty-free access to the technology and the opportunity for 
setting technological standards for the entire global industry (Khanna, 
Gulati, & Nohria, 1998). Common benefits confer additional advantages 
to the investing firm, but such advantages here are shared by all in the 
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venture, and thus provide less relative advantage to a single firm than do 
private benefits. In addition, investing firms may also derive some residual 
public benefit as “citizens of the world” for investing in an environmen-
tally clean technology and thereby contributing to societal welfare.

Societal benefits in the form of public goods made available through 
technology likely constitute the weakest incentives to the investing firm. 
Nonetheless, an investing firm is not forced to choose among these vari-
ous benefits; rather the net advantage to the firm is the cumulative benefit 
that such participation provides. Table 14.1 highlights these specific ben-
efits and advantages for investing firms and for governments. Table 14.2 
highlights the rationale for collaborative ventures and the hierarchy of 
values to the investing partner of the types of benefits produced through 
such ventures. 

We suggest an inherent interplay between and among the benefit types 
indicated in Table 14.1. The various benefit types can serve to enhance 
one another or detract from one another. Benefits from investments in 
technology ventures that help create public goods such as a clean environ-
ment often include the creation of social capital in the form of goodwill 
and reputation gains, for example, which in turn can be leveraged to gain 
support of key stakeholders or constituents, who inf luence public policy 

Table 14.1 Specific benefits to investing firms and governments, and to the global public 

Private benefits Common/collective 
benefits

Public benefits

Benefits to firms -  Learning as a function of 
f irm specific resources 
and markets served

-  Reputation/leadership 
within the venture

- Reputation with public
-  Diversif ication of 

geographic and product 
markets

-  Potential ability to 
monetize/leverage extant 
resources more effectively

- Preferential access 
to technology

-Standard-setting
- Creating 
entry barriers/
technological 
lock-out for 
nonmembers

-  Resource-sharing 
and risk-sharing

-  Broader 
competitive 
insights

-  Economically and 
socially productive 
future as a result 
of improved and 
sustainable business and 
natural environment

-  Efficient utilization of 
global resource base

-  Temporal extension of 
global resource base

-  Enhanced technological 
base

-  Global sustainable 
development

Benefits to 
governments

-  Corporate intelligence 
and inf luence

- Geopolitical leadership
-  Domestic political 

benefits
-  Fiscal benefits from 

technologies that favor 
particular natural resource 
endowments

-  Seat at the table/
voice in trajectory 
selection

-  Technology 
insights

-  Regulatory 
insights
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(Hilman & Hitt, 1999). Firms may also receive compensation from gov-
ernments for contributing to societal welfare (Arrow, 1962). For example, 
firms can leverage their investments to extract subsidies, buy-downs, and 
preferential loans from the government to underwrite technological risks, 
as well as inf luence government regulations in favor of their own technol-
ogy standards (Sharma et al., 1999), and can thus increase their net private 
benefits. Through such private opportunities and benefits firms can com-
pensate shareholders for their investments in creating public goods.

Similarly, firms may expect to maximize their net private benefits from 
such ventures by combining the new technology, which constitutes a com-
mon benefit, with their distinctive resources in a novel way (Kogut & 
Zander, 1992), and deploying the technology in markets that do not over-
lap with their competitors. Thus, the interplay of benefit types in such a 
setting provides for an important refinement of our current understanding 
of how firms justify collaborative investments for creating public goods.

Conclusions

This chapter contributes to an understanding of three questions that lie 
at the heart of the debate concerning private investments in public goods: 
Why do private actors such as oil and gas firms care about public goods 
such as the natural environment? How do they organize their investments 
in the creation of such public goods? How do they derive private benefits 
from such investments? Some firms are able to discover and exploit entre-
preneurial and innovative opportunities through collaboration framed in 

Table 14.2 Hierarchy and interplay of benefit types from investing in a collaborative technology 
development venture 

Key: Up arrow = 
competitively 
more valuable 
benefit type (to 
investing party) 

Down arrow =
competitively 
less valuable benefit 
type (to investing 
party)

Benefit type, 
benefit interplay1

Benefit conditions Private sector 
beneficiaries

Public sector 
beneficiaries

Private 
 Benefits 

Excludable2

Rivalrous3
Individual 
 investing firm

Individual 
  investing 

government
Common 
 Benefits

Excludable4

Rivalrous/
 nonrivalrous

All investing 
 f irms

All investing 
 governments 

Public 
 Benefits

Nonexcludable
Nonrivalrous

All noninvesting 
  f irms 

throughout the 
world

All noninvesting 
  publics 

throughout 
the world

1  Interplay denoted by upward and downward arrows refers to a potential whereby a given benefit type may 
positively or negatively impact another benefit type.  

2 Benefits excludable from firms both within and outside consortium.
3 Benefits enjoyed by one member f irm that may come at expense of another member f irm. 
4 Benefits excludable from firms outside consortium.

↑

↑

↑↑

↑↑

↑↑
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public goods creation parlance, while others cannot (e.g., Venkatarman, 
1997).

Our argument points to the emergence of new models of innovation 
that combine features of the predominant models: private-investment 
(Arrow, 1962), collective gains (Hargrave & Van de Ven, 2006) and public 
goods (e.g., Olson, 1965; Hardin, 1982; Sandler, 1992; Marwell & Oliver, 
1993). Innovation benefits are neither a purely private good for the firms 
who retain the rights to consume them or sell them, nor are they purely 
a common good that is shared by industry participants, nor are they a 
public good that relies on public subsidy for the knowledge developed, 
but instead a combination of all three. More recently, scholars have inves-
tigated incentives for such hybrid private-collective innovation models 
(Von Hippel & Von Krogh, 2003; Gächter, Von Krogh, & Haef liger, 
2010), wherein private innovators fund public good innovations volun-
tarily and privately. Our understanding is based on the premise that oil 
and gas firms are concerned about environmental protection because it 
contributes to their own long term sustainability. The shadow of a car-
bon-constrained future exerts a strong pressure on these firms to engage 
proactively in environmental protection by developing carbon capture 
and storage technologies. Such an approach also benefits investing firms 
by conferring differentiation-based competitive advantages upon them, 
and greater public acceptance and legitimacy in terms of their operations, 
especially in the eyes of nongovernmental organizations and advocacy 
groups, which have emerged as increasingly important stakeholders.

Though most firms participating in the CCP possess the financial 
resources and technological capability to develop carbon capture technol-
ogy independently, they prefer to pool equity in a collaborative venture. 
The rationale for a collaborative approach for new venture creation is 
derived in large measure from the realization that no one firm—however 
large and resource-rich—can create a clean environment independently. 
Such a collaborative approach is especially applicable to settings where 
efforts at the margin are not likely to be productive. In such a situation, 
firms benefit most when their competitors also invest in the venture and, 
by extension, invest in a shared vision of a future technological state. Such 
an approach becomes vital, given the global impact of the products they 
sell. Pooling equity is also justified based on overlapping markets and 
geographies, such that participating firms are faced with similar environ-
mental regulations and policies in the countries in which they operate. In 
addition, the large scale of operations of participating firms helps dissemi-
nate the carbon capture technology widely, making it a strong candidate 
for an emergent industry standard. Firms also expect knowledge-sharing 
and pooling of risks and resources, but what emerged prominently from 
our interviews is the importance of social networks that serve as the glue 
for bringing together competing firms in ways that promote common 
benefits to the participants.
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The rationale for setting up an independent venture stems from at least 
three considerations. First, the carbon capture technology is not viewed 
as being core to the operations of energy firms, and so firms do not have 
strong incentives to own the technology so long as they can license it from 
the venture on a preferential royalty-free basis. Second, rather than focus 
on the development and protection of intellectual property in a noncore 
area, energy firms prefer to deploy their resources in creating a buy-in for 
the technology. Third, given the uncertainty involved with an untested 
technology, a new-venture approach allows for learning and subsequent 
integration, and at the same time reduces the need for the creation of a 
new organizational subunit whose failure could have a negative impact on 
the firm. Thus, f lexible options for contingent adoption of the innovation 
are most valuable, given the regulatory and technological immaturity in 
this domain.

The collaborative pooled equity setting for technology development 
suggests that all three benefit types—private benefits that accrue to indi-
vidual firms, common benefits that all investing firms enjoy, and public 
goods or gains from societal welfare—play an important role in incentiv-
izing firm participation. Further, these benefit types provide relatively 
distinct values and are interdependent, simultaneously exerting positive 
and negative effects on one another. Thus, firms that maximize their net 
cumulative advantage are likely to benefit most from such a collaborative 
venture.
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C H A P T E R  F I F T E E N

Voices from the Field: The Green Economy 
Partnership Process

Jack Hog in and Georg ia Rubenstein

Over the past several years, building a green economy has increasingly 
become a priority for numerous governments, private companies, non-
profit organizations, and other entities throughout the world. This diverse 
interest in green economic development has arisen from the belief that 
a greener economy will yield economic, ecological, and social benefits 
for all stakeholders. In Minnesota, interest in developing the state’s green 
economy also has increased in recent years. Diverse stakeholders have 
joined together in various partnerships to enhance different elements of 
the green economy in the state. Growing the green economy in Minnesota 
is seen as an opportunity to promote economic development, create jobs, 
benefit the environment, and improve the standard of living.

Funding for the Green Economy Partnership Process (GEPP) was 
given to the Minnesota Environmental Initiative (MEI) by the Minnesota 
Department of Commerce and the Blue Green Alliance, both as part of 
the second phase of the Mayors’ Initiative on Green Manufacturing and 
to continue the work begun by the Minnesota Green Jobs Task Force 
and other recent green economic development initiatives throughout 
Minnesota. MEI formed a 28-member stakeholder Work Group com-
posed of diverse representatives from business, finance, labor, environ-
mental organizations, higher education, workforce development, and 
economic development agencies to develop the recommendations for 
GEPP. Louis Smith, attorney with Smith Partners PLLP, was retained 
by MEI to chair GEPP and facilitate each of the Work Group meetings. 
GEPP Work Group member organizations included:

3M ●

Alliance for Metropolitan Stability ●

BioBusiness Alliance of Minnesota ●
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Blue Green Alliance ●

Center for Energy and Environment ●

City of Minneapolis ●

City of Saint Paul ●

Great River Energy ●

HIRE Minnesota ●

International Brotherhood of Electrical Workers ●

JetE Corporation ●

Meier Tool ●

Metropolitan Economic Development Association ●

Minneapolis Regional Chamber of Commerce ●

Minnesota AFL–CIO ●

Minnesota Chamber of Commerce ●

Minnesota Department of Commerce ●

Minnesota Department of Employment and Economic Development ●

Minnesota State Colleges and Universities ●

Mortenson Construction ●

Perkins + Will ●

Piper Jaffray ●

Remmele Engineering ●

SAGE Electrochromics ●

Saint Paul Port Authority ●

Saint Paul Building and Construction Trades Council ●

Solar Skies ●

University of Minnesota ●

MEI and the Work Group agreed to a set of ground rules for GEPP 
discussions and strategy development. MEI was responsible for the design, 
management, and facilitation of GEPP. In facilitating the process, MEI 
focused discussions, assured a fair opportunity for stakeholders to partici-
pate in the meetings, and resolved any conf licts that arose. MEI identi-
fied members for the Work Group and made final determinations if and 
when new individuals could be added, if it was determined that essential 
stakeholder interests were not represented by the existing participants. All 
Work Group meetings were open to the public.

Work Group participants were expected to attend all meetings, keep 
their member organizations and constituencies informed, and bring 
their views to the discussions. Each Work Group member was asked 
to designate an alternate representative for his or her organization or 
constituency. One designated representative or alternate, but not both, 
had a seat at the table and participated in decisions at each meeting. 
All participants agreed to act in good faith in all aspects of GEPP. 
Members were expected to present their own opinions based on their 
experience, perspective, and training, and they agreed to participate 
actively, constructively, and cooperatively in the process. Participants 
agreed to be forthcoming about potential conf licts that arose during 
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the process. Disagreements had to be identif ied and shared with the 
group as early as possible. All participants were expected to act as 
equals during GEPP and to respect the experience and perspective of 
the other participants. As much as possible, decisions were based on 
consensus of the group. Participants agreed to be supportive of GEPP, 
but were allowed the ability to disagree with specif ic decisions or 
outcomes of GEPP. When making statements about GEPP or its out-
comes in public, Work Group participants agreed to make clear that 
they spoke on their own behalf, and did not necessarily represent the 
opinions of other participants or MEI.

GEPP used existing definitions from Minnesota statute and recent ini-
tiatives for green economy terms. Minnesota state statute 116J.437 defines 
green economy to include products, processes, methods, technologies, or 
services intended to do one or more of the following:

Increase the use of energy from renewable sources, including through 1. 
achieving Minnesota’s renewable energy standard;
Achieve the statewide energy-savings goal, including energy savings 2. 
achieved by the conservation investment program;
Achieve greenhouse gas emission reduction goals; this includes strat-3. 
egies that reduce carbon emissions, such as utilizing existing build-
ings and other infrastructure, and utilizing mass transit or otherwise 
reducing commuting for employees;
Monitor, protect, restore, and preserve the quality of surface 4. 
waters; 
Expand the use of biofuels.5. 

The Minnesota Green Jobs Task Force defined green jobs as the 
employment and entrepreneurial opportunities that are part of the green 
economy, as defined in Minnesota statute 116.437, including the four 
industry sectors of green products, renewable energy, green services, and 
environmental conservation.

The Mayors’ Initiative on Green Manufacturing’s definition of green 
manufacturing encouraged manufacturers to:

Consider environmental factors and/or reduce environmental impacts; ●

Maximize use of local suppliers; ●

Reduce transportation impacts, including workers’ transportation  ●

and goods’ shipment;
Reduce energy use in its product and process; ●

Use renewable energy sources; ●

Manage water in industrial sites and in manufacturing processes  ●

appropriately;
Maximize a healthy environment for workers; and ●

Use and maintain green sites. ●
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The Process of Developing Recommendations

In total, the Work Group met six times from October 21, 2009 to February 
2, 2010 to develop their recommendations and meet the charge for GEPP. 
The Work Group completed four recommendation work products in 
GEPP:

Gap analysis for green business creation and expansion in 1. 
Minneapolis–Saint Paul and Minnesota
Design for a statewide green economy partnership initiative2. 
Recommendations for Minneapolis–Saint Paul to consider while 3. 
developing a regional green economy partnership
Draft request for proposal for statewide green economy partnership4. 

A draft gap analysis was prepared by MEI staff, based on a literature 
review of recent reports on growing Minnesota’s green economy. The 
draft gap analysis was presented to the Work Group during their first 
meeting, and the group then began a process of refining, prioritizing, 
and finalizing the analysis. To prioritize the gaps, two online surveys of 
Work Group members were conducted between meetings, and the survey 
responses were then shared and discussed with members at subsequent 
meetings.

To design the recommended partnership model, the Work Group 
reviewed and discussed several different green and general economic 
development structures, partnerships, and strategies used in Minnesota 
and throughout the United States, and heard presentations on current 
local green and general economic development initiatives in Minnesota, 
including:

Itasca Project’s Job Growth Task Force ●

Regional Competitiveness Project ●

Minnesota Science and Technology Strategy Project ●

Saint Paul Economic Development Task Force ●

MetroMSP.org ●

Minnesota Renewable Energy Marketplace ●

BioBusiness Alliance of Minnesota ●

Minnesota Climate Investment Fund ●

By the end of the Work Group’s fifth meeting, the group had developed a 
set of draft documents to meet their charge, including a draft gap analysis, 
a recommended design for a statewide green economy partnership initia-
tive, and a set of recommendations for Minneapolis–Saint Paul to con-
sider while developing a regional green economy partnership. In addition, 
during their fifth meeting, the Work Group began to discuss how their 
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recommendations could be implemented, including continuing on into 
a possible second phase of GEPP to further develop ideas to establish the 
partnership designed by the Work Group.

Between the Work Group’s fifth and sixth meetings, MEI hosted an 
open online public comment period to take comments for the Work 
Group on their draft recommendations.

During their sixth and final meeting on February 2, 2010, the Work 
Group reviewed the public comments, finalized their recommenda-
tions, and continued their discussion regarding a second phase of GEPP, 
including the development of the Work Group’s final work product: a 
draft request for proposal to be used to establish the statewide green 
economy partnership. The meeting ended with the Work Group con-
firming interest in an MEI-led Phase Two for GEPP, and a discussion on 
the potential scope of work, cost estimates, and funding strategies for the 
second phase.

Recommendations

The Work Group’s gap analysis contains 28 gaps and barriers for green busi-
ness creation and expansion in Minneapolis–Saint Paul and Minnesota. Of 
the many gaps identified, the Work Group selected the following as seven 
priority gaps for green economic development in Minneapolis–Saint Paul 
and Minnesota:

Lack of an overarching, unifying, and compelling vision for  ●

Minnesota’s green economy that builds on our natural resources, 
progressive policies, existing businesses, academic institutions, and 
workforce infrastructure.
Lack of early stage capital from private investors, especially directed  ●

to funding early stage emerging technologies or businesses and envi-
ronmental technology incubation.
Lack of significant financial subsidies (grants, loans, other) or incen- ●

tives from public sources, especially in comparison to other nearby 
states.
Undeveloped consumer demand in certain sectors, such as energy  ●

efficiency, solar, and biomass energy, and a lack of a systematic 
approach to address the limited demand.
Instability in the renewable energy market due to f luctuating pricing,  ●

incentive policies, public opinion and demand, and commercializa-
tion support.
Regulatory environment is evolving and is slow to adapt and thus is  ●

challenging and costly for businesses to track and inf luence.
Minneapolis–Saint Paul and the greater metro region lack a strong  ●

central unifying economic development entity.
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To overcome these gaps, the Work Group developed a design for a 
statewide green economy partnership initiative for Minnesota and a set of 
recommendations for Minneapolis–Saint Paul to consider while creating 
a regional green economy partnership initiative.

The design for a statewide green economy partnership initiative is the 
Work Group’s primary recommended model to further develop and support 
the Twin Cities’ and greater Minnesota’s green economy. Basic elements of 
the statewide green economy partnership model included

Private–public partnership ●

Strong private sector leadership with strategic public, nonprofit,  ●

foundation, academic, and workforce development participation
Statewide focus to take advantage of unique resources throughout  ●

Minnesota and to lobby on statewide policy, with external or internal 
regional efforts to focus on local initiatives

The partnership’s operational structure design calls for a leadership team 
to provide overall leadership and planning and for short-term task forces 
and long-term advisory councils, to be used as necessary for specific tasks 
or issue areas. Financing for emerging and existing green businesses was 
identified as an immediate priority issue for the partnership to address, by 
task force(s), by a long-term advisory council, or by some other method. 
Preference was for the partnership to be either an expansion of existing 
organization or coalition of existing efforts, rather than creating a new 
organization.

The formation and funding strategy involved:

Seed money given to the partnership to fund short-term transition  ●

and start-up costs
Partnership’s leadership team generating long-term operational fund- ●

ing for the partnership
Partnership assembling significant capital to be made available to  ●

existing and emerging green businesses to facilitate green business 
growth in Minnesota

As referenced in the design for the statewide partnership, the Work 
Group recommended that regional efforts be created in addition to the 
statewide partnership to support local initiatives and to ensure maximum 
growth of the green economy in all of Minnesota’s regions. Given that 
there are several green and general economic development initiatives cur-
rently underway in the Twin Cities, the Work Group decided to not 
fully design a regional Minneapolis–Saint Paul partnership, but rather to 
recommend that these current efforts in the Twin Cities coordinate with 
each other, include a specific focus on the green economy, and utilize 
structural elements similar to those recommended in the Work Group’s 
statewide green economy partnership design. 
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Green Economic Development Structures, 
Examples, and Activities

According to Mitchell and Welch (2009), sustainability plans, programs, 
and resources are now commonplace in many cities and regions. Mitchell 
and Welch suggest that although sustainability strategies are good devel-
opment practices, on their own they do not necessarily lead to long-term 
job gains and many of the green jobs created by these sustainability strate-
gies could have only a short-term growth impact unless green economic 
development programs are tied to local manufacturing that will lead to 
long-term development in the region.

Mitchell and Welch present the following possible organizational struc-
tures for green economic development:

Public agencies—often most effective at addressing the goal of  ●

retention
Quasi-public and public-private ventures—draw on the strengths  ●

and assets of both sectors
Private for-profit and nonprofit organizations—more aligned with  ●

business needs
Task forces and councils—part of any of the structures described  ●

above with a specific, discrete mission

Whatever the structure, Mitchell and Welch suggest that all strategies 
for green economic development be based on the same essential tenets 
that apply to all economic development plans: retention, creation/expan-
sion, and attraction.

The following brief ly describes Mitchell and Welch’s findings about 
what other cities are doing to promote green economic development. 
(Additional information compiled by MEI and GEPP Work Group mem-
bers on other existing green and broader economic development partner-
ships may also be found in the Appendix to this chapter.)

San Francisco’s programs provide tools to go green, in order to connect  ●

citizens and businesses with the region’s sustainability efforts; expand 
the use of technology to communicate progress on sustainability 
indicators; and work to develop and encourage growth of a regional 
planning policy organization, integrating business, government, and 
academia with the region’s strong neighborhood organizations.
Cleveland’s programs build and strengthen the region’s green chem- ●

istry industry to create a green chemistry and biomaterials district 
and foster the creation of a group of business mentors from amongst 
the talented and bold corporate and civic leaders in the region.
Philadelphia’s programs create public sustainability forums using  ●

resources such as the LEAD Project, Chambers of Commerce, and 
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local sustainable business leaders; and encourage businesses to be 
members of a nationally recognized sustainable business certification 
program, such as B-Lab.
Santa Monica’s programs create a one-stop web resource for going  ●

green in the metro area and foster collaborations with area organiza-
tions like the Green Institute to provide green building and renew-
able energy resources for residents and professionals.

Mitchell and Welch cite a recent report by Chapple (2008) to divide 
green economic development activities into two categories: expansion 
and capacity-building. Expansion refers to increasing the green product 
market, both on a local scale and in reference to the region’s global role. It 
also includes technical assistance for businesses, research, and development 
capacity, and interindustry education. Expansion activities can include the 
following:

Increasing local markets through consumer education; ●

“Buying local” initiatives and Environmentally Preferable Purchasing  ●

requirements;
Establishing international trade offices to attract businesses and exports  ●

and to keep in touch with current global trends and innovations;
Creating technical and business assistance programs that offer con- ●

sulting services for greening business processes or industry-specific 
assistance, as well as financing assistance, access to incentives, and 
networking opportunities; 
Funding emerging business development through efforts such as busi- ●

ness plan competitions and competitive grant programs that encour-
age start-ups and new projects.

Capacity-building refers to strengthening industry clusters, increasing com-
petitive advantage through increased innovative capacity, and making 
quality of life improvements. Capacity building activities include:

Networking, which builds regional relationships for global  ●

competitiveness;
Developing supply chains and f lexible manufacturing networks; ●

Creating strong local ties between suppliers and manufacturers to  ●

promote regional cooperation, collaboration, and innovation;
Developing partnerships for industry-specific research and develop- ●

ment, policy, and collaboration;
Spatial clustering of ecoindustrial, green business parks and zones  ●

that create greater interfirm interaction and increase both rivalry and 
networking;
Building innovative capacity and incubation by strengthening the  ●

intersection of business and research, and connecting universities and 
businesses;
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Developing the workforce through green collar job training; ●

Improving quality of life through such efforts as city greening, local  ●

food programs, community energy projects, green building, and 
affordable housing; and
Building area reputation and a green “brand” through marketing and  ●

consumer education.

Appendix: Additional Economic 
Development Partnership Examples

MEI and GEPP Work Group members identified the following existing 
economic development partnerships in other cities, regions, and states, 
some with a specific green business focus and other focused on broader 
business development. The partnerships take various forms, involving 
existing public and private entities to different degrees, or creating com-
pletely new organizations. Basic information is provided on each organi-
zation’s mission, history, regional area of focus, length of existence, budget 
size and source, staff and board structure, and successes; more detailed 
information can be found on the organizations’ websites.

Area Partnership for Economic Expansion (APEX), 
Duluth, MN

Mission: APEX’s mission is to marshal private-sector leadership and 
resources to be the most visible and effective marketing arm for develop-
ing new business within Northeast Minnesota and Northwest Wisconsin, 
resulting in increased regional economic growth that will drive new 
employment opportunities. The primary goal is to strengthen the regional 
economy through the creation of sustainable wealth, which will result in 
quality jobs for the people who live there. It accomplishes this by promot-
ing the retention and growth of existing companies that are vital to the 
region’s economy, and by attracting new businesses that can benefit from 
the area’s distinct competitive advantages.

Description and history: APEX is a private, nonprofit, business and eco-
nomic development organization, founded in 2003 by progressive mem-
bers of the business community, who recognized that private-sector 
leadership was key to growing the regional economy. The idea emerged 
from a 2001 region-wide economic summit of business and community 
leaders, which identified industry sectors that showed high growth poten-
tial in Northeast Minnesota and Northwest Wisconsin, including health 
care, clean energy, aerospace, and transportation. Backed by the region’s 
largest companies and most experienced corporate executives, APEX was 
formed to target these industries and spearhead economic development 
efforts for the region. APEX offers information, advice, and resources on 
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various business development related issues, including relocation, expan-
sion, financial incentives for business growth, and access to workforce.

Regional area of focus: Northeast Minnesota and Northwest Wisconsin
Length of existence: Since 2003
Budget size and source: APEX is a member-funded organization, sup-

ported by over 65 members including private businesses, foundations, 
economic development organizations, and industry leaders who seek to 
improve the region’s business climate. Their operating budget is $600,000 
and comes strictly from membership dues.

Staff and board structure: APEX has 4 staff members: president/CEO, 
director of business development, director of research and communica-
tion, and an office administrator.

The APEX Board of Directors is composed of executives and direc-
tors from the region’s largest and most inf luential organizations. Board 
members have demonstrated strong leadership in their industry, involve-
ment in their community, and an interest in using their knowledge and 
resources to grow the region’s economy. APEX membership fees range 
from $5,000 to $15,000, which buys a board seat, with a maximum of 2 
seats per organization.

Successes: APEX continues to show results, having directly affected 
the creation of more than 750 jobs between 2003 to 2009 with hun-
dreds more pending. Their “Deal Sheet” has 32 businesses in play at any 
one time, not including new, unqualified phone inquiries that come in 
weekly. They also work with current businesses and conduct 20 retention 
calls per year as the Minnesota Chamber’s Grow Minnesota arm for the 
region. APEX is a funding partner of the Northland Connection, a com-
prehensive, regionally supported Internet portal packed with economic 
development data for Northeast Minnesota and Northwest Wisconsin. 
The website (www.NorthlandConnection.com) follows data guidelines 
set by the International Economic Development Council and contains 
up-to-date, detailed statistical information about the region’s real estate, 
workforce, industries, infrastructure, incentives, and quality of life.

Charlotte Regional Partnership (CRP)

Mission: The mission of the CRP is to promote the planned growth and 
prosperity of the 16-county Charlotte region (including 12 counties in 
North Carolina and 4 in South Carolina) by creating a public, private, and 
nonprofit partnership to market and promote Charlotte USA as a highly 
competitive, vibrant region with an increasingly attractive quality of life.

Description and history: Because Charlotte is near the border between 
North and South Carolina, it had a strong sense of regionalism as far back 
as the 1970s. In the 1980s, six “founding fathers” (CEOs of the largest 
banks, the power company, and key industries), came together to create 
the Greater Charlotte Economic Development Council as a program of the 

http://www.NorthlandConnection.com
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Charlotte Chamber of Commerce that grew into the Carolina Partnership 
for Counties on both sides of the border. In 1992, the Charlotte Regional 
Partnership was formed as its own stand-alone public, private, nonprofit 
partnership that by 1994 had grown to represent 16 counties on both 
sides of the border. In 1994, the State of North Carolina recognized that 
regional partnerships were productive and agreed to help fund seven such 
partnerships around the state. CRP focuses on three interrelated themes as 
its regional brand, which it promotes with its own unique trademark.

Business: Charlotte has a diverse industry base, with strong manufac- ●

turing, technology, tourism, and banking sectors.
Accessibility: Serving over 22 million people a year, the Charlotte/ ●

Douglas International Airport ranks first in per capita per day f lights 
among the top 30 metro regions in the country. It has daily nonstop 
service to London, Frankfurt, and Munich.
Quality: Charlotte’s climate, medical facilities, cultural and regional  ●

attractions, professional sports, safe neighborhoods, and beautiful 
natural setting in the Appalachian Mountains give it a high quality 
of life.

To assist in site selection services, the 16 counties develop and maintain 
the database of over 800 available industrial and commercial buildings and 
over 650 available sites. In addition, CRP has assembled all of the state 
and local tax data and incentive information on one web page

Regional area of focus: 16 counties in the two-state area
Length of existence: Since 1992
Budget size and source: The annual budget is about $3 million. CRP has 

investors, not members, with 135 private corporate investors and 20 pub-
lic investors (cities, counties, and the state). The minimum investment is 
not defined, but a small investment is about $1,500 a year, and there is no 
upper limit. Since 1994 about 25 percent of the organization’s annual bud-
get has come from the state, 25 percent from public investors (who invest 
more according to population), and the rest from private sector investors.

Staff and board structure: CRP has a staff of 16. CRP staff is assisted by 
economic development staff in the 16 member counties. These county 
staff maintain the real estate databases for each county, which includes 
listings sent in by commercial real estate brokers.

CRP has a board of 82 members, composed of public, private, and 
nonprofit investors. Although public partners (some of whom are elected 
officials) can sit on the board, they are not eligible to be officers.

Successes: The region is home to the headquarters of nine Fortune 500 
companies, and there are currently more than 750 foreign-owned com-
panies in the Charlotte region, representing 46 countries. The region has 
a strong connection to the film industry, and CRP houses the Charlotte 
Regional Film Commission, which provides filmmakers with a range 
of services that includes location scouting, permitting, incentives, and 
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interaction with local and state government authorities. The Partnership’s 
Regional Film Commission was singled out for recognition in 2007 by 
CoreNet, the worldwide association of corporate real estate professionals, 
which named the commission a finalist for its Strategies and Innovations 
Award. In 2007, the Charlotte Regional Partnership was recognized by 
Site Selection with an honorable mention as one of the nation’s top eco-
nomic development organizations.

Kansas City Area Development Council (KCADC)

Mission: The mission of KCADC is to represent the economic interests 
of the entire 2-state, 18-county region of Greater Kansas City by brand-
ing, creating positive perceptions of, and promoting the region as a loca-
tion to choose for growing companies. The KCADC helps the region 
to compete for investment against other major metropolitan areas, sup-
ports all regional communities equally, assists companies from outside the 
region find the best regional location, and facilitates final negotiations 
between the company and its selected community. If it generates the lead, 
the KCADC shops it around to their community partners. If the com-
munity sources the lead by itself, KCADC provides that community with 
supporting materials.

Description and history: In 1971, about 20 public and private leaders in 
Kansas City launched a major, ongoing public relations campaign called 
PrimeTime. In 1976, the Chamber of Commerce created an indepen-
dent but affiliated economic development organization called the Kansas 
City Area Development Council to take PrimeTime to the next level and 
compete directly with other regions for firms in search of a place to grow. 
KCADC is a private, nonprofit organization aimed at business retention, 
expansion, and attraction in the Kansas City region. In their efforts to 
brand and promote the region, they provide comprehensive information 
on their website aimed both at site selection professionals and at individu-
als interested in relocating to the area. These pages include a real estate 
database and information on the local tax structure, financial incentives 
offered by local and state governments, , career opportunities, schools, 
and neighborhoods.

Regional area of focus: Two-state, 18-county Greater Kansas City region
Length of existence: Since 1976
Budget size and source: The annual budget for KCADC is about $4 million. 
The organization is supported financially by more than 250 businesses 

and more than 50 cities and counties in the region. These supporters are 
called “investors” instead of “members,” and make a minimum invest-
ment (not dues) of $7,500 a year for a corporation or a community. Some 
large corporations invest $250,000 a year.

Staff and board structure: KCADC has a staff of about 20. The organiza-
tion has about 40 board members, who serve 4-year terms. The board is 
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drawn from private sector CEOs and presidents, who are not allowed to 
send lower-level representatives in their place, so attendance is very good. 
Though there is some representation from local universities and hospitals, 
it is a private sector board, with no representation from, or leadership by, 
local elected officials. Four “community partner” members (also from the 
private sector) are elected to 1-year terms on a rotating basis to represent 
specific communities in the area.

Successes: To date, KCADC has brought more than 500 companies to 
the Kansas City area. In 1994, KCADC launched the SmartCities cam-
paign, marketing the region as a telecom and high-tech hub. It set the 
standard across the nation for how to brand a city. In 2001, KC SmartPort 
was created jointly by the KCADC, the Greater Kansas City Chamber 
of Commerce, and the Mid-America Regional Council as a nonprofit, 
investor-based, public–private organization to grow the Kansas City area’s 
transportation industry by attracting businesses with significant transpor-
tation and logistics elements and to make it cheaper, faster, more efficient, 
and more secure for companies to move goods to and from the area. 
It does not supplant the Kansas City Port Authority. In 2005, KCADC 
launched its current OneKC and ThinkKC campaigns. The campaigns 
took city branding to a whole new level, as more than 250 companies and 
communities used the brand in their own marketing efforts. Other initia-
tives include:

Marketing the region’s concentration of advanced manufacturing  ●

industries as the Alliance for Innovation In Manufacturing–Kansas 
City (AIM-KC)
Marketing the advantages of the Kansas City metro area for a  ●

variety of transportation and logistics activities as Kansas City 
SmartPort, Inc.

Metro Denver Economic Development 
Corporation (Metro Denver EDC)

Mission: Metro Denver EDC works to create a competitive environment 
that attracts companies and jobs to the region. Each of Metro Denver 
EDC’s economic development partner organizations is committed to the 
economic vitality of the entire region and is ready and able to communi-
cate the benefits of Metro Denver first and individual communities sec-
ond. They provide all information that companies or site selectors need to 
make an informed decision.

Description and history: Metro Denver EDC is a public–private regional 
economic development nonprofit organization made up of 70 cities, coun-
ties, and economic development organizations throughout the region. It 
was previously a program of the Denver Metro Chamber of Commerce, 
but was founded as a separate affiliate of the Chamber in 2003, as a 
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“renewed commitment to private sector leadership in economic develop-
ment.” The organization’s initial goal was to raise money for an aggres-
sive five-year economic development program; the goals of this five-year 
campaign were surpassed and another five-year plan was developed in 
2009. The organization provides a wide range of programs and services 
to assist with site selection, expansion, and market decisions, including a 
website with regional information and resources, demographics, business 
info, access to international trade, etc; data services for regional market 
research and analysis; connections to elected officials and business repre-
sentatives in various sectors; and advocacy and assistance in community 
involvement for companies newly entering the marketplace.

Regional area of focus: The seven-county Metro Denver and two-county 
Northern Colorado region.

Length of existence: Since 2003
Budget size and source: The organization’s work is largely supported by 

the region’s business community. Most funding is from private-sector 
investors and the Denver Metro Chamber of Commerce, supplemented 
by member cities and counties. Strategic initiatives are developed among 
partners, and a board of investors has final decision-making author-
ity. Metro Denver EDC raised $13.3 million in 2003 for the five-year 
BreakThrough! Denver campaign, and successfully completed a plan in 
2009 to raise an additional $5 million over the next five years.

Staff and board structure: Highest staff (president/CEO, executive vice 
president, executive assistant) are shared with Chamber of Commerce. 
Seven other staff specialize in various areas of economic development 
(investor relations, marketing, etc). Executive committee members repre-
sent companies that invest $25,000+ annually, and oversee Metro Denver 
EDC’s budget, work plan, and programs. Board of Governors members 
invest $10,000+ annually, help develop work plans, and serve on commit-
tees and special task forces. Supporters invest $5,000 to $10,000 annually, 
serve on committees, and support program progress.

Successes: Metro Denver EDC raised $13.3 million in 2004, from pri-
vate business investors and the Denver Chamber of Commerce, as part of 
its BreakThrough! Denver campaign. The campaign surpassed its goal of 
creating 100,000 new jobs in 2008; by 2007, 101,000 new jobs had been 
created. From 2008–2009 they:

Successfully completed a five-year capital campaign to broaden busi- ●

ness leadership base and raise an additional $5 million over five years 
for programs to grow the economy.
Continued to work with Vestas Wind Systems on its $700 million  ●

expansion in the state, including two new plants in Brighton.
Hosted the Fifth Annual Report to Investors and Awards Luncheon  ●

in June, highlighting investors’ support and work to make Metro 
Denver a competitive place for business.
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Continued to grow an industry-ready workforce in Metro Denver  ●

through the Metro Denver WIRED Initiative, which released the 
first-ever Workforce Study in 2008.
Published an annual Industry Cluster Study, detailing seven top  ●

industries for job growth in Metro Denver and Northern Colorado.

Prosperity Partnership, Central Puget Sound Region

Mission: The Prosperity Partnership is a coalition of over 300 govern-
ment, business, labor, and community organizations from King, Kitsap, 
Pierce, and Snohomish counties, dedicated to developing and implement-
ing a common economic strategy. The shared goal is twofold: long-term 
economic prosperity and 100,000 new jobs for the central Puget Sound 
region.

Description and history: The coalition’s strategy development began 
with a region-wide economic analysis. Then, in November 2004, the 
Partnership convened a first-ever economic summit. Over 1,100 individ-
uals attended. A theme emerged: participants said the Puget Sound region 
tends to talk about problems and not act on them, but the time for talk 
is over. The people at the summit made a strong commitment to action, 
and the Partnership followed through by asking the 2005 Legislature for 
policy changes and infrastructure funding, even as the regional strategy 
was being crafted. The Partnership chose five clusters: aerospace, clean 
technology, information technology, life sciences, and logistics and inter-
national trade. These were chosen on the basis of an economic analysis 
that ranked clusters by their ability to sustain and grow jobs. Additional 
clusters will be selected for similar analysis in future years. Each cluster 
working group identified actions, investments, and public policy changes 
that would strengthen their ability to grow and compete. In addition to 
focusing on cluster-specific needs, the working groups identified con-
cerns shared by all industry sectors about the foundations of the region’s 
economy. These six foundations are human resources, technology, access 
to capital, business climate, physical infrastructure, and quality of life and 
social capital. The groups regularly updated coalition members on their 
efforts and provided opportunities for comment. The Partnership has 
recently added tourism and military to the list of clusters.

Regional area of focus: The central Puget Sound Region covering King, 
Kitsap, Pierce, and Snohomish counties.

Length of existence: Since 2004
Staff and board structure: The Prosperity Partnership is led by govern-

ment, business, labor, and community leaders from King, Kitsap, Pierce, 
and Snohomish counties, and supported by over 300 diverse organizations 
throughout the region. The Partnership is led by a board of nine co-chairs, 
who are senior-level representatives from regional businesses, economic 
development organizations, and educational institutions. The Partnership’s 
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staff is provided by the regional Economic Development District, the fed-
erally designated economic development district for the central Puget 
Sound Region covering King, Kitsap, Pierce, and Snohomish counties. 
Another partner, the Puget Sound Regional Council, develops policies 
and coordinates decisions about regional growth and transportation plan-
ning in King, Pierce, Snohomish, and Kitsap counties. The Council is 
composed of over 80 county, city, port, transit, tribal, and state agencies. 
Over 300 organizations have signed on as a partner of the organization 
to help develop and implement the Prosperity Partnership’s regional eco-
nomic strategy. They have also agreed to help promote the development 
of the strategy to their members and/or constituents.

Successes: The 2005 creation and adoption of the Regional Economic 
Strategy for the Central Puget Sound Region, a set of detailed action 
initiatives focused on strengthening the region’s leading industry clusters 
and rebuilding the foundations of the economy. Working groups have 
successfully raised funds, helped to create industry organizations and 
inf luenced policies relevant to their cluster-specific projects. For example, 
the Washington Clean Tech Alliance, one of the first statewide clean-
tech industry associations, was created out of the Prosperity Partnership’s 
Clean Tech Working Group.

East Bay Economic Development Alliance and
Green Corridor Partnership

Mission: To make the East Bay a center of environmental innovation, 
emerging green businesses and industries, green jobs, and renewable 
energy.

Description/history: The East Bay Economic Development Alliance (East 
Bay EDA) is a public/private partnership serving the San Francisco East 
Bay (Alameda and Contra Costa Counties) whose mission is to establish 
the East Bay as a world-recognized location to grow businesses, attract 
capital, and create quality jobs. The organization was founded in 1990 
by Alameda County, its 14 cities, and special districts, as the Economic 
Development Advisory Board. The organization’s name was changed in 
1996 to the Economic Development Alliance for Business, as Contra Costa 
County Cities and County asked to join the organization. In June 2006, 
the name was changed to the East Bay Economic Development Alliance 
to better ref lect the bi-county mission of the organization. UC Berkeley 
Chancellor Robert Birgeneau initiated the East Bay Green Corridor 
Partnership, together with the East Bay EDA and other partners as a way 
to attract, retain, and grown green businesses in the East Bay area, with 
an emphasis on businesses launched by entrepreneurial scientists at UC 
Berkeley and Lawrence Berkeley National Laboratory.

Regional area of focus: East Bay, California
Length of existence: Since 2007
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Budget size and source: Each partner contributes $10,000 annually for 
staff and marketing.

Staff and board structure: Executive Director (new position as of fall ’09). 
Partners include:

East Bay Economic Development Alliance, an alliance of public and  ●

private organizations in Alameda and Contra Costa counties (hosts 
the organizations offices)
Eight East Bay cities (Berkeley, Oakland, Richmond, Emeryville, El  ●

Cerrito, Alameda, Albany, San Leandro)
Educational Institutions (UC Berkeley; Peralta and Contra Costa  ●

Community Colleges)
Lawrence Berkeley National Laboratory ●

Successes: The Partnership received $75M in Recovery Act funds. BP 
is investing $350 million over 10 years with the Partnership to create a 
biofuels lab at Berkeley, the Joint Biofuels Energy Institute, which will 
train 170 researchers (undergraduate through post-doctorate) in biofuels 
development.

City of Portland—Bureau of Planning and
Sustainability (BPS)

Mission: To promote integrated land-use planning and development based 
on sustainability principles and practices. BPS also develops and imple-
ments policies and programs that provide environmental, economic, and 
social benefits to residents, businesses, and government, which strengthen 
Portland’s position as an international model of sustainable practices and 
commerce.

Description/history: Portland merged its Bureau of Planning with 
the Office of Sustainable Development, creating one unified office, the 
Bureau of Planning and Sustainability. BPS seeks to integrate sustainabil-
ity practices into all aspects of planning and economic development.

Length of existence: Since 2008
Budget size and source: Funded by City of Portland
Staff and board structure: Staff are City of Portland employees. Advisory 

committees include the Portland Planning Commission, consisting of 
nine members appointed by the mayor and confirmed by the city coun-
cil; the Sustainable Development Commission and Portland/Multnomah 
Food Policy Council, both citizen advisory councils; and the Peak Oil 
Task Force.

Regional area of focus: City of Portland, Oregon
Successes: Sustainability-related economic development initiatives include:

PDX Lounge, a collaborative network of local government, businesses  ●

and nonprofit organizations advancing sustainable industry in Oregon. 
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The Lounge has traveled the country, holding networking events at 
various green conferences. In support of these activities, the Portland 
Development Commission is broadening the network to foster sus-
tainability initiatives in the Portland metropolitan region.
Portland + Oregon Sustainability Institute, a major new initiative  ●

founded to implement an aggressive sustainability roadmap in the 
Portland region. It was created in 2008 by 50 organizations that 
came together to confront the complex and connected issues pre-
sented by the changing environment, climate, economy, and social 
landscape. The City of Portland provided start-up funds to support a 
year’s salary for the institute’s director.
Oregon Sustainable Wood Products Forum, which took place on  ●

Tuesday, May 13, 2008. Approximately 40 people in the wood prod-
ucts sector were in attendance. Participants represented sustainable 
wood products suppliers, retailers, wholesalers, manufacturers, and 
assistance providers from around the state, although the Portland 
Metropolitan region did see a higher proportion of attendance.
BEST Business Center is a “one-stop shop” for businesses in Portland  ●

that want to become greener and more profitable. The Center pro-
vides free tools and advice to help businesses in Portland become 
more profitable and sustainable. It is a partnership of city and regional 
government programs and energy utilities, including BPS, City of 
Portland Water Bureau, Metro, Pacific Power, Portland Development 
Commission, and Portland General Electric.
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C H A P T E R  S I X T E E N

Moving the Green Economy Forward: 
Conclusions from Research and Practice

Alfred Marcus

The Nobel Prize winning economist Doug North (2005) has established 
that major economic leaps forward do not rest on technology alone. 
They require a sound institutional foundation, but the nature of this 
institutional foundation and how it works is not well-known. If move-
ment toward a strong institutional foundation is firmly in place, then the 
chances of breakthroughs occurring in such important areas of the green 
economy as renewable energy production, storage, and utilization and/or 
next-generation feedstocks like algae systems or biological or chemical 
catalysis are likely to be greater. This chapter provides nine conclusions 
from academic research about what is needed for the green economy to 
gain momentum. It then turns to a practitioner’s perspective and provides 
six key challenges that practitioners typically believe must be confronted 
and overcome.

Nine Conclusions from Research

What is needed to create a strong institutional foundation for a green 
economy? Here are some conclusions from academic research.

 Conclusion 1. The number and type of organizations needed to induce 
takeoff must be large, their activities many, and the relationships among 
them dense and complicated. Types of supporting organizations that are 
involved include public agencies, quasi-public and public–private ventures, 
private for profit and nonprofit organizations, task forces and councils, 
trade offices and/or technical and business assistance organizations, eco-
industrial and green business parks, green zones or incubators, university 
technology centers, etc. (Mitchell & Welch, 2009). The activities in which 
these organizations engage are many. They include providing for con-
sumer education, creating forums for business networking, establishing 
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standards for quality, certifying products and services, funding, facilitating 
supply chain development, engaging in workforce improvement, building 
an area’s reputation and “green” brand, attracting dedicated venture capi-
tal, and facilitating f lexible manufacturing. How many of these organiza-
tions must be in place, how diverse do they have to be, how dense must be 
their relationships, and what are optimal ties among them? Theoretically, 
the problem of their organization can be conceptualized as a collective-
action one (Olson, 1965; Ostrom, 2000), for which Axelrod’s (1997) solu-
tion assumes spontaneous self-organization that reduces or eliminates a 
need for hierarchy. However, for such a solution to be realized, these 
organizations have to be well-informed, able to recognize the moves of 
other organizations, and have access to the history of these moves, condi-
tions often not met. Although such weakness can be mitigated over an 
extended period (Hargrave & Van de Ven, 2006), often through such 
means as government intervention, in which governments disseminate 
information, encourage cluster formation and/or subsidize research and 
development (Bianco, Lynch, Miller, & Sened, 2007), this does not always 
happen.

Conclusion 2. The inf luence of government, social movements, and nat-
ural capital is large. The organizations involved do not exist in a vacuum. 
A broader milieu of governments, social movements, and natural capital 
surrounds them. For breakthroughs to take place, for instance, it is not 
clear what is more important: the natural capital, that is the availability of 
resources like the wind or sun; social movements; or government? Russo’s 
(2003) empirical analysis of wind energy generation in California found 
that an abundance of wind determined the rate at which wind projects 
were done. In contrast, Sine and Lee’s work (2009), empirical analysis of 
wind projects across a number of U.S. states found that large-scale social 
movements had greater inf luence. According to Sine and Lee’s (2009), 
social movements help to solve collective action problems. The role of 
government is very important (York & Lenox, 2009). To what extent are 
governments, along with social movements and natural capital, decisive 
factors in bringing about breakthroughs in sustainable renewable energy 
and energy conservation technologies?

Conclusion 3. Organizations have to engage in joint problem-solving. 
McEvily and Marcus (2005) suggest that the organizational ties that 
facilitate the commercialization of green technologies must rely on joint 
problem-solving if they are to be successful. The preconditions for joint 
problem-solving are trust and information-sharing. Jacobsson and Bergek 
(2004) maintain that joint problem-solving, trust, and information-shar-
ing arise in a system made up not only of entrepreneurs and established 
companies, but also of the providers of such services as engineering, legal, 
and accounting, and finance (banks and venture capitalists). Different 
relationships prevail among entrepreneurs, established firms, and service 
firms (Marcus, Triemstra, & Miel, 2009). Firms transfer knowledge about 
what is possible and how the future is likely to look (Marcus & Anderson, 
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forthcoming). Exchange of knowledge f lourishes in such ties as supplier–
customer alliances, licensing agreements, and research consortia (Arikan, 
2009). Formal institutions like governments provide norms to guide, 
direct, and to govern knowledge-sharing (Burer & Wüstenhagen, 2008). 
According to Bell, Tracey, and Heide (2009), the conditions needed in a 
cluster to achieve complex problem-solving to confer competitive advan-
tage on cluster depends on how the exchange of knowledge takes place, 
whether it is decentralized and cooperative and has a foundation of dense 
social ties or it is formal, hierarchical, and centralized.

Conclusion 4. There must be positive feedback loops. Jacobsson and 
Bergek (2004) propose that an underlying wave of market and technologi-
cal opportunities by itself is insufficient for success, because blocking fac-
tors in the commercialization of sustainable businesses and technologies are 
so strong. Thus, long time-spans may exist before alternatives to conven-
tional production to take off (Marcus & Anderson, forthcoming). Factors 
that prevent progress and keep momentum from building include market 
uncertainty, lack of legitimacy, opposition from incumbents, and incon-
sistent government support. To overcome these factors, protected market 
niches must come into being. These are spaces where critical exploratory 
work can be done, successful experiments are possible, and experience 
is accumulated. Within the protected market spaces, different specialties 
and subspecialties within areas such as renewable energy production, stor-
age, and utilization and/or next generation feedstocks like algae systems 
or biological or chemical catalysis can f lourish. Niches of excellence can 
develop. Coalitions then can spring up that support the niches and create 
positive impressions so that citizens come on board and government assis-
tance is available. A chain reaction comes into being in which the start-
ups in these niches of excellence enjoy success, which stimulates more 
start-ups in the niches, funding grows, and customer acceptance sets in. 
The pool of labor expands, and additional labor becomes more qualified 
and easier to attract.

Conclusion 5. Both new entrepreneurs and incumbent firms play impor-
tant roles. Hockerts and Wüstenhagen (2009) describe the dynamic in 
which high-echelon innovation at levels of “breakthrough,” “creative 
destruction,” or the “next industrial revolution” take place among the 
start-ups, while incumbent firms initially respond to green challenges by 
optimizing current business models and tightening up existing systems to 
extract more efficiency. Once start-ups create future market spaces and 
carve out new customer demand, incumbents switch direction and are apt 
to follow. Start-ups are not held back by a concern about cannibalizing 
present business models and are more focused on single issues, which gives 
them a head start. However, the incumbents often are quick to catch up 
as they often are fast followers that rapidly introduce copycat products. 
Sine, Haveman, and Tolbert (2005) describe the challenge of field emer-
gence as hostile criticism and skepticism from financial backers, suppliers, 
customers, the general public, and employees. To increase new entry and 
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facilitate start-up formation, regulative, cognitive, and normative chal-
lenges must be overcome. Otherwise perceived risk overwhelms sense of 
perceived reward. Sine, Haveman, and Tolbert (2005) find two different 
processes in which legitimization takes place. General institutions legiti-
mate an entire sector and stimulate start-ups across the entire range of 
new field, but their effect is especially felt among startup firms with novel 
technologies, but trade-specific institutions legitimate the existing sec-
tor made up of incumbents and established technologies. More-advanced 
firms relate differently to the opportunity to forge voluntary agreements 
with governments than less-advanced firms do.

Conclusion 6. The burden on entrepreneurs to develop markets is high. 
Santos and Eisenhardt (2009) detail the difficult tasks in which successful 
entrepreneurs have to engage in order to construct markets in emerging 
fields like the green economy. In a number of in-depth and thoroughly 
researched case studies they show that successful entrepreneurs have to 
engage in processes of claiming, demarcating, and controlling market 
spaces. Mostly they do so by means of alliances and exercising soft power 
and subtle persuasion to inf luence the behavior of others in ways that are 
favorable to them. As Santos and Eisenhardt (2009) understand nascent 
fields, they are incompletely defined and are missing in primary defini-
tions about matters as elementary as markets and lacking in dominant 
action logics. Hence, there is great ambiguity, which means outcomes are 
hard to predict and development costs are largely unknown. To be suc-
cessful, entrepreneurs therefore must take very vigorous steps, much of it 
at the symbolic level, to fill this type of void.

Conclusion 7. By themselves, governments do not have the power to 
induce a long-term takeoff. Marcus and Geffen (1998) argue that oppos-
ing logics in governments and markets, plus firms’ capacities, have to 
be harmonized if sustainable business development is to occur. York and 
Lenox (2009) empirically show that in the case of green building, gov-
ernment incentives by themselves did not provide a sufficient stimulus for 
takeoff. The effectiveness of government incentives required a rich set of 
ventures, quasi-public and public–private, for–profit and not-for-profit, 
that provided technical and business assistance. In the case of green build-
ing, there was an important role played by such bodies as the American 
Institute of Architects, the U.S. Green Building Council, and the LEED 
Accredited Practitioner Program.

Conclusion 8. Venture capital (VC) can be very inf luential. Though gov-
ernments alone may not be able to induce takeoff of green businesses, they 
can be inf luential with regard to VC funding (Burer & Wüstenhagen, 
2008). One of the most important factors in preventing VCs from invest-
ing in new fields like the green economy is their perceived risk. Consistent 
government support over time in the form of regulatory devices, tax 
incentives, investment credits, public equity, renewable energy goals and 
standards may lower the perception of this risk. Burer and Wüstenhagen 
(2008) argue that the German Electric Feed-In Law of 1991 had an 
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especially strong impact in guaranteeing a preferred rate for selling elec-
tricity generated in alternative ways, and that this helped to kick-in a 
virtuous cycle of volume increase and cost reduction. Recognizing the 
important role of government, Burer and Wüstenhagen (2008) main-
tain that some VC firms try to inf luence legislation and in other ways 
engage in active risk-management vis à vis government, while other VC 
firms diversify their country and technology portfolios and in other ways 
engage in passive risk management strategies vis a vis government.

Conclusion 9. Managerial perceptions are important. The burden is large 
on managers in emerging business sectors like energy efficiency and renew-
able energy to calculate the impact of public policies. Government policies 
may influence their firms’ performance in many ways, but they are less 
likely to know for sure what the ultimate impact will be, in comparison to 
firms in a more mature industry like oil and gas that have had many more 
years of experience in dealing with government. Public policies can alter 
the distribution of power among substitutes, rivals, suppliers, and customers, 
and can create barriers that slow industry entry, but in an emerging sector 
like energy efficiency and renewable energy, it is not so clear how this will 
play itself out. Examples of policies that government uses are many and are 
likely to be somewhat confusing to conceptually constrained and resource-
constrained managers in an emerging sector. What are they to make of 
the mixture of price supports, certification requirements, and investment 
subsidies that their companies might be offered, which might be one day 
on the public policy agenda, and the next day pulled from it? Such poli-
cies influence the stability of the industries in which managers in emerging 
business sectors compete, but the policies themselves tend to be under-
stood as unstable in the minds of the managers and therefore as potentially 
unsettling rather than stability-creating. These policies, and the impact of 
demand growth, price competition, and other factors that have important 
consequences for investment decisions and competition, may be hard for 
managers in an emerging sector to control, and if they can control them, it 
may require considerable effort to do so, effort that they may believe should 
be reserved for their marketplace activities.

Six Challenges from Practitioners

Practitioners point to various challenges that must be managed in order for 
a strong institutional foundation for a green economy to emerge. These 
practitioners’ perspectives are a summary of comments made at the Cross-
Sector Leadership for the Green Economy Conference that was sponsored 
by the University of Minnesota’s Center for Integrative Leadership. This 
conference was held on April 29-30, 2010 (see http://www.leadership.
umn.edu/news/annual_conferences.html)

Challenge  #1: Cooperation and Conflict. The costs of coordination 
are high in both time and money. When efforts are made to increase 
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cooperation, there are power dynamics, value differences, and conf licts 
of interest. To bring people together is important, but it can be difficult. 
Trust is a major factor. Other collaboration barriers may include: a lack 
of transparency and openness, different interpretations about the facts and 
what people say, and moving forward when discourse is insufficiently 
clear. Collaboration does not occur naturally. It often involves conf lict. 
Thus, there must be a safe place to communicate as well as clear goals. To 
enhance cooperation:

Rules of engagement are needed so that there is open discussion and  ●

each party is respected.
Forums are needed to connect people who have similar interests. ●

Companies need to understand not only what they are doing but also  ●

what their competitors are doing.
There must be opportunities to engage in common efforts. ●

Big business as well as small business must be part of the discussion. ●

Advocacy organizations as well as organizations that represent busi- ●

nesses must be represented.
Regular meetings must be held, with progress updates. ●

A leader or leadership group must take initiative, bear risk, enforce  ●

rules, and assist the parties in cooperating.

Leaders with vision who can identify and clarify the problems need to step 
forward. Often, important perspectives are not heard. Some stakeholders 
are underrepresented. There needs to be dialogue, better understanding 
of the risks, better interpersonal ties, and networking, which take time 
and effort. None of these mechanisms necessarily overcomes the fear of 
being involved in new and risky market opportunities.

Challenge #2: Focus vs. Diversity. Does the pursuit of many diverse oppor-
tunities undermine focus? Though diversity exists, it would be wrong to 
move toward premature closure. There are legitimate disparate paths. No 
type of activity should be excluded. Many solutions are required, even if 
they are small-scale. Transition to a new economy cannot necessarily be 
orchestrated. It is likely to be emergent and unplanned. The endpoint is 
not known. The journey is ongoing and therefore it is critical to be f lex-
ible and to be able to adapt.

Challenge #3: Government vs. Business vs. Academia. Cross-sector collab-
oration is needed because of the complexity of the issues and the amount 
of information to be absorbed, communicated, and transferred. There is a 
need to bridge gaps between government, industry, and academia.

Government can help bring academic and university ideas to indus- ●

try. Unfortunately, it does not have sufficient money or motivation 
to push clean technology on its own. A large part of the burden lies 
with private industry to change.
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Universities must accelerate their patenting and licensing, but they  ●

also must understand customers and markets better.
Technical schools must be involved in training green collar workers. ●

Utilities and people in energy businesses must learn to share their  ●

expertise.

Research partnerships among government, business, and universities 
are important but these partnerships often are less successful than they 
should be. Universities must develop and test models of cleantech incuba-
tion and economic development. They must pursue comparative research 
that verifies what works.

Government support is needed, but government should not and cannot 
pick the winners. Academia’s role is to provide alternatives, while business’ 
role is to choose alternatives. Government has many functions it can serve:

It can mandate energy efficiency in buildings. ●

It can establish programs that promote sustainable consumer  ●

products.
If it gets the incentives right, for example through applying full cost  ●

accounting energy pricing, it will raise energy costs, and big jumps 
will be made in energy efficiency, but such policies are likely to 
alienate consumers and businesses, which will be burdened by higher 
prices.
It can reduce complexity in policy and regulation so that it is easier  ●

to get projects done.

Venture capital is critical. It is affected by public policies. The “valley 
of death” for many technologies is the gap between initial funding and 
seed funding. Start-ups need funding for further growth. Without addi-
tional capital, it is hard for start-ups to take the next step. Funding and 
policy support for innovative start-ups and small businesses needs to be 
maintained and expanded. When there is success, it is a result of a virtuous 
cycle of venture capital, technology, and policy development.

Government can play a role in helping entrepreneurs who seek venture 
capital to overcome barriers. It can help find funding for industry to do 
research and adopt new practices. It can provide assistance to small busi-
nesses in achieving “green” certification so they are able to supply larger 
organizations. It is not an issue of more government involvement, but 
clarity about what the government does and assurances that whatever it 
does, it will do well. Sometimes the public officials’ attitudes are more 
important than policies. They should lay out a vision for growing a green 
economy.

Challenge  #4: Egotism vs. Altruism. Though altruism is a starting point, 
profit is still the bottom line in most personal and business decisions. 
There is a need for green businesses to understand their customers if they 
wish to be profitable. They have to understand why people are motivated 
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to consume green products and services. Changes in behavior and attitude 
must go hand-in-hand with changes in technology. New technology that 
comes without changes in attitudes and behavior will not work.

Consumers have to have reasons to change their consumption. It  ●

cannot be that it is just “better” for the environment. Incentives for 
doing the “right” thing must be in place. Incentive programs, like 
rebates for green products, help spark interest, but the existence of 
too many programs of this type is confusing and causes the public to 
lose interest.
There is a need for research on green economy selling points that  ●

attract diverse customers. These selling points could extend from 
national security to health (air quality) to aesthetics.
In the end, businesses must demonstrate that “green” is profitable.  ●

Many indicators of “greenness” are at an abstract level; there needs 
to be a way to make these indicators more relevant for small private 
businesses. For small private businesses, the biggest barrier is lack of 
understanding of the costs vs. benefits. There are large amounts of 
risk and uncertainty for small private businesses.

Some see the “green” economy as an opportunity, but many regard it 
as replacing an old economy that worked relatively well. For businesses, 
it is hard to make the change to green technology, because they need 
resources. They need not just money and capital, but, more important, 
they need knowledge resources. They need experts in green technology 
to whom they can talk.

Many businesses would be very willing to make the transition to green 
practices, but they just don’t know how or where to get help. Even though 
there is knowledge about the best ways to approach many “green” issues, 
long-held behaviors, habits, and beliefs continue to be big barriers.

Green economy successes are not known enough outside of the people 
who have been involved. Some see these businesses as elitist and restricted 
to a small and marginal slice of the population, an environmental issue, 
and policy whose broader implications are not well appreciated. Many 
resent the subsidies and government intervention.

Challenge  #5: Local vs. National vs. International. The U.S. may lack 
the advantages that many countries have for making rapid advances. 
Switzerland’s energy consumption is lower to begin with, and the infra-
structure already exists (public transportation, for example).

In China, the political system is very different; NGOs do not really  ●

have a say. The central government of China drives things, and state-
owned operations are inf luential. China is often ranked first in clean 
technology. China is building ecoindustrial parks.
Canada has allocated a great deal of money at the provincial and  ●

national level for technology transfer and commercialization.
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The European Union sets targets to which everyone is supposed to  ●

conform, but this requires a lot of front-end negotiations.
Europe is more willing to set long-term plans and stick with them  ●

than the U.S. is.
Germany has many incentives for small businesses. ●

Israel is an example of how national pride can be mobilized for clean  ●

energy.

The decentralized political process in the United States makes a coher-
ent, stable energy policy difficult to achieve. It does, however, allow for 
the public’s voice to be heard more than in other countries, specifically 
China and Switzerland. There are many overlapping national, state, and 
local programs, and there is a lack of clarity about the different roles they 
play in stimulating green economic activity.

National investment in green tech R&D is essential to give a boost  ●

to the market
Nonetheless, national agencies like the Environmental Protection  ●

Agency (EPA) and the Department of Energy (DOE) cannot handle 
everything. What works in each region or locality is likely to be dif-
ferent than what works in another. 

Challenge #6: Long-term vs. Short-term Thinking. Poor economic condi-
tions lead businesses to focus on short-term economic results. Short-term 
thinking, characteristic of Americans, is hindering the “green economy.” 
Europeans and Asians tend to think about longer-term paybacks; Asians 
can think as far as 100 years ahead.

The United States should set 10– to 15-year goals and meet these  ●

goals. However, it is difficult to get people in the U.S. to make long-
term decisions. Five years ahead may not be manageable.
To rise to the challenge, Americans must be given a reason to act  ●

now. With this motivating them, they might be capable of great 
achievements, as they have shown in the past in sending a man to 
the moon, harnessing nuclear energy, building a transcontinental 
railroad, etc.
However, recent shocks to the economy keep encouraging short-term  ●

thinking, and successful green policies require long-term thinking, 
supported by a diverse set of stakeholders.
Research should be carried out on how to manage the long-range/ ●

short-range conundrum. Lessons should be learned from the exam-
ples of how other technological fields were commercialized.
The way out of this dilemma is to stick to constant, steady, incre- ●

mental change. Green is a process that grows incrementally though 
this obviously has drawbacks in that it can get in the way of systemic 
change.
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