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Preface

Welcome to the proceedings of the 19th International Conference on Principles and
Practice of Multi-Agent Systems (PRIMA 2016) held in Phuket, Thailand, during
August 22–26, 2016.

Started as an Asia-Pacific workshop in 1998 and run as a full conference since 2009,
PRIMA has become one of the leading and influential scientific conferences for
research on multi-agent systems. Each year, PRIMA brings together researchers,
developers, and practitioners from academia and industry to showcase research in
several domains, ranging from foundations of agent theory and engineering aspects of
agent systems, to emerging interdisciplinary areas of agent-based research. Previous
successful editions were held in Nagoya, Japan (2009), Kolkata, India (2010),
Wollongong, Australia (2011), Kuching, Malaysia (2012), Dunedin, New Zealand
(2013), Gold Coast, Australia (2014), and Bertinoro, Italy (2015).

The 2016 edition was a special one for a number of reasons. (1) To foster a larger
Asia-Pacific community, it was co-located with the 14th Pacific Rim International
Conference on Artificial Intelligence (PRICAI 2016). (2) To foster interdisciplinarity,
we ran a social science track, whose accepted papers will be fast-tracked into the
Journal of Artificial Societies and Social Simulation. (3) To foster student participation,
we ran a special student session track. Student authors of accepted papers received free
registration for the conference.

We received 50 full paper submissions from 22 countries. Each submission was
carefully reviewed by at least three members of the Program Committee (PC) com-
posed of 107 prominent international researchers. The review period was followed by
PC discussions moderated by Senior Program Committee (SPC) members. The PRIMA
SPC has been part of the PRIMA reviewing scheme since 2010, and this year it
included 21 members. At the end of the reviewing process, in addition to the technical
reviews, each paper received a summary meta-review by an SPC member. The PC and
SPC were truly international, involving researchers from 28 countries.

PRIMA 2016 accepted 17 full papers, giving an acceptance rate of 34 %; 16 papers
are included in this volume. Moreover, the volume contains three extended abstracts,
accepted for the presentation in the social science track, and nine promising early
innovation short papers. Further, we accepted seven submissions for the student session
track. In addition to paper presentation sessions, the conference also ran a workshop, a
mini-school, and three keynote talks.

We would like to thank all the individuals, institutions, and sponsors who supported
PRIMA 2016. We thank the authors for submitting high-quality research papers,
confirming PRIMA’s reputation as a leading international conference in multi-agent
systems. We are indebted to our SPC and PC members and additional reviewers for
writing insightful reviews and recommendations for the submissions. We are grateful to
members of the PRIMA 2016 Organizing Committee, who worked behind the scenes



to make PRIMA 2016 successful. These include the social science track chair,
Michael Mäs; workshop chairs, Jamal Bentahar and Masayuki Numao; publications
chair, Neil Yorke-Smith; publicity chairs, Nadin Kökciyan and Tenda Okimoto; mini-
school chairs, Bo An and William Yeoh; Web chair, Federico Capuzzimati; finance
chairs, Chutima Beokhaimook, Choermath Hongakkaraphan, and Nongnuch Ketui;
and the local organizing chairs, Jantima Polpinij, Virach Sortlertlamvanich, Thepchai
Supnithi, Nattapong Tongtep, and Rattana Wetprasit. We thank Enrico Pontelli,
Pradeep Varakantham, Makoto Yokoo, and Aditya Ghose for holding tutorials in the
mini-school; we also thank Jörg P. Müller, Phan Minh Dung, and Toru Ishisa for the
keynotes. Special thanks to some individuals who have consistently supported this
conference, in particular the senior advisers of PRIMA 2016, Aditya Ghose, Guido
Governatori, and Makoto Yokoo.

We are grateful to Elsevier’s Artificial Intelligence and the International Foundation
for Autonomous Agents and Multiagent Systems for sponsoring PRIMA 2016. We
thank the journal of Autonomous Agents and Multi-Agent Systems, ACM Transactions
on Autonomous and Adaptive Systems, Fundamenta Informaticae, and the Interna-
tional Journal of Agent-Oriented Software Engineering for agreeing to fast track
selected papers. We also thank EasyChair for the use of their conference management
system. Finally, we thank Springer for publishing the conference proceedings.

We hope you enjoy the proceedings!

August 2016 Matteo Baldoni
Amit Chopra
Tran Cao Son

Katsutoshi Hirayama
Paolo Torroni
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Intercultural Collaboration and Support Systems:
A Brief History

Toru Ishida(✉)

Department of Social Informatics, Kyoto University, Kyoto, 606-8501, Japan
ishida@i.kyoto-u.ac.jp

Abstract. At the beginning of the new millennium, we proposed the concept of
intercultural collaboration where participants with different cultures and
languages work together towards shared goals. Because intercultural collabora‐
tion is a new area with scarce data, it was necessary to execute parallel experi‐
ments in both in real fields as well as in research laboratories. In 2002, we
conducted a one-year experiment with Japanese, Chinese, Korean and Malaysian
colleagues and students to develop open-source software oriented towards
machine translation. From this experiment, we understood the necessity of a
language infrastructure on the Internet that could create customized multilingual
environments for various situations. In 2006, we launched the Language Grid
project to realize a federated operation of servers for language services. Using the
Language Grid, we worked with a nongovernmental organization since 2011 to
support knowledge communications between agricultural experts in Japan and
farmers in Vietnam via their children. We observed that a large community
emerged to utilize these nonmature machine translation technologies. During
these experiences, by facing different types of difficulties, we gradually came to
understand the nature of intercultural collaboration. Problems are wicked and not
easily defined because of their nested and open networked origin. Fortunately,
multiagent technologies can be applied to model and simulate intercultural collab‐
oration so as to predict the difficulties and to prepare a better support systems. In
this paper, we provide a brief history of the research and practice as regards inter‐
cultural collaboration and support systems.

1 Intercultural Collaboration

Immediately after September 11 in 2001, we started research on intercultural collabo‐
ration.1 We were strongly motivated to utilize technologies to enhance communications
among people in different cultures. While the Internet allows people to be linked together
regardless of location, language remains the biggest barrier: only 25.9 % of the Internet
population speaks English. The remainder is divided between other European and Asian

1 There was no such concept at that time. We created the word “intercultural collaboration” by
adding goals to intercultural communication, so that researchers in computer science can
participate to advance methodologies and technologies to support multi-language and multi‐
cultural communities.
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languages.2 However, it is not possible for anyone to learn the languages needed to
access all possible information on the Internet. In particular, Asian people are not taught
neighboring languages. Only a small portion of the Japanese population understand
Chinese or Korean and vice versa. People learn English to collaborate, but often cannot
think in English: serious barriers to intercultural collaboration exist, because the collab‐
oration often requires the elaboration of new ideas. Therefore, communication in real
intercultural situations is rather complex. For example, conversations between Chinese
and Japanese are often done in English with the aid of written Chinese characters. As
there is no simple way to solve this problem directly, it is necessary to combine different
approaches. Learning English as a second language is one way, but learning other
languages and respecting different cultures are also important. Since one cannot master
all languages, the use of machine translation and other existing technologies on the
Internet is a viable solution.

Intercultural collaboration is a goal-directed group activity. The research target
emphasizes collaboration rather than communication. Therefore, we can clearly identify
research objectives. Goal-directed group activities can be evaluated both qualitatively
and quantitatively, and thus attract researchers with both socio-cultural and technolog‐
ical backgrounds. Culture and its effects on human cognition and behaviors have been
intensively studied in sociology [7], psychology [17, 22] and linguistics [2]. Some of
their research findings are confirmed in collaboration environments by laboratory
experiments [24, 32]. Various technologies to bridge cultural and language gaps have
been tried out and their effectiveness and limitations have been analyzed, e.g., pictogram
communication to avoid language communications [1, 26], and machine translation to
cope with language barriers [34, 35]. We can combine findings and ideas including social
psychological analyses, collaboration support technologies, and case studies by field
workers.

The research area of intercultural collaboration will become essential in a world in
which physical borders disappear rapidly and people and cultures are more and more on
the move and in contact. To understand how humans manage language and cultural
issues, researchers should join and observe intercultural activities. However, sites related
to intercultural activities are often far from research laboratories (both geographically
and mentally). Workshops and conferences have been started for mutual learning
between researchers and field workers [3, 10].

2 ICE2002: Getting Started with Machine Translation

We conducted Intercultural Collaboration Experiment in 2002 (ICE2002) among Asian
universities.3 Since the experiment pursued collaboration among heterogeneous groups
across country borders, participants never saw each other and communicated only in

2 Internet World Users by Language - Top 10 Languages, Internet World Stats, Miniwatts
Marketing Group, 30 June 2015, retrieved from http://www.internetworldstats.com/stats7.htm.

3 In this project, 32 students from Kyoto University (Japan), Shanghai Jiaotong University
(China), Seoul National University and Handong University (South Korea), and University of
Malaya (Malaysia) jointly developed software over the Internet.
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their mother languages supported by machine translation. Given the dramatic Internet
penetration in Asian countries, an intercultural collaboration support system that over‐
comes the language differences had to be developed. Differing from face-to-face
communications, machine translation services can be easily applied to computer medi‐
ated communications. This approach drastically increases the potential for intercultural
collaboration by lowering the language barrier.

Although natural language processing researchers had rigorously studied machine
translation for years, translation quality was not adequate for wide application to actual
worksites. The preceding studies evaluated the machine translation of written docu‐
ments, and do not take into account the interaction factor for refining translation quality.
We, on the other hand, applied machine translation to human-to-human collaboration,
and tried to analyze the interactive translation refinement procedures implemented
among humans and machines.

Figure 1 shows the participants of ICE2002. In this trial, multilingual discussions
were established among the participants. These tools incorporate translation services for
Chinese, Japanese, Korean, Malay, and English; a multilingual bulletin board system
was utilized as a daily discussion space, and a multilingual Web browser enabled partic‐
ipants to share documents in their own languages. To explore the possibilities and limi‐
tations of machine translation technologies, communications during the experiment
were restricted to just those tools.

Fig. 1. ICE2002 participants

The experiment had two tracks. The first track was conducted from May to July, and
the second one from October to December. To synchronize software developments in
different countries, each track was divided into two 4-week-phases. In Software Design
Phase, collaboration software was designed. The goal of this phase was to submit a
system design proposal to implement software. In Software Implementation Phase,
software based on the design proposal was to be implemented. The goal of this phase
was to complete and release a collaboration tool.
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In ICE2002, collaboration software consisting of Web-based email, SMS, search
engine, was proposed the outcome of the multinational teams. We observed how partic‐
ipants achieved the goal with communications in a noisy media. To analyze translation-
mediated collaboration on multilingual tools, conversation and content analyses were
conducted. We soon realized that users were adapting to the machine translators.
Students tried to repair their input sentences so that the machine translators would
produce better translations. Though the students exhibited significant flexibility in
adapting to the machines, since the mental models of the machine translators were basi‐
cally unavailable to the students, the students’ behavior was sometimes humorous.4 By
investigating the interaction among users and machine translators, we confirmed two
repair patterns as follows [23].

• Self-initiated repair or user adaptation to machine translation: People adapt them‐
selves to machine translation capability to convey remarks properly to other team
members. Before posting a message, the poster would repeated alter the input text to
improve the translation results.

• Other-initiated repair or collaborative translation: Even if a translation was imper‐
fect, people worked out the intentions of other members’ remarks. The collaborative
repair process is initiated by a message receiver’s reaction.

During the experiment, we confirmed the above repair patterns in the process of
eliminating translation errors. In particular, we explored other-initiated repair, and
establish protocols for collaborative translation by monolinguals with machine transla‐
tors [20]. We also realized that machine translation indeed supported intercultural
collaborative works. We decided to further explore the approach to use machine trans‐
lation in the context of collaboration. At the same time, we understood how difficult it
is to create a comprehensive intercultural collaboration environment. The next section
explains our attempts to develop a language infrastructure for intercultural collaboration.

3 The Language Grid: Building a Language Service Infrastructure

3.1 From Language Resources to Language Services

To increase the accessibility and usability of language resources (dictionaries, parallel
texts, part-of-speech taggers, machine translators, etc.), we proposed the Language
Grid,5 which wraps existing language resources as atomic services and enables users to
compose new services by combining the atomic services. We believe that fragmentation

4 Japanese students input Japanese sentences with many personal pronouns such as “I” and “you”
so that the machine translators would generate better results, though Japanese do not often use
personal pronouns in their conversations.

5 The concept was first presented in a keynote speech at SAINT 2006 [9], and later in a book
published in 2011 [12].
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and recombination6 is the key to creating a full range of customized language environ‐
ments for different types of user communities.

Our slogan is “from language resources to language services.” To allow users to
create their own language services that can be combined with other services, we take
the service-oriented approach, where each language resource is wrapped as a language
service. For example, data like multilingual dictionaries and parallel texts can be
wrapped to form atomic language services that can translate words or sentences.
However, those atomic services are not restricted to just a simple retrieval function: a
parallel text service can return the translation of a sentence that is similar to the input
sentence. Wrapping software like machine translators is straightforward, but even
human interpreters can be wrapped as translation services. Users do not have to distin‐
guish machines from human translation services other than by their quality of services:
machine translators can provide faster services while human interpreters return higher
quality translations.

The next step is to combine atomic language services to create new services.
Figure 2 illustrates the process of combining a variety of atomic services for Japanese
agricultural experts to translate their knowledge for Vietnamese farmers. To translate
Japanese sentences into Vietnamese, we first need to cascade Japanese-English and
English-Vietnamese translators, because there is no direct translator handling Japanese
to Vietnamese. To replace words output by machine translators with the words in multi‐
lingual dictionaries specific to agriculture, part-of-speech taggers are necessary to divide
the input sentences into parts. We can train example-based machine translators with

6 The concept fragmentation and recombination appeared in e-topia written by William J.
Mitchell.

Fig. 2. Language service composition
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Japanese-Vietnamese parallel texts. We then have different types of translators and face
the problem of determining which one is the best: example-based machine translators
can create high quality translation only when they trained with similar sentences. We
may use back-translation, say Japanese-Vietnamese-Japanese translation, to compare
original and back-translated Japanese sentences, and select the translator that can
produce back-translated sentences most similar to the original ones. In spite of all these
efforts, if the quality of translation is still insufficient, the Japanese experts may use
human translation services.

3.2 Service Grid Architecture

A variety of language resources already exist online. However, difficulties often arise
when people try to use those language resources in their intercultural activities; the
confusing web of complex contracts, intellectual property rights, and non-standard
application interfaces make it difficult for users to create customized language services
that support intercultural activities. Since many language resources have usage restric‐
tions, it is difficult for users to negotiate with every language resource provider when
combining several resources for their purpose. To improve the accessibility and usability
of existing language resources, the Language Grid illustrated in Fig. 3 reduces the nego‐
tiation costs related to intellectual property rights.

Fig. 3. The Language Grid
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We need to allow users to easily create new language services by combining existing
ones. The Language Grid7 allows users to register services and share them. Let us define
the infrastructure that supports the formation of service-oriented collective intelligence,
the service grid.8 Major stakeholders fall into three categories: service providers, service
users, and service grid operators. Service providers provide language services such as
machine translators, part-of-speech taggers, dependency parsers, dictionaries, and
parallel texts. Service users invoke registered language services as needed for their
intercultural activities. Service grid operators manage and control language resources
and services. For institutional design, we considered the following issues of the stake‐
holders:

• How to protect the intellectual property rights of service providers and to motivate
them to provide services to the service grid. To this end, service providers should be
allowed to define for what purposes their services can be used and the usage rights.

• How to encourage a wide variety of activities of service users to increase their satis‐
faction. To this end, service users should be allowed to run application systems that
employ the services permitted for such use.

• How to reduce the load on service grid operators while allowing them to globally
extend their service grids. To this end, federated operation is to be facilitated, where
several operators collaboratively operate their service grids by connecting them in a
peer-to-peer fashion.

We organized this project based on collaboration between researchers in various
universities and research institutes and potential users in nonprofit and nongovernmental
organizations. Participatory design and action research methodologies are being
employed during the project. Software development, applications in real communities,
and institutional design for federated operation are all related, and thus performed in
parallel.9 It has become one of the most advanced service infrastructures for intercultural
collaboration.

Various service computing technologies have been developed to enable the collab‐
oration needed among language services. Language service ontology is a technology to
define standard language service interfaces in a hierarchical way so that end users are
provided with simple interfaces while professionals can access more complex interfaces
[6]. Horizontal service composition was invented to select the best atomic service from
a set of atomic services to instantiate a desired workflow.10 We apply constraint opti‐
mization algorithms to select the appropriate services and thus satisfy quality of service
(QoS) requirements [4]. Context-aware service composition was proposed to coordinate

7 The word grid is defined as “a system or structure for combining distributed resources; an open
standard protocol is generally used to create high quality services.” Our approach, applying
the grid concept to ensure the collaboration of language services, has not been tried before.

8 Service grid is a generic term meaning a framework where “services are composed to meet the
requirements of a user community within constraints specified by the resource provider [14].”

9 As a result, we took only two years to start its operation. Around 30 organizations joined in
December 2007 to share language resources.

10 Contrary, vertical service composition generates workflows based on AI planning technolo‐
gies.
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multiple translations to determine the meanings of words consistently [18, 28]. Service
supervision, on the other hand, is a runtime technology to monitor and modify the
processes of composite services [27]. Furthermore, by monitoring existing language
services, a policy-aware parallel execution method of atomic services was invented for
users to adapt to the operation policies of service providers [31].

Table 1. Language service list

Service category Service type Number of services
Translation Translation Service 32

Domain-Specific Translation Service 5
Multilingual Mixed Document Translation Service* 0
Back Translation Service 3
Multi-hop Translation Service 2
Translation Selection Service 1

Paraphrase Paraphrasing Service* 0
Transliteration Service* 0

Dictionary Multilingual Dictionary Service 17
Multilingual Dictionary Service with Longest Match 34
Concept Dictionary Service 19
Pictogram Dictionary Service 2
Multimedia Dictionary Service* 0
Multilingual Glossary Service* 0
Dictionary Creation Support Service* 0

Corpus Parallel Corpus Service 40
Dialog Parallel Corpus Service 1
Template Parallel Corpus Service 5

Analysis Morphological Analysis Service 19
Named Entity Tagging Service 1
Dependency Parsing Service 4
Morphemese Dependency Parsing Service 1
Similarity Calculation Service 6
Quality Estimation Service 1
Language Identification Service 5
Text Summarization Service 2
Keyphrase Extraction Service 4

Speech Text To Speech Service 4
Speech Recognition Service 2

Other Structural Alignment Creation Service* 0
Meta Service Service Management Service 1

(Service types marked * are currently under development.)

As of February 2015, 170 groups in 22 countries had joined to share more than 200
language services as listed in Table 1. However, we still need to collect language resources
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for so called low resource languages. Automatic generation algorithms have been studied
to create dictionaries between minor languages from existing dictionaries [33].11

3.3 Federated Operation

The operation model we designed reflects the intentions of user groups around the world
like research institutes and nonprofit and nongovernmental organizations. Nonprofit and
nongovernmental organizations and public sectors became the major users, but univer‐
sities are using the Language Grid more intensively; researchers and students who are
working on services computing, text analysis, computer-supported cooperative work,
and multilingual communication are using language services to attain their research
goals.

From our operation experience over several years, we have gained many insights.
Because the operation center in Kyoto cannot reach local organizations in other coun‐
tries, over 70 % of participating organizations are local. Since we need global collabo‐
ration to solve language issues in local communities, this imbalance should be rectified:
the operators need to be dispersed into different organizations globally and to collaborate
with each other. The federated operation model [21] was invented to realize such
collaboration. Reasons to drive federated operation include not only the limited number
of users that a single operator can handle, but also the locality caused by geographical
conditions and application domains.

There are two types of federated operation. One is centralized affiliation, where the
operators form a federal association to control the terms of affiliation based on mutual
agreement. This yields flexibility in deciding affiliation style, but incurs high cost in
maintaining the federal association. The other is decentralized affiliation, which allows
a service grid user to create and become the operator of a new service grid that reuses
the agreements set by the first service grid.12 This type of operation promotes the forma‐
tion of peer-to-peer networks by operators. Since the formation of peer-to-peer networks
by the operators is flexible and maintenance costs are avoided, we adopted the decen‐
tralized affiliation since it suits research organizations like universities and research
institutes.

Using the Language Grid, various kinds of intercultural activities have been imple‐
mented at hospital reception desks, local schools, shopping streets, and so on. To enable
each multi-cultural community to develop its own multi-language environment, we take
the participatory design approach, where collaboration among humans and technologies
is the key for creating customized multi-language environments [15]. In other words,
we could develop customized language environments for intercultural collaboration by

11 For example, the algorithm enables users to create a Uyghur-Kazakh dictionary from Uyghur-
Chinese and Kazakh-Chinese dictionaries.

12 Sometimes it is impossible for different service grids to use exactly the same agreements. A
typical problem is the governing law. For international affiliation, a possible idea is to adopt a
common law like New York State law, but operators may wish to adopt the governing law of
their own locations.
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mirroring the approach taken by humans in creating and diffusing domain specific words
and dictionaries.

Another important aspect of the Language Grid is to encourage the collaboration of
widely separated people. The joint research conducted with Tsinghua University’s smart
classroom is a typical achievement [25]. We rebuilt the smart classroom as a collection
of pervasive computing services to allow easier connection of the smart classrooms. The
Language Grid then quickly realized the open smart classroom, which connects class‐
rooms in different countries.

The service grid server software has been released as open source software. Using
this source code, universities and research institutes can operate any kind of service grid
not only for language services but also for services in other domains. We are now in the
process of creating a network of operation centers to cover Asian languages. The
Bangkok operation center in Thailand opened in October 2010 to provide a collection
of atomic services including a Thai-English dictionary and machine translator, Thai text-
to-speech tagger, and morphological analysis utilities. Those services can be accessed
by users of the Kyoto operation center.13 The service grid software has been selected as
a basis of Open Language Grid, where Asian, US and EU projects are going to share
open-source language resources.14

4 YMC-Viet: Forming a Community to Utilize Nonmature
Technologies

We have been participating in an agriculture support project in Vietnam with rice
harvesting experts since 2011. The project aims at designing new services for multi-
language knowledge communication via the Internet. The goal is to transfer agriculture
knowledge from Japanese experts to Vietnamese farmers in rural areas with low literacy
rate, to increase rice productivity, and to decrease the environmental burdens caused by
excess use of agrichemicals. The motivation of Japanese experts, who work for the Japan
International Cooperation Agency to support developing countries, in using information
technology is that they cannot physically travel to all rural areas that need their advice.15

There exists a huge gap between Japanese experts and Vietnamese farmers, not only
in agricultural knowledge but also language and culture. Furthermore, the farmers have
difficulties in using computers and indeed in reading/writing messages. Therefore, as
shown in Fig. 4, a youth-mediated communication (YMC) model was proposed and
applied to bridge the gaps in knowledge, language, and cultures [19]. In the YMC model,

13 Jakarta and Urumqi operation centers have just started at the University of Indonesia and
Xinjiang University.

14 The Language Application Grid (LAPPS Grid) project in the US adopts the service grid server
software described in this section.

15 The project consists of our team in Kyoto University for providing the multilingual collabora‐
tion environment, NPO Pangaea for educating children and conducting experiments, University
of Tokyo and Mie University for providing agricultural knowledge, Vietnam National Univer‐
sity for local arrangements, and MARD/DARD for planning and controlling the whole process
of the project.
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the children received training at a local community center, and then acted as mediators
between the Vietnamese farmers (parents) and the Japanese experts. The YMC model
is a breakthrough idea for gap bridging, but it exposes another difficulty in communi‐
cation: the computer literacy and background knowledge of children determine the
boundaries of agricultural knowledge communication. To cope with all the problems,
we formed a project with a variety of stakeholders: agricultural experts and language
processing experts in universities, farmers and their children, nongovernmental organ‐
izations targeting the education of children in developing countries, and Vietnamese
national and local ministries.

Fig. 4. Youth mediated communication

At the beginning, we designed services for knowledge transfer from Japanese experts
to Vietnamese children, where the experts are service providers and the children are
customers. Multi-language knowledge communication services were developed and
managed in the project [13]. These services were realized based on the different moti‐
vations of various stakeholders. The nongovernmental organization staff working in the
field were motivated to educate the children. Soon after the project started, however, we
observed that the experts became more and more motivated by obtaining field data from
the children: a complementary service was added where the children are service
providers and the experts are customers. Meanwhile, the local government highly
praised the project because they found that it became easier for them to form commun‐
ities in low literacy areas. Figure 5(a) shows a child collecting field data, and Fig. 5(b)
shows the local government officers involved in helping the children to read the experts’
advice.
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(a)                     (b)

Fig. 5. Collecting field data/reading expert’s advice

The YMC project has been well recognized and supported by Vietnamese national
and regional governments. It has resulted in community formation with local stake‐
holders and researchers, among which staffs from the local government are in charge of
working with the nongovernmental organizations to train children. To increase the
quality of machine translation, human bridgers joined our community. They are typically
students of agriculture departments, having strong motivation to assist this project and
also to acquire professional knowledge. The reason we need their help is that the quality
of machine translation is not good enough, especially when translators are cascaded.16

In this way, the community has grown continuously even though the machine translation
technologies are rudimentary. Figure 6 shows one of the new communities which
includes various stakeholders.

We conducted one trial a year for four years.17 During the successful project,
however, we recognized the difficulties in understanding the relationships among newly
created services and existing services. Here is one episode.

One of the goals of this project is to reduce the amount of agrichemicals by enhancing knowledge
communication among agricultural experts and farmers. Employees of the local government
became heavily involved in the project by helping farmers’ children to learn information tech‐
nology. However it was found that local government workers usually work part-time, and they
normally have second jobs, such as selling agrichemicals and fertilizers to farmers.

Moreover, it is also difficult to estimate the effects of services. Here is another
episode.

This project aims at increasing the yield of rice. One project member, an agricultural expert,
recognized the lack of nitrogen in this particular rice field, and suggested the use of a little more

16 For Japanese-Vietnamese translation, two translators, Japanese-English and English-Viet‐
namese, are cascaded using English as a pivot, because there is not enough data to create a
direct translator between Japanese and Vietnamese. Since machine translators expect correct
input, human bridgers are requested to post-edit translated sentences in the pivot language.

17 We conducted experiments 2011/02–2011/03, 2012/10–2013/01 and 2013/09–2014/01 in
Thien My, Vinlong Province, and 2013/09–2014/01 and 2014/02–2014/03 in Dong Thanh,
Vinlong Province. Both villages are located near Can Tho City in the Mekong Delta.
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fertilizer. The farmers did not follow this advice, since they believe bugs would gather from
neighboring fields, if they increased the amount of fertilizer.

These episodes shows how difficult it is to shape the problem and design services in
a single project. We need a new methodology to deal with the unexpected interdepend‐
ency of problems and services by widening the scope of stakeholders and forming a
sustainable problem-solving organization that will continue the process of service
design.

5 Modeling and Simulation: Predicting Difficulties in Intercultural
Collaboration

We have been modeling intercultural collaboration based on the findings acquired
through field activities. Culture itself has been modeled in various ways. Hofstede
proposed cultural dimensions based on a large scale survey [7]. Agent models to simu‐
late cultures has been proposed [8]. This section, describes a model for service design
to support practical activities in intercultural collaboration.

Service can be seen as the fundamental basis of exchange; the organizations,
markets and society are concerned with the exchange of service [16]. We think this
view can be effectively modeled using multiagent systems. We first introduce a role
playing game and a participatory simulation, in which humans and software agents
are connected. We then propose a gaming simulation, which applies participatory
simulation to role playing games.

Fig. 6. Various stakeholders in YMC
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Role playing games (RPGs) are a well-known multiagent approach, where stake‐
holders participate in a game and mutually confirm their decisions on a game board.
There are several ways to utilize RPG:

• For consensus building, RPG enables stakeholders to compromise and reach an
optimal decision for the community by representing and sharing individual decisions
on a game board.

• For system design, team members can learn the requirements and environments of
the systems to be designed by simulating the decision processes of various stake‐
holders.

• For field analysis, a more accurate model of the decision processes of the community
can be obtained by observing stakeholder decisions during RPG sessions.

Let us illustrate the process of modeling players’ decision making. An initial model
is created from relevant literature and surveys. RPG sessions are conducted using a board
game that represents the players’ environment. The decision making process can be
understood based on the logs obtained during the game. The reasons behind the decisions
made in the RPG are exposed by interviewing the players after the game. Finally, the
decision making model is refined by analyzing the RPG log data and the interviews.
Running the RPG several times can improve the obtained models [30].

Multiagent simulations are getting popular as a method of micro simulation in
various research areas. In multiagent simulations, agent behaviors are determined by
scenarios, which can either be described by programming languages or scenario descrip‐
tion languages with embedded decision-making models. The scenario processor inter‐
prets agent scenarios and requests agents in a virtual space to perform sensing and acting
functions. Participatory simulations have been invented as an extension of multiagent
simulations. We can easily extend multiagent simulations to yield participatory simu‐
lations by replacing some of the scenario-guided agents with human-controlled avatars
[11]. A participatory simulation consists of (1) agents for modeling users, (2) avatars
to represent human subjects, (3) scenarios for modeling interactions, (4) human subjects
to control avatars, (5) virtual space to represent real space, and (6) a monitor to visualize
simulations underway in the virtual space. In this situation, human subjects and agents
can cooperate in performing a simulation. Just as with video games, human subjects can
join the simulation by controlling avatars via joy sticks, mice, or other input devices. To
analyze simulation results, we monitor the entire process of the simulation by visualizing
the virtual space. Recording human behavior is useful for analyzing the simulation
results and for improving the agent decision making models.

Gaming simulation can be conducted by fusing participatory simulation with RPG
[29]. Although RPG requires all the stakeholders to participate in the game, this not
always practical in design processes. It is more efficient if a small design team conducts
the simulations to understand the nature of problems and services at the early stage of
design. We actually tried a gaming simulation to predict difficulties in YMC-Viet
(described in the previous section). Since we can execute only one field experiment a
year, problems in support systems should be detected as much as possible in advance.
One of the advantages of gaming simulations is that they provide seamless design activ‐
ities from a design team to all stakeholders. Moreover, it is easy to deal with situations
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where additional services are required or conflicts occur among new and existing serv‐
ices. Those advantages come from the fact that multiagent simulations are a type of
micro simulation [5].

Let us summarize an approach to design support systems for intercultural collabo‐
ration. Especially in the early stage of design, it is necessary to understand the problems
in the community, and propose services that can solve the problems. However, designing
services in the field is always difficult due to the interdependency between problems and
their evolution over time. Therefore, developing a continuous problem solving process
is as important as solving currently known problems. In other words, the key to support
intercultural collaboration is to provide a design process and form a flexible team that
can support the process. In this context, we propose a multiagent approach including
role playing games, participatory simulations and gaming simulations as a basis of
experiments for designing support systems with various stakeholders. In intercultural
collaboration, designers cannot always completely understand the complex relations and
behaviors of stakeholders. The purpose of running gaming simulations is to design
services for intercultural collaboration by understanding the interdependencies of
existing services, and to reach agreement on the design of future services. We have to
be careful, however, when interpreting the results of gaming simulations. We should be
sensitive to what is important and what is not in the results from simulations. Since
simulation results depend on participating stakeholders and agent models, result validity
should be confirmed both in the field and theoretically.

To end this paper, we suggest the next step to model agents that can not only support a
specific culture, but also recognize the differences among cultures, and differences among
the understanding of cultural differences. There exists work that clarifies the asymmetry
among the recognition of cultural differences. For example, paper reported how people in
the US, Japan and China feel about the cultural differences in punctuality.18 In terms of how
Japanese perceive the approach of Americans and Chinese to punctuality, 67.0 % of the
Japanese in the US perceive the cultural difference to be significant, while 72.2 % of those
in China claim the same feeling. In contrast, 50.3 % of Americans perceive the cultural
difference to significant, while only 29.3 % of Chinese say the same. The results reveal that
most Japanese feel there are strong cultural differences in the approaches to punctuality,
much more than Americans or Chinese, and more importantly there exists a difference in
recognizing the cultural differences.

Acknowledgments. This work could not have been conducted without the collaboration of a
number of colleagues and students. The work was partially supported by a Grant-in-Aid for
Scientific Research (S) (24220002, 2012–2016) from Japan Society for the Promotion of Science
(JSPS).

18 There are many interesting examples listed in Hiroko Nishida’s book on intercultural communi‐
cation friction in Japanese companies operating in the US and Chinese market, published in
2007. The book is written in Japanese.
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Abstract. An argument system could be viewed as a pair of a set of
argument and a binary attack relation between arguments. The seman-
tics of argumentation rests on the acceptability of arguments and the
structure of arguments and their attack relations. While there is a rel-
atively good understanding of the acceptability of arguments, the same
can not be said about their structure and attack relations. In this paper,
we present an axiomatic analysis of the attack relations of rule-based
argument systems by presenting a set of simple and intuitive properties
and showing that they indeed determine an uniquely defined common
attack relations for rule-based argument systems.

1 Introduction

People of all walks of life get involved in argumentation on a daily basis. Arguing
could be viewed as one of the most intellectual important activities of humans
during their entire lives. Peoples of different cultures, countries, times often have
different arguments based on different world views, rules, norms, conventions,
beliefs and assumptions ect. For example, Harry Potter’s arguments are based
on the “science” of witch crafts and vampires while the Inca peoples in the
pre-Columbus time believed in human sacrifices. Despite their often distinctly
“incomparable” arguments, humans could understand each other (if they make
an effort). How could it be possible?

Humans may have different ways to build their arguments but they all share
similar ways of drawing conclusions from a given set of arguments. Such “similar
ways” seem to be captured by an old saying “he/she who laughs last laughs
best” that seems to be understood and employed by every rational human being.
The saying could be viewed in fact as an common mechanism for drawing
conclusions from conflicting arguments. Research on argumentation could be
viewed as efforts to understand the structure and dynamics of this common
mechanism.

Example 1. Consider a dialogue between a boy and his parents.

– Father to Boy: Stop playing play with the ipad as you have not finished your
homework yet.

– Boy to Father: Come on Dad ! There is no school tomorrow.
c© Springer International Publishing Switzerland 2016
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– Father to Boy: Well, today is not a school holiday.
– Boy to Mother: Mum, I do not need to do my homework because there is no

school tomorrow, right ?
– Father to Mother: Of course he needs to do it.
– Mother to both Son and Father: Guys, I have things to do. Sort out your

quarrel by yourself.

In essence the dialogues is about which of the following two arguments should
be accepted:

Boy’s argument B: No school tomorrow, no homework.
Father’s argument F: There is school today, hence homework.
Arguments B, F attack each other and obviously neither father nor son gives

up their argument. In other words, their sets of accepted arguments are {F}, {B}
respectively. As the mother refuses to be partisan, her set of accepted arguments
is empty.

This simple dialogue reveals a fundamental issue in practical argumentation:
Different agents will get different conclusions (or semantics) from a same set

of arguments.
In other words, a central issue in practical argumentation is the question:

What arguments do rational people accept in an exchange of arguments and how
do we know that some of them could be the “consensus” of the “debate”?

or more formally, Can we provide a formal model of argument systems for
practical reasoning ?

At its most abstraction, an argument system could be viewed as an argu-
mentation framework [23] consisting of a set of arguments and a binary attack
relation between them. Though simple, argumentation frameworks are power-
ful enough to provide a sophisticated account of the acceptance of arguments
representing different ways peoples could draw conclusions from exchanges of
arguments.

While there is a good understanding about the acceptability of arguments
due to an extensive amount of research [2,4,5,10,15,23,26], more need to be
done to gain a better understanding about the structure of arguments and their
attack relations. In experimental domains like experimental medicine, arguments
often have no internal structure as the purpose of the experiments is to uncover
the underlining rules [32]. In contrast, arguments in commonsense reasoning and
legal domains are often based on rules [6,20]. In both medicine and legal domains
as well as in commonsense reasoning, one could easily imagine arguments based
on both complex rules and uncertainties. The complex structure of arguments
often lead to challenging questions about the structure of their attack relations.

In this paper, we will first give an overview of the works on the acceptability of
arguments wrt abstract argumentation. The main part of the paper is focused on
rule-based argument systems as they are the most researched instances of abstract
argumentation. We conclude with a discussion on probabilistic argumentation.1

1 The materials in Sects. 4, 5, 6 are from a recent paper [19]. The materials in Sects. 7, 8
are new.
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There are extensive research on rule-based systems (see for example [9,11,
17,28,29,35,36,38–40]). Distinct semantics have been proposed that could lead
to contradictory answers to the same query as the following example illustrates.

Example 2. Consider a knowledge base K (adapted from [11,12,18]), consisting
of three defeasible rules

d1 : Dean ⇒ Professor d2 : Professor ⇒ Teach d3 : Administrator ⇒ ¬Teach

and two strict rules

r : Dean → Administrator r′ : ¬Administrator → ¬Dean

with d1 ≺ d3 ≺ d2
2.

Suppose we know some Dean. The question is whether the dean teaches.
Proposed approaches in literature deal with this example differently. Modgil

and Prakken [35] in their influential ASPIC+ framework proposed four attack
relations where one of them leads to semantics with respect to which the dean
does not teach while the other three as well as the prominent non-argument-
based approach of Brewka and Eiter [11] lead to conclusion that the dean does
teach.

The example illustrates the need to establish general principles for charac-
terizing and evaluation of possible semantics for rule-based systems.

2 Abstract Argumentation

An abstract argumentation framework [23] is defined simply as a pair AF =
(AR, att) where AR is a set of arguments and att ⊆ AR × AR and (A,B) ∈ att
means that A attacks B.

A set of argument S attacks (or is attacked by) an argument A (or a set
of arguments R) if some argument in S attacks (or is attacked by) A (or some
argument in R); S is conflict-free if it does not attack itself. A set of arguments
S defends an argument A if S attacks each attack against A.

S is admissible if S is conflict-free and defends each argument in it. A complete
extension is an admissible set of arguments containing each argument it defends.
A preferred extension is a maximal admissible set of arguments. A stable extension
is a conflict-free set of arguments that attacks every argument not belonging to it.

It is well-known that both preferred and stable extensions are complete but
not vice versa.

The characteristic function of AF is defined by

FAF (S) = {A | A ∈ AR,S defends A}.

Since FAF is a monotonic function, there exists a least fixed point of FAF . The
grounded extension is defined as the least fixed point of FAF .
2 d ≺ d′ means that d is less preferred than d′.
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As complete extensions coincide with conflict-free fixed points of FAF , the
grounded extension is also the least complete extension.

Example 1 can be represented as an argumentation framework (AR, att)
where AR = {F,B} and att = {(F,B), (B,F )}.

There are two preferred extensions that are also stable: {F}, {B}. There are
three complete extensions ∅, {F}, {B}. The grounded extension is hence empty.

Conceptually, the grounded extension represents an agent who is skeptical in
its reasoning where other extensions represent agents who are credulous.

In Example 1, both father and son stick to their guns. The mother, who does
not want to get drawn into the discussion as none of the presented arguments
could be accepted without any bias, represents a skeptical reasoner.

3 Defeasible Knowledge Bases

In this section, we recall the basic notions and notations on knowledge bases
from [18]. We assume a non-empty set L of ground atoms (also called a pos-
itive literal) and their classical negations (also called negative literals). A set
of literals is said to be contradictory iff it contains an atom a and its nega-
tion ¬a. We distinguish between domain atoms representing propositions about
the concerned domains and non-domain atoms of the form abd representing the
non-applicability of defeasible rules d (even if the premises of d hold).

We distinguish between strict and defeasible rules as often done in the
literature [18,27,28,35,36,41]. A defeasible (resp. strict) rule r is of the form
b1, . . . , bn ⇒ h (resp. b1, . . . , bn → h) where b1, . . . , bn are domain literals and h
is a domain literal or an atom of the form abd. The set {b1, . . . , bn} (resp. the
literal h) is referred to as the body (resp. head) of r and denoted by bd(r) (resp.
hd(r)).

Definition 1. 1. A rule-based system is a triple R = (RS,RD,�) where
(a) RS is a set of strict rules,
(b) RD is a set of defeasible rules, and
(c) � is a transitive relation over RD representing the preferences between

defeasible rules, whose strict core is ≺ (i.e. d ≺ d′ iff d � d′ and d′ 	� d
for d, d′ ∈ RD.)

2. A knowledge base is defined as a pair K = (R, BE) consisting of a rule-
based system R, and a set of ground domain literals BE, the base of evidence
of K, representing unchallenged observations, facts ect..
For convenience, knowledge base K is often written directly as a quadruple
(RS,RD,�, BE) where RS, RD, � or BE of K are often referred to by
RSK , RDK ,�K or BEK respectively.

Definition 2. Let K = (RS,RD,�, BE) be a knowledge base. An argument
wrt K is a proof tree defined inductively as follows:

1. For each α ∈ BE, [α] is an argument with conclusion α.
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2. Let r be a rule of the forms α1, . . . , αn → / ⇒ α, n ≥ 0, from RS ∪ RD
and A1, . . . , An be arguments with conclusions αi, 1 ≤ i ≤ n, respectively.
Then A = [A1, . . . , An, r] is an argument with conclusion α and last rule
r denoted by cnl(A) and last(A) respectively.

3. Each argument wrt K is obtained by applying the above steps 1, 2 finitely
many times.

Example 3. Consider a rule-based system R whose sets of rules are from
Example 2 together with a precedence relation consisting of just d2 ≺ d3.
Suppose we know some dean who is also a professor.

The considered knowledge base is represented by K = (RS,RD,�, BE) with
RS = {r, r′}, RD = {d1, d2, d3}, �= {(d2, d3)} and BE = {D,P}.3

Relevant arguments can be found in Fig. 1 where A1 = [[D], d1], A2 =
[A1, d2], A′

2 = [[P ], d2], A3 = [ [[D], r], d3].

Fig. 1. Dean example

Notation 1. The set of all arguments wrt a knowledge base K is denoted by
ARK. The set of the conclusions of arguments in a set S ⊆ ARK is denoted by
cnl(S).

A strict argument is an argument containing no defeasible rule. An argu-
ment is defeasible iff it is not strict. A defeasible argument A is called basic
defeasible iff last(A) is defeasible.

For any argument A, the set of defeasible rules appearing in an argument A
is denoted by dr(A). The set of last defeasible rules in A, denoted by ldr(A), is
{last(A)} if A is basic defeasible, otherwise it is equal ldr(A1) ∪ . . . ∪ ldr(An)
where A = [A1, . . . , An, r].

An argument B is a subargument of an argument A iff B = A or A =
[A1, . . . , An, r] and B is a subargument of some Ai. B is a proper subargument
of A if B is a subargument of A and B 	= A.

Definition 3. Let K be a knowledge base.

1. The closure of a set of literals X ⊆ L wrt knowledge base K, denoted by
CNK(X), is the union of X and the set of conclusions of all strict arguments
wrt knowledge base (RSK , RDK ,�K ,Xdom) with Xdom (the set of all domain
literals in X) acting as a base of evidence.

3 D,P,T,A stand for Dean, Professor , Teach and Administrator respectively.
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X is said to be closed iff X = CNK(X). X is said to be inconsistent iff its
closure CNK(X) is contradictory. X is consistent iff it is not inconsistent.
We also often write X K l iff l ∈ CNK(X).

2. K is said to be consistent iff its base of evidence BEK is consistent.

As the notions of closure, consistency depend only on the set of strict rules
in the knowledge base, we often write X RS l or l ∈ CNRS(X) for X K l or
l ∈ CNK(X) respectively.

Definition 4. Let R = (RS,RD,�) be a rule-based system and K = (R, BE)
be a knowledge base.

1. R and K are said to be closed under transposition [13] iff for each strict rule
of the form b1, . . . , bn → h in RS s.t. h is a domain literal, all the rules of
the forms b1, . . . , bi−1,¬h, bi+1, . . . , bn → ¬bi , 1 ≤ i ≤ n, also belong to RS.

2. R and K are said to be closed under contraposition [36,37] iff for each set of
domain literals S, each domain literal λ, if S RS λ then for each σ ∈ S,
S \ {σ} ∪ {¬λ} RS ¬σ.

3. R and K are said to satisfy the self-contradiction property [21] iff for each
minimal inconsistent set of domain literals X ⊆ L, for each x ∈ X, it holds:
X RS ¬x.

Lemma 1. [18] Let R be a rule-based system that is closed under transposition
or contraposition. Then R satisfies the property of self-contradiction.

Definition 5. (Attack Relation) An attack relation for a knowledge base K
is a relation att ⊆ ARK × ARK such that there is no attack against strict
arguments, i.e. for each strict argument B ∈ ARK , there is no argument A ∈
ARK such that (A,B) ∈ att.

For convenience, we often say A attacks B wrt att for (A,B) ∈ att.

3.1 Basic Postulates

We recall the postulates of consistency and closure from [13] and of subargument
closure from [1,34,35]. For simplicity, we combine the postulate of closure and
the postulate of subargument closure into one.

Definition 6. Let att be an attack relation for a knowledge base K.

– att is said to satisfy the consistency postulate iff for each complete exten-
sion E of (ARK , att), the set cnl(E) of conclusions of arguments in E is con-
sistent.

– att is said to satisfy the closure postulate iff for each complete extension E
of (ARK , att), the set cnl(E) of conclusions of arguments in E is closed and
E contains all subarguments of its arguments.

For ease of reference, the above two postulates are often referred to as basic
postulates.
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4 Sufficient Properties for Basic Postulates

As the basic postulates are more about the “output” of attack relations rather
than about their structure, we present below two simple properties about the
structure of attack relation that ensures the holding of the basic postulates. We
first introduce some simple notations.

We say A undercuts B (at B’) if B′ is basic defeasible and cnl(A) = ablast(B′).
We say A rebuts B (at B′) iff B′ is a basic defeasible subargument of B and
the conclusions of A and B′ are contradictory.

We say A directly attacks B if A attacks B and A does not attack any proper
subargument of B.

An argument A is said to be generated by a set S of arguments iff all
basic defeasible subarguments of A are subarguments of arguments in S. For
an example, let S = {B0, B1} (see Fig. 2). Let consider A0. The set of basic
defeasible subarguments of A0 is { [d0]}. It is clear that [d0] is a subargument of
B0. Hence A0 is generated by S. Similarly, A1 is also generated by S.

Definition 7. (Strong Subargument Structure) Attack relation att is said
to satisfy the property of strong subargument structure for K iff for all A,B ∈
ARK , followings hold:

1. If A undercuts B then A attacks B wrt att.
2. A attacks B (wrt att) iff A attacks a basic defeasible subargument of B (wrt

att).
3. If A directly attacks B (wrt att) then A undercuts B (at B) or rebuts B (at B).

We present the first result showing that strong subargument property is
sufficient to guarantee the postulate of closure.

Lemma 2. Let att be an attack relations for knowledge base K satisfying the prop-
erty of strong subargument structure. Then att satisfies the postulate of closure.

Proof. (Sketch) From condition 2 in Definition 7, it follows that each attack
against an argument generated by complete extension E is an attack against E.
The lemma holds obviously. ��

A set S of arguments is said to be inconsistent if the set of the conclusions of
its arguments, cnl(S), is inconsistent. We introduce below a new simple property
of inconsistency resolving.

Definition 8. (Inconsistency Resolving) We say attack relation assignment
att satisfies the inconsistency-resolving property for K iff for each finite set of
arguments S ⊆ ARK , if S is inconsistent then S is attacked (wrt att(K)) by
some argument generated by S.

As we will show later, the inconsistency-resolving property is satisfied by com-
mon conditions like closure under transposition, or contradiction or the property
of self-contradiction.
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Example 4. Consider the basic knowledge base K consisting of just the rules
appearing in arguments in Fig. 2. The set S = {B0, B1} is inconsistent. The
argument A0 is generated by S. Let att = {(X,Y ) |X rebuts Y}. It is obvious
that S is attacked by A0. It is clear that att is inconsistency-resolving.

Fig. 2. Generated arguments

We present now the first important result.

Theorem 1. Let att, att′ be attack relations for knowledge base K.

1. If att ⊆ att′ and att is inconsistency-resolving for K then att′ is also
inconsistency-resolving for K;

2. If att satisfies the strong subargument structure and inconsistency-resolving
then att satisfies the postulate of consistency.

Proof. (Sketch) Assertion 1 follows easily from the definition of inconsistency-
resolving. We only need to show assertion 2. From condition 2 in Definition 7, it
follows that each argument generated by a complete extension E belongs to E.
Therefore, if E is inconsistent then E is not conflict-free. Since E is conflict-free,
E is hence consistent. ��

5 Regular Attack Relation Assignments

In general, attack relations satisfying the basic postulates do not capture the
semantics of prioritized rules. To see this point, consider a simple knowledge
base consisting of exactly two defeasible rules d0 : ⇒ a and d1 ⇒ ¬a with
d0 ≺ d1. There are only two arguments A0, A1 as given in Fig. 3.

Fig. 3. Effective rebuts

The attack relation att = { (A0, A1), (A1, A0) } has two extensions Ei = {Ai},
i = 0, 1. It is obvious that E0 satisfies both properties of inconsistency-resolving
and strong subargument structure. As the prime purpose of the preference of
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d1 over d0 is to rule out extension E0, attack relation att does not capture the
expected semantics.

Dung [18,24] has proposed several simple and natural properties referred to
as ordinary properties, to capture the intuition of prioritized rules. We recall
and adapt them below. We also motivate and explain their intuitions. We also
present two novel concepts of regular attack relations and regular attack relation
assignments that lie at the heart of the semantics of prioritized rules.

5.1 A Minimal Interpretation of Priorities

We first recall from [18] the effective rebut property stating a “minimal inter-
pretation” of a preference d0 ≺ d1 that in situations when both are applicable
but accepting both d0, d1 is not possible, d1 should be preferred.

Definition 9. (Effective Rebut) We say that attack relation att satisfies the
effective rebut property for a knowledge base K iff for all arguments A0, A1 ∈
ARK such that each Ai, i = 0, 1, contains exactly one defeasible rule di (i.e.
dr(Ai) = {di}), and A0 rebuts A1, it holds that A0 attacks A1 wrt att iff d0 	≺ d1.

In Fig. 3, the effective rebut property dictates that A1 attacks A0 but not
vice versa.

5.2 Propagating Attacks

Example 5. Consider the knowledge base in Example 3.
While the effective rebut property determines that A3 attacks A′

2 (see Fig. 1)
but not vice versa (because d2 ≺ d3), it does not say whether A3 attack A2.

Looking at the structure of A2, A
′
2, we can say that A2 is a weakening of A′

2

as the undisputed fact P on which A′
2 is based is replaced by a defeasible belief

P (supported by argument A1). Therefore if A3 attacks A′
2 then it is natural to

expect that A3 should attack A2 too.
The above analysis also shows that attacks generated by the effective rebut

property, could be propagated to other arguments based on a notion of weakening
of arguments. We recall this notion as well as the associated property of attack
monotonicity from [18] below.

Let A,B ∈ ARK and AS ⊆ ARK . Intuitively, B is a weakening of A by AS
if B is obtained by replacing zero, one or more premises of A by arguments in
AS whose conclusions coincide with the premises.

Definition 10. B is said to be a weakening of A by AS iff

1. A = [α] for α ∈ BE, and (B = [α] or B ∈ AS with cnl(B) = α), or
2. A = [A1, . . . , An, r] and B = [B1, . . . , Bn, r] where each Bi is a weakening of

Ai by AS.
By A ↓ AS we denote the set of all weakenings of A by AS.
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For an illustration, consider again the arguments in Fig. 1. It is clear that
[P ] ↓ {A1} = {[P ], A1}, A′

2 ↓ {A1} = {A′
2, A2}.

The attack monotonicity property states that if an argument A attacks an
argument B then A also attacks all weakening of B. Moreover if a weakening of
A attacks B then A also attacks B.

Definition 11. (Attack Monotonicity) We say attack relation att satisfies
the property of attack monotonicity for knowledge base K iff for all A,B ∈
ARK and for each weakening C of A for each weakening D of B, the following
assertions hold:

1. If (A,B) ∈ att then (A,D) ∈ att.
2. If (C,B) ∈ att then (A,B) ∈ att.

We next recall the link-oriented property in [18] which is based on an intuition
that attacks are directed towards links in arguments implying that if an argument
A attacks an argument B then it should attack some part of B.

Definition 12. (Link-Orientation) We say that attack relation att satisfies the
property of link-orientation for K iff for all arguments A,B,C ∈ ARK such that C
is a weakening of B by AS ⊆ ARK (i.e. C ∈ B ↓ AS), it holds that if A attacks C
(wrt att) and A does not attack AS (wrt att) then A attacks B (wrt att).

In real world conversation, if you claim that my argument is wrong, I would
naturally ask which part of my argument is wrong. The link-oriented property
could be viewed as representing this intuition.

Example 6. Consider again arguments in Fig. 1. Suppose d2 is now preferred to
d3 (i.e. d3 ≺ d2). The effective rebut property dictates that A3 does not attack
A′

2. Does A3 still attack A2 ? Suppose A3 attacks A2. Since A3 does not attack
A1 that is a subargument of A2, we expect that A3 should attack some other part
of A2. In other words, we expect that A3 attacks A′

2. But this is a contradiction
to the effective rebut property stating that A′

2 attack A3 but not vice versa.
Hence A3 does not attack A2.

In other words, the link-orientation property has propagated the “non-attack
relation” between A3, A

′
2 to a “non-attack relation” between A3, A2.

We present below a novel concept of regular attack relations.

Notation 2. For ease of reference, we refer to the properties of inconsistency-
resolving, strong subargument structure, effective rebuts, attack monotonicity and
link-orientation as regular properties.

Definition 13. (Rgular Attack Relation) An attack relation is said to be
regular iff it satisfies all regular properties.
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5.3 Attack Relation Assignments: Propagating Attacks Across
Knowledge Bases

While regular attack relations are natural and intuitive, they are still not suf-
ficient for determining an intuitive semantics of prioritized rules. The example
below illustrates this point.

Example 7. Consider a knowledge base K0 obtained from knowledge base K in
Example 3 by revising the evidence base to BE = {D}. It is clear that arguments
A1, A2, A3 belong to ARK0 while A′

2 is not an argument in ARK0 .
As A′

2 does not belong to ARK0 , the effective rebuts property does not “gen-
erate” any attacks between arguments in ARK0 . How could we determine the
attack relation for K0?

As both A2, A3 belong to ARK , ARK0 and the two knowledge bases K0,K
have identical rule-based system, we expect that the attack relations between
their common arguments should be identical. In other words, because A3 attacks
A2 wrt K (see Example 5), A3 should attack A2 also wrt K0. This intuition
is captured by the context-independence property [18] linking attack relations
between arguments across the boundary of knowledge bases.

The example also indicates that attack relations of knowledge bases with
the same rule-based system should be considered together. This motivates the
introduction of the attack relation assignment in Definitions 14, 15.

Definition 14. Let R = (RS,RD,�) be a rule-based system. The class consist-
ing of all consistent knowledge bases of the form (R, BE) is denoted by CR.

A rule-based system R is said to be sensible iff the set CR is not empty.
From now on, whenever we mention a rule-based system, we mean a sensible
one.

Definition 15. (Attack Relation Assignment) An attack relation assign-
ment atts for a rule-based system R is a function assigning to each knowledge
base K ∈ CR an attack relation atts(K) ⊆ ARK × ARK .

We next recall the context-independence property stating that the attack
relation between two arguments depends only on the rules appearing in them
and their preferences.

Definition 16. (Context-Independence) We say attack relation assignment
atts for a rule-based system R satisfies the property of context-independence iff
for any two knowledge bases K,K ′ ∈ CR and for any two arguments A, B from
ARK ∩ ARK′ , it holds that (A,B) ∈ atts(K) iff (A,B) ∈ atts(K ′)

The context-independence property is commonly accepted in many well-
known argument-based systems like the assumption-based framework [8,25], the
ASPIC+ approach [35,37].

We can now present a central result, the introduction of the regular attack
relation assignments.
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Definition 17. (Regular Attack Relation Assignments) An attack rela-
tion assignment atts for a rule-based system R is said to be regular iff it satis-
fies the property of context-independence and for each knowledge base K ∈ CR,
atts(K) is regular.

The set of all regular attack relation assignments for R is denoted by RAAR.

For attack relation assignments atts, atts′, define atts ⊆ atts′ iff ∀K ∈ CR,
atts(K) ⊆ atts′(K).

5.4 Minimal Removal Intuition

A key purpose of introducing priorities between defeasible rules is to remove
certain undesired attacks while keeping the set of removed attacks to a minimum.
The following very simple example illustrates the idea.

Fig. 4. Minimal removal

Example 8. Consider a knowledge base consisting of just four defeasible rules and
four arguments A,A1, B,B1 as seen in Fig. 4. Without any preference between
the rules, we have A,A1 attack each other. Similarly B,B1 attack each other.

Suppose that for whatever reason d3 is strictly less preferred than d2 (i.e.
d3 ≺ d2). The introduction of the preference d3 ≺ d2 in essence means that the
attack of B1 against B should be removed, but it does not say anything about
the other attacks. Hence they should be kept, i.e. the attacks that should be
removed should be kept to a minimum.

Let R be a rule-based system and K ∈ CR. The basic attack relation assign-
ment for R, denoted by Batts is defined by: ∀K ∈ CR, Batts(K) = {(A,B) |A
undercuts or rebuts B}. Further let atts be a regular attack relation assignment.
From the strong subargument structure property, it is clear that atts ⊆ Batts.
∀K ∈ CR, the set Batts(K) \ atts(K) could be viewed as the set of attacks
removed from Batts(K) due to the priorities between defeasible rules.

Combining the “minimal-removal intuition” with the concept of regular
attack relation assignment suggests that the semantics of R should be captured
by regular attack relations atts such that ∀K ∈ CR, the set Batts(K) \ atts(K)
is minimal, or equivalently the set atts(K) is maximal. As we will see in the next
section, such maximal attack relation assignment indeed exists.
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6 The Upper Semilattice of Regular Attack Relation
Assignments

6.1 Preliminaries: Semilattice

We introduce the concept of semilattice. A partial order4 ≤ on a set S is a
upper-semilattice (resp. lower-semilattice) [16] iff each subset of S has a
supremum (resp. infimum) wrt ≤. The supremum (resp. infimum) of a set X ⊆ S
of a upper (resp. lower) semilattice S is often denoted by �X (resp. �X) and
the upper (resp. lower) semilattice is often denoted as a triple (S,≤,�) (resp.
(S,≤,�)).

It follows immediately that each upper (resp. lower) semilattice S has an
unique greatest (resp. least) element denoted by �S (resp. �S).

6.2 Semilattice Structure of RAAR

From now on until the end of this section, we assume an arbitrary but fixed
rule-based system R = (RS,RD,�).

Let A be a non-empty set of attack relation assignments. Define �A by:
∀K ∈ CR: (�A)(K) =

⋃{ atts(K) | atts ∈ A}
The following simple lemma and theorem present a deep insight into the

structure of regular attack assignments.

Lemma 3. Let A be a non-empty set of regular attack relation assignments.
The �A is also regular.

Proof. (Sketch) The proof is not difficult though rather lengthy as we just need
to check in a straightforward way for each regular property. ��

It follows immediately.

Theorem 2. Suppose the set RAAR of regular attack relation assignments is
not empty. Then (RAAR,⊆,�) is an upper semilattice. ��
Definition 18. Suppose the set RAAR of all regular attack relation assignments
for R is not empty. The canonical attack relation assignment of R denoted
by AttR is defined by: AttR = �RAAR.

Even though in general, regular attack relation assignments (and hence the
canonical one) may not exist (as the Example 9 below shows), they exist under
natural conditions that we believe most practical rule-based systems satisfy, like
the property of self-contradiction or closure under transposition or contraposition
as proved in Theorem 3 below.

4 a reflexive, transitive and antisymmetric relation.
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Example 9. Consider a rule-based system R consisting of d0 :⇒ a d1 :⇒ b
r : a → ¬b and d0 ≺ d1. Suppose atts be a regular attack relation assignment
for CR. Let K = (R, ∅). The arguments for K are given in Fig. 5. From the
property of effective rebut, it is clear that (A,B) 	∈ att(K). Hence atts(K) = ∅.
The inconsistency-resolving property is not satisfied by atts(K), contradicting
the assumption that atts is regular. Therefore there exists no regular attack
relation assignment for CK .

Fig. 5. Non-existence of regular assignments

It turns out that a special type of attack relations, the normal attack relations
introduced in [18] is regular if the rule-based systems is closed under transposi-
tion or contraposition or self-contradiction.

Let K be a knowledge base and A,B ∈ ARK . We say that A normal-rebuts
B (at X) iff A rebuts B (at X) and there is no defeasible rule d ∈ ldr(A) such
that d ≺ last(X).

The normal attack relation assignment [18] attsnr is defined by: For any
knowledge base K ∈ R and any arguments A,B ∈ ARK , (A,B) ∈ attsnr(K) if
and only if A undercuts B or A normal-rebuts B.

We present below a central result.

Theorem 3. Suppose the rule-based system R satisfies the self-contradiction
property. Then the normal attack relation assignment attsnr is regular and the
canonical assignment AttR exists and attsnr ⊆ AttR.

Proof. (Sketch) From Theorem 2 and the definition of the canonical attack rela-
tion, we only need to show that attsnr is regular.

It is straightforward to show that for each K ∈ CR, the attack rela-
tion attsnr(K) satisfies the properties of strong subargument structure, attack
monotonicity, effective rebuts and link-orientation. Further it is also obvious
that attsnr satisfies the context-independence property. Let K ∈ CR. We show
that attsnr(K) satisfies the inconsistency-resolving property. Let S ⊆ ARK s.t.
S is inconsistent. Let S′ be the set of all basic defeasible subarguments of S
and S0 be a minimal inconsistent subset of S′. Let A ∈ S0 s.t. last(A) is
minimal (wrt ≺) in {last(X) |X ∈ S0}. From the self-contradiction property,
cnl(S0)  ¬hd(last(A)). We could then construct an argument B such that B
attacks A and all basic defeasible subarguments of B are subarguments of argu-
ments in S0. ��.

It follows immediately
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Lemma 4. Suppose the rule-based system R satisfies the self-contradiction prop-
erty. For each K ∈ CR and all A,B ∈ ARK such that A rebuts B (at B) and
(A,B) 	∈ AttR(K), there is d ∈ ldr(A) such that d ≺ last(B).

Though the normal and canonical attack relations do not coincide in general,
they are equivalent in the sense that they have identical sets of stable extensions.

Theorem 4. Suppose the rule-based system R satisfies the property of self-
contradiction. Then for each K ∈ CR, E ⊆ ARK is a stable extension wrt
attsnr(K) iff E is a stable extension wrt AttR(K).

Proof. (Sketch) We first show that for each atts ∈ RAAR, each stable
extension of (ARK , atts(K)) is also a stable extension of (ARK , attsnr(K)).
Hence each stable extension of (ARK , AttR(K)) is also stable extension of
(ARK , attsnr(K)). The theorem follows then from Lemma 5 below. ��
Lemma 5. Let atts, atts′ be regular attack relation assignments for R such that
atts ⊆ atts′. Then

1. each stable extension of (ARK , atts(K)) is a stable extension of
(ARK , atts′(K)); and

2. each stable extension of (ARK , atts(K)) is a stable extension of
(ARK , AttR(K)).

Proof. (Sketch) (1) Let E be a stable extension of (ARK , atts(K)). It is clear
that E attacks each argument in ARK \ E wrt atts′(K). If E is not conflict-
free wrt atts′(K), E is inconsistent (since both atts, atts′ have the same set of
undercuts) and hence not conflict-free wrt atts(K) (a contradiction). Hence E is
conflict-free (and hence stable) wrt atts′(K). (2) Follows immediately from (1)
and the definition of AttR. ��

7 Credulous Cumulativity of Regular Semantics

A key property satisfied by many argument-based and non-argument-based
approaches to reasoning with prioritized rules is the credulous cumulativity prop-
erty [18] stating intuitively that if some beliefs in your belief set are confirmed
in the reality then your belief set will not change because of it.

A set S ⊆ L is said to be a belief set of knowledge base K wrt an attack
relation assignment atts iff there is a stable extension E of (ARK , atts(K)) such
that S = cnl(E).

Definition 19. (Credulous Cumulativity) We say attack relation assign-
ment atts satisfies the property of credulous cumulativity for R if and only if
for each K ∈ CR, for each belief set S of K wrt atts and for each finite subset
Ω ⊆ S of domain literals, K + Ω = (RSK , RDK ,≺K , BEK ∪ Ω) belongs to CR,
and S is a belief set of K + Ω wrt atts.
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For an illustration, consider again Example 2. Suppose {D,P, T} is a belief
set of K. Then the property of credulous cumulativity dictates that {D,P, T}
is also a belief set of K + {P} = (RSK , RDK ,≺K , {D,P}). We state now an
important result of this paper.

Theorem 5. The credulous cumulativity property is satisfied by all regular
attack relation assignments.

Proof. (Sketch) Let atts ∈ RAAR, K ∈ CR and E be a stable extension of
(ARK , atts(K)), S = cnl(E) and Ω ⊆ S be a finite set of domain literals.
Further let K ′ = K + Ω and E′ = {X ∈ ARK′ | ∃Y ∈ E,AS ⊆ E s.t. cnl(AS) ⊆
Ω and Y ∈ X ↓ AS }. It is clear that E ⊆ E′ and cnl(E) = cnl(E′) and BE∪Ω ⊆
S. We show that E′ is a stable extension of (ARK′ , att(K ′)) by showing that
it is conflict-free and attacks each argument not belonging to it. The theorem
follows from the fact that cnl(E) = cnl(E′). ��

Attack relation assignments satisfying the credulous cumulativity property
together with all other regular properties except the inconsistency resolving one
are defined as ordinary attack relation assignments in [18]. Theorem 5 implies
directly that regular attack relation assignments are ordinary.

8 The Lower SemiLattice Structure of Value-Based
Semantics

The value-based approaches to argumentation [3,7,35–37] define the semantics
of defeasible knowledge bases by first defining a preference relation between argu-
ments and then using the preference relation to define attack relation between
arguments. We show in this section that the preference relations between argu-
ments have a lower semilattice structure and hence a least one that characterizes
the common semantics.

We first introduce a new operator about a “structured intersection” of rela-
tions that is needed to characterize the structure of preference relations between
arguments.

Any relation R ⊆ X × X over a set X could be decomposed into a disjoint
union of a strict core, denoted by Rst and symmetric core, denoted by Rsy

as follows: R = Rst ∪ Rsy where Rst = {(a, b) ∈ R | (b, a) 	∈ R } and Rsy =
{(a, b) ∈ R | (b, a) ∈ R }.

For any relations R,R′ ⊆ X × X, we introduce a “strong intersection”-
operator R � R′ by: R � R′ = (Rst ∩ R′

st) ∪ (Rsy ∩ R′
sy).

Further define a partial order R � R′ by: R � R′ iff Rst ⊆ R′
st and

Rsy ⊆ R′
sy.

Definition 20. An argument preference assignment (or ap-assigment
for short) for a rule-based system R is a function Γ assigning to each knowledge
base K ∈ CR, a relation �Γ,K ⊆ ARK ×ARK (whose strict core is �Γ,K) repre-
senting a preference relation between arguments in ARK where strict arguments
are not strictly less preferred than any other arguments.
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Definition 21. Let Γ an ap-assignment defined for R. The attack relation
assignment derived from Γ and denoted by attsΓ, is defined by: For each
K ∈ CR and all A,B ∈ ARK , (A,B) ∈ attsΓ (K) iff A undercuts B or A rebuts
B (at B′) and A 	�Γ,K B′.

Definition 22. An ap-assignment Γ is regular for R iff its derived attack
relation assignment attsΓ is regular.

The set of all regular ap-assignments for R is denoted by APR.

Notation 3. The “strong intersection”-operator is expanded for non-empty set P
of ap-assignments and denoted by �P as follows: (�P)(K) = �{Γ (K) |Γ ∈ P}.

For ap-assignments Γ0, Γ1, we write Γ0 � Γ1 iff for each K ∈ CR, Γ0(K) �
Γ1(K).

It is easy to see that Γ0 � Γ1 implies attΓ1 ⊆ attΓ0 . The following lemma
shows that the “strong intersection” forms an infimum operation for regular
ap-assignments.

Lemma 6. Let P be a non-empty set of regular apr-assignments for R. Then
�P is regular.

Proof. (Sketch) It is not difficult to see that the equation atts�P =
�{attsΓ |Γ ∈ P} holds. The regularity of �P follows from lemma 3. ��

It follows immediately from Lemma 6.

Theorem 6. If APR is non-empty then (APR,�,�) forms a lower semilattice
with CAR = �APR being the least regular ap-assignment for R and is referred
to as the canonical ap-assignment. ��

9 Discussion and Conclusions

Regular properties interact. While the attack monotonicity and link-prientation
properties propagate respectively the attack relations and non-attack relations
within the boundary of a knowledge base, context-independence propagates the
attack (and non-attack) relations across knowledge base boundaries.

A more liberal notion of unrestricted rebut where a basic defeasible argument
could directly attack a non-basic defeasible argument is studied in [13,14]. Intu-
itively an unrestricted rebut is a rebut against a set of defeasible rules without
explicitly rebutting any individual rule in it. It would be interesting to see how
this notion of rebut interacts with the regular properties.

It is often necessary to combine normative reasoning with causal and prob-
abilistic reasoning in practical reasoning.

Example 10. (see [22]) John sues Henry for the damage caused to him when he
drove off the road to avoid hitting Henry’s cow. John’s argument is:
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J : Henry should pay for the damage because Henry is the owner of the cow
and the cow caused the accident.

Henry counter-attacks by stating that,

H1: John was negligent, for evidence at the accident site shows that John
was driving fast.
H2: The cow was mad and the madness of the cow should be viewed as a
force-majeure.

John’s argument is based on a common norm (or law) that owners are respon-
sible for the damages caused by their animals. Henry’s first argument is based on
the causal relationship between John’s fast driving and the accident. Henry’s sec-
ond argument is based on the legal concept of force-majeure and the probability
of the event of a cow getting mad. Can John win the case?

The chance of John winning the case depends on how probable the judge con-
siders Henry’s arguments. Suppose the judge dismisses the madness of the cow
as improbable, then the probability of Henry’s second argument is 0. Therefore
the chance for John to win depends on the probability of Henry’s first argument.
Suppose the judge considers the probability that John was driving fast to be 0.4,
then the probability for John’s argument to stand is 0.6, and John would win
the case. However, if the judge considers the probability of the event “John’s
driving fast” to be 0.7, then Henry would win the case because the probability
for John’s argument to stand is 0.3 only.

Dung and Thang developed a probabilistic argumentation framework in [22]
to model applications involving both causal and norm-based reasoning as illus-
trated in this example. Other works include [30,31,33].
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Abstract. This paper studies different semantics of logic programs with
first order formulae under the lens of argumentation framework. It defines
the notion of an argumentation-based answer set and the notion of an
argumentation-based well-founded model for programs with first order for-
mulae. The main ideas underlying the new approach lie in the notion of
a proof tree supporting a conclusion given a program and the observation
that proof trees can be naturally employed as arguments in an argumen-
tation framework whose stable extensions capture the program’s well-
justified answer semantics recently introduced in [23]. The paper shows
that the proposed approach to dealing with programs with first order
formulae can be easily extended to a generalized class of logic programs,
called programs with FOL-representable atoms, that covers various types
of extensions of logic programming proposed in the literature such as
weight constraint atoms, aggregates, and abstract constraint atoms. For
example, it shows that argumentation-based well-founded model is equiv-
alent to the well-founded model in [27] for programs with abstract con-
straint atoms. Finally, the paper relates the proposed approach to others
and discusses possible extensions.

1 Introduction

Answer set semantics for logic programs [12] is one of the most widely adopted
semantics for logic programs—i.e., logic programs that allow negation as failure
in the body of the rules. It is a natural extension of the minimal model seman-
tics of positive logic programs to the case of normal logic programs. Answer
set semantics provides the theoretical foundation for answer set programming
[16,18] which has proved to be useful in several applications such as diagnosis,
bioinformatics, planning, etc. (see, e.g., [1–3,6,11,14]).

A set of atoms S is an answer set of the program Π if S is the minimal model
of the positive program ΠS (the reduct of Π with respect to S), obtained from
the Gelfond-Lifschitz transformation by (i) removing from Π all the rules whose
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body contains a negation as failure literal not b which is false in S (i.e., b ∈ S);
and (ii) removing all the negation as failure literals from the remaining rules.

One of the most interesting properties of answer sets that can be derived from
the above definition is that each atom in an answer set is non-circular justifiable,
i.e., for each atom a there exists a proof tree for a that does not involve a in any
of the proof step.

The successes of answer set programming (ASP) and the needs for a more
expressive and simple modeling language led to several extensions of the language
such as weight constraint atoms [19], aggregates atoms (e.g., [10,20]), abstract
constraint atoms (e.g., [17,25]), logic programs with first order formulae (e.g.,
[4,23]). The notion of an answer set has been extended to various extensions of
logic programming and one of the contentious issue in this endeavor is related
to the circular justifiability of atoms belonging to an answer set. This problem
has been discussed extensively in the literature and can be seen in the following
example.

Example 1. Consider the program Π1 with aggregates discussed in [23]:

p(1) ← (1)
p(2) ← p(−1). (2)

p(−1) ← SUM({X : p(X)}) ≥ 1. (3)

where SUM({X : p(X)}) ≥ 1 represents an aggregate atom; informally, it is
true in an interpretation I if Σp(x)∈Ix ≥ 1. This program has an answer set
{p(1), p(2), p(−1)} according to [10] but does not admit any answer set according
to many other definitions (e.g., [20,23,25]). The issue of this answer set, as
discussed in [23], lies in that p(2) is circular justified by the sequence p(2) ⇐
p(−1) ⇐ SUM({X : p(X)}) ≥ 1 ⇐ p(2). ♦

It is easy to see that the five Herbrand interpretations of the above program
{p(2)}, {p(2), p(1)}, {p(2), p(−1)}, {p(2), p(1), p(−1)}, and {p(1)}, where ele-
ments not belonging to an interpretation are assumed to be false, are the only
ones satisfying the atom SUM({X : p(X)}) ≥ 1. Let us denote with λ the atom
SUM({X : p(X)}) ≥ 1 and Cλ be the collection of rules:

λ ← p(2),¬p(1),¬p(−1). (4)
λ ← p(2), p(1),¬p(−1) (5)
λ ← p(2), p(−1),¬p(1). (6)
λ ← p(2), p(1), p(−1). (7)
λ ← p(1),¬p(2),¬p(−1). (8)

These rules basically provide the definition for the atom SUM({X : p(X)}) ≥ 1,
i.e., they define when it is true. Let Πλ be the program obtained from Π1 by
replacing SUM({X : p(X)}) ≥ 1 with λ. It is easy to check that the program
Πλ ∪ Cλ ∪ {¬p(X) ← not p(X) | X ∈ {1, 2,−1}} does not have an answer set.
As such, it is reasonable to conclude that Π1 is inconsistent. This argument is
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similar to the one used in [24] to show that Π1 is inconsistent, i.e., Π1 does not
have an answer set.

It is interesting to observe that if we were to construct a SLD-proof1 for
p(−1) given the program Π1, assuming that not p implies ¬p (i.e., assuming
the negation-as-failure rule or NAF-rule) we will eventually have to make use of
the rules in Cλ. For example, a proof tree using (8) is depicted in Fig. 1(left);
a proof tree using (5) is depicted in Fig. 1(right) where T1 denotes a proof tree
for p(−1). It is easy to verify that every tree supporting p(−1) from any set
of assumptions, which is a subset of {not p(1), not p(2), not p(−1)}, under
the program Π1 is inconsistent in the sense that it assumes that p(−1) is false
(not p(−1)) to conclude that p(−1) is true. In fact, the dependence discussed
in [23] can be extracted from these proof trees.

not p(−1)�

p(1)

not p(2)

¬p(2) ¬p(−1)

SUM({X : p(X)}) ≥ 1

p(−1)

not p(−1)�

p(1)

p(−1)

T1

p(2) ¬p(−1)

SUM({X : p(X)}) ≥ 1

p(−1)

Fig. 1. Possible proof trees for p(−1)

It is not difficult to see that a proof tree constructed from a given program—
informally defined as above—represents an argument supporting the conclusion
of the literal at its root. Furthermore, there can be several arguments con-
structible from a program. The question is then which arguments should be
acceptable, a central question in the studies of argumentation framework.

It is worth noticing that argumentation framework is another line of research
that has its root in the study of logic programming and nonmonotonic reasoning.
In fact, the landmark paper [9] originated from a paper studying the acceptability
semantics of logic programming [8]. The proposed argumentation framework in
[9] laid the foundation for the development of several argumentation-based the-
ories and applications. Within logic programming, it has been showed in [9] that
different semantics of argumentation frameworks such as grounded extensions
and stable extensions correspond to the well-founded and answer set semantics
of normal logic programs. In a recent paper, [22] showed that the 3-valued stable
model of logic programming [21] can also be viewed as a semi-stable labeling of
a corresponding assumption-based argumentation framework [5].

1 SLD stands for “selective linear definite” (see, e.g., [15]).
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Can argumentation-based semantics be extended to more generalized logic
programs? The main purpose of this paper is to investigate different semantics
of logic programs with first order formulae under the view of argumentation
framework. The advantages of this study are twofold. First, it shows that the
traditional approach to studying the semantics of logic programs using argu-
mentation framework can be generalized to more generalized programs. Second,
it allows for the definition of the well-founded semantics for programs with first
order formulae that has not been studied thus far. To the best of our knowledge,
this is the first time the notion of a well-founded model for logic programs with
first order formulae is discussed.

To summarize, the paper contributes to both areas of logic programming
and argumentation framework. Regarding logic programming, the paper pro-
poses to consider proof trees as arguments and to use different semantics of
argumentation framework as the semantics of the original program. The paper
then extends the proposed approach to a generalized class of logic programs,
called programs with FOL-representable atoms, which covers several extensions
of logic programs such as programs with aggregates, programs with abstract
constraint atoms, and programs with weight constraint atoms. Regarding argu-
mentation framework, the paper demonstrates that its principle is applicable in
various extensions of logic programming. The equivalent results in this paper
indicate that argumentation-based semantics can be used as a means to study
different approaches to defining semantics of those extensions.

2 Background

In this section, we review the basics of argumentation framework and logic pro-
grams with first order formulae.

2.1 Argumentation Framework

An abstract argumentation framework (AF) [9] AF is a pair (Args,Atts) where
Args is a set of abstract entities called arguments and Atts ⊆ Args×Args is the
attack relation between arguments. An argument a ∈ Args attacks an argument
b ∈ Args if (a, b) ∈ Atts. a is called an attacker of b if a attacks b. The set of
arguments S ⊆ Args attacks b if there exists a ∈ S such that a attacks b. a
(respectively S) defends an argument c against its attacker b if a (respectively
S) attacks b. S is conflict free if it does not attack itself. S is admissible if
it is conflict free and defends against every of its attackers. The characteristic
function of AF is defined by

FAF (S) = {a | a ∈ Args, Sdefends a}.

Since FAF is a monotonic function, the sequence

FAF (∅), FAF (FAF (∅)), . . . , Fn
AF (∅) = FAF (. . . FAF (FAF

︸ ︷︷ ︸
n times

(∅))), . . .
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converges to its least fixpoint, denoted by lfp(FAF ). By this definition, it is easy
to see that lfp(FAF ) is unique.

Given an AF = (Args,Atts), a conflict free set of arguments S ⊆ Args is a
stable extension of AF if it attacks each argument A 	∈ S; a grounded extension
of AF if S = lfp(FAF ); and a preferred extension of AF if it is a subset-maximal
admissible set of AF . The focus of this paper is the two semantics associated
with stable and grounded extensions of argumentation framework.

2.2 Logic Programs with FOL-Formulae

Let Σ = (C,P,F) be a signature with finite set of constants C, finite set of
predicate symbols P, and finite set of function symbols F . We assume that P
contains two 0-ary symbols 
 and ⊥, denoting truth and falsity respectively.
Let LΣ be the first-order logic language with equality over Σ. We will make
use of the usual notions in first-order logic (FOL) such as term, atom, literal,
interpretation, satisfaction of a formula w.r.t. an interpretation etc. without
precise definition. We refer the readers to [15,23] for detail.

A logic program with FOL-formulae is a finite set of rules of the form φ ← ψ
where φ and ψ are classical first order logic formulae in LΣ such that φ 	= 
 and
ψ 	= ⊥. For a rule r = φ ← ψ, head(r) and body(r) denote φ and ψ respectively.
When φ is an atom and ψ is a conjunction of literals, we say that the rule is a
normal rule. A program is normal if every of its rules is normal.

Given a program Π, HΠ denotes the Herbrand base of Π excluding 
 and ⊥.
For a program Π, ground(Π) denotes the set of ground instantiations of rules
in Π using the set of constants occurring in Π. By an interpretation of Π, we
mean a Herbrand interpretation. In this paper, we will assume that ground(Π)
is finite.

A partial interpretation of Π is a pair (P,Q) such that P,Q ⊆ HΠ and
P ∩Q = ∅. Given a Herbrand interpretation I of Π, we denote with ¬I− the set
{¬a | a ∈ HΠ \ I} and say that I satisfies a rule r ∈ ground(Π) if I ∪ ¬I− |=
body(r) implies I ∪ ¬I− |= head(r) (|= denotes the usual logical entailment
relation). I satisfies a program Π (or I is a model of Π) if it satisfies every rule
in ground(Π).

Let Π be a program with FOL-formulae and I be an interpretation of Π. Let
fΠI be the program obtained from ground(Π) by (i) eliminating all the rules
whose bodies are not satisfied by I; and (ii) adding the negative literals in ¬I−

as constraints to the resulting program. For two first order theories O and N ,
let TΠ(O,N) = {head(r) | r ∈ ground(Π), O ∪ N |= body(r)}. A model I of a
program Π is a well-justified answer set of Π if lfp(TfΠI (∅,¬I−))∪¬I− |= a for
every a ∈ I where lfp(TfΠI (∅,¬I−)) denotes the least fixpoint of the function
TΠ(.,¬I−).

Example 2. Consider the program from [23]:

a ∨ (¬b ∧ c) ← ¬a ∧ (¬c ∨ c).
d ← c.
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Let us call the program Π2. It is easy to see that I = {c, d} is a model of
Π2 since ¬I− = {¬a,¬b} and for each rule r in Π2, I ∪ ¬I− |= body(r) and
I ∪ ¬I− |= head(r). It is also easy to see that fΠI

2 consists of Π2 together with
the clause ¬a ←. ♦
Observe that the interpretation I ′ = {a, d} is also a model of Π2. However, d
cannot be justified by this model. It can be seen that only I is considered as a
well-justified answer set of Π2.

3 Argumentation Framework and Logic Programs with
FOL-Formulae

In this section, we define different semantics for logic programs with FOL formu-
lae. In the following, whenever we refer to a program, we mean a logic program
with FOL formula whose signature is assumed to be known.

3.1 Argumentation-Based Semantics for Logic Programs with FOL
Formulae

Let Π be a program and LΠ be the set of ground formulae formed over HΠ .
We extend the program Π (and hence, ground(Π)) with rules: (i) ⊥ ← a ∧ ¬a,
denoted by Fa, for each atom a in HΠ ; (ii) ¬a ← not a, denoted by Aa, where
not is the default negation and is not a symbol in the language of Π for each
atom a in HΠ . Intuitively, Fa indicates that if both a and ¬a are provable then
Π is inconsistent as it derives falsity; Aa encodes the negation-as-failure rule
that says that if a is not provable then ¬a can be concluded.

Definition 1 (Proof Tree). A proof tree (or tree) for a formula σ w.r.t. a
program Π is a finite tree with nodes labelled by formulae in LΠ ∪ {
,⊥} ∪
{not a | a ∈ HΠ} such that

1. the root is labelled by σ;
2. for every node N labelled by ϕ if N is not a leaf node and has n children,

labelled by ϕ1, . . . , ϕn then one of the following conditions is satisfied:
• ϕ1 ∧ . . . ∧ ϕn |= ϕ; or
• ϕ ← ϕ1 ∧ . . . ∧ ϕn is in ground(Π).

3. a leaf of the tree must be either 
 or not a for some a ∈ HΠ .

Intuitively, a tree represents a possible derivation of the formula at its root
given the rules of the program and the assumptions made at its leaves. The
formula labeled an interior node is either a logical consequence of the conjunction
of formulae labeled its children (first case of Item 2) or it is the head of a ground
rule whose body is the conjunction of formulae labeled its children (second case
of Item 2).

For a tree T and a node N in T , label(N) denotes the formula that labels
N . The conclusion of a tree T , denoted by Concl(T ), is the formula labelling its
root. The support of a tree T , denoted by Support(T ), is the set {label(N) | N
is a leaf, label(N) 	= 
}. A tree T is strict if Support(T ) = ∅. For a set of trees
S, Concl(S) = {Concl(T ) | T ∈ S}.
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Example 3. In Fig. 2, we can see different types of nodes:

• the node whose label is a ∨ (¬b ∧ c) whose connections to their children are
dashed lines are constructed from rules in the program (constructed using the
second case in Item 2 of Definition 1, via a ∨ (¬b ∧ c) ← ¬a ∧ (¬c ∨ c) of Π2).

• the node whose label is ¬a with a unique child whose label is not a (con-
structed using the second case in Item 2 of Definition 1, via the rule Aa).

• the node whose label is the valid formula ¬c ∨ c with a unique child whose
label is 
 (constructed using the first case in Item 2 of Definition 1).

Tc

� not a

not a¬c ∨ c ¬a

a ∨ (¬b ∧ c) ¬a

¬b ∧ c

c

Td

� not a

not a¬c ∨ c ¬a

a ∨ (¬b ∧ c) ¬a

¬b ∧ c

c

d

Fig. 2. Two possible proof trees for program in Example 2

Observe that for each a ∈ HΠ , we can create a tree whose conclusion is ¬a and
whose set of supports is {nota} (Fig. 3) using the rule Aa. Abusing the notation,
we will refer to this tree as Aa.

not a

¬a

Aa

Fig. 3. Aa – NAF-Tree

Definition 2 (Induced AF). Let Π be a program. The argumentation frame-
work induced by Π, AFΠ = (ArgsΠ , AttsΠ), is defined as follows:

• ArgsΠ is the set of all proof trees whose roots are labeled with elements in
HΠ ∪ {¬a | a ∈ HΠ} ∪ {
,⊥}.

• AttsΠ = {(A,B) | not Concl(A) ∈ Support(B)}, i.e., A ∈ ArgsΠ attacks an
argument B ∈ ArgsΠ if and only if not Concl(A) ∈ Support(B).
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In general, the set of arguments and the set of attacks of AFΠ can be infinite
since there are infinitely many formulae that can be constructed from LΠ ∪
{
,⊥} ∪ { not a | a ∈ HΠ} and repetitions are allowed in the construction of
proof trees. For instance, if we replace ¬b ∧ c, the formula associated with the
child of the root of the tree Tc in Fig. 2, by (¬b ∧ c) ∧ (a ∨ ¬a), then we will
receive a new proof tree for c; or, if we replace the child not a of ¬a by the tree
Aa, then we also receive a new proof tree for c. This property is important from
the computational aspect, i.e., any system for computing different semantics
of logic programs with FOL-formulae as defined in Definitions 4–5 will need
to deal with this problem. We observe that this problem can be dealt with by
tightening the definition above, e.g., by considering equivalence between formulae
as a single formula or disallowing repetitions. The presence of infinitely many
arguments isn AFΠ , however, is irrelevant to the definition of the semantics of
argumentation framework, we will keep the above definition as it. Addressing
this issue is important but it is outside the scope of this paper and we leave this
as a future task.

Observe that not all proof trees are used as arguments in AFΠ . This is
because we are only interested in interpretations of Π. We prove some properties
of stable extensions of AFΠ .

Proposition 1. Let Π be a program and AFΠ be the AF induced by Π. For
every stable extension S of AFΠ ,

1. 
 ∈ Concl(S);
2. if ⊥ ∈ Concl(S) then {a,¬a} ⊆ Concl(S) for every a ∈ HΠ ;
3. if ⊥ ∈ Concl(S) then S is the only stable extension of AFΠ ; and
4. if ⊥ 	∈ Concl(S) then for every atom a ∈ HΠ , {a,¬a}\Concl(S) is a singleton.

Proof.

1. The first item is trivial since 
 is a single node tree whose support is empty
and hence cannot be attacked.

2. If ⊥ ∈ Concl(S) then there exists a tree T ∈ S with ⊥ = Concl(T ). Since
⊥ |= ϕ for any formula ϕ, we can easily construct a tree Tϕ with Concl(Tϕ) =
ϕ and Support(Tϕ) = Support(T ). Since T is not attacked by S, Tϕ is not
attacked by S. Hence Tϕ ∈ S. Restricting ϕ to literals of the program, we get
the conclusion of the proposition.

3. Assume that there exists a stable extension S′ of AFΠ and S′ 	= S. Consider
some T ∈ S \ S′. S′ attacks T implies that Support(T ) 	= ∅. Assume that
not a ∈ Support(T ). Since ⊥ ∈ S then from the previous item, we have that
S contains a tree Ta such that a = Concl(Ta). It means that Ta attacks T ,
i.e., S is not conflict free. Contradiction.
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4. Assume the contrary. There are two cases:
• {a,¬a}\Concl(S) = ∅. This means that S contains two trees Ta and T¬a

such that Concl(Ta) = a and Concl(T¬a) = ¬a. From these two trees, we
can construct a tree T⊥ as in Fig. 4. Obviously, this tree is not attacked
by S since its set of supports is Support(Ta) ∪ Support(T¬a) and S is
conflict free by definition. In other words, T⊥ ∈ S because S is a stable
extension, i.e., ⊥ ∈ Concl(S). Contradiction.

• {a,¬a} \ Concl(S) = {a,¬a}. This means that S does not contain any
tree T with Concl(T ) = a. As such, S does not attack the tree Aa. Since
S is a stable extension, Aa ∈ S which implies that ¬a ∈ Concl(S). A
contradiction with the assumption that {a,¬a} \ Concl(S) = {a,¬a}. ��

a ¬a

⊥

Ta T¬a

Fig. 4. Tree T⊥

The above proposition shows that programs consisting of arguments sup-
porting ⊥ would have a single stable extension, if one exists. Intuitively, such
programs should not be used in making conclusions, especially programs with
strict proof trees supporting contradictory conclusions. We characterize this class
of programs as incoherent as follows.

Definition 3 (Coherent Programs). A program Π is said to be incoherent
if there are strict arguments supporting both a and ¬a for some a ∈ HΠ in its
induced argumentation framework AFΠ .

Π is coherent if it is not incoherent.

It is easy to check that Π3 = {a ← 
. ¬a ← 
.} is incoherent. Coherent
programs satisfy the following property.

Proposition 2. Let Π be a program. It holds that

1. If Π is coherent then Concl(S) is consistent for each stable extension S of
AFΠ .

2. If there is a stable extension S of AFΠ such that Concl(S) is consistent then
Π is coherent.

Proof. The first item follows from the second and fourth items of Proposition 1
and the fact that if Π is incoherent then ⊥ ∈ Concl(S) for every stable extension
S. The second item follows immediately from the first item. ��

Proposition 2 suggests that it is reasonable to focus on coherent programs.
In fact, all normal logic programs as defined in [12] are coherent since they do
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not allow classical negation. As such, from now on if nothing is explicitly stated,
by a program we mean a coherent program. Having defined the argumentation
framework of a program Π, we now define answer sets.

Definition 4 (Argumentation-Based Answer Set). Let Π be a program
and AFΠ = (ArgsΠ , AttsΠ) be the AF induced by Π. An interpretation I of Π
is an argumentation-based answer set (or AB-answer set, for short) of Π if there
exists a stable extension S of AFΠ such that I∪¬I−∪{
}=Concl(S).

The above definition is in line with the recently adopted convention in defin-
ing answer sets which requires that answer sets are consistent sets of literals. It
also indicates that a program might not have an AB-answer set. In that case
we say that the program is inconsistent. Generalizing the result on well-founded
model of normal logic programs in [9], we next define well-founded model for
programs with FOL formulae.

Definition 5 (Argumentation-Based Well-Founded Model). Let Π be
a program and AFΠ = (ArgsΠ , AttsΠ) be the AF induced by Π. A partial
interpretation (P,Q) of Π is the argumentation-based well-founded model (or
AB-well-founded model) of Π if P ∪ {¬a | a ∈ Q} ∪ {
} = Concl(S) where S is
the grounded extension of AFΠ .

Intuitively, if (P,Q) is the well-founded model of Π, then P (Q) is the collection
of atoms that are true (false) given Π. It is worth noticing that the notion of
a well-founded model for logic programs with first-order formulae has not been
defined in the literature.

It follows directly from the property of grounded extension and stable exten-
sions of argumentation framework that the well-founded model is unique and
every AB-answer set contains the AB-well-founded model.

Proposition 3. Let Π be a program. Then, the AB-well-founded model of Π,
(P,Q), always exists and is unique; and for every AB-answer set I of Π, P ⊆ I
and Q ⊆ HΠ \ I.

Finally, it is not difficult to derive from the results of Theorems 49 and 50
in [9] that, for normal programs, the above defined AB-answer sets and AB-
well-founded model coincide with the classical stable models (as in [12]) and
well-founded model (as in [26]). In this sense, this paper lifts the work in [9] to
logic programs with FOL-formula.

3.2 Argumentation-Based Answer Sets Are Well-Justified

In this section we will focus on the well-justified provability of elements in an
AB-answer set. In the following, we make use of terminologies related to trees
such as ancestor, subtree, path, etc. without definitions. For precise definitions,
the readers are referred to [7]. A pair of two different nodes N and N ′ in a tree
T is a cycle if label(N) = label(N ′) and N is an ancestor of N ′. T is circular if
it has a cycle; non-circular if it does not have a cycle. We prove some properties
related to the non-circularity of trees.
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Lemma 1. For each tree T , there exists a non-circular tree T ′ such that
Concl(T ) = Concl(T ′) and Support(T ′) ⊆ Support(T ).

Proof. Let k = 0 and Tk = T . If Tk is non-circular then the proposition is proved.
Otherwise, Tk has a cycle (N,N ′). Clearly, replacing the subtree rooted at N by
the subtree rooted at N ′ in Tk results in a tree Tk+1 that has at least one cycle
less than Tk and Concl(Tk) = Concl(Tk+1) and Support(Tk) ⊆ Support(Tk+1).
Furthermore, the number of nodes of Tk+1 is less than the number of nodes of
Tk. As such, there exists a finite n such that Tn is non-circular. Clearly, we have
that Concl(T ) = Concl(Tn) and Support(Tn) ⊆ Support(T ). ��
Lemma 2. Let Π be a program and AFΠ = (ArgsΠ , AttsΠ) be the AF induced
by Π. Let S be a stable extension of AFΠ . For each T ∈ S there exists a non-
circular T ′ in S such that Concl(T ′) = Concl(T ).

Proof. It follows from Lemma 1 that there exists a non-circular T ′ such that
Concl(T ) = Concl(T ′) and Support(T ′) ⊆ Support(T ). We will show that T ′

belongs to S. Assume that T ′ 	∈ S. Since S is a stable extension of AFΠ , S attacks
T ′. Since Support(T ′) ⊆ Support(T ), S attacks T . Contradiction because S is
conflict free and T ∈ S. ��.

The above lemmas allow us to prove an important property of AB-answer
sets.

Theorem 1. Let Π be a program and I be an AB-answer set of Π. Then, for
each atom a ∈ I, there exists a non-circular proof tree T such that Concl(T ) = a
and {¬b | not b ∈ Support(T )} ⊆ ¬I−.

Proof. I is an argumentation-based answer set of Π iff there exists a stable
extension S of AFΠ such that I∪¬I−∪{
} = Concl(S). This implies that there
exists some tree in T ′ ∈ S such that Concl(T ′) = a. It follows from Lemma 2
that there exists a non-circular T ∈ S such that Concl(T ) = Concl(T ′). Since S
does not attack T , it means that each Ab. where not b ∈ Support(T ) belongs
to S, i.e., {¬b | not b ∈ Support(T )} ⊆ Concl(S). By the definition of I, we can
conclude that {¬b | not b ∈ Support(T )} ⊆ ¬I−. ��.

To prove the non-circularity of AB-answer sets, we need some additional
notations. Let T be a tree. The level of a node N , denoted by l(N), in T is
defined as follows: (i) if N is a leaf then l(N) = 0; (ii) if N is not a leaf then
l(N) = 1 + max{l(i) | i is a child of N}. The level of a tree T is defined by the
level of its root and is denoted by l(T ). For a program Π and its induced AFΠ ,
let S be a stable extension of AFΠ . The level of S, denoted by l(S), is defined
as max{l(T ) | T ∈ S}. The kernel of S, denoted by k(S), is the collection of
trees in S such that Concl(S) = Concl(k(S)) and for each z ∈ Concl(S) there
exists a unique T ∈ k(S) such that z = Concl(T ), l(T ) = min{l(T ′) | T ′ ∈
S,Concl(T ′) = z}.2 For each stable extension S of AFΠ , let 〈Si〉l(S)

i=0 be the
sequence of literals Si = {Concl(T ) | T ∈ k(S), l(T ) = i}.
2 Intuitively, a tree T belongs to the kernel of S if T belongs to S and the level of T

is minimal wrt trees in S supporting the same conclusion.
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Proposition 4. Let Π be a program and AFΠ = (ArgsΠ , AttsΠ) be the AF
induced by Π. Let S be a stable extension of AFΠ and 0 ≤ i ≤ l(S). Then, for
every tree T ∈ k(S) such that Concl(T ) ∈ ⋃

0≤j<i Sj, T does not contain any
node whose label is z ∈ St for t ≥ i.

Proof. Suppose the contrary. Consider Tz ∈ k(S) such that Concl(Tz) = z. It
implies that T contains a subtree T ′ such that Concl(T ′) = z. It is easy to see
that T ′ ∈ S. Since l(T ′) < l(T ) < i = l(Tz), it means that Tz 	∈ k(S). This is a
contradiction. ��

A consequence of the above proposition is that each tree with level i in the
kernel of a stable extension of AFΠ can be constructed using only literals that
were the conclusions of trees whose levels are smaller than i. This demonstrates
that AB-answer sets are indeed well-justified. Theorem 2 in Subsect. 5.1 formal-
izes this result in precise terms.

4 Programs with FOL-Representable Atoms

Since the construction of a proof tree makes use of logical inference (first case of
Item 2 of Definition 1), it is easy to see that AB-answer sets are preserved under
equivalent transformations. This stipulates that the notion of AB-answer sets
can be extended to allow extended atoms whose truth values can be defined via
a formula in the language of the given program. In fact this is true for many well-
known extensions of logic programs such as weight constraint atoms (e.g., [19]),
aggregates (e.g., [10]), or abstract constraint atoms (e.g., [17]). Let us quickly
review some basic notions of these types of extensions of logic programming.

• A weight constraint atoms [19] of a program Π is of the form l [p1 : q1 =
w1, . . . , pn : qn = wn]u where l and u are two real numbers such that l ≤ u, pi

is either a or nota for some atom a ∈ HΠ , qi is an atom in HΠ , and wi is a real
number. pi : qi is called a conditional literal. Given a weight constraint atom
C and an interpretation I, the weight of the formula [p1 : q1 = w1, . . . , pn :
qn = wn], denoted by W (C), is calculated3 and C is declared to be true w.r.t.
I if l ≤ W (C) ≤ u.

• An aggregate atom (e.g., [10]) of a program Π is of the form f(S) ≺ T where
T is a term, ≺ ∈ {=, <,>,≤,≥}, and f(S) is an aggregate term with f is
an aggregate function symbol (#count,#sum, . . .) and S is a set term. In
fact, following this syntax the aggregate atom in Π1 is written as #sum{X :
p(X)} ≥ 1. Given an aggregate atom f(S) ≺ T and an interpretation I, the
set term S is evaluated and the value for f(S) is calculated; the atom is true
w.r.t. T if the evaluation of f(S) ≺ T returns true.

• An abstract constraint atom (e.g., [17,25]) of a program Π is of the form
(D,C) where C is a set of subsets of HΠ and D is a subset of HΠ . (D,C) is
true w.r.t. an interpretation I if I ∩ D ∈ C.

3 Precise formula for computing W (C) is not really important for the discussion. It
can be found in [19].



Argumentation-Based Semantics for Logic Programs 55

In short, each of these extensions to logic program starts by defining the syntax
of a new type of atoms and associating a method for evaluating the truth value
of a new atom w.r.t. an interpretation. Usually, this method allows for the iden-
tification of all interpretations of the program that satisfies the atom, i.e., each
atom a is associated with a set Ia of interpretations satisfying a. As such, we can
identify a with ta =

∨
I∈Ia

(
∧

b∈I b ∧ ∧
b�∈I ¬b) and ¬a with ¬ta. As an example,

the aggregate atom λ = Sum({X : p(X)}) ≥ 1 in Example 1 is associated to
the formula tλ =

∨5
i=1(Ii ∧ ¬I−

i ) where I1, . . . , I5 are the five interpretations
satisfying λ detailed in Sect. 1.

The method of evaluation of extended atoms is then used to define when
a rule (or a program with extended syntax) is satisfied given an interpretation
which, in turn, is used in defining answer sets although the approach to define
the semantics of programs with these new types of atoms might be different
(e.g., by using a two step definition similar to the original definition of answer
sets [10], or using a mathematical operator [17,20], etc.). The key distinction
between previous approaches in dealing with these extensions lies in the require-
ment whether or not ta needs to be proved or can be assumed. For examples,
the approaches in [20,23,25] seem to require that the formulae related to the
extended atoms are provable; on the other hand, the approaches in [10,17] seem
to allow they to be assumed.

It is easy to recognize that the approach developed in the previous section
requires provability of the conclusions. As it turns out, it can be easily adapted
to any of the proposed extensions of logic programs. Instead of generalizing
the approach for each extension separately, we next propose a generalization
of the AB-semantics which can be instantiated to each of the above discussed
extensions of logic programs. Given a signature Σ = (C,P,F). An expression
of the form γ[α] where γ is a 0-ary predicate symbol that does not occur in
the language LΣ and α ∈ LΣ is called a FOL-representable atom w.r.t. Σ.
Intuitively, the formula α is a definition of γ in the language over Σ. For instance,
(Sum({X : p(X)}) ≥ 1)[tλ] is a FOL-representable atom over the language of Π1.

Definition 6. Let Σ = (C,P,F) be a signature and Γ be a set of FOL-
representable atoms w.r.t. Σ. A program with FOL-representable atoms over
(Σ,Γ ) is a set of rules of the form ψ ← φ where ψ ∈ LΣ and φ is a formula in
the language over the signature Σ′ = (C,P ∪ {γ | γ ∈ Γ},F).

We will now extend the notion of AB-semantics to programs with FOL-
representable atoms.

Definition 7. Let Π be a program with FOL-representable atoms over (Σ,Γ )
and Π ′ be Π extended with the set of rules {γ ← α | γ[α] ∈ Γ} ∪ {¬γ ← ¬α |
γ[α] ∈ Γ}. Let Λ = {λ | λ[α] ∈ Γ}. We define (i) an interpretation I of Π
is an AB-answer set of Π iff there exists some Λp ⊆ Λ such that I ∪ Λp is an
AB-answer set of Π ′; and (ii) a partial interpretation (P,Q) of Π is the AB-
well-founded model of Π iff there exists some Λp, Λn ⊆ Λ such that Λp ∩Λn = ∅
and (P ∪ Λp, Q ∪ Λn) is the AB-well-founded model of Π ′.
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Intuitively, the semantics of programs with FOL-representable atoms is
defined by transforming them to programs with FOL-formulae without extended
features. By adding γ ← α and ¬γ ← ¬α to the original program, we essentially
add rules to the construction of proof trees which allow for the derivation of
FOL-representable atoms. The former (latter) rule allows for the conclusion of
γ (¬γ). The usefulness of this definition is illustrated in the next section.

5 Related Work and Discussion

The paper relates to works that extend the answer set semantics to more gener-
alized logic programs and that study semantics of logic programs using argumen-
tation. The main distinctions between our approach and previous approaches to
defining semantics of logic programs using argumentation such as [5,9,13,22] lie
in our focus on generalized logic programs and the explicit use of the notion
of a proof tree. Due to the space limitation, we will focus our discussion on
the properties of the AB-semantics. Specifically, we show that AB-answer set
semantics (resp. AB-well-founded model) is equivalent to well-justified answer
set semantics for programs with FOL-formula [23] (resp. well-founded model
for programs with abstract constraint atoms [27]). We note that these results,
together with the results in [23,27], show that the argumentation-based answer
set (Definition 4) is equivalent to a number of previously defined semantics for
various extensions of logic programs such as aggregates, description logics, or
abstract constraint atoms.

5.1 Well-Justified Answer Sets for Logic Programs with
FOL-formulae

The relationship between well-justified answer sets and AB-answer sets is proved
in the next theorem.

Theorem 2. Let Π be a program with FOL formulae. I is a well-justified answer
set of Π iff I is an argumentation-based answer set of Π.

Proof. Let I be a well-justified answer set of Π. Let S be the set of trees in
AFΠ such that for every T ∈ S, Support(T ) ⊆ {not b | b 	∈ I}. Because I is
an answer set of Π, we can show that S is conflict free. Furthermore, for every
a ∈ I, there exists a tree T ∈ S such that Concl(T ) = a. This also implies that
S attacks every T ′ such that Support(T ′) \ {not b | b 	∈ I} 	= ∅, i.e., S attacks
every T ′ does not belonging to it. Hence, S is a stable extension of AFΠ . This
implies that I is an argumentation-based answer set of Π.

Let I be an argumentation-based answer set of Π and S be the stable exten-
sion of AFΠ . For a tree T and a rule r ∈ ground(Π), r is applicable in T if r is
used in the construction of T (in the second condition of Item 2, Definition 1).
It is easy to see that fΠI is the set of rules in ground(Π) applicable in S. By
induction over the levels of trees in the kernel of S and Proposition 4, we can
show that lfp(TfΠI (∅,¬I−)) ∪ ¬I− |= a for every a ∈ I. It means that I is a
well-justified answer set of Π. ��
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5.2 Well-Founded Semantics for Programs with Abstract Constraint
Atoms

Well-Founded Semantics for programs with abstract constraint atoms [27] is
defined for programs consisting of rules of the form

a ← A1, . . . , Ak,¬Ak+1, . . . ,¬Am

where a is an atom and Ai’s are abstract constraint atoms, each is of the form
(D,C), D is a set of atoms and C ⊆ 2D. Let S, J be two sets of atoms such
that S ∩ J = ∅. The S-prefixed power set S

⊎
J is {S′ | S ⊆ S′ ⊆ S ∪ J}. S

⊎
J

is maximal in an abstract constraint atom A = (D,C) if S
⊎

J ⊆ C and there
exists no S′ ⊎ J ′ ⊆ C such that S

⊎
J ⊂ S′ ⊎ J ′. It has been shown that each

A = (D,C) can be represented by an A′ = (D,C∗) such that C∗ is a set of
maximal prefixed power sets in A.

Let X = (P,Q) be a partial interpretation of Π and A = (D,C∗) be an
abstract constraint atom in abstract representation. X satisfies A, written X |=
A, if for some S

⊎
J ∈ C∗, S ⊆ P and D \ (S ∪ J) ⊆ Q. X falsifies A, written

X � A, if for every S
⊎

J ∈ C∗, S ∩ Q 	= ∅ or D \ (S ∪ J) ∩ Q 	= ∅. X
satisfies (resp. falsifies) ¬A if X falsifies (resp. satisfies) A. X satisfies (resp.
falsifies) a set Z if it satisfies (resp. falsifies) every member of Z. A set of atoms
U is an unfounded set of Π with respect to X iff, for any a ∈ U and any
r ∈ ground(P ) with head(r) = a, either (i) for some ¬A ∈ body(r), X � ¬A; or
(ii) for some A = (D,C∗) ∈ body(r), for any S

⊎
J ∈ C∗, either U ∩ S 	= ∅ or

X � S ∪ {¬z | z ∈ (D \ (S ∪ J))}. For a program Π, we define

TΠ(X) = {head(r) | r ∈ Π, X satisfies body(r)}
UΠ(X) = the greatest unfounded set ofΠ w.r.t. X

WΠ(X) = (TΠ(X),HΠ \ UΠ(X))

lfp(WΠ) is defined as the well-founded model of Π.
A program with abstract constraint atoms Π can be viewed as a program with

FOL-representable atoms Π∗ where each abstract constraint atom A = (D,C∗)
is replaced by λA whose FOL-representation is λA[α(D,C∗)] and α(D,C∗) =∨

S
⊎

J∈C(
∧

p∈S p ∧ ∧
n∈D\(S∪J) ¬n). Let Λ(Π) = {λA[α(D,C∗)] | A = (D,C∗) is

an abstract constraint atom in Π}. The relationship between the well-founded
model of Π and the AB-well-founded model of Π∗ is proved in the next theorem.

Theorem 3. For a program with abstract constraint atoms Π, (P,Q) is its well-
founded model iff there exists a pair (Ap, An) such that Ap, An ⊆ Λ(Π), Ap ∩
An = ∅, and (P ∪ Ap, Q ∪ An) is the AB-well-founded model of Π∗. In addition,
(P,Q) |= α(D,C∗) for every λA[α(D,C∗)] ∈ Ap and (P,Q) |= ¬α(D,C∗) for every
λA[α(D,C∗)] ∈ An.

Proof. (Sketch) Let AFΠ∗ be the argumentation framework induced by the
program Π∗. Let Gi = {T | T ∈ lfp(FAFΠ∗ ), l(T ) = i}. We can prove by
induction over i that (i) if a ∈ HΠ then a ∈ W i

Π(∅) iff there exists a tree
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Ta ∈ Gi such that Concl(Ta) = a; (ii) for every A = (D,C∗), W i
Π(∅) |= A iff

there exists a tree TλA[α(D,C∗)] ∈ Gi such that Concl(TλA[α(D,C∗)]) = λA; and (iii)
for every A = (D,C∗), W i

Π(∅) |= ¬A iff there exists a tree T¬λA[α(D,C∗)] ∈ Gi

such that Concl(TλA[α(D,C∗)])=¬λA. This proves the theorem. ��

6 Conclusions

In this paper, we defined different argumentation-based semantics for programs
with FOL-formulae. The key idea behinds our approach lies in the notion of a
proof tree. We proved that the proposed semantics captured the well-justified
semantics for programs with FOL-formulae defined in [23] and the well-founded
semantics for programs with abstract constraint atoms defined in [27]. To the
best of our knowledge, this is the first proposal of argumentation-based semantics
for generalized programs that exhibits this equivalence. The proposed framework
also sheds new light on the answer set semantics for various extensions of logic
programs in the literature by showing that they can be viewed as programs with
FOL-formulae extended with FOL-representable atoms, indirectly providing a
means for comparison among approaches to defining semantics of logic programs
with extensions. Finally, we note that our focuses in this paper is on the two most
well-known semantics of logic programs as well as the most recently introduced
semantics. Due to the results in [9,22], we expect that similar results for 3-valued
stable models and complete extensions can be established. In addition, the results
established in Theorems 2–3 and the results in [23,27] show that equivalence
between AB-defined semantics and other approaches in the literature such as
[20,24] can also be established. This will be reported in the future extended
version of the paper.

Finally, we note that the paper focuses on the development of argumentation-
based semantics for logic programs with FOL-formulae. It does not address ques-
tion relating to the computation of the semantics. For example, how to construct
arguments (or proof-trees) of a program?; is the set of arguments always infinite?;
etc. We leave this for the future work.
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Abstract. [16,18] introduced a model of corruption within strategic
argumentation, and showed that some forms of strategic argumentation
are resistant to two forms of corruption: collusion and espionage. Such
a model provides a (limited) basis on which to trust agents acting on
our behalf. However, that work only addressed the grounded and stable
argumentation semantics. Here we extend this work to several other well-
motivated semantics. We must consider a greater number of strategic
aims that players may have, as well as the greater variety of semantics.
We establish the complexity of several computational problems related
to corruption in strategic argumentation, for the aims and semantics we
study. From these results we identify that strategic argumentation under
the aims and semantics we study is resistant to espionage. Resistance
to collusion varies according to the player’s aim and the argumentation
semantics, and we present a complete picture for the aims and semantics
we address.

1 Introduction

When agents are acting on our behalf – whether they are human or software –
there is a problem of trust: are these agents acting in our best interests? [16,18]
addressed this problem when the agents engage in strategic argumentation, sim-
ilar to legal disputation or negotiation, by adapting ideas of [3] on voting resis-
tance to manipulation. That work formulated a notion of resistance to corrup-
tion, where corruption may be collusion of the two nominally opposed agents,
or espionage by one agent by gaining illicit knowledge of her opponent’s arsenal
of arguments.

However, [18] addressed only two semantics for argumentation: the grounded
and stable semantics. While these are sensible semantics, they each have flaws:
the grounded semantics employs a drastic notion of scepticism, while the stable
semantics is empty for some argumentation frameworks. Many semantics have
been proposed that avoid these problems (see [2]).

Furthermore, the nature of the grounded and stable semantics is such that
some variations in the (nominal) strategic aims of an agent collapse for these
semantics. Consequently, [18] only addresses a limited range of strategic aims.
This narrowness of the semantics and strategic aims addressed makes it difficult
c© Springer International Publishing Switzerland 2016
M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 61–75, 2016.
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to see how resistance to corruption extends to other semantics and aims. In this
paper we extend the analysis to a broader range of semantics and strategic aims.
In the process we identify and correct an error in [18].

[18] analyses resistance to corruption via three computational problems: the
Desired Outcome problem, which must be solved at each move of the strategic
argumentation game; the Winning Sequence problem, which must be solved to
exploit collusion among agents; and the Winning Strategy problem, which must
be solved to exploit illicit knowledge of the opponent’s arguments. In addressing
a wider range of both semantics and aims, we find it convenient to introduce a
further problem, the Aim Verification problem, to verify that an aim is achieved
in a given argumentation framework.

Resistance to corruption is, essentially, the idea that if the computational
complexity of exploiting corruption is greater than the complexity of simply
playing the strategic argumentation game, then that is a disincentive to corrup-
tion. Thus, we will need to establish the complexity of the Desired Outcome
problem (which is key to the complexity of playing the game) and the Winning
Sequence and Winning Strategy problems, for each of the semantics we address.
Like [3], the complexity comparison relies on the commonly-believed assumption
that the polynomial complexity hierarchy does not collapse.

In the next section we present background information on abstract argu-
mentation and complexity theory. Following that, we formally define strategic
argumentation and the variety of desired outcomes that a player might wish to
achieve. Following sections address, respectively, the Aim Verification, Desired
Outcome, Winning Sequence, and Winning Strategy problems. Finally, build-
ing on this work, we establish under which aims and argumentation semantics
strategic argumentation is resistant to corruption.

The proofs of the results in this paper are substantial, and there is no room
to present them here. However, the surrounding text of the main results provides
some discussion of how they are proved.

2 Background

2.1 Abstract Argumentation

This work is based on abstract argumentation in the sense of [7], which addresses
the evaluation of a static set of arguments. An argumentation framework A =
(S,�) consists of a finite set of arguments S and a binary relation � over S,
called the attack relation. If (a, b) ∈� we write a � b and say that a attacks b.
The semantics of an argumentation framework is given in terms of extensions,
which are subsets of S.

Given an argumentation framework, an argument a is said to be accepted in
an extension E if a ∈ E, and said to be rejected in E if some b ∈ E attacks
a. The set of rejected arguments in E is denoted by E−. An argument that is
neither accepted nor rejected in E is said to be undecided in E. An extension E
is conflict-free if the restriction of � to E is empty. An argument a is defended
by E if every argument that attacks a is attacked by some argument in E.
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An extension E of A is stable if it is conflict-free and for every argument a ∈ S\E
there is an argument in E that attacks a. An extension E of A is complete if it
is conflict-free and, a ∈ E iff a is defended by E.

The set of complete extensions forms a lower semi-lattice under the con-
tainment ordering, and many semantics can be defined directly in terms of this
semi-lattice. The least complete extension under the containment ordering exists
and is called the grounded extension. The preferred extensions are the maximal
complete extensions under the containment ordering. The semi-stable extensions
are the complete extensions that are maximal under the containment ordering
of E ∪ E−. The eager extension is the maximal complete extension contained
in all semi-stable extensions. These are not necessarily the original definitions of
these extensions, but they are equivalent definitions.

A semantics is defined to be a set of extensions: the grounded semantics con-
sists only of the grounded extension, the complete semantics is the set of com-
plete extensions, the stable semantics is the set of stable extensions, etc. Each
semantics expresses a criterion for what arguments can coherently be accepted
together, given an argumentation framework. Each extension in the semantics
represents a “reasonable” adjudication, according to that criterion, of the argu-
ments in the argumentation framework.

We identify some classes of semantics. A semantics is unitary if every argu-
mentation framework has a single extension under the semantics. The grounded,
ideal and eager semantics are unitary.

The semantics in this paper are all sets of complete extensions, but we need
to identify a more specific class of semantics. Any semantics σ in this class is
determined solely by the semi-lattice of complete extensions. That is, there is
a function based only on the order-theoretic structure of the semi-lattice that
defines the set of σ-extensions.

Definition 1. We say a semantics σ is completist if all σ-extensions are
complete. A semantics σ is strongly completist if it is completist and the
set of σ-extensions is determined by the semi-lattice structure of the complete
extensions.

Among the completist semantics are the grounded, preferred, stable, semi-
stable, ideal, eager, and complete semantics. The grounded semantics is also
strongly completist because it is the least complete extension under the contain-
ment ordering. Similarly, the preferred, semi-stable, ideal, eager, and complete
semantics are strongly completist, because they can be defined structurally, as is
done above. On the other hand, the stable semantics is not strongly completist.
Stable extensions are defined by a property of the individual extension, rather
than by a structural property within the semi-lattice of complete extensions, and
it turns out there is no equivalent structural definition.

Proposition 1. The stable semantics is completist, but not strongly completist.
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2.2 Complexity

We can view each complexity class of interest as a set of decision problems.
We assume the reader has knowledge of the polynomial complexity hierarchy
(see, for example, [15]) but there are some additional complexity classes both
within and beyond the hierarchy that we need. Dp (Dp

2) is the class of problems
that can be expressed as the conjunction of a problem in NP and a problem in
coNP (respectively Σp

2 and Πp
2 ). We use PTIME to refer to the class of problems

solvable in polynomial time. The following describes the containment relation
among complexity classes between the first and second levels of the polynomial
hierarchy.

PTIME ⊆ NP, coNP ⊆ Dp ⊆ Δp
2 ⊆ Σp

2 ,Πp
2

PSPACE is the class of decision problems solvable in polynomial space. It con-
tains the entire polynomial hierarchy PH.

As usual, the notation CD, where C and D are complexity classes, refers to
the class of problems that can be decided by an algorithm of complexity C with
calls to a D oracle.

There are several prominent decision problems in abstract argumentation.
For any semantics σ:

– The Verification problem asks, given an argumentation framework A and a
set of arguments S, is S a σ-extension?

– The Credulous Acceptance problem asks, given A and an argument a, is there
a σ-extension containing a?

– The Sceptical Acceptance problem asks, given A and an argument a, do all
σ-extensions contain a?

– The Non-emptiness problem asks, is there a σ-extension of A that is non-
empty?

Table 1 summarizes complexity results for these problems under a variety of
completist semantics, drawn from [6–10,12]. For a complexity class C, C-c denotes
C-completeness.

Table 1. Complexity of several argumentation reasoning problems under selected com-
pletist semantics

Credulous Sceptical Verification Non-emptiness

acceptance acceptance

Grounded in PTIME in PTIME in PTIME in PTIME

Stable NP-c coNP-c in PTIME NP-c

Complete NP-c in PTIME in PTIME NP-c

Preferred NP-c Πp
2 -c coNP-c NP-c

Semi-stable Σp
2 -c Πp

2 -c coNP-c NP-c

Eager Πp
2 -c Πp

2 -c Dp
2-c Πp

2 -c
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The complexities in Table 1 are all within the polynomial hierarchy. To
address counting aims in strategic argumentation we need to consider the com-
plexity class PP and related classes. Roughly, PP is the class of decision problems
that have more accepting paths than rejecting paths. A complete problem for
PP is to decide whether a given Boolean formula is satisfied by more than half
of the assignments to its variables. NPPP lies between the polynomial hierarchy
and PSPACE, that is, PH ⊆ NPPP ⊆ PSPACE.

The counting polynomial-time hierarchy [23] is an extension of the polynomial
hierarchy that also involves the complexity class PP. Complete problems for
classes in the counting polynomial hierarchy are satisfiability problems for a
class of quantified Boolean formulas involving the quantifiers ∃ (existential),
∀ (universal), and C (counting) [22,23]. The formula CX ψ, where X is a set of
Boolean variables and ψ is a formula with free variables X, can be interpreted as:
“for more than half of the assignments to X, ψ evaluates to True”. Thus these
complete problems are an extension of the class of QBF satisfiability problems.

Toda [21] proved a powerful theorem relating PP and the conventional poly-
nomial hierarchy PH. He showed PPPH ⊆ PTIMEPP, which suggests that PP
is more powerful as an oracle than as a base of computation. The next lemma
is a consequence of Toda’s theorem. It shows that some parts of the counting
polynomial hierarchy collapse. We will need it in determining the complexity of
the Desired Outcome problem for some aims under the preferred and semi-stable
semantics.

Lemma 1. Let C be a complexity class contained in the polynomial hierarchy
PH (i.e. C ⊆ PH). Then PTIMEPPC

= PTIMEPP and NPPPC
= NPPP. More

generally, for any complexity class D in the polynomial hierarchy DPPC
= DPP.

3 Strategic Argumentation

Strategic argumentation provides a simple model of dynamic argumentation.
Originally [14] it was formulated for a concrete argumentation system based in
a defeasible logic, but we will use the model of [18] which is defined in terms of
abstract argumentation. In strategic abstract argumentation, players take turns
to add arguments to an argumentation framework. At each turn, the player adds
arguments so that the argumentation framework is in a desired state. We refer to
such states interchangeably as desired outcomes or strategic aims of the player. A
player loses the strategic argumentation game when she is unable to achieve her
desired outcome. In general, both players can win if the argumentation reaches a
state that is desired by both players, but in this paper we consider an adversarial
setting where the players’ aims are mutually exclusive.

Strategic abstract argumentation is formalized as follows [18]. We assume
there are two players, a proponent P and her opponent O. A split argumentation
framework (ACom,AP ,AO,�) consists of three sets of arguments: ACom the
arguments that are common knowledge to P and O; AP the arguments available
to P , and AO the arguments available to O; and an attack relation � over
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ACom ∪ AP ∪ AO. AP is assumed to be unknown to O, and AO is unknown to
P . Each player is aware of � restricted to the arguments they know. We assume
that P ’s desired outcome is that a distinguished argument a is accepted, in some
sense, while O’s aim is to prevent this. a is said to be the focal argument. Starting
with P , the players take turns in adding sets of arguments to ACom from their
available arguments, ensuring that their desired outcome is a consequence of the
resulting argumentation framework1. As play continues, the set of arguments
that are common knowledge ACom becomes larger. When a player is unable to
achieve her aim when it is her turn to play, she loses.

It might seem that a better choice would distinguish a set S of arguments
since, in concrete argumentation, there may be several arguments for the same
proposition. However we now show that, by a slight expansion of the argumen-
tation framework, a single argument can represent a set of arguments. (The
construction involves additional arguments a and a′, where a′ attacks a, and all
arguments in the set attack a′.) Thus there is no loss of generality in having a
single focal argument.

Proposition 2. Let A = (A,�) be an argumentation framework, and let S ⊆
A be a set of arguments, any one of which is sufficient to establish a desired
proposition. Then there is an expansion A′ of A including a new argument a
such that, in any strongly completist semantics σ,

1. E is a σ-extension of A iff E = E′ ∩ A and E′ is a σ-extension of A′

2. for every σ-extension E′ of A′, a is accepted in E′ iff for some s ∈ S, s is
accepted in E = E′ ∩ A

3. for every σ-extension E′ of A′, a is rejected in E′ iff for every s ∈ S, s is
rejected in E = E′ ∩ A

Furthermore, these statements hold true for the stable semantics.

[18] addresses only the grounded semantics, which is unitary, and the stable
semantics, in which no argument is undecided. When the semantics σ admits
multiple extensions and admits extensions where the status of some arguments
is undecided, players have a greater range of strategic aims related to the dis-
tinguished argument a and the σ-extensions. The aims considered in this paper
are:

1. Existential: a is accepted in at least one σ-extension
2. Universal: a is accepted in all σ-extensions
3. Unrejected: a is not rejected in any σ-extension
4. Uncontested: a is accepted in at least one σ-extension and is not rejected

in any σ-extension
5. Plurality: a is accepted in more σ-extensions than it is rejected
6. Majority: a is accepted in more σ-extensions than it is not accepted
7. Supermajority: a is accepted in at least twice as many σ-extensions than

it is not accepted
1 Each player’s move is a normal expansion [4].
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Of these aims, the middle three (unrejected, uncontested, and plurality)
did not appear in [18]. Some of these aims seem related to proof standards
in Carneades [13], although those proof standards are designed for a concrete
argumentation language. Each of the first four of these aims corresponds to a
disjunction of justification statuses in [24], while the remaining three will be
called counting aims.

In addition to these aims, a player may wish to “spoil” or prevent such aims
from being achieved. Such aims are the negation of the above aims. For example,
the negation of the uncontested aim aims to have a not accepted in any extension
or have a rejected in some extension. Recall that, in this paper, player O’s aim
is to prevent P ’s desired outcome; thus O’s aim is the negation of P ’s aim.

A player with a negative attitude towards a may have a dual aim to the
above aims. By the dual of an aim we mean an aim that exchanges the role of
acceptance and rejection in the definition of the aim. Thus, for example, the dual
of the uncontested aim is the aim to have a rejected in at least one extension
and not accepted in any extension. Duality is useful in simplifying proofs about
the complexity of the Aim Verification problem.

Some of the dual aims coincide with the negation of other aims. For example,
the dual of the unrejected aim is the same as the negation of the existential aim.
Thus there is an algebraic structure to the aims. Additional aims – such as
universal rejection, which is the dual of the universal aim – are needed to fill out
the algebra. We will restrict attention to the above listed aims, which we think
are the most natural.

In general, all these aims are distinct. However, for a unitary semantics σ
(such as the grounded semantics) this variety of aims collapses: all the above
aims – except the unrejected aim – collapse into one, that a is accepted in the
σ-extension. For the stable semantics, assuming the semantics is not empty, the
universal, unrejected, and uncontested aims are identical, as are plurality and
majority.

In strategic argumentation, an argument played by P (say) may attack other
arguments in AP , which might otherwise have been used later to attack argu-
ments played by O. Thus the game truly is strategic in nature2. Furthermore, it
is preferable, in general, to play as few arguments as possible, to retain as much
strategic advantage as possible from the confidentiality of the arguments avail-
able. However, the strategic argumentation model discussed here omits more
refined aspects of play, such as opponent modelling, to focus on the fundamental
issues. Nevertheless, our complexity results give a lower bound on the complexity
of problems incorporating opponent modelling, for example.

We now turn to the computational problems that arise in strategic argu-
mentation, both those that arise from normal play, and those that arise from
exploiting corrupt behaviour. For convenience, we formulate these problems as
decision problems.

2 For a similar argumentation game, results of [20] suggest games are strategy-proof
only under very constraining conditions.
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4 Aim Verification

The problem of verifying that an aim is satisfied by some state of strategic argu-
mentation is a fundamental part of each move in a game, and of the exploitation
of corrupt behaviour. The problem becomes more complex as we deal with a
greater range of semantics and aims. For this reason, we introduce it as a sepa-
rate computational problem.

The Aim Verification Problem

Instance. An argumentation framework (ACom,�), an argumentation
semantics, and an aim.
Question. Is the aim satisfied under the given semantics by the given argu-
mentation framework?

The structure provided by the negation and dual operations is reflected in
the complexity of aim verification, which greatly simplifies establishing the com-
plexity of aim verification for our range of aims.

Proposition 3. Let x be an aim concerning an argument a. Let x̄ be x’s nega-
tion, and x† be x’s dual.

– The complexity of the Aim Verification problem for x̄ is the complement of the
complexity of the Aim Verification problem for x.

– Under any completist semantics, the Aim Verification problem for x† and the
Aim Verification problem for x, have the same complexity wrt membership and
hardness for complexity classes in the polynomial counting hierarchy.

Aim verification for the existential (respectively, universal) aim is credulous
(respectively, sceptical) acceptance. Verification of the unrejected aim is the com-
plement of the existential rejection aim which, as we have seen (Proposition 3)
has the same complexity as the existential aim (that is, credulous acceptance).
Thus the complexity of the unrejected aim is the complement of the complexity
of the existential aim. The uncontested aim is the conjunction of the existential
aim and the unrejected aim. Using these facts, and existing work on complexity
of abstract argumentation problems as presented in Table 1, identification of the
complexity of the Aim Verification problem is straightforward for many aims.
However, the plurality, majority and supermajority aims – although themselves
closely related – require significantly more work.

Theorem 1. The complexity of Aim Verification for P is as stated in Table 2.

Similar results were obtained by [11] for essentially the uncontested aim
(called weak acceptance there).

In this paper we assume that the aim of O is to prevent P from achieving her
aim. Thus the aim of O is the negation of the aim of P and, by Proposition 3,
the complexity of aim verification for O is the complement of the complexity of
aim verification for P . For example, using Table 2, aim verification for O under
the preferred semantics when P has the existential aim is coNP-complete.



Resistance to Corruption of General Strategic Argumentation 69

Table 2. Complexity of aim verification problem for selected strategic aims and
semantics

Grounded Stable Complete Preferred Semi-stable Eager

Existential in PTIME NP-c NP-c NP-c Σp
2 -c Πp

2 -c

Universal in PTIME coNP-c in PTIME Πp
2 -c Πp

2 -c Πp
2 -c

Unrejected in PTIME coNP-c coNP-c coNP-c Πp
2 -c Σp

2 -c

Uncontested in PTIME coNP-c Dp-c Dp-c Dp
2-c Πp

2 -c

Plurality in PTIME PP-c PP-c in PPNP in PPNP Πp
2 -c

Majority in PTIME PP-c PP-c in PPNP in PPNP Πp
2 -c

Supermajority in PTIME PP-c PP-c in PPNP in PPNP Πp
2 -c

5 Desired Outcome

The Desired Outcome problem [18] is the problem that a player must solve at
each step of a strategic abstract argumentation game. It requires identifying
a move in the strategic argumentation game that would achieve the player’s
desired outcome.

The Desired Outcome Problem for P

Instance. A split argumentation framework (ACom,AP ,AO,�) and a
desired outcome for P .
Question. Is there a set I ⊆ AP such that P ’s desired outcome is achieved
in the argumentation framework (ACom ∪ I,�)?

The complement of this problem is also of interest, because it addresses the
question: has P lost?

The Desired Outcome Problem for O is similar.
There is a straightforward relationship between the Desired Outcome prob-

lem and the Aim Verification problem: solving the DO problem involves choosing
a move and verifying that the aim is satisfied by the move. This leads to the
following result.

Proposition 4. Fix an argumentation semantics σ, and let C be a complexity
class.

1. Suppose the Aim Verification problem for σ and a given aim is in C. Then
the Desired Outcome problem with the aim is in NPC.

2. Suppose the Aim Verification problem for σ and a given aim is in NPC. Then
the Desired Outcome problem with the aim is also in NPC. Furthermore, if the
Aim Verification problem is NPC-complete, then so is the Desired Outcome
problem.

The above proposition gives us upper bounds for each of the Desired Out-
come problems, and matching lower bounds for some of them. The lower bounds



70 M.J. Maher

Table 3. Complexity of the desired outcome problem for P , for selected aims and
semantics. (Results for grounded and stable semantics are essentially due to [18].)

Grounded Stable Complete Preferred Semi-stable Eager

Existential NP-c NP-c NP-c NP-c Σp
2 -c Σp

3 -c

Universal NP-c Σp
2 -c NP-c Σp

3 -c Σp
3 -c Σp

3 -c

Unrejected NP-c Σp
2 -c Σp

2 -c Σp
2 -c Σp

3 -c Σp
2 -c

Uncontested NP-c Σp
2 -c Σp

2 -c Σp
2 -c Σp

3 -c Σp
3 -c

Plurality NP-c NPPP-c NPPP-c NPPP-c NPPP-c Σp
3 -c

Majority NP-c NPPP-c NPPP-c NPPP-c NPPP-c Σp
3 -c

Supermajority NP-c NPPP-c NPPP-c NPPP-c NPPP-c Σp
3 -c

for stable semantics provide matching lower bounds for some aims under the
preferred semantics. The remaining matching lower bounds can be obtained by
adapting the corresponding construction for the Aim Verification problem.

Theorem 2. The complexity of the Desired Outcome problem for P is as stated
in Table 3.

Note that we do not have a characterization of the complexity of the
Aim Verification problem for the counting aims under the preferred and semi-
stable semantics but, nevertheless, have a characterization for the corresponding
Desired Outcome problems. This comes about through the use of Lemma 1. By
Proposition 4 and Theorem 1 these Desired Outcome problems lie in NPPPNP

.
By Lemma 1, this class is equal to NPPP. Finally, the problem for the sta-
ble semantics provides a lower bound to both the preferred and semi-stable
semantics.

6 Winning Sequence

In the case of collusion between P and O to ensure that (say) P wins, the players
must arrange a sequence of moves that satisfy the rules of the game and leads
to P winning. This sequence must give the appearance of being normal play. In
particular, O cannot simply “give up” and fail to make a move – such behaviour
would open her to charges of incompetence or corruption. Instead, she must
exhaust her possible moves.

The Winning Sequence Problem for P

Instance. A split argumentation framework (ACom,AP ,AO,�) and a
desired outcome for P .
Question. Is there a sequence of moves such that P wins?

Because the losing player must protect her reputation (and, perhaps, her
licence to act as an agent), the players must collude on a sequence of moves
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Table 4. Complexity of the winning sequence problem for P for selected aims and
semantics. (Results for grounded and stable semantics are essentially due to [18], except
for the existential aim under the stable semantics.)

Grounded Stable Complete Preferred Semi-stable Eager

Existential Σp
2 -c Σp

3 -c Σp
3 -c Σp

3 -c Σp
4 -c Σp

3 -c

Universal Σp
2 -c Σp

2 -c Σp
2 -c Σp

3 -c Σp
3 -c Σp

3 -c

Unrejected Σp
2 -c Σp

2 -c Σp
2 -c Σp

2 -c Σp
3 -c Σp

4 -c

Uncontested Σp
2 -c Σp

2 -c Σp
3 -c Σp

3 -c Σp
3 -c Σp

3 -c

Plurality Σp
2 -c NPNPPP

-c NPNPPP
-c NPNPPP

-c NPNPPP
-c Σp

3 -c

Majority Σp
2 -c NPNPPP

-c NPNPPP
-c NPNPPP

-c NPNPPP
-c Σp

3 -c

Supermajority Σp
2 -c NPNPPP

-c NPNPPP
-c NPNPPP

-c NPNPPP
-c Σp

3 -c

that can be defended as normal play. This is a source of the complexity of the
Winning Sequence problem.

The Winning Sequence problem can be solved by the following algorithm:

Nondeterministically choose n < min{|AP |, |AO|}. Nondeterministically
choose sets S1, T1, S2, . . . , Tn−1, Sn where Si ⊆ AP and Ti ⊆ AO. Verify
that after each Si move P ’s aim is satisfied, and that after each Ti move
O’s aim is satisfied. Verify that the following fails: there is Tn ⊆ AO such
that in the resulting argumentation framework O’s aim is achieved.

This is a polynomially bounded nondeterministic computation, using as ora-
cles verification of the aims for P and O and the (complement of the) Desired
Outcome problem for O. From the complexity of these oracles we obtain upper
bounds on the complexity of the Winning Sequence problem. To obtain lower
bounds it suffices to consider winning sequences of length 1.

Theorem 3. The complexity of the Winning Sequence problem for P is as stated
in Table 4.

Note that the Winning Sequence problem for P with the existential aim under
the stable semantics is Σp

3 -complete, and not Σp
2 -complete as stated in [18]. The

problem is in Σp
3 , using the above algorithm. Completeness is by reduction of

satisfiability of ∃∀∃ QBF formulas. This error affects one of the conclusions of
[18]: with the existential aim under the stable semantics strategic argumentation
is, in fact, resistant to collusion.

7 Winning Strategy

In the case of espionage, one player, say P , knows her opponent’s arguments AO

and desires a strategy that will ensure P wins, no matter what moves O makes.
A strategy for P in a split argumentation framework (ACom,AP ,AO,�) is a
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function from a set of common arguments to the set of arguments to be played
in the next move. A sequence of moves S1, T1, S2, T2, . . . resulting in common
arguments AP,1

Com,AO,1
Com,AP,2

Com,AO,2
Com, . . . is consistent with a strategy s for P

if, for every j, Sj+1 = s(AO,j
Com,AP ). A strategy for P is winning if every valid

sequence of moves consistent with the strategy is won by P .

The Winning Strategy Problem for P

Instance. A split argumentation framework (ACom,AP ,AO,�) and a
desired outcome for P .
Question. Is there a winning strategy for P?

The following result shows that the Winning Strategy problem is PSPACE-
complete for all completist semantics and all the aims discussed in this paper.

Theorem 4. Consider any completist semantics for abstract argumentation,
and any of the above aims for P .

The Winning Strategy problem is PSPACE-complete.

It is straightforward that this problem is in PSPACE. To show it is PSPACE-
hard we build on the proof of PSPACE-hardness for the grounded semantics
[17]. All argumentation frameworks in the construction in that proof are well-
founded in the sense of [7]. Consequently, these argumentation frameworks have
a single complete extension [7]. Thus all completist semantics are identical on
such argumentation frameworks. The result then follows.

8 Resistance to Corruption

The idea of resistance is due to [3] which formulated the notion that a vot-
ing system is resistant to manipulation if the complexity of determining the
right actions to achieve a manipulation is NP-hard. Thus manipulation requires
greater computational effort than simply voting (which is polynomial), under the
commonly-believed assumption that PTIME 	= NP. (If PTIME = NP then the
polynomial hierarchy collapses.) [16,18] adapted this idea to strategic argumen-
tation, formulating that it is resistant to collusion if the complexity of choosing

Table 5. Resistance to collusion to ensure P wins, for several aims and semantics.

Grounded Stable Complete Preferred Semi-stable Eager

Existential Resistant Resistant Resistant Resistant Resistant

Universal Resistant Resistant

Unrejected Resistant Resistant

Uncontested Resistant Resistant Resistant Resistant

Plurality Resistant Resistant Resistant Resistant Resistant

Majority Resistant Resistant Resistant Resistant Resistant

Supermajority Resistant Resistant Resistant Resistant Resistant



Resistance to Corruption of General Strategic Argumentation 73

the right collusive actions (i.e. the complexity of the Winning Sequence prob-
lem) is greater than the complexity of making a single move (i.e. the Desired
Outcome problem), under the assumption that the polynomial hierarchy does
not collapse. Similarly, strategic argumentation is resistant to espionage if the
complexity of the Winning Strategy problem is greater than the complexity of
the Desired Outcome problem.

However, a player must make a sequence of moves in strategic argumentation,
and so we propose a slightly stronger notion of resistance, where the complexity
D of the Desired Outcome problem is replaced by PTIMED, which is the com-
plexity of a deterministic algorithm incorporating the solving of a polynomial
number of Desired Outcome problems. This makes no difference to the results in
[16,18], but it seems a more accurate representation of the concept of resistance.

In the case of espionage, we must compare the cost of solving a sequence of
Desired Outcome problems for P against that of solving the Winning Strategy
problem. Our modified formulation of resistance has no effect since the Winning
Strategy problem is PSPACE-hard for all aims and semantics. Thus, in every
case, strategic argumentation is resistant to espionage. However, the “distance”
between the complexity of normal play and of the Winning Strategy problem
for the counting aims appears less than for the other aims (that is, the other
aims are low in the polynomial hierarchy whereas even NPPP contains the entire
polynomial hierarchy).

For collusion, the question of resistance is more complicated. First, we must
specify whether the collusion is to make P or O win, since the complexity of
the Winning Sequence problem is different, in general, for the two players. We
have assumed the collusion supports P . We must require that the complexity of
the Winning Sequence problem is greater than the complexity of both players’
normal play, since both players are colluding. The resistance to collusion in
favour of P is expressed in Table 5. It turns out that our modified formulation
of resistance has no effect on these results.

There are some clear patterns in Table 5. The counting aims are resistant to
collusion, except under the eager semantics. It seems reasonable to expect that
other non-unitary semantics will also have this property. The existential aim is
also resistant to collusion, again except for the eager semantics. On the other
hand, the universal aim is not resistant to collusion, except under the grounded
and complete semantics. This contrast arises indirectly from the complexity of
the Aim Verification problem for O, which tends to be an existential (i.e. Σ)
complexity for P ’s universal aim, with the Desired Outcome problem having the
same complexity. The Desired Outcome problem for P has a greater complex-
ity, which matches the complexity of the Winning Sequence problem for P . and
a universal complexity (i.e. Π) for P ’s existential aim. (The Aim Verification
problem for the universal aim is in PTIME for both the grounded and complete
semantics, which helps explain these exceptions.) The uncontested aim is closely
related to the existential aim which explains its resistance. In the two seman-
tics where strategic argumentation with the uncontested aim is not resistant to
collusion the uncontested aim is identical to the universal aim.
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9 Conclusions

We have established the complexity of several computational problems related
to strategic argumentation, for a variety of semantics and strategic aims. We
identified an algebraic structure underlying the aims, and exploited it to simplify
proofs. We have shown that strategic argumentation is resistant to espionage
under all semantics and aims. We have also identified those cases where strategic
argumentation is resistant to collusion. We outlined some causes for patterns in
resistance which suggest that these patterns will hold for other semantics.

These results extend to some concrete argumentation formalisms, using the
same methods [17] as used in [18]. In particular, they apply to the ASPIC family
of languages [19], flat assumption-based argumentation [5], and the ambiguity-
blocking defeasible logics in the DL framework [1].
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Abstract. This paper proposes a behavioral strategy called expecta-
tion of cooperation with which cooperation in the prisoner’s dilemma
game spreads over agent networks by incorporating Q-learning. Recent
advances in computer and communication technologies enable intelligent
agents to operate in small and handy computers such as mobile PCs, tablet
computers, and smart phones as delegates of their owners. Because the
interaction of these agents is associated with social links in the real world,
social behavior is to some degree required to avoid conflicts, competition,
and unfairness that may lead to further inefficiency in the agent society.
The proposed strategy is simple and easy to implement but nevertheless
can spread over and maintain cooperation in agent networks under certain
conditions. We conducted a number of experiments to clarify these condi-
tions, and the results indicate that cooperation spread and was maintained
with the proposed strategy in a variety of networks.

1 Introduction

Humans can be seen as self-interested and individually rational but often pur-
sue social benefits on the basis of, for example, altruism and reciprocity. This
kind of behavior is selected to avoid/resolve social dilemmas such as conflicts
between (groups of) humans and the existence of free riders. On the other hand,
with recent advances in computer and networking technologies, many comput-
erized services are proposed in which computer software programs called agents,
which work as delegates of companies, organizations, and individuals, act for
assistance, advices and tutorial role towards their owners/people in a given con-
text or ambient. Because the interaction between agents occurs on the basis of
social connectivity in the real and virtual worlds, the behaviors of certain agents
directly or indirectly affects the behaviors of other agents, and finally their effect
returns to the original agents. Hence, agents’ decisions made only from the self-
interested and local viewpoints often result in non-cooperative behavior resulting
in conflicts that may cause loss for both sides. To avoid such conflicts, agents
should take into account not only local benefits but also collective benefits; such
socially cooperative behavior may be the non-best choice from a short-term and
local viewpoint but will bring better results eventually in the long term.
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A number of studies have been conducted to identify what maintains socially
cooperative behavior. One notable and traditional study was the evolution of
cooperation in public goods games by Axelrod [1] whose game structure is intrin-
sically an n-person prisoner’s dilemma (PD) game. His paper investigated the
conditions in which cooperation emerged in norm and meta-norm games, which
are public goods games with punishment. Although the PD game has a fun-
damental structure of social interaction between agents, normal self-interested
agents cannot evolve cooperation because defection is a unique Nash equilibrium.
Thus, many researches focused on the mechanism/features for learning and/or
emergence of cooperation in PD games between two persons (agents) [13] or in
agent networks [9,19]. For example, Moriyama et al. [13] proposed Q-learning
with subjective utility that could lead to cooperative behaviors in two-person PD
games. Matsuda [9] showed that cooperation was evolved in agent networks with
high probability by introducing a number of zealous cooperators, which almost
always select cooperation, into the networks. However, the way to introduce
these mechanisms into agents, which are computational entities, is not obvious
and may not be practical. We believe that computationally tractable and/or
conceptually reasonable methods that lead to cooperative behavior in the agent
network are still to be investigated.

The contribution of this paper is the proposal of the simple behavioral strat-
egy called expectation of cooperation with which (the norm of) cooperation in
the PD games emerges or spreads over agent networks under a certain condi-
tion. The basic concept behind the proposed strategy is that agents are socially
rational to some extent, meaning that they know that mutual cooperation is
better for both sides, so they hope it, but they also know that the benefit can be
reaped only when all agents select the cooperation strategy. Furthermore, agents
can observe others’ strategies only when they play the games and do not have
an option to interact with the partner agents before the games (as in [4]). In
our framework, they perform pairwise PD games between neighbors in an agent
network and learn which strategy, cooperation (C) or defection (D), is better
through Q-learning with ε-greedy method (0 < ε � 1). They may learn to select
D in normal situations since it is the equilibrium strategy. However, when they
happen to select (C, C), the agents with the expectation of cooperation behav-
ioral strategy try cooperation by selecting C a few times in the hope that all
agents (or at least, all agents in their neighborhood) begin to cooperate. We
then experimentally show that the expectation of cooperation strategy fosters
cooperation in the whole network, although it is simple and easy to implement.

This paper is organized as follows. We describe related work in Sect. 2.
Section 3 discusses the model of pairwise PD game in the agent network and
explains the models of networks used in our experiments. Then, we propose
expectation of cooperation behavioral strategy and ensemble strategy decision
based on Q-values in Sect. 4. Section 5 experimentally shows that the proposed
strategy can evolve, spread, and maintain cooperation. We then investigate the
conditions under which cooperation spreads in the agent society by varying the
number of times for challenging cooperation called cooperation persistence after
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encountering mutual cooperation and the initial situations in a variety of net-
works. Particularly, we show that the agents in the network generated by con-
necting nearest neighbor (CNN) model relatively easily establish and maintain
cooperation, although a few agents learn that defection is better for their own
utilities.

2 Related Work

Many studies on cooperation in PD games have been conducted in economics,
computational biology, sociology and computer science (e.g., [6,14,19]). A
notable report by Nowark [14] explains the five rules for evolving cooperation
observed in human society and biological systems (using the evolutionary game
framework). For example, indirect reciprocity is likely to develop cooperation
under the assumption that the agents that selected cooperative behavior are
conveyed to others and thereby get the good reputations [15]. In addition, Rock-
enbach and Milinski [17] investigated how to combine reputation building and
costly punishment to sustain cooperation.

A number of studies focused on the rules or mechanisms other than those
of Nowark [14] and on variations of PD games for the evolution of cooperation.
Ohdaira and Terano [16] experimentally showed that when the agents discard
the best choice and select the second-best strategy, they develop cooperation
with high probability (but not in all cases) in PD games between two groups of
agents using the evolutionary game. Li and Yong [7] proposed a variation of the
PD game, called the quantum PD game, by introducing quantum strategy (they
also call an agent with this strategy a super cooperator) based on entanglement
degrees that represent the relationship between players. They then showed that
quantum strategy wins the defector-dominated world in a scale-free network [8].

Recently, Matsuda [9] indicated that a small fraction of perfect and imper-
fect zealous cooperators (i.e., they keep cooperating) facilitates the emergence of
cooperation in social dilemma situations. He insisted that this phenomenon was
not included in the five rules [14] but was a case for the cascading phenomena
observed in experimental studies in human social networks [3]. We believe that
our proposed strategy is also another form of cascading where agents are not
usually cooperative but hope for emergence of cooperative behavior in the local
areas when they have encountered cooperation. Xianyu [25] reported that agents’
adaptive expectations through communication prior to each game improve (but
oscillate) the frequency of cooperation of PD games in complex networks. Our
proposed strategy is also based on an expectation but only from a simple behav-
ioral strategy with local interaction.

On the other hand, multi-agent system research focused on how coordi-
nated behaviors emerge or are learned in agent networks. For example, Sen and
Airiau proposed a framework for the emergence of norms for coordination games
through social learning and showed that norms could arise in agent networks of
complete graphs [18]. Villatoro et al. [23] discussed the situation in which main
and local norms co-exist in certain networks, such as small-world networks, and
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the entire network does not converge to a single norm. Thus, they proposed two
instruments, rewiring and observation, to facilitate convergence in the whole
networks. Sugawara [21] studied the emergence and stability of norm for the
conflicting situation that was described by using Markov game and intrinsically
a type of anti-coordination game from the long-term viewpoint. Yu et al. [26]
proposed a collective learning framework in which agents decide their behaviors
based on majority voting together with their neighbor agents; thus, this mech-
anism imitates human relationships in society to some extent. Shibusawa and
Sugawara [20] introduce the learning method by taking into account the influ-
ential weight with which a larger community affects other smaller communities.
They experimentally show that their method succeeded in showing the emer-
gence of norms in the networks where a certain method [26] could not. However,
these works tried to have all agents learn norms using reinforcement learning
to share one of Nash equilibria of coordination games. None of these focus on
cooperation in PD games in which cooperation is not a Nash equilibrium, so it
is unstable in the society of self-interested agents.

Of course, a number of studies have discussed the emergence of cooperation
in PD games in the context of multi-agent systems (e.g., [10,11,13]). Hao and
Leung [4] also studied the emergence of cooperation in a rational agent society
with a number of influencer agents (IAs) that are usually added intentionally and
take pre-defined actions to achieve certain desirable goals. They also assumed
that agents had the option to know the type of partner (rational agent or IA) and
ask the partner to decide the joint action. They found that IAs could facilitate
cooperation in pairwise PD and anti-coordination games. However, we assume
that all agents are of the same type and follows a shared simple rule in our paper.
Matlock and Sen [10] proposed a number of tag-based mechanisms [5] for coordi-
nation in multi-agent systems, and they analyzed them and showed that some of
them enhanced the evolution of cooperation in evolutionary computation of PD
games by multiple agents [11]. Moriyama [12] proposed a utility-based Q-learning
in which agents have an emotional mechanism deriving subjective utilities from
objective rewards, and they learn Q-values using the utilities. Then, they pro-
posed the evolutionary mechanism for deciding subjective utilities to facilitate
cooperation in iterated PD games [13]. However, these researches assumed iter-
ated PD games between two agents or two groups of agents and did not discuss
emergence of cooperation (except Hao and Leung [4]), meaning that almost
all agents in the society follow the same strategy for cooperation. On the other
hand, this paper proposes a simple behavioral strategy with Q-learning to spread
cooperation over a variety of agent networks through local interactions.

3 Model and Agent Networks

3.1 Prisoner’s Dilemma Game

A = {0, . . . , n − 1} is the set of n agents that are connected with a network,
called an agent network and denoted by graph G = (A,E), where E is the set
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of (undirected) links. The set of neighbors of agent i ∈ A is denoted by Ni and
is defined as

Ni = {j ∈ A | (i, j) ∈ E}
Now, all the agents in the agent network play pairwise PD games with their
neighbors in a round with a random order. The PD game is described by the
following payoff matrix:

C D
C R,R S, T
D T, S P, P

where T > R > P > S and 2R > T +S are satisfied. Let Str = {C,D} be the set
of strategies that the agents can adopt. It is known that the (unique) equilibrium
of the PD game is D, so their rational strategy is D for both sides; thereby, they
are likely to receive P . Obviously, the joint action (C, C) is preferable but is not
stable since they may have an incentive to change to D to receive more payoffs.
Of course, other agents also reason in the same way, so they finally select joint
action (D,D) if they do not have another rule to follow.

3.2 Network Structures

The structure of the agent network reflects the relationships of social interac-
tions of agents based on real-world connectivity, such as a social network in
human society, the topology of the Internet, and the distributed computer sys-
tems running on the Internet. Thus, a number of networks have been proposed
to characterize the structures of these social interactions. In this section, we
describe the models that generate networks used in our experiments below.

Barabasi-Albert Model. The Barabasi-Albert (BA) model [2] generates scale-
free networks by using a mechanism called preferential attachment, in which
when a new link is created, an agent (node) i connects to another agent j with
a probability proportional to its degree. BA networks are characterized by the
parameter new link number, M(> 0), and are created as follows. The initial
graph (A,E) is defined as a complete graph consisting of M agents. When a
new agent i is added to A, i generates M links to the agents selected from A
with probability dj/

∑
k∈A\{i} dk, where dj is the degree of node j ∈ A in the

network. This process is iterated until the required number of agents is reached.

Connecting Nearest Neighbor Model. The connecting nearest neighbor
(CNN) model has the small-world property, a large cluster coefficient, and scale-
free property. It is parametrized by conversion probability, 0 < u < 1, expressing
the probability of converting a potential link of the current network (A,E) into
an actual link, where the potential link is defined as

{(i, j) �∈ E | ∃k ∈ A s.t. k ∈ Ni ∩ Nj}.

Starting with a complete graph of a single or a few agents, networks are created
by iteratively performing the following rules [22].
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1. With probability 1 − u, a new node i is added to the graph, the edge from i
to the existing node j selected randomly from A is created, and A is set to
A∪{i}. At this time, a number of potential links from the neighbors of j and
i are created.

2. With probability u, one randomly selected potential link is converted into an
actual link, so the converted link belongs to E.

CNN networks often characterize structures of friendships in social network
media, so they are important to understand the interaction in social media and
applications based on human networks.

We also examine complete graphs (or complete-graph networks) of A in the
experiments presented in Sect. 5 for comparison.

4 Proposed Method

4.1 PD Games with Combined Strategy Decision Based
on Q-Values

For a given agent network G = (A,E), we assume that all pairs of agents in E
play the PD game once in a single round in random order. Therefore, |E| games
are played in a round. Agent i decides its strategy by the combined strategy
decision with Q-value (or simply the combined strategy decision) with ε-greedy
method for all neighbors. More specifically, i has the Q-value, Qi(s, j), for the
strategy s ∈ Str and neighbor agent j ∈ Ni at the t-th round, and it is updated by

Qi
t(s, j) = (1 − αi) · Qi

t−1(s, j) + αi · rij,t−1,

where rij,t−1 is the payoff received after the latest PD game with j at round t−1,
and αi is the parameter for the learning rate of agent i.

At the beginning of the t-th round, agent i identifies its strategy, si(t), so
that the following condition is satisfied.

si(t) = arg max
s∈Str

pi(s), (1)

where pi(s) is the preference function for combined strategy decision. In our
experiments, we define it as a majority voting, i.e.,

pi(s) =
∑

j∈Ni

δ(s, sij(t − 1)) (2)

sij(t − 1) = arg max
s∈Str

Qi
t−1(s, j), (3)

where δ(s, s′) = 1 if s = s′; otherwise it is zero. Then, i selects strategy si(t)
with probability 1− ε and selects it randomly from Str with probability ε. Since
|Str | = 2, another strategy would be selected with probability ε/2. Note that
if more than one maximum values exist in Eq. (1) or Eq. (3), they are selected
randomly. We call strategy si(t) as the preferred strategy of i at the t-th round.
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4.2 Expectation of Cooperation Strategy

Agents with the proposed behavioral strategy, called the expectation of coop-
eration strategy, are assumed to know that collective cooperative behavior is
better than defection, so they expect (hope for) it when interacting with their
neighbors, but they also know that it is fruitless if other local agents do not
cooperate. We introduce the positive integer, L, which represents the term of
cooperation persistence. Agent i also has the parameter li(≥ 0) to express the
remaining number of times for persisting cooperation, i.e., when li = 0, i selects
the preferred strategy in accordance with the result of the combined strategy
decision described above, but while li > 0, i causes cooperation persistence in
the hope of cooperation in the local environment. The initial value of li is set to
zero.

If agents i and j happen to mutually select cooperation, (C,C), they will
individually set li and lj to L and enter the term for persisting cooperation in
the hope of (local) emergence of cooperation. Thus, i (and j) persist cooperation
in at least the next L PD games (not rounds) with their neighbors (so i hardly
has a chance to play the game with j again in the next L games), and li is
decremented by one after each game. However, if i encounters joint (C,C) again,
li is set to L and the term for persisting cooperation is prolonged. It is obvious
that if the cooperation persistence, L, is large, agents continue to select C, and
if L = 0, it is the PD games with normal Q-learning, so all agents tend to select
D, which is the Nash equilibrium. We are interested in the smallest value of L
that leads to (almost) total cooperation.

Agents whose preferred strategy is C are defined as the normative cooperative
agents, or simply NC agents. Note that si(t) = C for t ≥ ∃T0 indicates that i
stably learned that C (cooperation) was better with combined strategy decision
based on Q-values, so i was likely to select C even when li = 0. According to the
definition in Yu et al. [26], let us define the emergence of cooperation when more
than 90 % of agents are NC. On the other hand, even if agent i is not NC, i may
cooperate due to the expectation of cooperation behavioral strategy due to the
mutual cooperation with the neighbor agents. We call the spread of cooperation
when more than 90 % of agents continuously take cooperation, C.

5 Experiments and Results

5.1 Cooperation in Agent Networks

We evaluated our strategy using the three types of agent networks described in
Sect. 3.2. In all the experiments below, we define the payoff matrix as T = 5,
R = 3, P = 1, and S = 0. Note that cooperation persistence, L = 0, is identical
to only the strategy with combined strategy decision. The learning rate α (= αi

for ∀i ∈ A) is set to 0.1, and ε for the ε-greedy strategy is set to 0.05. The data
described below is the mean values of 20 independent trials.

In the first experiment, we investigated whether cooperation spread or
emerged, and if so, how many agents selected strategy C by varying the value
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Fig. 1. Ratios of cooperation per round.

of cooperation persistence, L. We first show the results when the agent network
is represented by complete graphs because the structure is canonical and the
derived results must be the basis for comparison. We set the number of agents
|A| to three hundred.

Figure 1(a) plots the ratios of agents per round that select cooperation, C,
because they are in term of cooperation persistence or their Q(C) is larger than
Q(D). Note that the initial values of Qi

0(s, j) for ∀i ∈ A and ∀j ∈ Ni is set to 0.
We can see that when L ≤ 2, cooperation could not spread over the society of
agents with the expectation of cooperation strategy but did spread when L ≥ 3.

Note that we also conducted the same experiment for the agents with only
expectation of cooperation strategy without the combined strategy decision with
Q-values, so agent i selects D with probability 1 − ε and C or D randomly with
probability ε when li = 0. In this case, no cooperation spread nor emerged even
when L = 5.
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Fig. 3. Number of NC agents.

We investigated the same experiments for the CNN and BA networks in
which the number of agents were one thousand (|A| = 1, 000). The results are
shown in Fig. 1(b)–(e). Interestingly, these graphs show the same gap between
L = 2 and 3, i.e., when the cooperation persistence is larger than or equal to 3,
cooperation spread, although their convergence speeds were slightly low. Note
that when L ≤ 2, the ratios of cooperation reached 2.5 % due to the ε-greedy
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selection where ε = 0.05. We do not show it here, but in Watts-Strogatz (WS)
networks with a rewiring probability of 0.1 [24], cooperation emerged when L ≥ 3
as well.

5.2 Distribution of Preferred Strategies

We investigated the mean Q values, Qt(C) and Qt(D), in all agents and the ratios
of agents in which the preferred strategy is cooperation (si(t) = C), where

Qi
t(s) =

∑

j∈Ni

Qi
t(s, j)/|Nj |

and
Qt(s) =

∑

i∈A

Qi
t(s)/|A|

for ∀s ∈ Str .
We plotted the values of Qt(s) in Fig. 2 (we omit the subscript t in this

figure) and the ratios of NC agents in Fig. 3(a) when the networks are complete
graphs. These figures indicate that when L = 2, Qt(C) became large, but Qt(D)
increased more quickly. In such a society dominated by defection strategy, coop-
eration always received lower utility, and higher utility was given to adversary
agents, so agents hardly ever selected cooperation. When L = 3, cooperation
spread more quickly and emerged in all agents. Actually, Qt(C) immediately
became 3, but Qt(D) stayed at around 0.2. Thus, they tended to mutually select
cooperation, so they continued to expect cooperation around them (and vice
versa). Because all agents were connected to each other in a complete graph,
anyone’s cooperation directly affected the strategies of other agents. Therefore,
convergence was very fast. As for the results, when L ≥ 3, all agents learned
that C was better than D only within approximately ten rounds and became
NC agents. (the preferred strategy was si(t) = C for t ≥ 10 and ∀i ∈ A) as
shown in Fig. 3(a). Thus, we can say that the norm for cooperation emerged
successfully when L ≥ 3. When L ≤ 2, half of the agents seemed to cooperate
initially, but agents gradually learned that Qi

t(D) was higher and finally tended
to select defection.

However, this situation is slightly different from those in other networks.
Figure 3(b)–(e) indicate the ratios of NC agents when the agent networks are
BA and CNN. Although Fig. 1(b)–(e) show that cooperation spread over the
networks when the cooperation persistence, L, was larger than or equal to three,
all agents did not learn that cooperation was better in these networks. For exam-
ple, when L = 3, around 82 % of the agents in BA networks and 60 % of the
agents in CNN networks were NC agents, and the other agents preferred D
to C (si(t) = D). In this sense, we cannot say that the norm for cooperation
emerged. As an example, we show the distributions of NC agents in a CNN
network (u = 0.3) of a certain experimental trial in Fig. 4, where filled (open)
nodes are NC (non-NC) agents. This figure indicates that non-NC agents (open
nodes) exist sparsely. However, a considerable number of agents learned that
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Filled nodes indicate NC agents.
Open nodes indicate non-NC agents.

Fig. 4. Distribution of NC agents in a CNN network (u = 0.3).

cooperation (C) was better than defection (D), and under this environment, the
expectation of cooperation behavioral strategy regulated and maintained the
cooperative society.

5.3 Effect of Initial Strategy on Emergence

The ratios of NC agents and of cooperation in networks seemed to depend on
the ratios of cooperation in the first round (initial strategies) due to the charac-
teristics of expectation of cooperation behavioral strategy since the joint action
(C,C) by a pair of agents forced them to cooperate individually for the next L
rounds. In the experiment described above, Q(C) = Q(D) = 0, so fifty percent
of the agents preferred cooperation (si(0) = C), and the other agents preferred
defection (si(0) = D) on average. In the next experiment (Exp. 2), we set the
Q-values, Q(C) = Q(D) = 0, like in the previous experiment, but we assumed
that agents selected C as the initial preferred strategy, si(0), with probability
RC (0 ≤ RC ≤ 0.5, so the other agents selected D with probability 1 − RC).
Note that RC = 0 means the initial agent networks that were dominated by
defection, which is the equilibrium strategy, because Qi

1(D, j) > Qi
1(C, j) for
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∀i ∈ A and ∀j ∈ Ni after the first play in the initial round. Parameter RC is
called the initial cooperation rate. Note that many of the studies mentioned in
Sect. 2 usually started their experiments from fair or random initial states, which
correspond to RC = 0.5 in our experiments.

Figure 5(a)–(e) plotted the ratios of cooperation at the 5000th round when
RC was varied. We added the curves for L = 2.5 and 3.5 for more detailed
investigation. Note that when L is not an integer, it is selected probabilistically;
for example, if L = 2.5, agents initially select 2 or 3 with the same probability.
Instead, we omitted the curves for L = 0 and 5 since these results are obvious
from the others. When the agent network is a complete graph (Fig. 5(a)), the
ratios of cooperation sharply increase to 100 % with increasing initial cooperation
rate, RC . For example, the curve for L = 3 indicated that all agents selected C
after all when RC = 0.45, but approximately half of the agents and none of the
agents selected C when RC = 0.40 and RC = 0.35, respectively. When the initial
cooperation ratio was small, the experiment started from the situation in which
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many agents preferred D. Furthermore, since agents were tightly connected to
each other in the complete graph, relatively larger cooperation persistence, L,
was necessary to overturn the situation where D was the majority strategy, but
the overturn was immediate if RC reached a sufficiently large number. For the
BA agent network, the graph in Fig. 5(b) indicates characteristics similar to those
of the complete graphs, but slightly larger initial cooperation ratios than those
in complete-graph networks were required so that all agents chose cooperation,
C. Note that in this network, a few agents were not NC even when the ratio of
cooperation was 100 % as shown in Fig. 3(b).

On the other hand, in the CNN networks as shown in Fig. 5(c)–(e), the ratios
of cooperation increased gently in accordance with the values of RC ; when u was
smaller, the curves were more gentle. Furthermore, even when RC was small,
a considerable number of agents selected C; for example, when L = 3 and
RC = 0.1, approximately 76 % (when u = 0.3) and 43 % (when u = 0.5) of
agents cooperated in CNN networks. We think that this is the characteristic of
CNN networks, and we will discuss it in Sect. 5.4. Figure 6 plots the ratios of
cooperation in the CNN network when u = 0.3 and RC = 0.1 to see how coop-
eration spread. This figure suggests that, though the speed was low, the ratios
gradually increased toward 80 % when L = 3. However, when L = 2, the ratios
stayed at less than 10 %.1 Of course, all agents selected D in the complete-graph
and BA networks for L ≤ 5 when RC = 0.1. Another common characteristic
observable in Fig. 5 is that (slightly indistinct) gaps seemed to exist between the
curves of L ≤ 2.5 and L ≥ 3.

5.4 Discussion

Our experimental results indicate that the proposed behavioral strategy, expec-
tation of cooperation, with combined strategy decision based on Q-values,
enabled agents to behave cooperatively in the social dilemma situations charac-
terized by PD games. The experimental results also suggested that, to spread
cooperation, L = 3 or more is enough in many types of networks. Agents that
are programs running on a variety of computational devices, such as servers,
mobile PCs, and smart phones, as delegates of humans may encounter a variety
of social dilemma situations. Cooperation is better for socially rational decision-
making. However, separate cooperation is not possible; agents’ neighbors also
have to cooperate. One important feature of our proposed strategy is that it is
quite easy to implement. We also believe that its semantic meaning described in
Sect. 4.2 is reasonable to regulate the behavior of agents as delegates. These fea-
tures are beneficial and essential for actual applications of multi-agent systems
in the real world.

We think that the expectation of cooperation strategy is another type of
cooperative behavior cascade observed in human social networks [3], which states
that individuals are affected by group members’ cooperative contribution to the

1 When L = 2.5, the ratios increased, but the emergence speed was extremely low.
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future interaction with other individuals, and this effect persists for some peri-
ods and spreads via personal links. Matsuda [9] showed that a small number of
zealots, which are zealous cooperators in an agent network, induced cooperation
at the population level. He also pointed out that induced cooperation by zealots
is similar to the cascading phenomenon [3]. Such zealous cooperators can be wit-
nessed in, for example, team sports, charity, and military services [9]. Although
this theory is quite curious from the viewpoints of sociology and computational
biology, it is not easy to justify the implementation of zealous cooperators into
agents in computer systems applications. On the other hand, in our proposed
method, the non-NC agents exist but they are surrounded by majority of NC
agents as shown in Fig. 4. Thus, their cooperative activities are cascaded to other
neighboring agents, and cooperation spreads and is regulated in all agent finally.
We believe that agents with our proposed strategy are more acceptable and
reasonable to implement than those with the model of zealots [9].

Another related work to discuss here is the influencer agents (IAs) in the PD
games by Hao and Leung [4], since IAs select socially rational actions. In their
framework, the agent can have an additional option of asking its game partner
to make the decision for both agents (joint action pair), apart from choosing
an action from its action set Str . Thus, when an IA decides their joint actions,
it always select socially optimal actions as the joint action pair. However, we
assume that any agents have no chances for asking to decide joint actions, and
instead, try to select cooperation a few times only when they can expect local
cooperative behavior.

Our experiments show that spread of cooperation is more likely to occur in
the CNN network. We believe that it came from the high cluster coefficient val-
ues, so small local communities in CNN networks started to cooperate, and this
socially rational behavior gradually spread via weaker links. Because the CNN
network often reflects the social connectivity between persons [22], it is advan-
tageous. Recent applications of multi-agent systems are, for example, collections
of agents running on individual smart phones/tablet PCs and their interactions
usually occur on the basis of social connectivity between them. An appropri-
ate strategy for attempting to find and establish mutual cooperation effectively
should be implemented in such socially interactive programs, and the proposed
strategy could be useful in these applications.

We also have a number of issues to investigate further. For example, if a
few agents changed to self-interested behaviors or agents that do not follow the
behavioral strategy are added after cooperation spread or emerged, they can
exploit more utilities from other agents, and finally cooperation will dissolve.
We think that we have to introduce another mechanism to avoid and/or detect
such agents, such as learning behaviors of individuals or some mechanisms to
eliminate/lower the incentive to defect; we need to study this topic more.

6 Conclusion

We proposed the expectation of cooperation behavioral strategy with com-
bined strategy decision based on Q-values and showed that cooperation in the
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prisoner’s dilemma game spread over agent networks with this strategy and
learning. Because normal self-interested agents cannot select “cooperation” for
their utilities, we introduced this strategy to induce, spread, and maintain coop-
eration in the whole networks. In this strategy, we assume that agents know
that cooperation is required to avoid wasteful conflict and unfairness from the
social viewpoint, but its benefit can only be obtained by mutual (or entire) coop-
eration. Expectation of cooperation strategy forces agents to keep cooperating
for a short time to make sure that their local agents have started to cooperate.
Our experiments indicate that the expectation of cooperation strategy induces
spread or emergence of cooperation under the appropriate initial conditions and
with the appropriate length of cooperation persistence.

We have a few issues for future study; one issue is the detection of defection
after cooperation spreads as described in Sect. 5.4. Another is to examine the
proposed strategy in an evolving network where nodes are replaced, added, or
eliminated over time.
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Abstract. Intelligent software agents may significantly benefit from
semantic reasoning. However, existing semantic reasoners are based on
Description Logics, which cannot handle vague, incomplete, and unre-
liable knowledge. In this paper, we propose SDL-Lite which extends
DL-LiteR with subjective opinions to represent uncertainty in knowledge.
We directly incorporate trust into the reasoning so that the inconsisten-
cies in the knowledge can be resolved based on trust evidence analy-
sis. Therefore, the proposed logic can handle uncertain information from
unreliable sources. We demonstrate how SDL-Lite can be used for seman-
tic fusion of uncertain information from unreliable sources and show that
SDL-Lite reasoner can estimate the ground truth with a minimal error.

1 Introduction

Information is collected from diverse sources such as sensors, agents, and humans.
However, such information is inherently uncertain — i.e., information can be
vague, incomplete, and unreliable. The vagueness is related to the fuzziness of
propositions addressed in the information, e.g., the weather is cold ; incomplete-
ness is related to lack of evidence about truth of propositions, e.g., the road may
be closed; and reliability may be related to the consistency of information and
trustworthiness of sources.

The Semantic Web (SW) stands as a promising set of technologies for knowl-
edge representation and reasoning. Typically in SW, Description Logics (DLs)
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based representations are preferred as they allow decidable reasoning. Unfortu-
nately, classical DLs assumes the knowledge to be crisp, complete, and reliable.
Even though there are several fuzzy and probabilistic extensions of DLs, still
incompleteness and unreliability of the knowledge cannot be handled by DL
reasoners.

In the vision of SW, trust plays an important role, since the knowledge may
come from unreliable sources [1]. There has been several efforts to integrate
SW with trust modelling. However, none of these efforts incorporate trust into
DL based reasoning; instead, they use trust models to filter information from
unreliable sources before reasoning. Therefore, current DL-based reasoners do
not consider reliability in information explicitly as they are already assumed
to reliable. In this paper, we propose SDL-Lite which extends DL-LiteR with
subjective opinions to allow representation of vagueness and incompleteness in
information. ABox and TBox axioms in an SDL-Lite knowledge base are anno-
tated with subjective opinions that represent belief, disbelief, and uncertainty in
a particular axiom. We formalise how inconsistencies between subjective opin-
ions about ABox axioms can be defined. We then use constraint optimisation
techniques to resolve the inconsistencies through trust-evidence analysis.

The proposed approach has two main contributions. First, it explicitly incor-
porates uncertainty modelling into DL-based reasoning. Second, it exploits
domain constraints defined in TBox to detect inconsistencies among ABox asser-
tions from unreliable sources. Then, these inconsistencies are used to revise trust
in the information. Lastly, the information is fused to come up with a model
approximating the ground truth. Thus, this paper not only proposes a knowl-
edge representation formalism and reasoning mechanisms, but also an informa-
tion fusion framework for uncertain semantic information. Through a case study
and experimental evaluations, we have shown that SDL-Lite can combine uncer-
tain information from unreliable sources and approximates the ground truth
with minimal errors.

The rest of the paper is organized as follows. We begin by introducing pre-
liminary information about DL-LiteR, subjective opinions, and trust in Sect. 2.
Section 3 describes how we extended DL-LiteR with subjective opinions. In
Sect. 4, we explain how inconsistencies are detected and resolved, and how mod-
els are calculated. In Sect. 6, we present a case-study and evaluate our approach.
Lastly, we discuss our approach with respect to existing literature and conclude
the paper in Sect. 7 by highlighting future research directions.

2 Preliminaries

2.1 DL-Based Ontologies

The complexity of logical entailment in most of the Description Logics is Exp-
time [2]. Calvanese et al. [4] proposed DL-Lite, which can express most features
in UML class diagrams with a low reasoning overhead – i.e., data complexity of
AC0 for ABox reasoning. It is for this reason that we base our model on DL-LiteR
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(to be referred to as DL-Lite in the rest of the paper); below we provide a brief
formalisation of DL-Lite to ground the subsequent presentation of our model.

A DL-Lite knowledge base K = (T ,A) consists of a TBox T and an ABox A.
Axioms of the following forms compose K: (a) class inclusion axioms: B � C ∈ T
where B is a basic class B := A | ∃R | ∃R−, C is a general class C := B | ¬B | C1�
C2, A is a named class, R is a named property, and R− is the inverse of R; (b) role
inclusion axioms: Ri � P ∈ T where P := Rj | ¬Rj ; and (c) individual axioms:
B(a), R(a, b) ∈ A where a and b are named individuals. Description Logics
have a well-defined model-theoretic semantics, which are provided in terms of
interpretations. An interpretation I is a pair (ΔI , ·I), where ΔI is a non-empty
set of objects and ·I is an interpretation function, which maps each class C to a
subset CI ⊆ ΔI and each property R to a subset RI ⊆ ΔI × ΔI .

Using a trivial normalisation, it is possible to convert class inclusion axioms
of the form B1 � C1�C2 into a set of simpler class inclusions of the form B1 � Bi

or B1 � ¬Bj , where B1, Bi, and Bj are basic concepts [4]. For instance, during
normalisation, B1 � B2 � ¬B3 is replaced with B1 � B2 and B1 � ¬B3. In
Table 1, we define semantics over a normalised TBox for our variant of DL-Lite —
SDL-Lite.

2.2 Subjective Opinions

Dempster-Shafer Theory (DST) [11] offers a means to characterise an agent’s
view of the state of world by assigning basic probability masses to subsets of
truth assignments of propositions in the logic. In DST, a binomial opinion about
a proposition x is represented by a triple wx = (bx, dx, ux) which is derived from
the basic probability masses assigned to subsets of truth assignments of the
language. In the opinion wx, bx, also denoted by b(wx), is the belief about x —
the summation of the probability masses that entail x; dx, also denoted by d(wx),
is the disbelief about x — the summation of the probability masses that entail
¬x; and ux, also denoted by u(wx), is the uncertainty about x — the summation
of the probability masses that neither entail x nor entail ¬x. The constraints
over the probability mass assignment function require that bx +dx +ux = 1 and
bx, dx, ux ∈ [0, 1]. When a more concise notation is necessary, we use (bx, dx)
instead of (bx, dx, ux), since ux = 1 − bx − dx. The negation over an opinion wx

is defined as ¬(bx, dx, ux) = (dx, bx, ux) = (b¬x, d¬x, u¬x) [7].

Definition 1. Let w1 = (b1, d1, u1) and w2 = (b2, d2, u2) be two opinions about
the same proposition. We call w1 a specialisation of w2 (w1 � w2) iff b2 ≤ b1 and
d2 ≤ d1 (implies u1 ≤ u2). Similarly, we call w1 a generalisation of w2 (w2 � w1)
iff b1 ≤ b2 and d1 ≤ d2 (implies u2 ≤ u1). �

An agent i’s opinion about a proposition x is denoted by wi
x = (bi

x, di
x, ui

x).
This opinion wi

x may not be directly used by another agent j. Agent j could
have a view of the reliability or competence of i with respect to x. Shafer [11]
proposed a discounting operator ⊗ to normalise the belief and disbelief in wj

x

based on the degree of trust j has of i with respect to x, i.e., tji . The normalised
opinion is wi

x ⊗ tji = (bi
x × tji , d

i
x × tji ).
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The trustworthiness of information sources can be modelled using Beta
probability density functions [8]. A Beta distribution has two parameters
(rj

i +1, sj
i +1), where rj

i is the amount of positive evidence and sj
i is the amount

of negative evidence for the trustworthiness agent i agent has for agent j. The
degree of trust tij is then computed as the expectation value of the Beta distri-
bution: tji = (rj

i + 1)/(rj
i + sj

i + 2)
In the rest of the paper, we assume that subjective opinions about various

propositions are received from diverse information sources and added to the
knowledge base after being discounted based on the trustworthiness of their
sources.

3 Adding Subjective Opinions to DL-Lite Axioms

In this section, we introduce how we associate subjective opinions with axioms.

3.1 TBox Axioms

Let X and Y be two atomic classes (or roles). In DL-Lite, the relationships
between the classes (or roles) are asserted using TBox axioms such as X � Y ,
i.e., X is a sub-class of Y , in other words, all instances of X also instances of
Y . We can associate these TBox axioms with opinions as well. For instance,
X � Y : wy|x represents a TBox axiom with the associated opinion. In DL-Lite,
all asserted TBox axioms are assumed logically true. DL-Lite does not allow
negation on the left hand side of class inclusion axioms, Therefore, in a DL-Lite
KB, we can only have the following TBox axioms over X and Y : (i) X � Y ,
(ii) X � ¬Y , (iii) Y � X, and (iv) Y � ¬X. If a DL-Lite KB contains only the
axiom X � Y , but none of the other three, we can assume the following opinions
with the axioms: X � Y :(1, 0), X � ¬Y :(0, 1), Y � X:(0, 0), and Y � ¬X:(0, 1),
where the opinions (1, 0), (1, 0), and (0, 0) refers to logical true, logical false, and
complete uncertainty, respectively.

In this paper, we propose to associate opinions with ABox and TBox axioms
explicitly. For example, we can assert X(o):(0.7, 0.2), i.e., the object o is an
instance of X with belief 0.7 and disbelief 0.2 (the remaining 0.1 is uncertainty).
Similarly, we can assert X � ¬Y :(0.6, 0.1), which means that our belief and
disbelief for the proposition “X and Y are disjoint classes” are 0.6 and 0.1,
respectively; and the remaining 0.3 is our uncertainty about this axiom. This
opinion implies the following opinions as well: X � Y :(0, 0.6), Y � X:(0, 0.6),
and Y � ¬X:(0.6, 0.1). Let us note that X � Y ≡ ¬Y � ¬X and X � ¬Y ≡
Y � ¬X. Therefore, our opinion for X � ¬Y is taken directly as our opinion
for Y � ¬X. Disbelieving X � Y is equivalent to believing one of the following
distinct propositions:

1. X and Y are disjoint classes, i.e., X � ¬Y .
2. Set ofY ’s instances (SY ) is a proper subset ofX’s instances (SX), i.e.,SY ⊂ SX .
3. The previous cases do not hold, but X and Y have some common instances,

i.e., SY \ SX �= ∅, SX \ SY �= ∅, and SX ∩ SY �= ∅.
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Therefore, our belief in X � ¬Y becomes a lower bound for the amount of our
disbelieves in X � Y and Y � X. Let us formalize the relationships between
opinions about TBox axioms using the following axioms over X and Y :

– X � Y :(by|x, dy|x)
– X � ¬Y :(bȳ|x, dȳ|x)
– Y � X:(bx|y, dx|y)

– Y � ¬X:(bx̄|y, dx̄|y)

Then, due to the logical relationships between these axioms, we have the follow-
ing constraints on the opinions associated with them:

– bȳ|x = bx̄|y and dȳ|x = dx̄|y
– dy|x ≥ bȳ|x and dx|y ≥ bȳ|x
– by|x ≤ dȳ|x and bx|y ≤ dȳ|x
– by|x + bȳ|x ≤ 1, since bȳ|x + dȳ|x ≤ 1

If these constraints are not satisfied, the TBox becomes inconsistent. Existing
TBox axioms can be combined to create new TBox axioms. That is, we can
combine X � Z:(bz|x, dz|x) and Z � Y :(by|z, dy|z) to calculate X � Y :(by|x, dy|x)
using the multiplication operator of SL [7]: by|x = bz|xby|z and dy|x = dz|x+dy|z−
dz|xdy|z.

Let us note that, we may derive different opinions for the same TBox axiom
by combining different existing axioms. If we derive several opinions for the same
axiom, we only keep the one with the highest belief value. For example, let us
have X � Z:(0, 1), Z � Y :(1, 0), X � C:(1, 0), and C � Y :(0.5, 0.1). Then,
we derive (0, 1) and (0.5, 0.1) for X � Y ; we chose (0.5, 0.1) as the opinion for
X � Y if no direct opinion is asserted for it.

Given any two concepts or roles X and Y , we can have or derive at most three
TBox axioms X � Y :(by|x, dy|x), Y � X:(bx|y, dx|y), and X � ¬Y :(bȳ|x, dȳ|x).
Regarding these axioms, we restrict SDL-Lite so that one of bȳ|x, by|x, or bx|y
is zero. This restriction on SDL-Lite is enforced to facilitate efficient reasoning
support.

3.2 ABox Axioms

In this work, we assume that information sources provide their opinions about
ABox axioms. Then, these opinions are discounted by the trustworthiness of
these sources. Lastly, the discounted opinions are associated with the ABox
axioms and asserted into an SDL-Lite knowledge base. For the sake of clarity, we
assume that there is a single opinion for each ABox axiom; that is, there is only
one source that provides opinion about a specific ABox axiom. We will release
this assumption later.

The ABox axiom X(o) can be considered as the proposition “the object o is
an instance of X”. Similarly, the ABox axiom R(o1, o2) can be considered as the
proposition “the object o1 has relation R with another object o2”. We can use
the notations X(o):(b, d) and R(o1, o2):(b, d) to associate the ABox axioms with
the related opinions. Let us assume that a source s provide opinion ws

x about
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this axiom. Then, we assert X(o):(ws
x ⊗ ts) in the knowledge base, where ts is

the trust in the source and ws
x ⊗ ts is the discounted opinion.

The asserted opinions can be used with TBox axioms to derive inferred opin-
ions for ABox axioms. Given an ABox assertion Θ:(b, d), an inferred opinion for
Θ is denoted as (b′, d′) such that b′ ≥ b and d′ ≥ d; the inferred opinions satisfy
all domain constraints enforced by TBox axioms.

TBox axioms put domain constraints on inferred opinions for ABox axioms.
Let us assume we have ABox assertions X(o):(bx, dx) and Y (o):(by, dy). Then,
opinions about TBox axioms relating X and Y constrain inferred opinions for
X(o) and Y (o). In order to calculate inferred opinions, we use deduction over
subjective opinions. Subjective Logic uses deduction operator to infer new opin-
ions using conditional opinions based on probability theory. Let x and y be binary
propositions referring to X(o) and Y (o), respectively. and assume we want to
infer probability of y from that of x. For this purpose, we use marginalization
over x in the joint probability distribution as follows:

p(y) = p(x)p(y|x) + p(x̄)p(y|x̄)

where x̄ is another binary proposition equivalent to ¬x. SL extends this approach
for subjective opinions to get the following constraints for the inferred opinion
(b′

y, d′
y) [7]:

b′
y ≥ b′

xby|x + d′
xby|x̄

d′
y ≥ b′

xbȳ|x + d′
xbȳ|x̄ = b′

xbȳ|x + d′
xbx|y

where (b′
x, d′

x) is the inferred opinion for x; by|x refers to the belief in the TBox
axiom X � Y ; by|x̄ refers to the belief in ¬X � Y ; bȳ|x refers to the belief in
X � ¬Y ; and bȳ|x̄ (same as bx|y) refers to the belief in Y � X. Since DL-Lite
does not allow negation at the left-hand side of class inclusion axioms, we have
to assume (by|x̄, dy|x̄) = (0, 0).

Given ABox assertions X(o):(bx, dx) and Y (o):(by, dy), we have the following
constraints for the inferred opinions (b′

x, d′
x) and (b′

y, d′
y).

b′
y ≥ by and b′

y ≥ b′
xby|x (1)

b′
x ≥ bx and b′

x ≥ b′
ybx|y (2)

d′
y ≥ dy and d′

y ≥ b′
xbȳ|x + d′

xbx|y (3)
d′

x ≥ dx and d′
x ≥ b′

ybȳ|x + d′
yby|x (4)

While deriving constraints above, we take X and Y as classes. We can derive
the same set of constraints for the case that X and Y are roles (i.e., relations).
In this case, ABox axioms will be in the form X(o1, o2) and Y (o1, o2). Let us
note that, when X and Y are roles, X � Y implies ∃X � ∃Y , where ∃X and
∃Y are classes.

The class expression ∃R refers to a class of objects with relation R. If (1, 0) is
the opinion for ABox axiom R(o, o1), then (1, 0) is the inferred opinion for ∃R(o)
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and ∃R−(o1). That is, inferred opinions for ABox axioms about R are used to
infer opinions for ABox axioms about ∃R. Let us assume we want to determine
the inferred opinion (b′, d′) for the ABox axiom ∃R(o) and have inferred opinions
〈(b′

1, d
′
1), . . ., (b′

n, d′
n)〉 for ABox axioms 〈R(o, o1), . . ., R(o, on)〉. Then, we have

the constraints

b′ ≥ max(b′
1, . . . , b

′
n) and d′

1, . . . , d
′
n ≥ d′ (5)

since, the belief in ∃R(o) cannot be less than the belief in R(o, oi) and the
disbelief in R(o, oj) cannot be less than the disbelief in ∃R(o) for any i and
j. Similarly, inferred opinions 〈(b′

1, d
′
1), . . ., (b′

n, d′
n)〉 for 〈R(o1, o), . . . , R(on, o)〉

imply (b′, d′) for ∃R−(o) such that b′ ≥ max(b′
1, . . . , b

′
n) and d′

1, . . . , d
′
n ≥ d′.

3.3 Semantics of SDL-Lite

In this section, we formalize the semantics of SDL-Lite using interpretations. Let
W be the set of all possible subjective binary opinions. A subjective interpreta-
tion is a pair I = (ΔI , ·I) where the domain ΔI is a non-empty set of objects
and ·I is a subjective interpretation function, which maps:

– an individual a to an element of aI ∈ ΔI ,
– a named class A to a function AI : ΔI → W,
– a named property R to a function RI : ΔI × ΔI → W.

Table 1. Semantics of subjective DL-Lite

Syntax Semantics

� �I(o) = (1, 0, 0)

⊥ ⊥I(o) = (0, 1, 0)

∃R b((∃R)I(o1)) ≥ max ∪
∀o2

{b(RI(o1, o2))} and

d((∃R)I(o1)) ≤ min ∪
∀o2

{d(RI(o1, o2))}
¬B (¬B)I(o) = ¬BI(o)
¬R (¬R)I(o1, o2) = ¬RI(o1, o2)

R− (R−)I(o2, o1) = RI(o1, o2)

∀o ∈ ΔI ,
Bx 
 By : wy|x b(BI

x (o)) × by|x ≤ b(BI
y (o))

Bx 
 ¬By : wȳ|x b(BI
y (o)) × bȳ|x + d(BI

y (o)) × by|x ≤ d(BI
x (o))

By 
 Bx : wx|y b(BI
y (o)) × bx|y ≤ b(BI

x (o))

By 
 ¬Bx : wȳ|x b(BI
x (o)) × bȳ|x + d(BI

x (o)) × bx|y ≤ d(BI
y (o))

Ri 
 Rj : wj|i ∀o1, o2 ∈ ΔI ,
Ri 
 ¬Rj : wj̄|i b(RI

i (o1, o2)) × b(wj|i) ≤ b(RI
j (o1, o2))

· · · b(RI
j (o1, o2)) × bj̄|i + d(RI

j (o1, o2)) × bj|i ≤ d(RI
i (o1, o2))

· · ·
B(a):w1, . . . , wn ∀wi ∈ {w1, . . . , wn}, b(wi) ≤ b(BI(aI)) and d(wi) ≤ d(BI(aI))
R(a, b):w1, . . . , wn ∀wi ∈ {w1, . . . , wn}, b(wi) ≤ b(RI(aI , bI)) and d(wi) ≤ d(RI(aI , bI))
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To provide a semantics for SDL-Lite, we extend interpretations of DL-Lite
class and property descriptions, and of axioms under unique name assumption.
The semantics are presented in Table 1. The interpretation functions for ABox
axioms map the axioms to the inferred opinions described in the previous section.
Therefore, BI(o) and RI(o1, o2) refer to inferred opinions.

An SDL-Lite knowledge base K = (T ,A) is consistent if and only if it has a
model. A model of K is an interpretation of K that satisfies the constraints in
Table 1. A consistent K may have many models, but only one of them is the most
general model with respect to the partial ordering of opinions in Definition 1.
In the next section, we describe how to compute the most general model of a
SDL-Lite knowledge base.

4 Computing the Most General Model

In the previous section, we describe the constraints on inferred opinions. These
constraints are only set lower and upper bounds for the inferred believes and
disbelieves. In this section, we explain how to efficiently calculate of the most
general inferred opinions about ABox axioms. For this purpose, we introduce
the concept of value sets for inferred believes and disbelieves. The value set for
b′ (i.e., Vb′) is the set of values constituting the lower bound for b′. That is, it
contains all of the lower bounds enforced by the domain constraints listed in
Sect. 3.3. For instance, given only Eqs. 1–4, we can construct the value sets:

Vb′
x

= {bx, b′
ybx|y}, Vd′

x
= {dx, b′

ybȳ|x + d′
yby|x}

Vb′
y

= {by, b′
xby|x}, Vd′

y
= {dy, b′

xbȳ|x + d′
xbx|y}

While a single value set contain only lower bounds, the value sets together may
represent both the upper and lower bounds for the inferred opinions.

We can calculate an inferred opinion for the ABox axiom X(o) by picking the
maximum values within the related value sets, i.e., (max(Vb′

x
),max(Vd′

x
)). The

calculated opinion would be the most general inferred opinion, since for any other
inferred opinion (b′′

x, d′′
x) for X(o), we have b′′

x ≥ b′
x and d′′

x ≥ d′
x. Although the

calculation of the most general opinion looks simple, it may require a recursive
procedure since each value set may contain references to inferred opinions about
other ABox axioms. For instance, calculation of b′

x may involve calculation of
b′
y, because Vb′

x
contains b′

ybx|y.
In a value set, each reference to belief or disbelief of an inferred opinion can

be taken as a variable, e.g., b′
y appearing in Vb′

x
is a variable. The domain of

each such variable is the corresponding value sets. e.g., b′
y takes values from Vb′

y
.

Therefore, we can convert a value set into a set of ground literals by iteratively
replacing each variables with the set of values in its corresponding value set;
however, while doing so, we omit cycles. This is called unfolding a value set and
use ψ(·) to denote a function that unfolds value sets. Algorithm 1 summarizes a
simple implementation of the unfolding function.

The algorithm takes a value set Vγ as input. Then, for its each element δ that
contains a variable β (line 1), we replace δ with a set of elements derived from
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the value set of β (lines 2–9). For each element α in Vβ , we add a new element to
Vγ if it does not have any cycle; the new element is computed using the function
replace(β, α, δ) (line 4–7). This function replaces β with α in the statement δ
and returns the resulting statement. Given a value set (e.g., Vb′

x
), this algorithm

recursively replaces any reference to an inferred opinion (e.g., b′
y) in the value

set with all possible values from related value set (e.g., Vb′
y
). While doing so, if a

cycles is detected in some terms, these terms are removed (line 5 of Algorithm 1).
For instance, ψ(Vb′

x
) = {bx, bybx|y}, where we do not have b′

xby|xbx|y, since it
contains the cycle (b′

xby|xbx|y). Similarly, we have ψ(Vb′
y
) = {by, bxby|x}. Also,

ψ(Vd′
x
) is calculated as below, where 0 ∈ {by|x, bx|y, bȳ|x}.

ψ(Vd′
x
) = {dx, bybȳ|x + dyby|x, bxby|xbȳ|x + dyby|x,

bybȳ|x + (bxbȳ|x + dxbx|y)by|x, bxby|xbȳ|x + (bxbȳ|x + dxbx|y)by|x}

Algorithm 1. The unfolding function ψ(·) for value sets
function ψ (Vγ)

1: while δ ∈ Vγ and (δ includes β) and (β ≡ b′
τ or β ≡ d′

τ ) do
2: Vγ = Vγ \ {δ}
3: for α ∈ Vβ do
4: δ′ = replace(β, α, δ)
5: if δ′ �= 0 and δ′ has no cycle then
6: Vγ = Vγ ∪ {δ′}
7: end if
8: end for
9: end while

10: return Vγ

While a value set Vγ has references to other inferred beliefs (e.g., b′
y) or

disbeliefs (e.g., b′
y), the unfolded value set ψ(Vγ) contains only asserted beliefs

(e.g., by) or disbeliefs (e.g., dy). Moreover, as shown in Theorem 1, max(Vγ) =
max(ψ(Vγ)), therefore we can easily calculate the most general inferred opinions
using unfolded value sets. For instance, the most general (b′

x, d′
x) is calculated as

(max(ψ(Vb′
x
)),max(ψ(Vd′

x
))).

Theorem 1. For any γ representing an inferred belief or disbelief, max(Vγ) is
equivalent to max(ψ(Vγ)) for an SDL-Lite knowledge base.

Proof: To prove this, it is enough to show that removing terms with cycles does
not change the answer of max(ψ(Vγ)). We can show this in two steps. We show
that this is true when i) γ is an inferred belief (e.g., b′

x) and ii) γ is an inferred
disbelief (e.g., d′

x).

Case I: Let us assume that γ is an inferred belief such as b′
x. If we

encounter a cycle in a term while unfolding Vb′
x
, this term may look like
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(b′
ci

bci|cn
· · · bcj |ci

bci|ck
· · · bx|c0). Replacing b′

ci
with the terms from Vb′

ci
does not

change the maximum value in the unfolded value set ψ(Vb′
x
), because, for each

term Δ ∈ Vb′
ci

, the unfolded set already contains Δ × (bci|ck
· · · bx|c0), which is

greater than Δ × (bci|cn
· · · bcj |ci

bci|ck
· · · bx|c0).

Case II: Let us assume that γ is an inferred disbelief such as d′
x. Let us assume

that a term in Vd′
x

lead to cycles as we unfold it. This term may be in the form
of (b′

ybȳ|x +d′
yby|x). The first part of the term, i.e., b′

ybȳ|x, cannot lead to a cycle,
since SDL-Lite does not allow negation at left hand side of TBox axioms, e.g., we
cannot have ¬Y � Z. Therefore, a cycle can be led only by the second part of the
term, i.e., d′

yby|x. this term may look like Ω + (d′
ci

bci|cn
· · · bcj |ci

bci|ck
· · · bx|c0),

where Ω represents summation of all belief terms, i.e. terms that contain only
belief values. The cycle contains bci|cn

· · · bcj |ci
bci|ck

and each term bcu|cv
in the

cycle is greater than zero. The cycle implies that bcv|cu
must be greater than

zero1 as well; hence, bc̄u|cv
= 0 due to the restrictions in SDL-Lite. Therefore,

replacing d′
ci

with the terms from Vd′
ci

does not add any term to Ω. As in
Case I, replacing d′

ci
with the terms from Vd′

ci
does not change the maximum

value in the unfolded value set ψ(Vd′
x
), because, for each term Δ ∈ Vd′

ci
, the

unfolded set already contains Ω + Δ × (bci|ck
· · · bx|c0), which is greater than

Ω + Δ × (bci|cn
· · · bcj |ci

bci|ck
· · · bx|c0). �

Once, we unfold value sets, we can compute the most general inferred
opinions about ABox axioms by picking the maximum values in the value
sets. For instance, the most general inferred opinion for Y (o) is computed as
(max(ψ(Vb′

y
)),max(ψ(Vd′

y
))), where Vb′

y
and Vd′

y
are value sets for the ABox

axiom Y (o). The most general inferred opinions for an SDL-Lite knowledge base
satisfy all of the constraints listed in Table 1. These opinions construct the most
general model of the knowledge base.

The worst-case time complexity of Algorithm 1 is exponential in the size
of TBox and ABox. In an SDL-Lite knowledge base, each element of a value
set is summation of weighted variables, e.g., b′

ybȳ|x + d′
yby|x. It is possible to

have unfolded value sets in polynomial time if value sets are composed of only
monomials; a monomial is a polynomial which has only one term. This is the
case when one of bȳ|x or by|x is always zero. In this case, each non-zero term in
the unfolded value set is in the form bx1bxn|xn−1 . . . bx2|x1 or dx1bxn|xn−1 . . . bx2|x1 .
Let us assume that we derived opinions, e.g., (by|x, dy|x), for all possible concept
or role inclusions X � Y in the TBox as described in Sect. 3.1. As described
before, bxn|x1 ≥ bxn|xn−1 . . . bx2|x1 ; therefore we can exclude bx1bxn|xn−1 . . . bx2|x1

in the unfolded value set, since it may already contain bx1bxn|x1 . Based on this
observation, we can compose an unfolded value set directly in O(|A| × |T |2),
where A and T are sizes of ABox and TBox, respectively.

1 Note that bx|z, bz|y, by|x > 0 imply that bz|x ≥ bz|yby|x > 0 as explained in Sect. 3.1.



102 M. Şensoy et al.

5 Handling Inconsistencies

An SDL-Lite ABox is populated with uncertain and unreliable knowledge from
diverse information sources. That is why inconsistencies may exist in the knowl-
edge. In this section, we describe how to detect and resolve inconsistencies
through trust revision.

An SDL-Lite ABox is inconsistent if there is no valid inferred opinion for any
ABox axiom τ . That is, max(ψ(Vb′

τ
)) + max(ψ(Vd′

τ
)) > 1. This is possible if and

only if ∃ci, cj such that ci ∈ ψ(Vb′
τ
), cj ∈ ψ(Vd′

τ
), and (ci + cj) > 1. We call each

such (ci + cj) as a source of inconsistency. If there is no source of inconsistency,
the knowledge base is consistent. Once we unfold all value sets using Algorithm 1,
it is trivial to find all sources of inconsistency if there exists any.

Each source of inconsistency is a linear combination of belief and disbelief val-
ues from different opinions. For instance, consider the unfolded value sets for Vb′

x

and Vd′
x
, where bybx|y ∈ φ(Vb′

x
) and bxby|xbȳ|x + dyby|x ∈ φ(Vd′

x
). The summa-

tion μ0 = bybx|y + bxby|xbȳ|x + dyby|x is a source of inconsistency if μ0 > 1.
Each source of inconsistency μi is related to a set of opinions Oi from ABox. For
instance, the source of inconsistency μ0 mentioned above is related to the opinions
O0 = {wy, wx}. For convenience, we write a source of inconsistency μi as

μi =
∑

wj∈Oi

cij × b(wj) + ĉij × d(wj)

where cij and ĉij are the coefficients of belief and disbelief in the opinion wj

in the summation representing the source inconsistency, respectively. When μ0

is taken as an example, we have c0y = bx|y, ĉ0y = by|x, c0x = by|zbȳ|x, and
ĉ0x = 0. A source of inconsistency μi can be resolved by discounting the related
opinions Oi. Therefore, resolving the source of inconsistency μi can be formalized
as finding an extra discounting factor 0 ≤ ηj ≤ 1 for each opinion wj ∈ Oi such
that
∑

wj∈Oi

cij×b(wj⊗ηj)+ĉij×d(wj⊗ηj) =
∑

wj∈Oi

cij×b(wj)×ηj+ĉij×d(wj)×ηj ≤ 1

Let us note that opinions in an ABox are collected from information sources.
These opinions are discounted based on the trustworthiness of their sources
before being added to the ABox. Therefore, each opinion wj in the ABox of an
SDL-Lite knowledge base is actually based on another opinion w�

j received from
an information source  and wj = w�

j ⊗ t�, where t� is the trustworthiness of .
Discounting wj with ηj means discounting the original opinion w�

j with t� × ηj ,
because wj⊗ηj = w�

j⊗(t�×ηj). Also, discounting w�
j with t�×ηj implies reducing

the trust in the opinion w�
j from t� to t� × ηj . That is, additional discounting

of wj with ηj corresponds to revising the trustworthiness of w�
j as t� × ηj by

speculating about the trustworthiness of the source  regarding w�
j . In other

words, even though the trustworthiness of  is t� based on the existing evidence
〈r�, s�〉, it becomes t� × ηj for this specific opinion; therefore, t� × ηj effectively
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becomes the trust in w�
j . Below, we propose a metric to measure how much we

may need to speculate about the trustworthiness of  regarding w�
j .

To decrease trust from t� to t� × ηj , we need additional negative evidence,
which is called speculative evidence and designated by ρ�. Our intuition is that
it is less likely for a trustworthy source to present additional negative speculative
evidence than it is for an untrustworthy one, and thus the receipt of such evidence
should be tempered by (t̄�)κ. Here, t̄� = 1 − t� represents the distrust that we
have in the source  – i.e., the likelihood that we will receive additional negative
evidence given our experiences with the source. The calibration constant κ ≥ 0
enables us to vary the influence that prior experience has on our prediction that
a source will present negative evidence in the future. If κ = 0, for example, we
assume that all sources are equally likely to provide negative evidence. We set κ
to 2 in our implementation in this paper. Using the trust model in Sect. 2.2, we
obtain:

t� × ηj =
r� + 1

r� + s� + 2
× ηj =

r� + 1

s� + r� + 2 + ρ�.(t̄�)κ

=
r� + 1

r� + s� + 2 + ρ�.(
s�+1

r�+s�+2
)κ

Rearranging this for ρ� yields:

ρ� =
ν�

ηj
− ν� where ν� =

(r� + s� + 2)κ+1

(s� + 1)κ
(6)

We can choose different ηj values, each of which may lead to different amount
of evidence that should be speculated.

To resolve a source of inconsistency, we may discount more than one opin-
ion. An SDL-Lite knowledge base becomes consistent if we resolve all sources of
inconsistencies by discounting involved opinions. Using the metric derived above,
we can compute total amount of speculative evidence necessary to discount these
opinions. Therefore, given the chosen discounting factors, we can compute the
total amount of speculative evidence necessary to resolve inconsistencies; dis-
counting an opinions corresponds to revising its trustworthiness.

In this section, we introduce a method to choose the best discounting factors
to resolve inconsistencies. Our approach is based on minimizing the total amount
of speculative evidence used while revising trust in the involved opinions. Let us
assume we have the following n sources of inconsistencies to resolve:

∑

wj∈O1

c1j × b(wj) + ĉ1j × d(wj) > 1 . . .
∑

wi∈On

cni × b(wi) + ĉni × d(wi) > 1

For each opinion wk ∈ O1 ∪ · · · ∪ On, we aim to find the optimum discount-
ing factor ηk given the constant νk′ that is derived from trust evidence about
the source of wk. To determine optimum discounting factors for these opinions,
we construct the following optimization problem with a non-linear objective
function and linear constraints.
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minimize
∑

wk∈O1∪···∪On

νk′

ηk
− νk′

suchthat 0<ηk≤1 for each wk∈O1∪···∪On

and ∑
wj∈O1

c1j×b(wj)×ηj+ĉ1j×d(wj)×ηj≤1, . . . ,
∑

wi∈On
cni×b(wi)×ηi+ĉni×d(wi)×ηi≤1.

The objective function presented here is convex. The convex property of the
objective function guarantees that any local minima is also the global minimum.
Existing convex optimization techniques can be used to solve this problem to
estimate the best discounting factors. In this work, we used the gradient-decent
algorithm [3] for this purpose.

6 Implementation and Evaluation

We implemented a reasoner for SDL-Lite in Java. The reasoner computes the
most general model of the knowledge base when presented with a SDL-Lite
knowledge base. We recall that the QL fragment of OWL is equivalent to
DL-LiteR. Thus, an OWL-QL ontology can be taken as a SDL-Lite knowledge
base where each axiom is implicitly associated with opinion (1, 0). Furthermore,
we can explicitly associate arbitrary opinions with axioms using annotation prop-
erties. For this purpose, we have created an annotation property opinion that
allowed us to annotate any ABox or TBox axioms with opinions. To represent
information sources, we use the class InformationSource and to denote trust opin-
ions about these sources we create the data type property trust. Using these
three entities, we can easily build an SDL-Lite knowledge base with a standard
ontology development tool.

Table 2. Information sources and their trustworthiness from the viewpoint of MIL

Source Description Trust evidence (i.e., 〈r, s〉 pairs) Degree of trust

LC Local civilian sources 〈4, 0〉 0.83

LP Local police sources 〈10, 3〉 0.786

CMIL Collaborating military forces 〈50, 5〉 0.89

SIES Seismic sensors of MIL 〈100, 3〉 0.96

6.1 Case-Study: Semantic Multi-modal Sensor Fusion with SDL-Lite

Let us now introduce a scenario to demonstrate how reasoning in SDL-Lite works.
Consider a region in which insurgents are active and where civilian groups are in
need of support. An NGO operating in the region has identified a safe zone Z and
aims to bring relief to the injured in village V by transporting them to the safe
zone. There is only one road r05 between Z and V, but there is conflict between
groups G1 and G2 within the region. As part of a multi-national peace effort,
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Fig. 1. Creating an SDL-Lite ontology in the Protege for the scenario.

Table 3. An SDL-Lite knowledge base for the scenario.

MIL and CMIL operate within the region, and part of their remit is to protect
and support NGOs. The resources available to CMIL include Unmanned Aerial
Vehicles (UAVs). MIL acts as liaison to the NGO, and has intelligence from the
information sources listed in Table 2 along with models of the trustworthiness of
these sources. MIL collects the following pieces of information from the sources
in the area:

1. LC reports an explosion on road r05 with opinion (1, 0);
2. LP reports another explosion on r05 with opinion (0.9, 0.05);
3. CMIL informed MIL that r05 is safe with opinion (0.9, 0);
4. LP reports that r05 is bombed with opinion (0.99, 0);
5. CMIL informed MIL that r05 is not bombed with opinion (0.9, 0);
6. LP reports that r05 is not available with opinion (0.95, 0);

7. LC reports that r05 is available with opinion (0.8, 0.1).

The collected intelligence is converted to the SDL-Lite knowledge base in Table 3.
This knowledge base can be represented as an ontology as shown in Fig. 1 where
annotation property opinion is used to associate opinions with the axioms.

In Table 4, we tabulate two sets of inferred opinions. Table 4(a) shows the
inferred opinions for the knowledge base in Table 3. These opinions indicate that
the road (a) is mostly safe but may not be available; and (b) is most probably not
bombed as these axioms have a higher amount of disbelief – i.e., disbelief around
0.8. The main reason for these inferred opinions is the reports from CMIL, which
is regarded highly trustworthy based on over 50 past evidence. The conflicting
reports from LP and LC with those of CMIL are discounted further by the reasoner
to resolve inconsistencies. Even though the trust values for LP and LC are also
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Table 4. Some inferred opinions based on the knowledge base in Table 3 (at left) and
inferred opinions after updating the ABox with the additional opinion from seismic
sensors (at right).

high around 0.8, the amount of evidence used to calculate these trust values
are much less than that of CMIL. Therefore, the opinions from LP and LC are
discounted further when they are conflicting with the opinions from CMIL based
on the optimisation techniques proposed in Sect. 5.

In Table 4(b), we show the inferred opinions for the case when the MIL
received an additional opinion (0.9, 0) for Bombed(r05) from its seismic sen-
sors. The trustworthiness of these sensors is 0.96 and computed based on over
100 past evidence. The report received from the sensors conflict with the opinions
from CMIL. In this case, it is more meaningful to discount the opinions from CMIL
significantly to resolve inconsistencies. Hence, the opinions of LP and LC are not
be discounted significantly any more when they are conflicting with the opinions
from CMIL. The resulting inferred opinions indicate that the road is most likely
bombed, thus unsafe, and unavailable as all of these inferred opinions have belief
masses over 0.8.

6.2 Evaluation

We have evaluated the SDL-Lite reasoner on a set of randomly generated ontolo-
gies, each is an extension of the ontology in our case study. These ontologies
have around 1000 TBox axioms and a variable size of ABox. While the TBox
axioms represent domain constraints, the ABox assertions represent the knowl-
edge about the current state of the world. In our evaluations, we know the ground
truth about the current state of the world. However, the Abox assertions in the
ontologies are generated by collecting opinions from 100 information sources.
At least 90% of these sources are malicious; they sense the ground truth but
deliberately provide misleading opinions. However, the remaining 10% provides
their genuine opinions about the ground truth with some noise.

We have trust opinions about each information source. In trust literature, it
is emphasized that malicious agents may change their identities to white-wash
their low reputation. Similarly, these agents may build up some trust through a
small number of positive interactions with others before mislead them. Therefore,
in our evaluations, we assume that malicious agents build some reputation with
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small number of positive evidence between 2 and 8; therefore, the opinions about
their trustworthiness are in the form (bt, 0) where 0.5 ≤ bt ≤ 0.8. On the other
hand, the trust opinions about the reliable sources are in the form (bt, dt) where
0.8 ≤ bt ≤ 0.9 and dt < 0.1.

The reasoner does not know which sources are malicious. Given a randomly
generated SDL-Lite ontology, the reasoner calculates the value sets and discover
inconsistencies. Lastly, it resolves the inconsistencies to compute a model of the
knowledge base. The generated model can be considered as the fusion of the
opinions provided by diverse unreliable sources. To resolve inconsistencies we
use three methods: (i) the evidence-based method of Sect. 5 that considers trust
evidence in addition to trustworthiness of the sources, (ii) a trust-based method
that gradually discounts conflicting opinions relative to the trustworthiness of
their source until all inconsistencies are resolved, (iii) random method that grad-
ually discounts randomly selected opinions until all inconsistencies are resolved.

We generated ontologies randomly with approximately 1000 TBox axioms
and ABox axioms of sizes varying between 300–1000. For each setting, we
repeated our evaluations five times and report their average with standard devi-
ations. Figure 2 shows mean absolute error in the inferred opinions for various
methods of resolving inconsistencies in SDL-Lite knowledge bases. The error is
calculated based on the ground truth. The figure indicates that using only trust
for resolving inconsistencies could be misleading; the error varies between 0.2
and 0.3 for different sizes of ABox. On the other hand, using evidence analysis,
the error can be reduced to 0.1. Randomly selecting opinions to discount for
resolving inconsistencies leads to an error above 0.5. Our evaluations indicate
that SDL-Lite reasoner combines various opinions from diverse sources with dif-
ferent trust evidence to successfully estimate the ground truth. This success is
in the face of malicious sources.

Fig. 2. Mean absolute error vs. ABox size.

Figure 3 shows the time spend for ABox reasoning with respect to different
numbers of ABox assertions and inconsistencies. Reasoning time may vary sig-
nificantly for different sizes of ABox. It takes around four seconds to reason with
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300 ABox assertions and 4000 inconsistencies; however, it takes less than 440
seconds to reason with 1000 ABox assertions and 60000 inconsistencies.

Fig. 3. ABox reasoning time in seconds vs. size (at left) and number of inconsistencies
(at right).

7 Discussion

Any statements on the Web must be considered as claims instead of facts until
the trust in the information is established. This is also be true for the Semantic
Web [1]. That is why trust is an important component of the SW vision along
with ontologies, logics, and so on. In this paper, we aim allow reasoning with
uncertain information from unreliable sources in the SW. For this purpose, we
extend DL-LiteR – a very useful DL constituting the logic behind OWL-QL.

DL-LiteR is a tractable subset of DLs with a large number of application
areas. Its scalability makes it very useful especially for the settings where large
amount of data should be queried. However, in a network of heterogeneous
sources, any information provided by the sources could be uncertain, incom-
plete, and even conflicting. DL-Litecannot accommodate such information. Some
researchers such as Straccia have extended DL-Lite with fuzzy membership val-
ues, which can represent vagueness but fails to express uncertainty in a broader
sense [4]. However, we use subjective opinions derived from DST and Subjective
logic that explicitly takes into account uncertainty and belief ownership [7].

Qi et al. extended DLs with uncertainty reasoning with probabilistic logic [9],
and Benferhat et al. proposed to extend DL-Lite with possibilistic reasoning [6],
however, none of these approaches can handle the misleading information from
malicious sources, because they do not consider trust during reasoning. Gobeck
and Halaschek [5] present belief revision for OWL-DL, which is based on trust
degrees to remove conflicting statements from a knowledge base. However, as
the authors point out, the proposed algorithm is not guaranteed to be optimal.
In our work, we embed statement retraction implicitly into the opinion revision
procedure with a global optimal criteria which is grounded on a Beta distribution
formalisation of trust.
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In our previous work [10], we extended a simpler DL that does not allow
role hierarchies and disjoint roles. Unlike this work, in the previous work, TBox
axioms are certain and only ABox assertions are associated with uncertainty.
Furthermore, each ABox axioms could be associated with only one opinion,
which is a significant limitation for realistic applications. In this work, we propose
a much more expressive language that allows role hierarchies, uncertain TBox
axioms, and multiple opinions about the same ABox axioms. Our empirical
evaluations and analysis indicate that our approach allows semantic reasoning
to combine uncertain information from unreliable sources and approximate the
ground truth during reasoning using the trust evidence about the information
sources. As a future work, we plan to study query answering and explore how
more expressive DLs can be extended with subjective opinions.
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patrick.doherty@liu.se
2 Autonomous Systems Lab, ETH Zurich, Zurich, Switzerland

Abstract. This paper describes an overview of a generic framework for
collaboration among humans and multiple heterogeneous robotic systems
based on the use of a formal characterization of delegation as a speech act.
The system used contains a complex set of integrated software modules
that include delegation managers for each platform, a task specification
language for characterizing distributed tasks, a task planner, a multi-
agent scan trajectory generation and region partitioning module, and a
system infrastructure used to distributively instantiate any number of
robotic systems and user interfaces in a collaborative team. The appli-
cation focusses on 3D reconstruction in alpine environments intended
to be used by alpine rescue teams. Two complex UAV systems used in
the experiments are described. A fully autonomous collaborative mission
executed in the Italian Alps using the framework is also described.

Keywords: Emergency and disaster management · Robotics and multi-
robot systems · Human-robot interaction · Distributed planning and
collaboration · Teamwork · Unmanned aircraft systems · Middleware
and interaction protocols

1 Introduction

Emergency Informatics is an emerging multi-disciplinary scientific field that
“addresses the information processes (real-time collection, analysis, distribution
and visualization) for the prevention, preparedness, response and recovery from
emergencies” [1]. In this context, emergencies range from local events to large
scale catastrophes. An important and essential aspect of emergency informatics
is collaboration and cooperation, where people interact with technical systems
either directly or remotely, people interact with people through technical sys-
tems, and people interact with remote environments through technical systems
such as ground or aerial robots.

This discipline targets highly complex problems characterized by multiple
information interdependencies, temporal and spatial scales and latencies, nonlin-
ear behavior and the rarity of optimal solutions to the many problems involved.
c© Springer International Publishing Switzerland 2016
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Consequently, an integrated systems of systems approach to the development of
technical systems interacting with emergency responders with the goal of saving
lives becomes paramount.

The purpose of this paper is to present an overview of an integrated system
of systems of heterogeneous autonomous unmanned aerial vehicles that collab-
orate with each other and with human responders at a high-level of autonomy
with the specific application goal of generating 3D models of operational envi-
ronments. These models serve as the basis for the initial level of a dynamic
information system through which additional semantic information about the
operational environment can be dynamically added and used by first respon-
ders. The framework is more general, but the focus in this paper will be on a
particular application.

The major components in the system that will be described in this paper are:

– A Delegation Framework – This is a speech act based system allowing
agents and humans to collaborate by delegating tasks to each other, one-to-
one and recursively.

– Task Specification Trees – This is the basic construct for representing
complex tasks, both declaratively for formal analysis and procedurally as part
of the implementation of the delegation framework.

– A Planning Module – This module contains a task planner and includes
specialized modules associated with the scanning applications that include
a scan trajectory generation module and a region partitioning module for
distributed scanning.

Each component will be described at an adequate level of detail, both formally
and pragmatically, and additional focus will be placed on the integration of these
components into a system of systems showing how human responders interact
with this technology. Although this paper is applied in nature, emphasis will
also be placed on the formal foundations for each of the components. The system
itself has been deployed using real UAV (unmanned aerial vehicle) platforms and
can be used for relatively complex scanning missions, not only for 3D surface
reconstruction, but also for search and rescue. For this paper, we will focus on
using a rotor-based and a fixed-wing UAV, but the system is general enough to be
used on most any robotic system. The prototype software instantiation of these
components is currently being developed for use in the EU project SHERPA ([2],
www.sherpa-project.eu), which focuses on the use of heterogeneous robot teams
that assist alpine rescuers in the Italian alps in search and rescue missions.

Paper Outline. Section 2 begins by describing the basic collaborative mission
cycle between humans and robotic systems. Section 3 provides an overview of the
complex collaborative 3D reconstruction mission that will be the focus of this
paper. Additionally, the two UAV platforms used in the mission will be described.
Section 4 describes the delegation framework itself. This section also includes a
description of Task Specification Trees. Section 5 provides an overview of task
planning and its integration with the delegation system. Section 6 then describes

www.sherpa-project.eu


112 P. Doherty et al.

the application-specific scan trajectory algorithms in addition to a region parti-
tioning algorithm. Section 7 provides the experimental results generated for the
collaborative scanning mission described in the paper.

2 Basic Collaborative Mission Cycle

In any emergency response situation, rescue operators will have access to static
interfaces such as ground stations consisting of laptops or stationary PCs in
addition to more portable systems such as touch screen devices or smart phones
that can be used anywhere in the field. Such devices are set up to provide
cognitively efficient multi-modal interfaces to human-robot teams involved in
the emergency response. For example, in the scanning mission described below,
the goal is to rapidly provide 3D reconstructions of salient regions by setting up
missions through such interfaces.

An operator should be able to request help from its team by simply marking
a region on a map in the interface and stating that a 3D re-construction of the
region is required. From the operator perspective, it is not important how that
is accomplished nor what or how many robotic systems are involved. What is
important is that this can be done efficiently within a reasonable span of time
and in the right format so that the rest of the team can use the mission output
to make better decisions and save lives.

Figure 1 shows the mission process which begins with an operator specifying a
3D reconstruction mission. Internally, this high-level request is transformed into
a goal request in the form of a Task Specification Tree (TST, Sect. 4) representing
the goal. This transformation can be achieved dynamically using automated
planning techniques, or by using generic TST templates that can be instantiated
appropriately.

The setup and execution of the mission represented by the goal request TST
should now be delegated to one or more participating team members. The TST is
therefore given to the local Delegation Module, which initiates a distributed dele-
gation process (Sect. 4.2) where agents interact through their delegation modules
(Fig. 2) using interaction protocols based on speech acts. The process recurses
through the tree, filtering potential contractors for each node relative to their
capabilities and setting up auctions to determine the platform most fit to be
delegated each node. Both mission requirements and platform capabilities can
be represented as constraint formulas, and a constraint problem corresponding
to the TST and its allocation to agents is incrementally constructed and solved
during delegation. Systems may also call other internal functionalities such as
motion planners to determine if they can successfully contribute to the goal in
question. The net result of the distributed delegation process, if successful, is a
new TST representing the collaborative scanning plan resulting from successful
delegation. This plan can be sent back to the original human operator for final
confirmation, or it can be executed directly as all systems involved have their
parts scheduled.
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Fig. 1. Mission Process. A goal request is broadcast via the Delegation Module. Plat-
forms with available capabilities reply and a delegation process ensues among each
of the platforms’ delegation modules. If successful, the net result is a joint plan to
execute. Upon execution, raw and processed data can be stored locally or globally.
During the mission or upon its completion the human operator can access the results
via specialized interfaces.

Fig. 2. Overview of the distributed delegation process.

During the mission, the robotic systems involved could stream sparse 3D
models to ground stations for real-time visualization or store these models locally
for access in a distributed semantic map structure called a Dynamic Cognitive
Map (DCM) [2]. The intent is that during the progression of a rescue operation,
additional geo-tagged information could be added to this distributed knowledge
structure which could be queried by team members for both static and dynamic
information related to the operation in progress.
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Fig. 3. (a) Part of the operational environment of interest depicted in an older photo.
(b) Sub-region of interest in the second leg of the mission overlayed on an orthophoto
generated in the first leg of the mission.

3 A Collaborative 3D Reconstruction Mission

We will now provide additional details regarding the collaborative 3D reconstruc-
tion experiment mentioned above. Imagine that an alpine rescue team, consisting
of a number of human operators and robotic systems, has been tasked to pro-
vide a first-view of an area where some summer hikers may be injured or lost.
The first requirement given is to construct a 3D model of the area and then
to incrementally refine this model with geographically tagged semantic informa-
tion. This data and information would be stored in the Dynamic Cognitive Map
(DCM) for further use during ongoing rescue missions.

Initially, the team only has a low resolution image of the area, possibly out
of date. The team first wants to get an initial larger overview of the operational
environment (Fig. 3a) by rapidly generating a sparse 3D map and orthophotos
of this area. The mission operator marks this larger region on a touchpad device
and denotes it as R1. This is leg 1 of the mission, which will be executed by
the autonomous fixed-wing senseSoar UAV developed at ETH Zurich (Fig. 4).
Additionally, the rescue team would like a more detailed 3D map of a subregion
dense with interesting physical structures based on the orthophoto generated in
leg 1. The mission operator marks the desired region on the touchpad device
overlayed on the newly generated orthophoto (Fig. 3b), and denotes this region

Fig. 4. (a) The senseSoar solar-powered UAV, developed at ETH Zurich. (b) Modular
sensor pod for onboard processing and visual-inertial sensing.
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as R2. This is leg 2 of the mission, which will be executed by an autonomous
Yamaha RMAX helicopter developed at Linköping University (Fig. 5).

Below, we describe the robotic systems that will be used in the mission tests
in detail:

SenseSoar. A hand-launchable, solar-powered, fixed-wing UAV developed in
the Autonomous Systems Lab (ASL) at ETH Zurich as a versatile platform
for long-endurance sensing and mapping missions (Fig. 4a). The senseSoar is
5 kg, with a 3.1 m wingspan and an inverted V-tail configuration. Light-weight
sensors and avoinics are coupled with a Pixhawk Autopilot for fully autonomous
attitude stabilization and waypoint navigation. A modular sensor pod containing
forward-oblique and nadir facing visible light cameras, a visual-inertial sensor,
and an onboard processing unit is integrated in the fuselage for vision-based 3-D
mapping (Fig. 4b).

RMAX. The helicopter platform is based on a slightly modified unmanned
RMAX helicopter manufactured by the Yamaha Motor Company (Fig. 5). The
RMAX has a rotor diameter of 3.1 m, a 21 horsepower engine, a maximum
take-off weight of 94 kg and a payload capability of about 30 kg. It includes a
customized avionics system developed at Linköping University. The avionics box
includes two Intel NUC i7 computers, a 2.4 GHz WiFi data link, and an Ethernet
video server.

The basic sensor suite used for autonomous navigation includes a fiber
optic tri-axial gyro system and a tri-axial accelerometer system, an RTK GNSS

Fig. 5. The RMAX helicopter platform with the avionics box attached below the plat-
form and the laser scanner facing downward mounted on a vibration isolated support
placed under the helicopter nose. The color and thermal video cameras are mounted on
a pan/tilt unit below the avionic box. The GNSS antenna is mounted on the helicopter
tail boom.
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positioning system and an infrared altimeter used for automatic landing. Addi-
tionally, a color and a thermal video camera, as well as a class 1 SICK LMS511
PRO 2D laser scanner, are integrated on board the platform. The laser scanner’s
maximum range is 80 m and the maximum scanning field of view is 190◦.

In the remaining sections, the generic components in our delegation frame-
work will be described in the context of this mission in order to provide concrete
insight into the proposed framework, its theoretical basis and its real-life imple-
mentation. We will also describe functionalities specific to 3D reconstruction
missions.

4 The Delegation Framework

The experimental mission must be delegated to suitable participants.
Castelfranchi and Falcone [3,4] provide an informal discussion about delegation
as a social concept building on a BDI model where agents have beliefs, goals,
intentions, and plans [5]. The Delegation Framework discussed in [6] extends
these ideas with a formal characterization of delegation in terms of speech
acts [7,8] and interaction protocols that implicitly update the belief states of
the delegator and contractor. It also supports a concrete delegation process using
Delegation Modules for each participating agent in a team, resulting in a software
architecture for specifying, generating and executing collaborative multi-agent
plans to achieve complex goals such as those of the mission above.

The delegation process is based on a recursive algorithm that conceptually
sends speech act requests of the type Delegate(A, B, Task, Context), where agent
A wants to delegate Task to agent B given a Context specified as a set of con-
straints. This could include temporal constraints, restrictions on flight altitudes
and velocities, required resolution intervals for various sensors, etc. Agents can
be humans or robots. Tasks and missions to delegate are represented as Task
Specification Trees (TSTs). While TSTs are declaratively specified, platforms
participating in their execution must provide a procedural counterpart capable
of interpreting and executing this specification. Internal nodes represent control
statements such as sequential and concurrent execution, while leaf nodes can
represent domain-specific tasks such as scanning a region.

The current implementation of the Delegation Module (DM, Fig. 6) is based
on ROS, Robot Operating System. The TST Factory is used for creating TST
nodes and linking them to ancestors and descendants across agents. The TST
Executor Factory provides all platform-specific functionality for a node and is
consequently instantiated differently for each platform type. It also provides
declarative constraints for each node type supported by a platform, representing
execution conditions required by the platform itself as opposed to those imposed
by a mission. For example, a constraint may define the maximum take-off time
for a platform or specify that it can only generate point clouds of a certain reso-
lution. The Delegation Manager is responsible for managing the distributed del-
egation process and consequently also communicates with other agents. Finally,
a constraint solver is used to generate concrete parameter bindings and to verify
that all tasks are allocated to platforms capable of executing them.
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Fig. 6. The Delegation Module

4.1 Task Specification Trees

Task Specification Trees provide a very expressive means of declaratively spec-
ifying tasks to be delegated to a team of collaborating agents. Inner tree nodes
can specify standardized control structures such as sequences (S), concurrency
(C), conditionals (IF) and loops (WHILE), which are directly supported by the
Delegation Module. Leaf nodes specify potentially domain-specific tasks to be
executed. Such tasks are viewed as elementary and indivisible from the point of
view of a delegator, but contractors can choose to elaborate and expand them
into subtasks through calls to general task planners or problem-specific func-
tionalities during the delegation process.

Every node has a set of named parameters, such as the destination of a fly-to
task. Parameters can be given specific values or can be subject to constraints in
a general constraint language [6]. Such constraints represent the GOP’s mission
requirements.

Mission Example. The delegation process requires a goal request TST. For
the 3D reconstruction mission we choose to represent this at a high level of
abstraction using scan-map tasks intended to be elaborated with further detail
by the agents involved. This allows scan trajectory generation to be adapted to
each type of platform in a decentralized manner. Therefore the following small
and deceptively simple goal request TST shown in Fig. 7 is generated by the user
interface, defining a sequence (S) of scan-map tasks, one for each of the regions
(R1 and R2) in the mission. Parameters to these tasks include the desired result
(3D point clouds, visual images, object identification, . . . ), resolution require-
ments, and requirements for information streaming and storage.

Formal Semantics. TSTs, including control structures and constraints, are
given a strict formal semantics through composite actions in TalF, Temporal
Action Logic with Fixpoints [9]. Temporal composite actions have the following
syntactic form:
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Fig. 7. Goal request TST

c-act ::= [τ, τ ′]with x̄ do task where φ
task ::= [τ, τ ′] elementary-action-term | [τ, τ ′]composite-action-term |

(c-act; c-act) | (c-act || c-act) |
if [τ ] ψ then c-act else c-act | while [τ ] ψ do c-act

Here, “with x̄ do task where φ” declares a (possibly empty) sequence of vari-
ables x̄ for use in a constraint formula φ related to the given task. Such for-
mulas range over all variables in the scope of the formula, which corresponds
directly to those parameters and variables that are declared in a given TST node
and all of its ancestors. The task must be executed during the given temporal
interval [τ, τ ′]. For inner nodes, τ and τ ′ are bounded by constraints relating
subtask parameters to subtask durations. The agent executing a task is speci-
fied as a parameter to each action term. Before task allocation, this can be an
unconstrained agent variable. Note that elementary-action-term represents
a call to an elementary task such as fly-to(uav, x, y), whose preconditions, effects
and constraints can also be modeled in TalF. composite-action-term, in
contrast, represents a call to a named composite action. Semicolon represents
sequencing, while || represents potentially concurrent execution.

Task Specification Tree structures can be translated directly to composite
actions in TalF, which in turn can be translated to formulas in a fixpoint logic
[9] whose expressivity is above that of first-order logic yet allows relatively effi-
cient inference techniques. We emphasize that this translation is mainly used to
provide a formal task semantics, and the actual implementation does not require
theorem proving.

4.2 The Delegation Process

When a Task Specification Tree has been generated, the user interface can call
its local Delegation Manager to initiate the distributed delegation process. This
process implements the conceptual Delegate(A, B, Task, Context) speech act
through an interaction protocol with two phases [6]: First, tasks are provision-
ally allocated to agents capable of performing them while satisfying all mission
constraints. Second, the task allocation and a corresponding constraint solution
is accepted or rejected by the operator.

First Phase. The root node of a TST is always a control node and can be
handled by any agent. For simplicity we will assume this is delegated to the agent
initiating the delegation process. The interaction protocol therefore begins by
sending a CALL-FOR-PROPOSAL speech act to this agent [10], indicating the task
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to be delegated together with the constraint context. From the contractor’s point
of view, the remainder of the first phase of the protocol can be characterized using
the delegate-first-phase procedure below. A concrete example will follow.

1: procedure delegate-first-phase(task T , constraint set C)
2: if basic capabilities for root(T ) are missing then reply REFUSE

3: Add constraints and parameters specified in root(T ) to C
4: Add platform-specific constraints for root(T ) to C
5: if C is inconsistent then reply REFUSE

6: if root(T ) is a leaf and this platform wants to expand it then
7: Expand root(T ), adding new children
8: for every child ci of root(T ) corresponding to a subtree Ti do
9: Broadcast a REQUEST to find P = potential contractors with capabilities

for ci
10: Perform auction for ci among P , and sort P accordingly
11: nondeterministically choose p ∈ P :
12: (T ′

i , C) ← p.delegate-first-phase(Ti, C)
13: replace Ti with T ′

i in T

14: Provisionally commit to the delegation
15: reply PROPOSE(T,C)

An agent can only be allocated a tree T if it can execute the root of T . The
agent therefore begins by verifying that it has the necessary fundamental capa-
bilities: All agents can coordinate a sequence (S), while only some are able to
fly. If capabilities are missing, the agent immediately responds using a REFUSE

speech act.
The agent must also verify that it can execute the task given the specified

parameters and constraints. The currently accumulated set of constraints C is
therefore augmented with (1) any mission constraints specific to root(T ), corre-
sponding to a where clause, (2) a constraint for each node parameter that was
given a specific value outside of the constraints, and (3) any platform-specific
execution constraints that this agent has for the given node type, retrieved from
the local TST Executor Factory. For example, different UAV platforms have dif-
ferent flight envelopes which must be consistent with mission requirements. If
the resulting constraint set is inconsistent, the agent cannot accept the delega-
tion and must reply REFUSE. Otherwise delegation may be possible, contingent
on the successful delegation of all children. These children may already exist or
may be generated dynamically through a potentially platform-specific expansion
procedure provided by the TST Executor Factory.

For each child ci, associated with a subtree Ti, a REQUEST for potential
participants will be broadcast. This request is accompanied by a specification
of the required capabilities for ci, which allows replies (sent as INFORM speech
acts) to be filtered. An auction process is then initiated where each potential
contractor is REQUESTed to bid for the task in question. Each bid is also returned
through an INFORM speech act.
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Bids are used to prioritize potential contractors, but backtracking may be
needed if a choice that is good for one part of the TST has negative consequences
for other parts of the tree. For brevity we describe this backtracking using the
standard notion of non-deterministic choice, where each such choice point is in
fact a point to which the algorithm can backtrack in case of future failures.
However, note that agents are called in the order determined by the auction. In
this context, failures are reported through REFUSE speech acts, both in the cases
discussed above and in case all possible contractors for a child node REFUSE a
delegation attempt.

When a child has been provisionally delegated, its subtree may contain
expanded nodes, and the nodes of the resulting tree are associated with exe-
cution constraints defined by the contractor(s) that were allocated parts of this
tree. The expanded tree and updated set of constraints are returned in line
15 and the corresponding values returned from a recursive delegation call are
handled in lines 12–13.

When the first phase of delegation succeeds (line 14), the platform also pro-
visionally commits to the delegated task before it PROPOSEs a solution to the
caller. The commitment is provisional both because we may backtrack over the
commitment and because no delegation is final until the original delegator has
received a proposed solution and accepted it. This allows a ground operator to
determine whether a mission instantiation is acceptable or whether an alterna-
tive needs to be sought.

Second Phase. If the mission is accepted, an ACCEPT speech act is distributed
to all callers, also specifying a concrete constraint solution to be used during
execution. Alternatively, if the mission is rejected, a REJECT speech act is dis-
tributed.

Mission Example. In the example, the goal TST is provided as input to the
ground operator’s delegation module, which starts by attempting to delegate the
top node to itself through CALL-FOR-PROPOSAL initiating a call to delegate-

first-phase.
The delegation process then searches for agents capable of handling the unal-

located children of the root. The GOP’s delegation module makes a broadcast to
acquire all scan-map-capable agents on the team in the GOP’s communication
range. Two agents respond, the RMAX and the senseSoar. An auction is set
up to determine a suitable contractor for scan-map(R1). The cost function for
this node type is based on a combination of time requirements and fuel usage.
The senseSoar is equipped with visual cameras and scans an area quickly, but
the time required for 3D reconstruction rises quickly with the desired resolution.
The RMAX uses a laser scanner, and while it flies somewhat more slowly, the
results are processed quickly even at higher resolutions. As scan-map(R1) speci-
fies a large area to be scanned, but the resolution required is comparatively low,
the senseSoar returns the best bid.
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Fig. 8. TST after initial expansion in the senseSoar system.

The delegation module therefore first tries to delegate scan-map(R1) to the
senseSoar. This node allows a team of platforms to be assigned to the same area
and can partition scan regions according to the capabilities of those platforms
(Sect. 6). Partitioning must be performed during delegation rather than execu-
tion, to ensure that each platform involved can verify its ability to scan the
subregion it is assigned. After this, the scan-map node can expand to specify the
concurrent execution of several scanning sub-mission. In this particular mission
the team was limited to one member and partitioning was not necessary. Nev-
ertheless the senseSoar expands the node to a sequence of actions suitable for
scanning using a single platform, as shown in Fig. 8.

The expanded TST is then recursively delegated. Constraints generated dur-
ing expansion ensure that the same platform will both take off and perform the
single platform scanning task. In the general case, generated subtasks can also
be delegated to additional agents that can assist in achieving the overall goal of
the expanded node.

While the RMAX can take off autonomously, the light-weight senseSoar
requires human assistance. Therefore, when delegated a take-off node, the sens-
eSoar expands this to an assist-take-off node that can only be executed by human
agents (included in Fig. 9). When this node is recursively delegated, the auction
gives the highest priority to the fixed-wing operator, who has a personal Delega-
tion Module running on a user interface device. Delegation to an operator always
asks for confirmation that the human is willing and able to take on the task at

Fig. 9. Fully expanded collaborative plan TST.
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the desired time. Modeling take-off as a potentially expandable node ensures
that only the platform itself needs to know whether it is capable of taking off
autonomously, or under which conditions this is possible.

Verifying the ability to scan a region using scan-map-single requires generating
a scan trajectory (Sect. 6.1) and verifying through constraints that this trajectory
can be flown in the desired manner. Then, an agent can choose to expand the
node into a subtree including a sequence of flight actions or to provide a more
complex trajectory-following implementation for the scan-map-single node itself.
The latter option results in greater freedom to make choices during execution
and was chosen for this mission.

Once the first subtree is successfully provisionally delegated, a similar process
ensues for the rightmost leaf node, scan-map(R2). Here the operator desires a
high-resolution scan of a smaller area and the auction results in the RMAX being
at the top of the list. The GOP’s delegation module therefore tries to delegate
scan-map(R2) to the RMAX.

As both delegations succeed, the net result is that an expanded collabora-
tive plan TST (Fig. 9) where all nodes are allocated to participating agents is
proposed to the GOP’s delegation module. The GOP can view and approve the
plan, after which the approval is transmitted to the participating agents, which
then store the TST structures and their associated constraint instantiations and
commit to executing the TST at the desired time. Each system will execute its
part of the mission TST relative to timing and other constraints that have been
checked for consistency in the delegation phase. The results will be shown in
Sect. 7.

5 The Planning Module: Motion and Task Planning

When using unmanned aerial or ground vehicles, motion planning is essential
for successful execution and is used in several ways. First, when a motion-related
TST node is delegated, the contractor’s platform-specific constraints for this task
require the existence of a feasible motion plan that is collision-free relative to
available obstacle information. A motion planner must then be called to verify
feasibility. Moreover, the generated motion plan must be analyzed in order to
generate bounds on execution times. For the RMAX, bounds can be generated
either through a fast estimation algorithm or through simulated step-by-step
execution of the low-level control system. When the TST node is executed, the
generated motion plan must be followed.

Though the 3D reconstruction mission was generated through template-based
expansion, general automated task planning can also be essential for many mis-
sion types. Task planning is integrated through the use of a goal node specifying
a planning domain and problem instance to be solved. Such goal nodes can occur
at any point in a TST, allowing missions to be partly pre-specified and partly
generated through planning. These nodes can be handled in one of two ways.
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Planning First. As TSTs are sufficiently expressive to represent the output
of most automated planners, existing single- or multi-agent planners can easily
be integrated. When a goal node is reached, a planner capable of handling the
given planning domain language is called and its output is converted into a
subtree attached under the goal node. The delegation module then proceeds to
recursively delegate the new TST nodes.

Planning Integrated. By adapting a planner to the use of delegation, new
actions can be integrated and delegated as soon as they are generated. This
has the advantage of immediately testing the feasibility of each action and can
therefore reduce the need for backtracking due to plans that cannot be del-
egated. At the same time, any backtracking caused by the planner itself will
trigger backtracking in delegation. Therefore this option is mainly feasible for
planners that only cause a limited amount of backtracking. The RMAX uses the
planner TFPOP [6,11] for this purpose. TFPOP is a knowledge-rich multi-agent
planner whose search algorithm can be guided through additional domain infor-
mation provided by domain experts. This type of approach has proven orders of
magnitude faster than standard planners in many domains, and is particularly
appropriate given the need to communicate with other agents when backtracking
occurs.

6 Collaborative Scanning and Region Partitioning

Partitioning. Though not used in the example mission, scan-map may specify
a team of agents that should collaborate to scan a single region. The contractor
coordinates this task, partitioning the region according to the team members’
capabilities.

The relative size of each subregion can be calculated by determining approx-
imately how large an area can be scanned by each participant in any given
period of time. The most significant parameters involved in this calculation can
be summarized as follows:

– How quickly can and should the participant fly? This depends on the physical
flight envelope of the platform, but also on the characteristics of the sensors
being used as well as the desired density and quality of the scan results. For
example, a LIDAR sensor may produce a certain number of scan lines per
second, and the faster an aircraft flies, the longer the distance between two
such lines on the ground. The desired scan quality then restricts the range of
permitted air speeds.

– How wide are the “strips” that can be covered by the sensors in question
during a single flight? This depends on field of view restrictions but also on
resolution requirements and the range of possible altitudes, which can in turn
depend on other mission constraints.

If each team member i can scan an area of ai per time unit, then it should be
assigned a partition whose proportional size is ai/

∑
k ak of the area of the entire
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Fig. 10. How to generate one scan strip along the longest edge of a polygon P.

polygon. We then apply a polygon decomposition algorithm [12] to generate sub-
polygons of this size, anchored in locations calculated from the starting position
of each participating UAV.

The expansion of scan-map for multiple participants is very similar to the
one shown in Fig. 8, the only difference being that scan-map is followed by a
concurrency (C) node whose children consist of one sequence subtree for each
platform involved. The scan-map-single node in each such subtree specifies the
same mission parameters as the original scan-map node except that the team
consists of one specific participant and the scan region is set to its subregion.
Consequently each individual member will first take off and then scan its specific
partition.

6.1 Scan Trajectory Generation

Scan trajectories can follow patterns such as spirals, expanding squares and
lawnmower patterns. For 3D reconstruction, flying in straight lines generally
yields more uniform results. It is also important to reduce the number of turns,
especially when using fixed-wing aircraft, as turns do not contribute to data
collection. We therefore define a trajectory generator that in each step generates
a flight line along the longest side of the remaining region to be scanned. For
rectangles, this results in a lawn mower pattern.

Notation. A polygon P is defined in terms of a sequence of vertices 〈P1...Pn〉 ∈
R

n. Figure 10 shows two examples with n = 5 vertices. We introduce the follow-
ing notation: By k, we mean ((k − 1) mod n) + 1. Thus, assuming n = 5, we
have Pn+1 = P1, ensuring that indexes can “wrap around”. Li is the infinite line
going through the points Pi and Pi+1. Figure 10 shows a finite segment of each
line. di = dist(Pi, Pi+1) is the linear distance between Pi and Pi+1. For example,
d5 is the distance between P5 and P6 = P1.

Algorithm. Trajectories are generated by a recursive algorithm generate-
trajectory(P) that returns a list of flight line coordinates.
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(1) Select the scan direction to be parallel to a longest segment Ls of the
polygon P, so that ∀i.di ≤ ds. In both polygons in Fig. 10, line L4 is the
unique longest segment.

(2) Let �us be a vector perpendicular to Ls, pointing toward the interior of the
polygon P (see Fig. 10). Let d be the desired distance between flight lines,
taking into account the need for overlap, and let the infinite line L′

s be
the translation of Ls in the direction �us by the distance d. Then Ls and
L′
s provide two of the edges for the “effective” (non-overlapping) part of a

scan strip as highlighted in Fig. 10. Let LW be the translation of Ls in the
direction �us by the distance d

2 . A finite segment of this line will be followed
by the UAV while scanning.

(3) We now want to find two waypoints Wj and Wj+1 representing the start
and end of the new flight line. As illustrated for Wj = W4 and Wj+1 = W5

in Fig. 10, these can be situated the border of P, to ensure that no part of
the polygon is missed.

(3a) Suppose L′
s intersects P in two points, P ′

s and P ′
s+1

, as is the case for
L′
4, P ′

4 and P ′
5 in Fig. 10. We can always find Wj+1 by considering the

“leftmost” point among Ps+1, P ′
s+1

and any polygon vertices that may
intervene between these two points on the polygon (in this case none). A
similar situation applies at P ′

s, the other end of L′
s, where P3 intervenes

between P4 and P ′
4 and is the rightmost of these points.

We therefore take the set of all such points, project them orthogonally onto
Ls, and select two maximally distant points as Wj and Wj+1 defining a new
flight line [Wj ,Wj+1]. When the flight line is flown, a strip corresponding
to the rectangle of width d highlighted in blue will be effectively covered,
while information is received from a wider rectangle to ensure overlap
and compensate for any lack of precision in following the flight line. The
rectangle of width d should now be removed from the polygon P, resulting
in a new polygon P ′ representing the region that remains to be covered.
P ′ is created by removing all the vertices in Ps→s+1, replacing them with
P ′
s and P ′

s+1
. The first polygon of Fig. 10 then becomes 〈P1, P2, P3, P

′
4, P

′
5〉,

while the second polygon becomes 〈P1, P2, P
′
4, P

′
5〉, having fewer vertices

than before. Then generate-trajectory is called for the new polygon (unless
it is empty).

(3b) Suppose instead that L′
s has less than two intersections with the polygon

P. Then the remaining part of the polygon will be completely covered
after generating this last scan strip. In this case, all vertexes from P are
projected onto LW , after which the two most distant points are selected
as endpoints for the new flight line.

This procedure generates a set of flight lines {(W0,W1), ...(Wm−1,Wm)}, which
the aircraft can cover in any order. Typically, a helicopter would follow them in
the order they are defined, but for a fixed wing it might be better to skip a flight
line and then come back to it later in order to accommodate a need for a larger
turning radius.
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7 Experiment Results: Collaborative 3D Reconstruction

Our experiments took place in Isollaz, Italy, in the region depicted in Fig. 3, at an
altitude of 800 m. One of the missions tested and executed has been described
in detail in previous sections of this paper together with the integrated func-
tionalities required to do such a complex mission. For both legs of the mis-
sion, the delegation, planning, TST generation, and flight executions were fully
autonomous. The intent was to generate 3D models of various resolutions for
input into the Dynamic Cognitive Map where the models and data could then
be used to support alpine rescue teams. Additionally, orthophoto mosaics, indi-
vidual images and partial semantic classification of the operational environment
were also generated from the raw data collected by the two UAVs. The missions
tested were part of an evaluation demonstration for the EU project SHERPA
(www.sherpa-project.eu).

Since this is an application overview paper, we only summarize the exper-
imental results here, focusing on the integrated framework required for such
missions and less on the sensor and fusion aspects. The companion paper [13]
presents several collaborative UAV flights from two different locations with
diverse terrain (Motala, Sweden and Isollaz, Italy). The distributed reconstruc-
tions generated from the optical camera of the fixed-wing and the Lidar of the
rotary-wing UAV reveal a relative geo-referencing offset in the range of up to few
meters and a slight rotational misfit. Consequently, the companion paper focuses
on minimizing the rotational and translational misalignment of the point-clouds.
In particular, the performance of classical point-cloud alignment methods such
as Iterative Closest Point (ICP) variants [14–17] are compared to a novel prob-
abilistic data association approach (PDA) [18] that was designed to register
dense to sparse point-clouds: In contrast to ICP, PDA associates a point in the
source point cloud with a set of points in the target cloud and, in simulation,
demonstrated lower misalignment errors [18]. For quantitative results concerning
convergence of initial configurations and misalignment errors in the real-world
experiments we refer to [13].

Figure 11 depicts the scan trajectories generated for the RMAX to scan
Region 2 in the second leg of the mission. Similar patterns used by the sens-
eSoar and its internal path planner are also generated to scan Region 1 in the
first leg of the mission. Each platform uses its own motion planning system.
The lawn mower pattern generated by the RMAX is specific to the mission con-
straints and optimizes paths relative to the sensor constraints of the platform.
The objective is to provide 100 % coverage of an allocated region at a required
resolution. Figure 12 shows the first strip of the point-cloud generated by the
laser scanner mounted on the RMAX. Figure 13 shows the point-cloud gener-
ated by the optical camera of the senseSoar using Pix4D software (pix4d.com).

One of the challenges of these missions is in their distributed nature where
different robotic platforms collect different types of data using different sensors
with different resolutions for data collection. For such diverse models and data,
different fusion and association techniques would be required at many different
levels of abstraction to provide a consistent model in the dynamic cognitive map.

www.sherpa-project.eu
https://pix4d.com
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Fig. 11. 3D view of the generated scan pattern for the RMAX and Region 2. The green
lines represent the region to scan. The purple lines indicating the lawnmower pattern
are marked with differing altitudes. (Color figure online)

Fig. 12. The first strip of the point-cloud generated by the laser mounted on the
RMAX.

For instance, Fig. 14 shows a point cloud strip collected by the RMAX. This has
to be fused and aligned with the pointcloud generated by the senseSoar from its
collection of images, as shown in Fig. 15 which is generated using Pix4D software.
Queries now made to the DCM for 3D models of regions could then be done
seamlessly, where consistently aligned combinations of low and high resolution
data would be output. Once raw data and DEM models are generated and stored
in the DCM, one could then begin to build semantically tagged abstractions on
top of these 3D models. For instance, using LAStools (http://www.cs.unc.edu/
∼isenburg/lastools/), the semantic classifications shown in Figs. 16 and 17 were
generated for region 2.

http://www.cs.unc.edu/~isenburg/lastools/
http://www.cs.unc.edu/~isenburg/lastools/
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Fig. 13. Part of the point-cloud generated by the RGB camera mounted on the sens-
eSoar using Pix4D software; the points are colored by pixel intensities. (Color figure
online)

Fig. 14. First strip of point-cloud generated by the Laser mounted on the RMAX,
including some trees. The pointcloud is colored by height. (Color figure online)
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Fig. 15. RMAX strip of point-cloud aligned with the senseSoar point-cloud using
Pix4D software.

Fig. 16. Color coded semantic classification: vegetation: green, terrain: brown, gray:
unclassified (Color figure online)

Fig. 17. Filtered semantic classification: vegetation: green (Color figure online)

8 Conclusions

This paper has presented a multi-purpose multi-agent/robotic infrastructure
that has been deployed and field tested for collaborative 3D mapping appli-
cations. It includes a great variety of specific functionalities studied formally
in the multi-agent community. The novelty here is that many of these func-
tionalities, although grounded formally, have been instantiated procedurally in
a highly complex, integrated, scalable, collaborative framework for interacting
robotic systems. Although only two robots and two humans have been used in
the experiment, one can easily add additional robotic systems to a team in a
modular and transparent manner. There is much additional research to do in
terms of extending the current functionalities and in ensuring the robustness of
the infrastructure. The system here can be described as a mature prototype with
great potential to push state-of-the-art in multi-agent systems.
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Abstract. We propose the Data-collecting Robot Problem, where
robots collect data as they visit nodes in a graph, and algorithms to
solve it. There are two variations of the problem: the delayed-reward
problem, in which robots must travel back to the base station to deliver
the data collected and to receive rewards; and the immediate-reward
problem, in which the reward is immediately given to the robots as they
visit each node. The delayed-reward problem is discussed in one of the
authors’ work. This paper focuses on the immediate-reward problem.
The solution structure has a clustering step and a tour-building step.
We propose Progressive Gain-aware Clustering that finds good quality
solutions with efficient time complexity. Among the six proposed tour-
building heuristics, Greedy Insertion and Total-Loss algorithms perform
best when data rewards are different.

Keywords: Adversary route planning · Multi-robot systems ·
Autonomous systems

1 Introduction

With the increasing popularity of autonomous robots, human operators are grad-
ually being replaced by robots in many tasks such as driving, package deliv-
ery, and image/video surveillance. In addition, robots are becoming smaller and
cheaper, which makes multi-robot missions more realistic than ever. A solution
utilizing specialized robots that can finish tasks through coordination and coop-
eration is almost always a better choice than using a single super robot that may
finish the same task alone, due to the increased scalability and robustness.

These facts motivated us to formulate and propose the Data-collecting Robot
Problem (DRP), in which an unspecified number of autonomous robots can be
used to collect digital data. Although many multi-agent routing problems have
been studied as variants of the Vehicle Routing Problem (VRP) [12], these prob-
lems assume that agents are, to our best knowledge, humans or human operated,
implicitly assuming that the assigned tasks are completed with certainty. In
contrast, unexpected events may destroy robots and terminate assigned tasks.
This practical aspect is generally not considered in the VRP research commu-
nity. Unlike existing formulations of the VRPs, in our problem formulation, the
c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-44832-9 8
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probabilities of robots breaking down and the value of the robots are explicitly
modeled. The value of a robot can be the hardware cost of the robot or the
strategic importance of the robot quantified by a real number. Therefore, the
objective of the proposed algorithms is to generate a routing plan that maximizes
the expected reward with the optimal number of robots. To our best knowledge,
these two aspects, i.e., risks and value of lost robots, of DRP are unique to any
other existing VRP formulations.

We divide the DRP to two classes: the delayed-reward and the immediate-
reward problems. In the delayed-reward problem, robots must travel back to the
base to receive rewards. Applicable scenarios of this problem include tangible or
intangible objects collections. A problem that requires robots to collect tangible
objects can be modeled as an instance of the delayed-reward problem. Note
that even if the “objects” to be collected are intangible, the problem can be an
instance of the delayed-reward problem; an example is digital data collection
without communication capability [8], which requires all robots to return to
the base to deliver the digital data collected to the base. In the immediate-
reward problem, robots receive a reward as they visit a location of interest. An
applicable scenario of this problem is the digital data collection problems with
full communication capability. Delivery problems can also be formulated this
way because as soon as a delivery is made to a location, the task is accomplished
and the reward associated with the task is received.

This paper presents a solution to the immediate-reward problem. The solu-
tion consists of two steps: (1) clustering for the number of robots and (2) tour
building for a single robot. We introduce the Progressive Gain-aware Cluster-
ing (PGC) and compare it with a naive clustering approach. Six tour building
heuristics are proposed and compared.

This paper is organized as follows: Sect. 2 lists the contributions of our work,
Sect. 3 discusses related work and provides a mathematical formulation of DRP,
Sect. 4 describes the proposed algorithms, Sect. 5 evaluates various combina-
tions of the proposed algorithms, and Sect. 6 presents a conclusion and future
directions.

2 Contribution

The contributions of our work include:

– introducing the Data-collecting Robot Problem (DRP), which explicitly mod-
els the value of robots and the risk of losing robots,

– providing formalizations of two classes of the DRP: the delayed-reward and
the immediate-reward DRPs,

– introducing heuristics for clustering and tour-building steps for solving DRP,
– showing that the Greedy Insertion (GI) and Total-Loss (TL) algorithms have

the top performance among tour-building algorithms, and
– showing that the Progressive Gain-aware Clustering (PGC) algorithm

produces quality results with a better time complexity.
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3 Background

This section discusses problems that are related to the DRP and explain why
the DRP is a new problem. We also provide mathematical formulations of DRP.

3.1 Related Work

A large volume of literature exists on route planning problems such as the Trav-
eling Salesman Problems (TSPs) and the Vehicle Routing Problems (VRPs). In
[7], several variations of the TSPs with profits are defined. The objective function
may be the maximization of the collected total profit (Orienteering Problem), the
minimization of the total traveling cost (Prize-Collecting TSP) or the optimiza-
tion of a combination of both (Profitable Tour Problem). Traditionally, except
for the Orienteering Problem, these problems assume a single-tour solution for
only one vehicle [1]. Archetti et al. [1] use the term VRPs with profits to refer
to the class of problems involving multiple vehicles.

The above problems are company centric because they maximize the payoff
for the party that executes the plan. Some problems are customer centric, which
means that the average satisfaction rate of all customers is the most important
requirement. The Minimum Latency Problem (MLP) is a general formulation
for such a goal with variations such as: the traveling repairman’s problem, the
delivery man problem, the cumulative TSP, the cumulative capacitated vehicle
problem, TSP with cumulative costs, and the school bus driver problem. [9]
gives a comprehensive taxonomy of MLP problems in many different parameters
such as the characteristics of nodes, arcs, the depot, vehicles, etc. However, no
taxonomy is given to understand the problems that deal with tangible goods
verses intangible goods, as we discuss the DRP in this paper.

Furthermore, most of the problems studied in the VRP literature do not con-
sider the value of the vehicles or the risk of losing them. As mentioned above,
the value of a vehicle can be the monetary cost of the vehicle or strategic impor-
tance of the vehicle, quantified by a real number. An interesting exception is
the Cash-in-Transit VRP [11], which takes into account the values carried by
the vehicle and the risk of the vehicles being robbed. However, since the risk is
modeled as an integer constraint, it is not optimized as an objective and there’s
no uncertainty involved in executing plans. Also in CIT, all the customers must
be visited, however, in our problem, as long as the reward is maximized, not all
customers are to be visited.

In DRP, robots are deployed to collect items available at each location in
a large area. Because we consider these robots to be UAVs, robots can travel
from one location to another through the straight-line route between them. This
assumption makes the problem environment a fully connected graph. The data
can be photograph, video, temperature, etc. The robots are set off from a base
station, where they need to return.

We further divided the DRP problem in two categories: the delayed-reward
and the immediate-reward problems. The delayed-reward problem requires all
robots to return to the base station to receive rewards for bringing back data
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collected. This could be the case when communication is not available so that
data cannot be transmitted during a mission. In the immediate-reward problem,
each time a robot visits a node successfully, the robot will receive the reward
associated with the node because full data communication is available.

In both delayed and immediate-reward problems, there is always a risk of
mechanical breakdown, which destroys the robot. The objective is to find a plan
to collect as many data items from different locations as possible to maximize
rewards from the collected data. In order to find such a plan, an algorithm must
minimize the risk of losing robots. This means that the algorithm must find an
optimal number of robots to use and a sequence of sites for each of these robots
to visit. The delayed-reward formulation of DRP is studied in [8]. In this paper,
we mainly focus on the immediate-reward formulation.

The closest work to the immediate-reward DRP is the discounted-reward
TSP problem studied in [3], where the reward a robot can get from a location is
discounted by the distance it has to travel to reach there. However, in their work,
the robot does not have to return to the base and its value is not considered,
which makes the reward always positive. In DRP, the expected reward from
a location is discounted due to the uncertainty of robot’s breakdown along the
route, and due to the value of the robot, the reward can be negative. The Multiple
Agents Maximum Collection Problem [6] is similar to the discounted-reward TSP
in the sense that the rewards decreases over time. However, the reward function
is linear and it doesn’t consider the agent’s value either.

3.2 Mathematical Formulation

The world is modeled as a complete undirected graph G = (V,D, α, β, ψ). V =
{0, 1, . . .} is the set of nodes, where 0 represents the base station and the others
represent the locations of interest. D : V × V → R

+ is a symmetric distance
function, i.e., D(u, v) = D(v, u) is the distance between nodes u and v. D satisfies
the triangle inequality. The value of a robot is α. Data collected from location
v ∈ V has a value of β(v). The probability of a robot successfully traversing one
unit distance is ψ, so if a robot traverses from node u to v for u, v ∈ V , the
probability of success is ψD(u,v).

We assume that data at a location is collected only once, which means there
is no extra gain by visiting the same node redundantly. Since G is a complete
graph that satisfies the triangle inequality, visiting an extra node before a target
node always decreases the expected gain.

A tour t = (v, . . . , 0) for v ∈ V \{0} is a vector of distinct nodes. A robot
starts a tour at node 0, then sequentially visit all the nodes in the vector, which
leads it back to 0 eventually. The objective is to find a plan T consisting a set of
tours, that maximizes the sum of the expected rewards of all the tours. Suppose
Dt(u, v) is the distance between u and v along tour t, Pt(u, v) = ψDt(u,v) is the
probability of the robot successfully traveling from u to v along tour t. We use
Pt(v) to denote Pt(0, v). Let |T | be the cardinality of T , and let t\{0} be the
subtour excluding the final returning edge. We assume that there are unlimited
number of robots at disposal, and the nodes can be left unvisited. Therefore, in
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addition to generating the tours, the planning involves deciding the number of
robots to deploy and which nodes to visit.

The objective function of the delayed-reward problem is expressed as:

max
∑

t∈T

( ∑

v∈t\{0}
Pt(0)β(v) − (1 − Pt(0))α

)

(1)

In the immediate-reward problem, we assume that data collection and transmis-
sion are instantaneous. Therefore, the optimal strategy is always to upload the
data right after collecting it. If the robot is at u, the expected marginal gain from
v is ψD(u,v)β(v), regardless of which nodes are visited after v. Without loss of
generality, let β(0) = α so that Pt(0)α = Pt(0)β(0). Then the objective function
for this problem becomes:

max
∑

t∈T

(
∑

v∈t\{0}
Pt(v)β(v) − (1 − Pt(0))α

)

= max
∑

t∈T

(
∑

v∈t
Pt(v)β(v) − α

)

= max
(

∑

t∈T

∑

v∈t
Pt(v)β(v) − |T |α

) (2)

The immediate-reward formulation is the focus of this paper. In this formulation,
the inner summation term in Eq. 2 is referred to as the (expected) gain (of
rewards) from the visiting nodes in a tour t; the expected cost due to the risk of
losing a robot on t is referred as the cost of the tour; and the difference between
the gain from all the nodes in a tour and the cost of the tour is referred as the
reward of the tour.

4 Algorithm

4.1 Clustering for the Number of Robots

For a thorough discussion of the effects of the number of robots, refer to [8].
In that work, one important observation is that robots are reluctant to visit a
node that is too faraway, because there is a higher chance of breaking down as
they travel to the node and therefore the expected reward would be negligible
or even negative. However, if there is a cluster of nodes that are equally faraway,
a robot may visit all of them because the high cost due to the initial long
edge to the cluster is effectively distributed among all the nodes within the
cluster. Therefore, clustering methods should be used to find these clusters.
After clustering, the problem is reduced to a single-robot problem. Each cluster
is assigned to one robot and a tour covering all the nodes in each cluster is
generated for one robot.

We use the Bottom-up Hierarchical Clustering, also known as Agglomerative
Clustering, employed in [8] to determine the number of robots needed. Starting
from single-node clusters, each iteration finds the best merge that gives the
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Algorithm 1. Clustering Algorithm Cluster
Input: G, R // G: the world model, R: a cluster evaluation function
Output: S // a set of clusters
1: S ← ∅
2: for all v ∈ V \ {0} do
3: S ← S ∪ {v}
4: loop
5: C∗

i ← ∅, C∗
j ← ∅

6: Δ∗ ← 0 // the highest difference in reward
7: for all Ci ∈ S do
8: for all Cj ∈ S, j > i do
9: Δ ← R(Ci ∪ Cj) − R(Ci) − R(Cj)

10: if Δ > Δ∗ then
11: Δ∗ ← Δ, C∗

i ← Ci, C∗
j ← Cj

12: if Δ∗ = 0 then
13: break
14: S ← S \ {C∗

i , C∗
j } ∪ {C∗

i ∪ C∗
j }

15: return S

highest increase in total reward. Formally, if R∗(Ci) is the maximum reward
a robot can get from cluster Ci, and Ci ∪ Cj is the merged cluster, then at
each step we merge Ci and Cj that give the maximum positive value R∗(Ci ∪
Cj) − R∗(Ci) − R∗(Cj), until there’s no more positive merge values. The base
node, 0, is excluded from this process. See Algorithm 1 for more details. The
algorithm takes as input an evaluation function R, which can be R∗ or a function
that estimates R∗. Suppose the time complexity of R is O(m), where m is a
polynomial expression as we show later in this section, and there are n nodes in
the graph. This procedure has O(mn3) operations. However, since the evaluation
of one pair of clusters is completely independent of another, parallelism can be
easily achieved, which, in the best case, is O(m + n3).

The only way to get R∗(Ci) is to find the optimal tour visiting all the nodes
in cluster Ci for a single robot, which is a variant of the NP-hard MLP [2].
Therefore, instead of trying to find the optimal tour, we propose six tour-building
heuristics, and use the tours built by the heuristics as estimations of the optimal
tour. In addition, we also propose an efficient clustering heuristic that uses k
Minimum Spanning Tree (k-MST) to estimate the expected reward of a cluster
without explicitly building a tour.

4.2 Heuristics for Building Tours

A partial tour is a vector of nodes (0, . . . , v) for v ∈ V that defines an acyclic
(v �= 0) or a cyclic (v = 0) path starting from node 0. Given a partial tour t,
t⊕i u is a new partial tour extended by inserting node u after the i-th node of t,
ρ(t) is the reward of t, defined as the gain from all the nodes in t, and |t| is the
total number of nodes, including the starting 0, in t. The marginal reward of an
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Algorithm 2. Tour-Building Algorithm BuildTourK
Input: G, C // G: the world model, C: a cluster of nodes
Output: t // a tour contains all the nodes in C
1: t ← ∅
2: while C �= ∅ do
3: u, i ← K(C, t) // subroutine K returns a node and an insertion position
4: t ← t ⊕i u // insert node u after position i of t
5: C ← C \ {u}
6: return t

extended partial tour is calculated as the difference between its reward and the
original’s.

The tour-building heuristics are incremental in the sense that they build a
tour by assigning one node at a time. All these six heuristics share the same
algorithmic structure described in Algorithm 2. The difference is the subroutine
for choosing a node for insertion and the insertion position given a partial tour
and a set of unassigned nodes. The subroutine is denoted as K (subscript of
BuildTourK) in Algorithm 2.

The Naive Greedy (NG) Algorithm (BuildTourKNG). This simple heuristic
picks the next node solely based on the marginal reward. Formally, to assign the
next node, the algorithm calculates the marginal reward of visiting u next

πNG
t (u) = ρ(t ⊕|t| u) − ρ(t) (3)

for all unassigned node u in the cluster, and picks the maximum u with πNG
t (u).

The insertion position is always |t|, which means it always appends a node at
the end of a partial tour. This is an O(n2) operation for a cluster of n nodes.

The One-Step-Ahead (OSA) Algorithm. This heuristic considers one more
step than NG. Namely, it calculates:

πOSA
t (u) = max

v �=u

(

ρ(t ⊕|t| u ⊕|t|+1 v) − ρ(t)
)

(4)

for all unassigned u and v, and picks the u with highest πOSA
t (u). The insertion

position is always |t|. Notice that node v is used only for the evaluation of node
u, there is no guarantee in that the next step actually picks node v. This is an
O(n3) operation for a cluster of n nodes.

The Total-Loss (TL) Algorithm. This heuristic calculates the sum of all the
“losses” that visiting a node u incurs, and picks the u that minimizes this total
loss. The loss from a node v incurred by visiting u �= v is defined as:

δt(u, v) =
(

ρ(t ⊕|t| v) − ρ(t)
)

−
(

ρ(t ⊕|t| u ⊕|t|+1 v) − ρ(t ⊕|t| u)
)

(5)

where ρ(t ⊕|t| v) − ρ(t) is the marginal reward of appending v to t, while
ρ(t ⊕|t| u ⊕|t|+1 v) − ρ(t ⊕|t| u) is the marginal reward of appending v to t ⊕|t| u.
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The difference of these two signifies the minimum reduction in the marginal
reward of appending v to a partial tour caused by appending u first. For each
assignment, TL calculates:

πTL
t (u) =

∑

v �=u

δt(u, v) (6)

for all the unassigned u and v, and picks the u with the minimum πTL
t (u).

The insertion position is always |t|. This takes O(n3) operations for a cluster of
size n.

The Gain-Minus-Loss (GML) Algorithm. This heuristic calculates the dif-
ference of gain (marginal reward) and loss; then it uses only the minimum loss
instead of the total. For each assignment, the algorithm calculates:

πGML
t (u) = πNG

t (u) − min
v �=u

δt(u, v) (7)

for all unassigned u and v, and picks the u with the maximum πGML
t (u). The

insertion position is always |t|. This is an O(n3) operations for a cluster size n.

The Loss-Per-Gain (LPG) Algorithm. This heuristic considers both gain
and total loss by taking the ratio of the total loss to the gain. For each assignment,
the algorithm calculates:

πLPG
t (u) =

πTL
t (u)

πNG
t (u)

(8)

for all the unassigned u, and picks the u with the minimum πLPG
t (u). The inser-

tion position is always |t|. This is an O(n3) operation for a cluster of n nodes.

The Greedy Insertion (GI) Algorithm. This algorithm is a single-robot
variation of the Sequential Greedy Algorithm (SGA) proposed in [5]1. At each
step, GI assigns the next node by trying out all the possible insertions of all the
unassigned nodes, and picks the one with the highest marginal reward. However,
for each partial tour, this algorithm calculates the reward of the corresponding
cyclic partial tour, which appends node 0 at the end and sets β(0) = α (see
Sect. 3.2). Formally, given the partial tour t, inserting node u after the i-th node
of t gives a marginal reward:

πGI
t (u, i) = ρ(t ⊕i u ⊕|t| 0) − ρ(t ⊕|t| 0) (9)

At each assignment, the algorithm calculates πGI
t (u, i) for all the unassigned

u and all the integral i ∈ [1, |t|], and chooses the u and i with the maximum
πGI
t (u, i). This is an O(n3) operation for a cluster of n nodes.

Other than GI, all these algorithms build a partial tour by inserting nodes
at the end, and therefore can be adopted for online planning. Since GI needs to

1 The reward function in our problem does not satisfy the Diminishing Marginal Gain
property, so the performance guarantee of SGA doesn’t hold.
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Algorithm 3. PGC Merging Algorithm PGCMerge
Input: G, (Ci, ei, li, gi, ci, Li), (Cj , ej , lj , gj , cj , Lj) // G: the world model, (Ci, ei, li,

gi, ci, Li): data structure of Ci, see Sect. 4.3
Output: (Cij , eij , lij , gij , cij , Lij) // data structure of Cij

1: Cij ← Ci ∪ Cj

2: if D(0, ei) > D(0, ej) then
3: swap(i, j)
4: eij ← ei, d ← +∞
5: for all vi ∈ Ci do
6: for all vj ∈ Cj do
7: if D(vi, vj) < d then
8: d ← D(vi, vj), v∗

i ← vi, v∗
j ← vj

9: Lij ← Li ∪ Lj ∪ {{v∗
i , v∗

j }}
10: H ← {(D(v∗

i , v∗
j ), v∗

j )} // min-heap as BFS queue, sorted on the edge length
11: M ← Ci // the visited nodes
12: lij ← li, gij ← gi
13: while H �= ∅ do
14: d, v ← H.pop // the top of H
15: lij ← lij + d, gij ← gij + ψD(0,eij)+lijβ(v), M ← M ∪ {v}
16: for all u ∈ Lj(v), u /∈ M do
17: H ← H ∪ {(D(u, v), u)}
18: cij ← (1 − ψD(0,ei)+D(0,ej)+lij )α
19: return (Cij , eij , lij , gij , cij , Lij)

insert node at any position of a partial tour and the robot cannot change the
path already taken, it can only be used offline.

With a small modification (see Sect. 5), the above tour-building algorithms
can be used as the input function R in Algorithm 1 to evaluate cluster merging.
All of the algorithms except NG have O(n3) time. Fortunately, all the O(n3)
algorithms can reduce the time complexity by at most a factor of n using paral-
lelism, because the evaluation of one candidate node is independent of another.

4.3 The Progressive Gain-Aware Clustering Algorithm (PGC)

PGC has a better time complexity than the naive clustering. Based on the
technique of using rooted k-MST to approximate the optimal solution of MLP
[3,4], PGC estimates the reward obtainable from a cluster without building a
tour. Algorithm 3 shows the merging procedure. The complete algorithm is in
Algorithm 4, which follows a similar structure as the clustering algorithm.

The data structures associated with an existing cluster Ci are: (1) an entry
node ei which is the closest node to the base node in the cluster; (2) an estimated
gain gi from all the nodes in the cluster; (3) an estimated cost ci due to the risk
of losing the robot; (4) an adjacency list Li that keeps track of the Minimum
Spanning Tree (MST) of the nodes in the cluster, where Li(v) is the list of
neighbors of node v in the MST; and (5) a total length li that is the sum of all
the edge lengths in the MST. For the rest of this section, subscript ij is used to
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Algorithm 4. PGC Algorithm PGC
Input: G // the world model
Output: S // a set of clusters
1: S ← ∅
2: for all v ∈ V \ {0} do
3: Cv ← {v}, ev ← v, lv ← 0, gv ← ψD(0,v)β(v), cv ← (1 − ψ2D(0,v))α, Lv ← ∅
4: S ← S ∪ Cv

5: loop
6: C∗

i ← ∅, C∗
j ← ∅, C∗

k ← ∅, Δ∗ ← 0
7: for all Ci ∈ S do
8: for all Cj ∈ S, j > i do
9: (Ck, . . . , gk, ck, . . .) ← PGCMerge((Ci, . . . , gi, ci, . . .), (Cj , . . . , gj , cj , . . .))

10: Δ ← (gk − ck) − (gi − ci) − (gj − cj)
11: if Δ > Δ∗ then
12: Δ∗ ← Δ, C∗

i ← Ci, C∗
j ← Cj , C∗

k ← Ck

13: if Δ∗ = 0 then
14: break
15: S ← S \ {C∗

i , C∗
j } ∪ {C∗

k}
16: return S

denote a variable associated with cluster Ci ∪ Cj . For example, Cij is Ci ∪ Cj

and eij is the entry node of Cij .
Given Ci and Cj , the estimated reward before merging is computed trivially

as gi − ci + gj − cj . But the computation of the estimated reward after merging
is more complicated. The first step is to choose the entry node eij ∈ {ei, ej}
of Cij to be the one that is closer to the base node. Without loss of generality,
assume eij = ei. Then the algorithm obtains Lij by merging Li and Lj and
adding the shortest edge that connects nodes vi ∈ Ci and vj ∈ Cj . To compute
gij , we perform a breadth-first search (BFS) starting from node vi on the MST
of Cij , with all the nodes in Ci marked as visited, lij set to li and gij set to gi. At
each iteration, the shortest edge that connects the visited subtree to an unvisited
node is picked. Its length is added to lij , and the unvisited node on the edge, say
v, is marked as visited. Assume at this point there are n visited nodes, then lij is
the total edge length of the n-MST of Cij rooted at node eij , which can be used
as a lower-bound of the n-th node’s latency in the optimal minimum-latency
tour of Cij starting from node eij . After adding this edge, gij is increased by
ψD(0,eij)+lijβ(v), where ψ is the probability of the robot successfully traveling
one unit distance, and β(v) is the reward of node v. At last, the estimated cost is
calculated as cij = (1 − ψD(0,ei)+D(0,ej)+lij )α, where α is the value of the robot,
and the estimated reward is gij − cij .

Finding the closest nodes vi and vj is O(n2) for two clusters of size n each;
BFS is O(n) as the graph is a tree. Other operations are constant. Therefore,
merging takes O(n2).

For the whole algorithm, assume the graph contains N nodes. During one
merge iteration, where all the clusters are pair-wise evaluated and the best pair is
merged, regardless of how many clusters are there: each node is paired with each
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Algorithm 5. BuildTourK + Cluster
Input: G // the world model
Output: T // a plan of tours
1: T ← ∅
2: S ← Cluster(G,BuildTourK′) // BuildTourK′ returns the reward of the built tour
3: for all C ∈ S do
4: t ← BuildTourK(G, C), T ← T ∪ {t}
5: return T

Algorithm 6. BuildTourK + PGC
Input: G // the world model
Output: T // a plan of tours
1: T ← ∅, S ← PGC(G)
2: for all C ∈ S do
3: t ← BuildTourK(G, C), T ← T ∪ {t}
4: return T

of the O(N) nodes outside its own cluster exactly once for finding vis and vjs;
each node is visited O(N) times in all the BFS’s; and there are O(N) constant
operations. Therefore, one iteration is O(N2) and the whole algorithm is O(N3).
Note that, given an O(n2) evaluation function R, a similar argument, which
considers nodes instead of clusters, can be made for the clustering algorithm in
Algorithm 1. It makes the overall time complexity of Algorithm 1 O(N4) instead
of O(N5).

5 Evaluation

We run experiments with two clustering algorithms, the naive clustering algorithm
(NC) in Algorithm 1 and PGC in Algorithm 4, combined with each of six tour-
building heuristics (NG, OSA, TL, GML, LPG and GI) in Algorithm 2. There-
fore, there are 12 different combinations of clustering and tour-building algorithms
(2 × 6). The tour-building-NC combinations are detailed in Algorithm 5, where
BuildTourK′ is the variation of BuildTourK that still uses K to build tours but
returns the reward of the built tour instead of the tour itself. The tour-building-
PGC combinations are in Algorithm 6.

For each combination, we run experiments with different robot values and
different variances in node rewards, which is also referred to as node variance.
For each combination of clustering and tour building, robot value, and node
variance, we experiment on 100 uniformly random graphs within the world size
100 × 100. The success rate ψ is fixed to 0.99. The results are averaged from
the 100 runs. Since the problem is NP-hard, computing the optimal solution is
infeasible. Therefore we compare the solutions given by our algorithms.

Section 5.1 compares the performance (quality of solution) of the tour-
building heuristics when they are combined with NC with node reward drawn
from a integral uniform distribution from 4 to 6. Section 5.2 shows the results
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(a) Normalized mean of expected reward.

(b) Normalized standard deviation of expected reward.

Fig. 1. The performance of tour-building algorithm combined with NC. Node rewards
range from 4 to 6.
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(a) Normalized mean of expected reward.

(b) Normalized standard deviation of expected reward.

Fig. 2. The performance of tour-building algorithm combined with PGC. Node rewards
range from 4 to 6.
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Fig. 3. The performance ratio of PGC to NC. Node rewards range from 4 to 6.

of the tour-building-PGC combinations to compare PGC’s performance against
NC, when node reward drawn from a integral uniform distribution from 4 to 6.
Finally, Sect. 5.3 discusses the interesting effects of changing the node variance.

5.1 Comparison of Tour-Building Algorithms

To evaluate the performance of the six tour-building heuristics, we use NC for
clustering and draw the node rewards from a integral uniform distribution from
4 to 6, then plot the normalized mean of expected reward against different robot
values (α). The normalized mean of expected reward is the ratio of the mean in an
experimental setting to the maximum, which is obtained in the setting where the
robot value is 0, i.e. there is no cost in losing robot, and therefore the best plan
is to send one robot to each node. The value of standard deviation is normalized
by the same factor in order to be meaningful. The combined algorithms are
described in Algorithm 5, and the plot is in Fig. 1.

As shown in Fig. 1, the six combinations have different performances. The
order from high to low is GI, TL, LPG, OSA, GML and NG, with GI, TL and
LPG being nearly identical, and GML and NG being nearly identical. Although,
as shown in Sect. 5.3, the difference between GI, TL and LPG becomes more
obvious when the data variance becomes larger. The standard deviation is rel-
atively large for larger robot values for all the algorithms. This indicates that
when the robot value is high, the algorithms are less stable. One possible reason
is that, due to the high cost of losing robot, even a small difference in distance
can change the decision made by an algorithm.

GI being the best is not surprising, because insertion-based construction
methods generally perform better than nearest-neighbor heuristics [10]. All the
other five construction methods are only able to look ahead by appending new
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(a) Performance of tour-building-NC.

(b) Performance of tour-building-PGC.

(c) Performance ratio of PGC to NC.

Fig. 4. Node rewards range from 1 to 9.

(a) Performance of tour-building-NC.

(b) Performance of tour-building-PGC.

(c) Performance ratio of PGC to NC.

Fig. 5. Node rewards are all 5.

nodes to the end of a partial tour. Therefore, they are intuitively less powerful
than any nearest-neighbor heuristics that adjust tours in various places. Conse-
quently, it is surprising that TL, which takes only losses into account, performs
almost as well as GI. Since NG and OSA consider the gain from the immediate
next steps, and LPG and GML consider both gain and loss, this result indi-
cates that the immediate loss, which is caused by robot traveling extra distance
that discounts future gains, has more impact on the overall performance the
immediate gain.
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In addition, one advantage of a “look-ahead” heuristic like TL is that it can
be easily adopted for online planning, in cases where nodes of interest appears
dynamically, or edge length is not known until the robot reaches a node. And
as shown by the results, TL performs almost as well as GI that requires all
information before making decisions.

5.2 Comparison of Clustering Algorithms

To evaluate the performance of the PGC algorithm, we run the same experi-
ments as in Sect. 5.1, with PGC instead of NC. The algorithms are described
in Algorithm 6, and the results are shown in Fig. 2; the performance ranking is
consistent with the ranking in using NC in Sect. 5.1.

To give a clearer comparison of PGC and NC, we plot the ratios of tour-
building-PGC’s expected reward to those of tour-building-NC, against different
robot values (α) in Fig. 3. PGC gives good results when combined with better
tour building algorithms. Specifically, when combined with GI, TL or LPG, the
ratio is above 0.8 when the robot value is below 30. However, when the robot
value becomes relatively high, the performance ratio is fairly low. For example,
when the robot value is around 60, the ratio is only about 0.4. It should be noted
that, when the robot value is very high, above 60 in our experiments, the cost
becomes too high that the algorithms rarely send out any robot at all. In such
cases, the measures have a large variance and are therefore less indicative. They
are included in the results only for completeness. PGC’s performance downgrades
when low-performance tour-building algorithms are used, which indicates that
a better performing tour-building heuristic has more stable performance and is
less sensitive to the choice of clustering algorithm.

5.3 Effect of Node Reward Variance

We also evaluate the effects of node variance on the performance of the proposed
algorithms. The same experiments as those in Sects. 5.1 and 5.2 are done with
the node rewards randomly sampled from integral uniform distributions from 1
to 9, shown in Fig. 4, and all set to 5, shown in Fig. 5.

Interestingly, when the difference in performance of the tour-building algo-
rithms varies in accordance with the node variance. Namely, as seen in Fig. 4,
when node variance becomes larger, the difference in performance becomes
larger, and vice versa in Fig. 5.

With respect to the performance of PGC, as shown in Figs. 4(b), (c) and
5(b), (c), the result is similar to that of in Sect. 5.2. Namely, PGC performs well
for low robot values (< 30) but bad for high robot values (30 to 60). In addition,
comparing across node variances, PGC performs better for larger node variance.

6 Conclusion and Future Work

This paper proposes the Data-collecting Robot Problem where values of robots
and the risk of losing robots are explicitly modeled. The objective is to max-
imize the expected reward of a plan (a set of tours). The expected reward is
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determined by both the gain from visiting nodes and loss of robots. We give
two formulations of the problem: the delayed-reward and the immediate-reward
formulations. Solutions for the immediate-reward formulation are presented.

Six tour-building heuristics are proposed and compared. Among them, GI
performs the best, followed closely by TL. However, since GI modifies a partial
tour at any point, it cannot be used for online planning. TL, on the other hand,
builds a tour by appending nodes at the end of a partial tour, so it can be adopted
for online planning and we empirically prove that it performs almost as good as
GI. We also propose PGC heuristic for clustering. With a better time complex-
ity, this algorithm approximates the naive clustering algorithm well for low robot
values, and it does better when node variance becomes larger. In addition, we
discover that the most important factor in maximizing the reward is the imme-
diate loss. Another interesting observation is that the difference of performance
among tour-building algorithms increases as the data variance increases.

For future work, we would like to further investigate the effects of data vari-
ance. We are also interested in the online versions of DRP, in which nodes appear
dynamically. TL seems to be a starting point. To make the problem more real-
istic, we also plan to add energy consumptions as an additional cost, and con-
sider the cost due to congestion. Another direction is modeling uncertainty from
robot’s movement. This involves abstracting the underlying uncertainty to a
high-level cost parameter that can be used in route planning. The problem for-
mulations in this paper can address this to a certain degree, but more elaborate
modeling is necessary.
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Abstract. We present a satisfiability modulo theories based bounded
model checking (SMT-based BMC) method for timed interpreted sys-
tems (TIS) and for properties expressible in the existential fragment
of a Real-Time Computation Tree Logic with epistemic components
(RTECTLK). We implemented the standard BMC algorithm and evalu-
ated it for two multi-agent systems: a timed train controller system and
a timed generic pipeline paradigm. We used the Z3 solver.

1 Introduction

The formalism of interpreted systems (IS) was introduced in [8] to model multi-
agent systems (MAS) [19], which are intended for reasoning about the agents’
epistemic and temporal properties. The formalism of timed interpreted systems
(TIS) [22] extends IS to make the reasoning possible about not only temporal
and epistemic properties, but also about real-time aspects of MASs. The previ-
ous ten years in the area of MASs have seen significant research in verification
procedures, which automatically evaluate whether a MAS reaches its intended
specifications.

Model checking [4] is an automatic verification technique for concurrent sys-
tems such as: digital systems, distributed systems, real time systems, multi-
agent systems, communication protocols, cryptographic protocols, concurrent
programs, and many others. To be able to check automatically whether the sys-
tem satisfies a given property, one must first create a model of the system, and
then describe in a formal language both the created model and the property.

One of the main technique here is symbolic model checking [4]. Unfortunately,
because of the agents’ intricate nature, the practical applicability of model check-
ing is firmly limited by the “state-space explosion problem” (i.e., an exponential
growth of the system state space with the number of agents). To reduce this
issue, various techniques, including the SAT- and BDD-based bounded model
checking (binary decision diagrams based BMC) [10,15,18], have been advanced.
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These have been effective in permitting users to handle bigger MASs, however
it is still hard to check MASs with numerous agents. The point of this paper
is to help beat this inadequacy by employing SMT-solvers (i.e., satisfiability
modulo theories tools for deciding the satisfiability of formulae in a number of
theories) [2].

Bounded model checking for multi-agent systems is a symbolic model check-
ing method designed for finding counterexamples, and whose main idea is
to consider a model curtailed to a specific depth to search for an execution
(or a set of executions) of a system under consideration of some length k, which
constitutes a counterexample for a tested property. It uses a reduction of the
problem of truth of a temporal formula [6] (an epistemic formula [8], doxas-
tic formula [12], and deontic formula [14]) in a model of MAS to the problem
of satisfiability of formulae. The reduction is achieved by a translation of the
transition relation and a translation of a given property to a quantifier-free first-
order formula. It should be emphasised that for a given temporal logic, bounded
model checking is mainly used to disprove safety properties and to prove liveness
properties.

A version of the SAT-based BMC method for specifications expressed in
RTECTLK, and MASs modelled by interleaved interpreted systems (the inter-
preted system with the asynchronous semantics (interleaving semantics)), in
which agents have time-limits or other explicit timing constraints to accomplish
intended goals, has been published in [21].

The original contributions of the paper are as follows. First, we propose a
SMT-based BMC technique for TIS and for RTECTLK. Second, we report on the
implementation of the proposed BMC method as a new module of a verification
system, and evaluate it experimentally by means of a modified generic pipeline
paradigm [17] and a modified train controller system.

We do not compare our results with other model checkers for MASs,
e.g. MCMAS [13] or MCK [9], simply because they do not support the
RTECTLK language and the timed interpreted systems.

Scheme of the Paper. The rest of the paper is organised as follows. In the
next section we briefly present the theory of the timed interpreted systems and
the RTECTLK language. In Sect. 3 we present our SMT-based BMC method
and an example of translation to SMT. In Sect. 4 we experimentally evaluate
the performance of our SMT-based BMC encoding. We conclude with a brief
discussion in Sect. 5.

2 Preliminaries

Timed Interpreted Systems (TIS) were proposed in [22] to extend interpreted
systems (ISs) in order to make possible reasoning about real-time aspects of
MASs. In the formalism of interpreted systems, each agent is characterised by
a set of local states and by a set of local actions that are performed following a
local protocol. Given a set of initial states, the system evolves in compliance with
an evolution function that determines how the local state of an agent changes



Verifying Real-Time Properties of Multi-agent Systems 151

as a function of its local state and of the other agents actions. The evolution of
all the agents local states describes a set of runs and a set of reachable states.
These can be used to interpret formulae involving temporal operators, epistemic
operators to reason about what agents know.

2.1 Timed Interpreted Systems

Let IN be a set of natural numbers, and IN+ = IN\{0}. We assume a finite set
X of variables, called clocks. Each clock is a variable ranging over a set of non-
negative natural numbers. For x ∈ X, ��∈ {<,≤,=, >,≥}, c ∈ IN we define a set
of clock constraints over X, denoted by C(X), The constraints are conjunctions
of comparisons of a clock with a time constant c from the set of natural numbers
IN, generated by the following grammar:

cc := true | x �� c | cc ∧ cc.

A clock valuation v of X is a total function from X into the set of natural
numbers. The set of all the clock valuations is denoted by INX. For X

′ ⊆ X, the
valuation which assigns the value 0 to all clocks is defined as: ∀x∈X′v′(x) = 0
and ∀x∈X\X′v′(x) = v(x). For v ∈ INX, succ(v) is the clock valuation of X that
assigns the value v(x) + 1 to each clock x. A clock valuation v satisfies a clock
constraint cc, written as v |= cc, iff cc evaluates to true using the clock values
given by v.

Let A = {1, . . . , n} denote a non-empty and finite set of agents, and Ev
be a special agent that is used to model the environment in which the agents
operate, and AP =

⋃
i∈A∪{Ev} APi be a set of atomic formulae, such that

APi1

⋂ APi2 = ∅ for all i1, i2 ∈ A ∪ {Ev}.
A timed interpreted system is a tuple

TIS = ({Li, Acti,Xi, Pi,Vi, Ii, ιi}i∈A∪{Ev}, {ti}i∈A, {tEv}),

where:

– Li is a non-empty set of locations of the agent i,
– ιi ⊆ Li is a non-empty set of initial locations,
– Acti is a non-empty set of possible actions of the agent i, Act = Act1 × . . . ×

Actn × ActEv is the set of joint actions,
– Xi is a non-empty set of clocks,
– Pi : Li → 2Acti is a protocol function,
– ti : Li × LEv × C(Xi) × 2Xi × Act → Li is a (partial) evolution function for

agents,
– tEv : LEv × C(XEv) × 2XEv × Act → LEv is a (partial) evolution function for

environment,
– Vi : Li → 2APi is a valuation function assigning to each location a set of

atomic formulae that are assumed to be true at that location,
– Ii: Li → C(Xi) is an invariant function, that specifies the amount of time the

agent i may spend in a given location.
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It is assumed that locations, actions and clocks for the environment are “pub-
lic”, which means that all the agents know a current location, an action, and a
clock valuation of the environment.

We also assume that if εi ∈ Pi(�i), then ti(�i, �Ev, cci,X, (a1, . . . , an, aEv)) =
�i for ai = εi, any cci ∈ C(Xi), and any X ⊆ Xi. Each element t of ti is denoted by
<�i, �Ev, cci,X

′, a, �′
i >, where �i is the source location, �′

i is the target location,
a is an action, cc is the enabling condition for ti, and X

′ ⊆ Xi is the set of clocks
to be reset after performing t. An invariant condition allows the TIS to stay at
the location � as long as the constraint Ii(�i) is satisfied. The guard cc has to be
satisfied to enable the transition.

2.2 Timed Model

For a given TIS let the symbol S =
∏

i∈A∪{Ev}(Li × INXi) denote the
non-empty set of all global states. Moreover, for a given global state s =
((�1, v1), . . . , (�n, vn), (�Ev, vEv)) ∈ S, let the symbols li(s) = �i and vi(s) = vi

denote, respectively, the local component and the clock valuation of agent
i ∈ A ∪ {Ev} in s. Now, for a given TIS we define a timed model (or a model) as
a tuple M = (Act, S, ι, T,V), where:

– Act = Act1 × . . . × Actn × ActEv is the set of all the joint actions,
– S =

∏
i∈A∪{Ev}(Li × INXi) is the set of all the global states,

– ι =
∏

i∈A∪{Ev}(ιi × {0}Xi) is the set of all the initial global states,
– V : S → 2AP is the valuation function defined as V(s) =

⋃
i∈A∪{Ev} Vi(li(s)),

– T ⊆ S × (Act ∪ {τ}) × S is a transition relation defined by action and time
transitions. For ã ∈ Act:

1. action transition: (s, ã, s′) ∈ T (or s
ã−→ s′) iff for all i ∈ A∪{Ev}, there exists

a local transition ti(li(s), cci,X′, ã) = li(s′) such that vi(s) |= cci ∧ I(li(s))
and v′

i(s
′) = vi(s)[X′ := 0] and v′

i(s
′) |= I(li(s′)) (vi(s)[X′ := 0] denotes the

clock valuation which assigns 0 to each clock in X
′ and agrees with vi(s) over

the rest of the clocks.
2. time transition (s, τ, s′) ∈ T iff for all i ∈ A ∪ {Ev}, li(s) = li(s′) and

v′
i(s

′) = vi(s) + 1 and v′
i(s

′) |= I(li(s′)).

A path π in M is a sequence π = (s0, s1, . . .) of states such that (s0, τ, s1) ∈ T
holds and for each i > 0, either (si, ãi, si+1) ∈ T or (si, τ, si+1) ∈ T , and if
(si, ãi, si+1) ∈ T holds, then (si+1, τ, si+2) ∈ T holds.

Observe that the above definition of the path ensures that the first transi-
tion is the time one, and between each two action transitions at least one time
transition appears.

The set of all the paths starting at s ∈ S is denoted by Π(s), and the
set of all the paths starting at an initial state is denoted by Π =

⋃
s0∈ι Π(s0).

Moreover, for a ∈ Act∪{τ}, we sometimes write s
a−→ s′ instead of (s, a, s′) ∈ T .

Eventually, for s ∈ S and a ∈ Act ∪ {τ}, the set of direct a-successors of s is
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defined as: Post(s, a) = {s′ ∈ S|s a−→ s′}, and the set of direct successors of s
is defined as Post(s) =

⋃
a∈Act∪{τ} Post(s, a).

Given a TIS, one can define for any agent i the indistinguishability relation
∼i⊆ S × S as follows: s ∼i s′ iff li(s′) = li(s) and vi(s′) = vi(s).

We assume the following definitions of epistemic relations: ∼E
Γ

def
=

⋃
i∈Γ ∼i,

∼C
Γ

def
= (∼E

Γ )+ (the transitive closure of ∼E
Γ ), ∼D

Γ

def
=

⋂
i∈Γ ∼i, where Γ ⊆ A.

2.3 Abstract Model

The set of all the clock valuations is infinite which means that a model has an
infinite set of states. We need to abstract the proposed model before we can apply
the bounded model checking technique. Let ci be the largest constant appearing
in any enabling condition or state invariants of agent i, and v, v′ ∈ IN|X| be two
clock valuations. We say that v �i v′ iff the following condition holds for each
x ∈ Xi:

v(x) > ci and v′(x) > ci or v(x) ≤ ci and v′(x) ≤ ci and v(x) = v′(x).

Next, we define the relation � as follows: v � v′ iff v �i v′, for every i ∈
A∪{Ev}. Obviously, � is an equivalence relation. It is easy to see that equivalent
clock valuations satisfy the same clock constraints that occur in TIS. Basing on
this observation one can define the abstract model for TIS. Namely, let IDi =
{0, . . . , ci + 1}, and ID =

⋃
i∈A∪{Ev} IDXi

i . For any v ∈ ID let us define the
successor succ(v) of v as follows: for each x ∈ X,

succ(v)(x) =

⎧
⎨

⎩

v(x) + 1, if x ∈ Xi and v(x) ≤ ci,

v(x), if x ∈ Xi and v(x) > ci.

Now, one can define the abstract model as a tuple M̂ = (Act, Ŝ, ι̂, T̂ , V̂),
where Ŝ =

∏
i∈A∪{Ev}(Li × IDXi

i ) ι̂ = ι, V̂ = V|Ŝ , and T̂ ⊆ Ŝ × (Act ∪ {τ}) × Ŝ
is a transition relation defined by action and time transitions. For ã ∈ Act:

1. action transition: (ŝ, ã, ŝ′) ∈ T̂ iff ∀i∈A∃φi∈C(Xi)∃X
′
i⊆Xi

(ti(li(ŝ), φi,X
′
i, ã) =

li(ŝ′) and vi |= φi∧I(li(ŝ)) and v′
i(ŝ

′) = vi(ŝ)[X′
i := 0] and v′

i(ŝ
′) |= I(li(ŝ′)))

2. time transition: (ŝ, τ, ŝ′) ∈ T̂ iff ∀i∈A∪{Ev}(li(ŝ) = li(ŝ′)) and vi(ŝ) |= I(li(ŝ))
and succ(vi(ŝ)) |= I(li(ŝ))) and ∀i∈A(v′

i(ŝ
′) = succ(vi(ŝ′))) and (v′

Ev(ŝ′) =
succ(vEv(ŝ))).

Given the abstract model one can define for any agent i the indistinguisha-
bility relation ∼i⊆ Ŝ × Ŝ as follows: ŝ ∼i ŝ′ iff li(ŝ′) = li(ŝ) and vi(ŝ′) = vi(ŝ).

In the following paragraph and in the following two lemmas we assume that
M is the timed model for a timed interpreted system TIS, and M̂ is the abstract
model for M such that for each i ∈ A ∪ {Ev}, max(IDi) = ci.

It is easy to see that for each v ∈ INX there exist unique u ∈ ID such that
u � v. Indeed, for x ∈ Xi let u(x) = v(x) if v(x) ≤ ci, and u(x) = ci + 1



154 A.M. Zbrzezny and A. Zbrzezny

otherwise. Clearly, u � v. It is also easy to see that for each v ∈ INX and u ∈ ID,
v � u implies succ(v) � succ(u).

The following two lemmas state that the timed and the abstract model for
TIS are trace-equivalent. Both the lemmas can be proven by straightforward
induction on j.

Lemma 1. For each path π in M there exist a path π̂ in M̂ such that ∀j ≥
0 π̂(j) � π(j).

Lemma 2. For each path π̂ in M̂ there exist a path π in M such that ∀j ≥
0 π(j) � π̂(j).

In fact it is easy to prove that the timed model and the abstract model
for TIS are bisimulation-equivalent. Let us recall from [1] the definition of a
bisimulation. Let Mi = (Acti, Si, ιi, Ti,Vi), i = 1, 2 be timed models.

Definition 1. Let Mi = (Acti, Si, ιi, Ti,Vi), i = 1, 2 be timed models. A bisim-
ulation for (M1,M2) is a binary relation R ⊆ S1 × S2 such that

– for every s ∈ ι1, there exists s2 ∈ ι2 such that (s1, s2) ∈ R, and for every
s2 ∈ ι2, there exists s1 ∈ ι such that (s1, s2) ∈ R

– for all (s1, s2) ∈ R it holds:
1. V(s1) = V(s2)
2. if s′

1 ∈ Post(s1) then there exists s′
2 ∈ Post(s2) with (s′

1, s
′
2) ∈ R

3. if s′
2 ∈ Post(s2) then there exists s′

1 ∈ Post(s1) with (s′
1, s

′
2) ∈ R.

M1 and M2 are bisimulation-equivalent (bisimilar for short), if there exists a
bisimulation R for (M1,M2).

For a given timed model M and the abstract model M̂ of M let us define
a binary relation R ⊆ S × Ŝ in the following way: (s1, s2) ∈ R iff s1 � s2.
Obviously, R is a bisimulation for (M,M̂). As a result from this fact we obtain
the following lemma.

Lemma 3. Let M be a timed model and M̂ be the abstract model of M. Then,
M and M̂ are bisimilar.

2.4 RTECTLK

Multi-agent Systems (MAS) formalisms are typically built on extensions of com-
putational tree logic (CTL). For the purposes of this paper we consider spec-
ifications given in the RTECTLK language built from a set of propositional
formulae p ∈ AP, and a set of agents i ∈ A. An existential fragment of the soft
real-time CTL (RTECTL) [7] is a propositional branching-time temporal logic
with bounded operators, which was introduced to permit specification and rea-
soning about time-critical correctness properties. The RTECTLK [21] language
is an epistemic soft real-time computation tree logic that is the fusion [3] of the
two underlying languages: RTECTL and S5n for the knowledge operators [8].
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Syntax of RTECTLK. Let AP be a set of atomic formulae, A a set of agents,
and I be an interval in IN of the form: [a, b) and [a,∞), for a, b ∈ IN. Hereafter by
left(I) we denote the left end of the interval I, i.e., left(I) = a, and by right(I)
the right end of the interval I, i.e., right([a, b)) = b − 1 and right([a,∞)) = ∞.

Let p ∈ AP, i ∈ A, and Γ ⊆ A. The set of RTECTLK formulae is defined
by the following grammar:

ϕ := true | false | p | ¬p | ϕ ∧ ϕ | ϕ ∨ ϕ | EXϕ | E(ϕUIϕ) | EGIϕ |
Kiϕ | DΓ ϕ | EΓ ϕ | CΓ ϕ

UI and GI are the operators, resp., for bounded “Until” and “Always”. The
formula EGIα is read as “there exists a computation such that α always holds in
the interval I” and the formula E(αUIβ) is read as “there exists a computation
such that β holds in the interval I at least in one state and always earlier α
holds”. The other basic bounded temporal operators can be introduced as usual:

E(αRI β)
def
= E(β UI (α ∧ β)) ∨ EGIβ, EFIα

def
= E(trueUIα).

Ki is the operator dual for the standard epistemic modality Ki (“agent i knows”),
so Kiα is read as “agent i does not know whether or not α holds”. Similarly, the
modalities DΓ ,EΓ ,CΓ are the diamonds for DΓ ,EΓ ,CΓ representing distributed
knowledge in the group Γ , “everyone in Γ knows”, and common knowledge
among agents in the group Γ .

Semantics of RTECTLK. As the semantics for the timed model and the
semantics for the abstract model are identical we shall present only the semantics
for the abstract model. Let M̂ = (Act, Ŝ, ι̂, T̂ , V̂) denote the abstract model.
An abstract path π̂ in the abstract model is a sequence ŝ0

b1−→ ŝ1
b2−→ ŝ2

b3−→ . . .
of transitions such that for each i > 1, bi ∈ Act ∪ {τ} and b1 = τ and for
each two consecutive transitions at least one of them is a time transition. The
set of all the abstract paths starting at ŝ ∈ Ŝ is denoted by Π̂(ŝ), and the
set of all the abstract paths starting at an abstract initial state is denoted by
Π̂ =

⋃
ŝ0∈ι̂ Π̂(ŝ0).

For the group of epistemic modalities we also define the following. If Γ ⊆ A,
then ∼E

Γ

def
=

⋃
i∈Γ ∼i, ∼C

Γ

def
= (∼E

Γ )+ (the transitive closure of ∼E
Γ ), and ∼D

Γ

def
=⋂

i∈Γ ∼i.
A RTECTLK formula ϕ is true in the abstract model M̂ (in symbols M̂ |=

ϕ) iff M̂, ŝ0 |= ϕ for some ŝ0 ∈ ι̂ (i.e., ϕ is true at some abstract initial state of
the abstract model M̂). For every ŝ ∈ Ŝ the relation |= is defined inductively
as follows:

– M̂, ŝ |= p iff p ∈ V̂(ŝ),
– M̂, ŝ |= ¬p iff p �∈ V̂(ŝ),
– M̂, ŝ |= α ∧ β iff M̂, ŝ |= α and M̂, ŝ |= β,
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– M̂, ŝ |= α ∨ β iff M̂, ŝ |= α or M̂, ŝ |= β,
– M̂, ŝ |= EXα iff (∃π̂ ∈ Π̂(ŝ))(M̂, π̂(1) |= α),
– M̂, ŝ |= E(αUIβ) iff (∃π̂∈Π̂(ŝ))(∃m∈ I)[M̂, π̂(m) |= β

and (∀j <m)M̂, π̂(j) |= α],
– M̂, ŝ |= EGIα iff (∃π̂ ∈ Π̂(ŝ)) such that (∀m ∈ I)[M̂, π̂(m) |= α],
– M̂, ŝ |= Kiα iff (∃ŝ′ ∈ Ŝ)(ŝ ∼ ŝ′ and M̂, ŝ′ |= α),
– M̂, ŝ |= Y α iff (∃ŝ′ ∈ Ŝ)(ŝ ∼ ŝ′ and M̂, ŝ′ |= α), where Y ∈ {DΓ ,EΓ ,CΓ },

and ∼∈ {∼D
Γ ,∼E

Γ ,∼C
Γ }.

We end the section by defining the notions of validity and the model checking
problem. Namely, a RTECTLK formula ϕ is valid in M̂ (denoted M̂ |= ϕ) iff
M̂, ι̂ |= ϕ, i.e., ϕ is true at the abstract initial state of the abstract model M̂.
The model checking problem asks whether M̂ |= ϕ.

From the fact that the timed model and the abstract model for TIS are
bisimulation-equivalent it follows that the same formulae are true in both the
models.

We state the following theorem:

Theorem 1. Let M be the timed model, ϕ an RTECTLK formula, and M̂ be
the abstract model of M. Then, M |= ϕ iff M̂ |= ϕ.

3 SMT-based Bounded Model Checking

In this section we present an outline of the bounded semantics for RTECTLK
and define a SMT-based BMC for RTECTLK, which is based on the BMC
encoding presented in [21]. The main difference between the SAT-based encod-
ing and the SMT-base encoding is the representation of symbolic states, and
symbolic actions. In effect, the SMT-based encoding is the generalisation of the
propositional encoding.

RTECTLK formulae can be checked by BMC on an abstract model instead of
on the original model. The model checking for this class of formulae is decidable.
The complexity of standard SMT-based BMC is double exponential [5].

The SMT-based BMC is based on the notion of the bounded semantics, the
definition of which requires the concept of k-paths and loops.

3.1 Bounded Semantics

Let M̂ = (Act, Ŝ, ι̂, T̂ , V̂) be an abstract model and k ≥ 0. A k-path π̂k in M̂ is
a finite sequence of abstract states (ŝ0, . . . , ŝk) such that (ŝj , ŝj+1) ∈ T̂ for each
0 ≤ j < k. By Π̂k(ŝ) we denote the set of all the k-paths starting at ŝ in M̂,
and Π̂k =

⋃
ŝ∈Ŝ Π̂k(ŝ). A k-path π̂k is a (k, l)-loop iff π̂k(l) = π̂k(k) for some

0 ≤ l < k; note that (k, l)-loop π̂ generates the infinite path of the following
form: ζ · θω with ζ = (π̂(0), . . . , π̂(l − 1)) and θ = (π̂(l), . . . , π̂(k − 1)). Since in
the bounded semantics we consider finite prefixes of paths only, the satisfiability
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of all the temporal operators depends on whether a considered k-path is a loop.
Thus, as customary, we introduce a function loop : Π̂k → 2IN, which identifies
these k-paths that are loops. The function is defined as: loop(π̂k) = {l | 0 ≤ l < k
and π̂k(l) = π̂k(k)}.

Definition 2. Given are a bound k ∈ IN, an abstract model M̂, and RTECTLK
formulae α, β. M̂, ŝ |= kα denotes that α is k−true at the abstract state ŝ of
M̂. The relation |= k is defined inductively as follows:

– M̂, ŝ |= ktrue, M̂, ŝ � |= kfalse,
– M̂, ŝ |= kp iff p ∈ V̂(ŝ),
– M̂, ŝ |= k¬p iff p �∈ V̂(ŝ),
– M̂, ŝ |= kα ∨ β iff M̂, ŝ |= kα or M̂, ŝ |= kβ,
– M̂, ŝ |= kα ∧ β iff M̂, ŝ |= kα and M̂, ŝ |= kβ,
– M̂, ŝ |= kEXα iff k > 0 and (∃π̂ ∈ Π̂k(ŝ))M̂, π̂(1) |= kα,
– M̂, ŝ |= kE(αUIβ) iff (∃π̂ ∈ Π̂k(ŝ))(∃0 ≤ m ≤ k)(m ∈ I and M̂, π(m) |= kβ

and (∀0 ≤ j < m)M̂, π̂(j) |= kα),
– M̂, ŝ |= kEGIα iff (∃π̂ ∈ Π̂k(ŝ))((k ≥ right(I) and (∀j ∈ I) M̂, π̂(j) |= kα)

or (k < right(I) and (∃l ∈ loop(π̂))(∀min(left(I), l) ≤ j < k) M̂, π̂(j) |=
kα)),

– M̂, ŝ |= kY α iff (∃π̂ ∈ Π̂k(ι̂))(∃0 ≤ j ≤ k)(M̂, π(j) |= kα and ŝ ∼ π̂(j)),
where Y ∈ {Ki,DΓ ,EΓ ,CΓ } and ∼∈ {∼i,∼D

Γ ,∼E
Γ ,∼C

Γ }.

A RTECTLK formula ϕ is valid in an abstract model M̂ with a bound k
(denoted M̂ |= kϕ) iff M̂, ι̂ |= kϕ, i.e., ϕ is k−true at the abstract initial state
of the abstract model M̂. The bounded model checking problem asks whether
M̂ |= kϕ.

By straightforward induction on the length of a RTECTLK formula ϕ we
can show that the following lemmas hold.

Lemma 4. Given are a bound k ≥ 0, an abstract model M̂, and a RTECTLK
formula ϕ. Then, the following implication holds: M̂, ŝ |= kϕ implies M̂, ŝ |= ϕ,
for each ŝ in M̂.

Lemma 5. Given are an abstract model M̂, a bound k = |M̂| (where |M̂|
denotes the number of states in the abstract model M̂), and a RTECTLK formula
ϕ. Then, the following implication holds: for each ŝ in M̂, if M̂, ŝ |= ϕ, then
there exists k ≥ 0 such that M̂, ŝ |= kϕ.

The following theorem states that there exists a bound such that bounded
semantics is equivalent to the unbounded one, which means that the model
checking problem (M̂ |= ϕ) can be reduced to the bounded model checking
problem (M̂ |= kϕ). Its proof follows from Lemmas 4 and 5.

Theorem 2. Let M̂ be an abstract model and ϕ a RTECTLK formula. Then, the
following equivalence holds: M̂ |= ϕ iff there exists k ≥ 0 such that M̂ |= kϕ.
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The reduction of RTECTLK to the quantifier-free first-order formula allows
us to use efficient SMT solvers to perform model checking. A function f̂k that
gives a bound on the number of k-paths of M̂, which are sufficient to validate a
given RTECTLK formula is defined in [21].

By straightforward induction on the length of a RTECTLK formula ϕ we
can show that ϕ is k−true in M̂ if and only if ϕ is k−true in M̂ with a number
of k−paths reduced to f̂k(ϕ).

3.2 The Translation of RTECTLK to the Quantifier-Free
First-Order Formulae

Now we present our translation of a RTECTLK formula into a quantifier-free
first-order formula. Given are a model M̂ = (Act, Ŝ, ι̂, T̂ , V̂), a RTECTLK
formula ϕ, and a bound k ≥ 0. It is well known that the main idea of the
BMC method consists in translating the bounded model checking problem, i.e.,
M̂ |= kϕ, to the problem of checking the satisfiability of the following proposi-
tional formula:

[M̂, ϕ]k := [M̂ϕ,ι̂]k ∧ [ϕ]M̂,k

The formula [M̂ϕ,ι̂]k constrains the fk(ϕ) symbolic k-paths to be valid k-paths of
M̂, while the formula [ϕ]M̂,k

encodes a number of constraints thatmust be satisfied
on these sets of k-paths for ϕ to be satisfied. Once this translation is defined, check-
ing satisfiability of a RTECTLK formula can be done by means of a SMT-solver.

Let i ∈ A ∪ {Ev}. In order to define the formula [M̂, ϕ]k we proceed as fol-
lows. We assume that each abstract global state ŝ ∈ Ŝ of M̂ is represented by a
valuation of a symbolic global state w = ((u1, v1), . . . , (un, vn), (uEv, vEv)) that
consists of symbolic local states and each symbolic local state wi is a pair (ui, vi) of
individual variables ranging over the natural numbers, in which the first element
represents a location of the agent i, and the second represents the clocks valua-
tion. Each joint action a ∈ Act is represented by a valuation of a symbolic action
a = (a1, . . . , an, aEv) that consists of symbolic local actions and each symbolic local
action ãi is an individual variable ranging over the natural numbers.

In order to define the formula [M̂, ϕ]k we proceed as follows. A finite sequence
(w0, . . . ,wk) of symbolic states is called a symbolic k-path. Since, in general, we
may need to consider more than one symbolic k-path, we introduce a notion
of the j-th symbolic k-path, which is denoted by (w0,j , . . . ,wk,j), where wi,j

are symbolic states for 0 ≤ j < fk(ϕ) and 0 ≤ i ≤ k. Note that the exact
number of necessary symbolic k-paths depends on the checked formula ϕ, and
it can be calculated by means of the function fk [21]. We define the following
quantifier-free first-order formulae:

– Iŝ(w) - it encodes the abstract global state ŝ of the abstract model M̂;
– Hi(wi, w

′
i) - it encodes equality of two local states, such that wi = w′

i for
i ∈ A ∪ {Ev};

– Ti(wi, (ã, δ), w′
i) - it encodes the local evolution function of agent i;
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– A(a) - it encodes that each symbolic local action ai of a has to be executed
by each agent in which it appears;

– T (w, (a, δ),w′) := A(a) ∧ ∧
i∈A∪{Ev} Ti(wi, (a, δ), w′

i);
– Let πj denote the j-th symbolic k-path, i.e. the sequence of symbolic transi-

tions: w0,j
a1,j ,δ1,j−→ w1,j

a2,j ,δ2,j−→ . . .
ak,j ,δk,j−→ wk,j .

Thus, given the above, we can define the formula [M̂ϕ,ι̂]k as follows:

[M̂ϕ,ι̂]k :=
∨

s∈ι̂

Is(w0,0) ∧
f̂k(ϕ)∨

j=1

w0,0 = w0,j ∧
f̂k(ϕ)∧

j=1

k−1∧

i=0

T (wi,j , (ai,j , δi,j),wi+1,j)

where wi,j and ai,j are, respectively, symbolic states, symbolic actions for 0 ≤
i ≤ k and 1 ≤ j ≤ fk(ϕ).

The formula [ϕ]M,k encodes the bounded semantics of the RTECTLK for-
mula ϕ, and it is defined on the same sets of individual variables as the for-
mula [Mϕ,ι]k. Moreover, it uses the auxiliary quantifier-free first-order formulae
defined in [20].

Furthermore, following [20], our formula [ϕ]M,k uses the following auxiliary
functions gl, gr, gμ, hU

k , hG
k which were introduced in [23], and which allow us

to divide the set A ⊆ Fk(ϕ) = {j ∈ IN | 1 ≤ j ≤ fk(ϕ)} into subsets necessary
for translating the sub-formulae of ϕ.

Definition 3 (Translation of RTECTLK Formulae). Let ϕ be a
RTECTLK formula, and k ≥ 0 a bound. We define inductively the translation of
ϕ over path number n ∈ Fk(ϕ) starting at symbolic state wm,n as shown below.

- [EXα][m,n,A]
k := (1) wm,n = w0,min(A) ∧ [α][1,min(A),gs(A)]

k , if k > 0
(2) false, otherwise,

- [E(αUIβ)][m,n, A]
k := wm,n = w0,min(A) ∧ ∨k

i=0([β][i,min(A),hU(A,k,fk(β))(k)]
k

∧In(i, I) ∧ ∧i−1
j=0[α][j, min(A),hU(A,k,fk(β))(j)]

k ),
- [EGIα][m,n,A]

k := wm,n = w0,min(A)∧
(1)

∧right(I)
j=left(I)[α][j,min(A),hG(A,k)(j)]

k , if right(I) ≤ k

(2)
∨k−1

l=0 (wk,min(A) = wl,min(A)

∧∧k−1
j=min(left(I),l)[α][j,min(A),hG(A,k)(j)]

k ), otherwise,

- [Kiα]
[m,n,A]

k := Iι(w0,min(A)) ∧ ∨k
j=0([α][j,min(A),gs(A)]

k

∧Hi(wm,n,wj,min(A)))
- [DΓ α]

[m,n,A]

k := Iι(w0,min(A)) ∧ ∨k
j=0([α][j,min(A),gs(A)]

k

∧∧
i∈Γ Hi(wm,n,wj,min(A))),

- [EΓ α]
[m,n,A]

k := Iι(w0,min(A)) ∧ ∨k
j=0([α][j,min(A),gs(A)]

k

∧∨
i∈Γ Hi(wm,n,wj,min(A))),

- [CΓ α]
[m,n,A]

k := [
∨k

j=1(EΓ )jα][m,n,A]
k .
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The theorem below states the correctness and the completeness of the pre-
sented translation. It can be proven by induction on the structure of the given
RTECTLK formula.

Theorem 3. Let M̂ be an abstract model, and ϕ a RTECTLK formula. For
every k ∈ IN, M̂ |= kϕ if, and only if, the quantifier-free first-order formula
[M̂, ϕ]k is satisfiable.

4 Experimental Results

In this section we experimentally evaluate the performance of our SMT-based
BMC encoding for RTECTLK over the TIS semantics. We have conducted the
experiments using two benchmarks that are no yet widely used in the multi-
agent community: the timed generic pipeline paradigm (TGPP) TIS model [22]
and the timed train controller system (TTCS) TIS model [22]. We would like to
point out that both benchmarks are very useful and scalable examples.

TGPP. The abstract model of TGPP involves n+2 agents: Producer producing
data within the certain time interval ([a, b]) or being inactive, Consumer receiving
data within the certain time interval ([c, d]) or being inactive within the certain
time interval ([g, h]), a chain of n intermediate Nodes which can be ready for
receiving data within the certain time interval ([c, d]), processing data within
the certain time interval ([e, f ]) or sending data, and the environment Ev. The
weights are used to adjust the cost properties of Producer, Consumer, and of
the intermediate Nodes.

Each agent of the scenario can be modelled by considering its local states, the
local actions, the local protocol, the local evolution function, the local weight
function, the local clocks, the clock constraints, the invariants, and the local
valuation function. Figure 1 shows the local states, the possible actions, and
the protocol, the clock constraints, invariants and weights for each agent. Null
actions are omitted in the figure. For environment, we shall consider just one
local state: LEv = {·}. The set of actions for Ev is ActEv = {εEv}. The local
protocols of Ev is the following: PEv(·) = ActEv. The set of clocks of Ev is
empty, and the invariant function is IEv(·) = {∅}.

Given Fig. 1, the local evolution functions of TGPP are straightforward
to infer. Moreover, we assume the following set of propositional variables:
AP = {ProdReady, ProdSend, ConsReady, ConsFree} with the follow-
ing definitions of local valuation functions: V̂P (ProdReady) = {ProdReady},
V̂P (ProdSend) = {ProdSend}; V̂C(ConsReady) = {ConsReady},
V̂C(ConsFree) = {ConsFree}.

Let Act = ActP × ∏n
i=1 ActNi

× ActC × ActEv, with ActP =
{Produce, Send1, εP }, ActC = {Startn+1, Consume, Sendn+1, εC}, ActNi

=
{Starti, Sendi, Sendi+1, P roci, εNi

}, and ActEv = {εEv} defines the set of joint
actions for the scenario. For ã ∈ Act let actP (ã) denotes an action of Producer,
actC(ã) denotes an action of Consumer, actNi

(ã) denotes an action of Node i,
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Fig. 1. The TGPP system

and actEv(ã) denotes an action of environment Ev. We assume the following
local evolution functions:

– tP (ProdReady, ·, x0 ≥ a, ∅, ã) = ProdSend, if actP (ã) = Produce;
– tP (ProdSend, ·, true, {x0}, ã) = ProdReady, if actP (ã) = Send1 and

actNi
(ã) = Send1;

– tC(ConsStart, ·, true, {xn+1}, ã) = ConsReady, if actC(ã) = Startn+1;
– tC(ConsReady, ·, xn+1 ≥ c, {xn+1}, ã) = ConsFree, if actC(ã) = Sendn+1

and actNn
(ã) = Sendn+1;

– tC(ConsFree, ·, xn+1 ≥ g, {xn+1}, ã) = ConsReady, if actC(ã) = Consume.

The set of all the global states Ŝ for the scenario is defined as the
product (LP × ID|XP |

P ) × ∏n
i=1(LNi

× ID|XNi
|

Ni
) × (LC × ID

|XLC
|

LC
) × LEv.

The set of the initial states is defined as ι̂ = {s0}, where s0 =
((ProdReady, 0), (Node1Start, 0), . . . , (NodenStart, 0), (ConsStart, 0), (·)).

The specifications we consider are as follows:

– ϕ1 = EF[0,∞)(ProdSend ∧EG[a,∞)KCKP (Received)), where a = 2n + 1 and
n ≥ 1 – states that it is not true that if Producer produces a product, then
ultimately in a or more steps, Consumer knows that Producer does not know
that Consumer has the product.

– ϕ2 = EF[0,∞)KP (ProdSend ∧ EF[0,4)(Received)) – expresses that it is not
true that Producer knows that if he produces a product, then always within the
next three steps later Consumer does not have the product.

– ϕ3 = EF[0,∞)KP (ProdSend∧EF[n,n+4)(Received)) – states that it is not true
that Producer knows that if he produces a product, then always within interval
[n, n + 4) Consumer does not have the product.
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Fig. 2. The TTCS system

TTCS. The TTCS consists of n (for n ≥ 2) trains T1, . . . , Tn, each one using its
own circular track for travelling in one direction and containing its own clock xi,
together with controller C used to coordinate the access of trains to the tunnel
through all trains have to pass at certain point, and the environment Ev. There is
only one track in the tunnel, so trains arriving from each direction cannot use it in
this same time. There are signals on both sides of the tunnel, which can be either
red or green. All trains notify the controller when they request entry to the tunnel
or when they leave the tunnel. The controller controls the colour of the displayed
signal, and the behaviour of the scenario depends on the values δ and Δ (Δ > δ+3
makes it incorrect - the mutual exclusion does not hold) (Fig. 2).

Controller C has n + 1 states, denoting that all trains are away (state 0),
and the numbers of trains, i.e., 1, . . . , n. Controller C is initially at state 0. The
action Starti of train Ti denotes the passage from state away to the state where
the train wishes to obtain access to the tunnel. This is allowed only if controller
C is in state 0. Similarly, train Ti synchronises with controller C on action
approachi, which denotes setting C to state i, as well as outi, which denotes
setting C to state 0. Finally, action ini denotes the entering of train Ti into the
tunnel. For environment, we shall consider just one local state: LEv = {·}. The
set of actions for Ev is ActEv = {εEv}. The local protocols of Ev is the following:
PEv(·) = ActEv. The set of clocks of Ev is empty, and the invariant function is
IEv(·) = {∅}.
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The set of all the global states Ŝ for the scenario is defined as the product
∏n

i=1(LTi
×ID|XTi

|
Ti

)×(LC ×ID
|XLC

|
LC

)×LEv. The set of the initial states is defined
as ι̂ = {s0}, where s0 = (away1, 0), . . . , (awayn, 0), (0, 0), (·).

Moreover, we assume the following set of propositional variables: AP =
{tunnel1, . . . , tunneln} with the following definition of local valuation functions
for i ∈ {1, . . . , n}: V̂Ti

(tunneli) = {tunneli}.
Let Act =

∏n
i=1 ActTi

× ActC × ActEv, with ActC = {start1, . . . , startn,
approach1, . . . , approachn, in1, . . . , inn, out1, . . . , outn}, ActTi

=
{start1, . . . , startn, approach1, . . . , approachn, in1, . . . , inn, out1, . . . , outn}, and
ActEv = {εEv} defines the set of joint actions for the scenario. For ã ∈ Act let
actTi

(ã) denotes an action of Traini, actC(ã) denotes an action of Controller,
and actEv(ã) denotes an action of environment Ev.

We assume the following local evolution functions for i ∈ {1, . . . , n}:
tTi

(awayi, ·, true, {xi}, ã) = tryi, if actTi
(ã) = starti and actC(ã) = starti;

tTi
(tryi, ·,Δ > xi, {xi}, ã) = waiti, if actTi

(ã) = approachi and actC(ã) =
approachi; tTi

(waiti, ·, xi > 6, {∅}, ã) = tunneli, if actTi
(ã) = ini and actC(ã) =

ini; tTi
(tunneli, ·, true, {∅}, ã) = awayi, if actTi

(ã) = outi and actC(ã) = outi.
The specifications we consider are as follows:

– ϕ4 = EF[0,∞)(KTrain1(InTunnel1 ∧ EG[2,∞)(¬InTunnel1))) – states that it
is not true that it is always the case that agent Train 1 knows that whenever
he is in the tunnel, it will be in the tunnel once again within a bounded period
of steps, i.e., within n steps for n ≥ 2.

– ϕ5 = EF[0,∞)(InTunnel1 ∧ KTrain1(EG[1,n+2)(
∧n

i=1(¬InTunneli)))) –
expresses that it is not true that it is always the case that if Train 1 is in
the tunnel, then he knows that either he or other train will be in the tunnel
during the next n + 1 steps.

All the above formulae are true in the model for TTCS.

4.1 Performance Evaluation

We have performed our experiments on a computer equipped with I7-3770
processor, 32 GB of RAM, and the operating system Linux with the kernel 4.5.1.
Our SMT-based and SAT-based BMC algorithms are implemented as stand-
alone programs written in the programming language C++. We used the state of
the art SMT-solver Z3 [16] (https://github.com/Z3Prover). All the benchmarks
together with instructions on how to reproduce our experimental results can be
found at the web page http://tinyurl.com/smt4tis-rtectlk.

TGPP. The number of considered k-paths for the formula ϕ1 is equal to 10 for
n = 1 and 4 · (n + 1) for n > 1; for the formula ϕ2 is equal to 6 for n = 1 and
4 · n for n > 1; for the formula ϕ3 is equal to 6 for n = 1, 3 · n, if n is an even
number, and 3 · n if n is an odd number.

From Fig. 3 one can observe that the SMT-BMC is able to verify the formula
ϕ1 for TGPP with 20 nodes, the formula ϕ2 for TGPP with 20 nodes, and the
formula ϕ3 for TGPP with 8 nodes,

https://github.com/Z3Prover
http://tinyurl.com/smt4tis-rtectlk
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Fig. 3. TGPP with n nodes.

TTCS. The number of considered k-paths for both the formulae is equal to 7.
From Fig. 4 one can observe that the SMT-BMC is able to verify the formulae

ϕ4 and the formulae ϕ5 for TTCS with 550 trains.

4.2 Performance Evaluation Summary

The experimental results show that the SMT-BMC is sensitive to scaling up
the size of the benchmarks. As one can see from the line charts in Figs. 3 and 4
showing the total time and the memory consumption for all the tested properties,
the experimental results confirm that our new SMT-based BMC for TIS and for
RTECTLK is promising.
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Fig. 4. TTCS with n trains.

5 Conclusions

We have proposed the SMT-based BMC verification method for model check-
ing RTECTLK properties interpreted over the timed interpreted systems. We
have provided a preliminary experimental results. The experimental results show
that the SMT-based BMC method is worth of interest. We would like to use
other SMT-solvers in our implementations and compare experimental results.
The BMC for RTECTLK and for TISs may also be performed by means of
Ordered Binary Diagrams (OBDD) and SAT. This will be explored in the future.

The module will be added to the model checker VerICS [11].
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Abstract. Compared to abstract argumentation theory which encapsu-
lates the exact nature of arguments, logic-based argumentation is more
specific and represents arguments in formal logic. One significant advan-
tage of logic-based argumentation over abstract argumentation is that it
can directly benefit from logical properties such as logical consistency, pro-
moting adherence of an argumentation framework to rational principles.
On the other hand, a logical argumentation framework based on classical
logic has been also reported of its less-than-desirable utility. In this work
we show a way of enhancing utility without sacrificing so much of ratio-
nality. We propose a rational argumentation framework with just classical
logic sentences and a belief contraction operation. Despite its minimalistic
appearance, this framework can characterise attack strengths, allowing us
to facilitate coalition profitability and formability semantics we previously
defined for abstract argumentation.

1 Introduction

Logic-based argumentation specialises Dung’s abstract argumentation theory [8],
representing arguments in formal logic. One significant advantage of logic-based
argumentation over abstract argumentation is that it can directly benefit from
logical properties such as logical consistency of the underlying formal logic. It
promotes adherence of an argumentation framework to rational principles. There
are studies (e.g. [2,5,10,15]) in this direction that identify logically desirable
properties in argumentation frameworks.

It may appear trivial to attain such logical rigour among arguments and
attacks at first sight. If we just assume that all arguments in an argumenta-
tion framework are classical logic sentences, any conflict between them could
be just logical inconsistency. However, the use of logical inconsistency causes
attack relation R to be necessarily symmetric, attacks meanwhile become neces-
sarily cyclic, which was reported to restrict expressiveness of an argumentation
framework [6]. A few approaches were proposed to bar the uniform symmetry.
One could add a preference relation [12] to eliminate some of the members of R.
One may also consider dividing an argument into its supports and its conclu-
sion, facilitating differentiation of attacks. For instance, there is the rebutting
c© Springer International Publishing Switzerland 2016
M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 168–180, 2016.
DOI: 10.1007/978-3-319-44832-9 10
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where a conclusion of an argument attacks a conclusion of another argument,
and there is the undercutting where a conclusion of an argument attacks a sup-
port of another argument. One may make use of both strict and defeasible rules,
which is a popular approach in defeasible reasoning.

Either of them could reduce logical rigour, however. The preference relation,
while powerful, does not elucidate the origin of the preference. The division or,
to be more precise, the assumption that an argument is clear-cuttingly dividable
into supports and a conclusion, too, is a source of logical incoherence. Consider
a dialogue:

A(1): You finish your homework today.
B: No, dad. I still have one week. I will do it this weekend.
A(2): No arguing. You must listen to me.

Suppose P1,2,3,4 are the following propositions: P1: B finish homework today.;
P2: B still has one week.; P3: B will do homework this weekend.; and P4: B must
listen to A. Suppose that (X,F ) stands for an argument having its supports X, a
set of sentences, and its conclusion F , a sentence. A possible encoding of the three
arguments A(1),B and A(2) is then: (∅, P1), ({P2, P3},¬P1), and ({P4},¬¬P1).
Assume that each conclusion follows logically from their supports. The problem
is that it is not the unique encoding, since (∅, P1), ({P2},¬P1∧P3), ({¬¬P1}, P4)
is also plausible. Again, assume that each conclusion follows logically from their
supports. It is usually not possible to totally demarcate supports and conclusions
when arguments are obtained from natural expressions like shown above.

1.1 Contribution

In this work we show a way of enhancing utility without sacrificing so much
of rationality by utilising a contraction operation from belief revision theories
[1,7,13]. A contraction operation is informally an operation to rationally - as
well as minimally - change a particular set of beliefs when existing beliefs are
removed from it. A belief is often a formal sentence. We consider a rational
argumentation framework (Γ,÷) where Γ is a set of classical logic sentences,
and ÷, used for belief contraction, is a binary operation defined on a pair of the
power set of the set of formal sentences. This framework as we will show has
fair expressiveness despite its minimalistic appearance. The key observation is
that ÷ can be used to know attack strengths, in particular whether an attack
is defeating or non-defeating. If we assume the concept of conflict-eliminability
[3]: arguments can be grouped together so long as they do not defeat each other,
then symmetric attacks are no longer such a big issue, for they do not imply
symmetric defeats. We will show that our rational argumentation framework is
expressive enough to represent certain features of coalition formation, specifically
coalition profitability and formability semantics we described for abstract argu-
mentation [3]. Though we pass the details to Sect. 2, this result - that coalition
profitability and formability semantics can be just as well characterised in the
rational framework as in abstract framework - is quite nice in light of gathering
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interests in “argument strength”, to which this winter will incidentally dedicate
a workshop.1 Out of the key discussions expected in the venue, our work should
offer insights into the following three questions.

1. Which factors influence the strength of an argument?
2. Can weaker arguments defeat and/or defend stronger arguments?
3. How do formal and informal approaches to argument strength relate?

In the rest, we will: go through preliminary materials (in Sect. 2); develop our
rational argumentation frameworks (in Sect. 3); and characterise coalition prof-
itability and formability semantics as well as detail relation to abstract argu-
mentation (in Sect. 4), before drawing conclusions with related work.

2 Preliminaries

2.1 Abstract Argumentation Frameworks for Coalition Profitability
and Formability

We recall abstract coalition profitability and formability we previously discussed
[3]. Let N be the class of natural numbers including 0, let A be the set of abstract
entities representing arguments, and let S be A ×N. We denote each element of
N by i, j, k,m or n with or without a subscript, each element of A by a with or
without a subscript, and each element of S by s with or without a subscript. We
assume a projection operator π which is defined on ordered sets Σ and which is
such that π(n,Σ) is: {n-th element of Σ} if n ≤ |Σ|; and undefined, otherwise.
For any s ∈ S, we call π(1, s) the argument identity of s and call π(2, s) the
argument capacity of s. We assume that an argumentation framework is a (S,R)
for S ⊆ S and R : 2S ×S ⇀ N such that it satisfies all the following conditions. In
the rest, a relation G (not the specific symbol G but any relation) being defined
for something, say X (likewise, not the specific symbol X, but some entity on
which G is defined), is synonymous to G(X) being defined.

1. S is a finite set [Finite arguments].
2. For any (a, n) ∈ S, it holds that n > 0 [Positive argument capacity].
3. For any (a, n) ∈ S, there is no m �= n such that (a,m) ∈ S [Unique argument

identity].
4. R is undefined for (∅, s) for any s ∈ S [Attack coherence].
5. For any S1 ⊆ S and for any s ∈ S, if R is defined for (S1, s), then R is

defined for any (S2, s) for ∅ ⊂ S2 ⊆ S1. [Quasi-closure by subset relation].
6. For any S1, S2 ⊆ S and for any s ∈ S, if R is defined both for (S1, s) and for

(S2, s), then R is defined also for (S1 ∪ S2, s) [Closure by set union].
7. For any S1 ⊆ S and for any s ∈ S such that R is defined for (S1, s), it holds

that R(S1, s) > 0 [Attack with a positive strength].

1 http://homepages.ruhr-uni-bochum.de/defeasible-reasoning/
Argument-Strength-2016.html.

http://homepages.ruhr-uni-bochum.de/defeasible-reasoning/Argument-Strength-2016.html
http://homepages.ruhr-uni-bochum.de/defeasible-reasoning/Argument-Strength-2016.html
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8. For any (a, n), (a,m) ∈ S such that n ≤ m, if R(S1, s) - for some s ∈ S
and for some S1 ⊆fin S such that (a, n) ∈ S1 - is defined, then R(S2, s)
for S2 = (S1\(a, n)) ∪ (a,m) is defined, which is furthermore such that
R(S1, s) ≤ R(S2, s) [Attack monotonicity 1 (source)].

9. For any S1, S2 ⊆ S ⊆fin S and for any s ∈ S, if R is defined for (S1, s),
(S2, s) and (S1 ∩ S2, s), then R(S1 ∩ S2, s) ≤ R(Si, s) for both i = 1 and
i = 2 [Attack monotonicity 2 (source)].

10. For any (a, n), (a,m) ∈ S such that n ≤ m, it holds that if R is defined for
(S1, (a, n)) for some S1 ⊆fin S such that S1 ∩ ⋃

l∈N
{(a, l)} = ∅, then it is

defined for (S1, (a,m)), and, moreover, R(S1, (a, n)) ≤ R(S1, (a,m)) [Attack
monotonicity 3 (target)].

11. R is undefined for (S1, s) if S1 ⊆fin S and s ∈ S1 [No self attacks].

Here and everywhere we may use and to emphasize truth-value comparisons.
The expression ‘S1 ⊆fin S and s ∈ S1’ is basically: ‘it is the case that S1 ⊆fin S
and it is also the case that s ∈ S1’.

The first three conditions are for π(1, (S,R)). The finiteness condition is
assumed in many practical situations. The third condition enforces that each
argument identified with an argument identity appears once in S. The second
condition reflects an assumption that an argument capacity is proportional to
meaningfulness of an argument, the greater the more meaningful, and 0 mean-
ingless and not to be considered. Although the capacity is an abstract entity,
it can be simplistically the number of sub-arguments of the argument : in the
earlier example with A(1), B and A(2), we could give 1 to A(1), 2 to B, and 2
to A(2). The remaining conditions are for π(2, (S,R)). We visualise important
points about them with a drawing. We assume that R is defined for ({s1}, s2) if
there is an arrow from s1 into s2.

There are five arrows. Among them, two are red, and they are not permitted
in this argumentation framework. The red arrow to the left of (a1, 2) signifies
that an attack would be possible without any attacking argument, which [Attack
coherence] prohibits. The other red arrow indicates that there may be an argu-
ment that attacks itself. Such an argument should not be taken seriously. [No
self attacks] prevents it from appearing in the argumentation framework. [Clo-
sure by set union] is perhaps intuitive enough. [Quasi-closure by subset relation]
precludes the following situation: a group of arguments attacks some argument,
but no subgroups of the group attack it. These two conditions may not be so
adequate when a group of arguments collectively mean more (or less) than when
they are taken individually [14]. We do not deal with this problem of argument
accrual. The three attack monotonicity conditions reflect the following obser-
vations. Suppose R(S1, s) is defined for some S1 ⊆ S and an argument s ∈ S.
Now, let us increase argument capacity of some argument s1 ∈ S1 into s′

1 ∈ S
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so that we have S2 = (S1\{s1}) ∪ {s′
1}. An argument with a greater capacity is

considered more meaningful, having a greater impact on attacking other argu-
ments. For instance, if we regard the capacity of an argument representative
of the number of sub-arguments of the argument, it says more with a greater
capacity. Consequently:

1. If R is defined for (S1, s) for some S1 ⊆ S and any s ∈ S, then if the capacity
of some argument s1 ∈ S1 increases into s′

1 ∈ S, then, all else unchanged, the
attack strength of S′

1 = (S1\{s1}) ∪ {s′
1} on s should not be weaker, and, of

course, S′
1 should still be attacking s.

2. Also, if R is defined for (S1, s) then if R is also defined for (S2, s) such that
S1 ⊆ S2, then the attack by S2 on s should not be weaker than by S1 on s.

Also, if R is defined for (S1, s) for any S1 ⊆ S and any s ∈ S, and if the argument
capacity of s increases into s′ ∈ S, then the attack strength of S1 on s′ should
not be weaker than that of S1 on s, for an argument with a large argument
capacity has more materials for other arguments to attack.

Attacks and Conflict-Eliminable Sets. Assume an abstract argumentation
framework (S,R). We say that S1 ⊆ S attacks s ∈ S iff there exists S2 ⊆ S1

such that R is defined for (S2, s). We say that S1 ⊆ S defeats s ∈ S iff S1

attacks s and there exists S2 ⊆ S1 such that R(S2, s) ≥ π(2, s). We define
Attacker : 2S → 2S to be such that Attacker(S1) = {s ∈ S | there exists s1 ∈
S1 such that s attacks s1.}. We say that S1 ⊆ S is conflict-eliminable iff there
exists no s ∈ S1 such that S1 defeats s.

A conflict-eliminable set is associated with its intrinsic arguments. Let α :
2S ⇀ 2S be such that it is defined for S1 ⊆ S iff S1 is conflict-eliminable. If α
is defined for S1 ⊆ S, then we define that α(S1) = {(π(1, s), n) |s ∈ S1 and n =
π(2, s) − V max(S1, s)} where V max(S1, s) is either 0 in case S1 does not attack
s, or else R(S2, s) for some S2 ⊆ S1 such that (1) R is defined for (S2, s); and
(2) if R is defined for (Sx, s) for Sx ⊆ S1, then R(Sx, s) ≤ R(S2, s). We say that
α(S1) are intrinsic arguments of S1 if α is defined for S1.

A conflict-eliminable set of arguments has its own view of (S,R). Let
DelR(S, Sx) be {(Sy, s) | s ∈ Sx and Sy ⊆ Sx and R(Sy, s)is defined.}, which
is the set of attack relations within Sx. Now, let S1 be a subset of S. If α is
defined for S1, then we say that ((S\S1) ∪ α(S1), R\Del(S, S1)) is S1’s view of
S, which we denote by ViewR(S, S1).

Conflict-Eliminable Sets’ Attacks and Admissibility. We say that S1 ⊆ S
c-attacks s ∈ S iff α is defined for S1 and there exists some S2 ⊆ α(S1) such that
π(2,ViewR(S, S1)) is defined for (S2, s). We say that S1 c-defeats s ∈ S iff S1

c-attacks s and π(2,ViewR(S, S1))(α(S1), s) ≥ π(2, s). These notions are similar
to attacks and defeats, but are from the point of view of a conflict-eliminable
set of arguments. Hence, if α is defined for S1 ⊆ S, then for any s ∈ S, α(S1)
does not c-attack s, as can be straightforwardly verified. We say that S1 ⊆ S is
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c-admissible iff α is defined for S1 and if S2 ⊆ π(1,ViewR(S, S1)) attacks s ∈ S1

and if Sx ⊆ S2 is such that R(Sx, s) is defined, then there exists some S3 ⊆ α(S1)
such that S3 c-defeats some sx ∈ Sx. We say that S1 ⊆ S is c-preferred iff S1 is
c-admissible and there exists no S1 ⊂ Sy ⊆ S such that Sy is c-admissible. Now,
in order that a conflict-eliminable set S1 be coherent in its attacks, it must only
attack external arguments with its intrinsic arguments. In comparison, attacks
into S1 are not bound by the restriction: an external argument can attack the
conflict-eliminable set S1 by attacking any s1 ∈ S1. Let S1 ⊆ S be such that
α(S1) is defined. We say that a conflict-eliminable set S1 is one-directionally
attacked iff there exists Sx ⊆ π(1,ViewR(S, S1)) such that Sx attacks s ∈ S1 and
S1 does not c-attack any sx ∈ Sx.

Coalition Profitability and Formability Semantics. We say that S2 is in
at least as good a state as S1 is, of which we state S1  S2, iff α is defined
both for S1 and S2 and any of the three conditions below is satisfied: (1) S2

is c-admissible; (2) S1 is one-directionally attacked; or (3) neither S1 nor S2 is
c-admissible or one-directionally attacked. We say that coalition is permitted
between S1, S2 ⊆ S iff S1 ∩ S2 = ∅ and α is defined for S1 ∪ S2. We define
profitability relation � : 2S × 2S to be such that S1 � S2 satisfies three axioms
below.

1. S1 ⊆ S2 (larger set).
Explanation: A larger set is a better set.

2. S1  S2 (better state).
Explanation: A set that is in a better state is a better set.

3. |{s ∈ Attacker(S1) | S1 does not c-defeat s and s �∈ S1}| ≥
|{s ∈ Attacker(S1) | S2 does not c-defeat s and s �∈ S2}|
(fewer attackers).
Explanation: A set that is attacked by a fewer number of attackers is better.

We say that S2 is at least as profitable for S1 as S1 is for itself iff S1 � S2. By
profitability discontinuation theorem [3], satisfaction of the three conditions: (1)
S1 � S2; (2) S1 � S3; and (3) S2 ⊆ S3, does not guarantee S2 � S3.

Suppose we denote by Max(S1) the set of all Sx ⊆ S that satisfy the condi-
tions: (1) S1 � Sx; and (2) if Sx ⊂ Sy ⊆ S, then it is not the case that S1 � Sy.
Then, if S1 forms a coalition with S2 satisfying S1�S1∪S2, Max(S1)\Max(S1∪S2)
is no longer reachable from S1 ∪ S2. Then suppose that some Sx ∈ Max(S1) is
a maximal element in Max(S1) under some criteria, it may become unreachable
from S1 ∪ S2 by �, depending on which conflict-eliminable set S2 is. From S1,
if such maximal Sx is to be formed potentially incrementally: first with some
Sy ⊆ (Sx\S1) such to obtain S1 � S1 ∪ Sy; then with some Sz ⊆ ((Sx\S1)\Sy)
such to obtain S1 ∪Sy �S1 ∪Sy ∪Sz, and so on, it is clear that Sy, Sz and so on
should be such that Sx ∈ Max(S1 ∪ Sy), Sx ∈ Max(S1 ∪ Sy ∪ Sz), and so on. We
shall define a stronger relation: �m, which is such that if S1 �m S2, then there
exists some Sa ∈ Max(S2) which is a maximal element of Max(S1). Formally, let
≤l,≤b,≤f : 2S × 2S be such that they satisfy all the following:
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1. S1 ≤l S2 iff |S1| ≤ |S2|.
2. S1 ≤b S2 iff S2 is at least as good by (better state) as S1.
3. S1 ≤f S2 iff S2 is at least as good by (fewer attackers) as S1.

and let S1 <β S2 for each β ∈ {l, b, f} hold just when S1 ≤β S2 but not
S2 ≤β S1. Then we define �m : 2S × 2S to be such that if S1 �m S2, then both
of the following conditions satisfy:

1. S1 � S2.
2. Some Sx ∈ Max(S2) is such that, for all Sy ∈ Max(S1), if Sx <β Sy for some

β ∈ {l, b, f}, then there exists γ ∈ ({l, b, f}\β) such that Sy <γ Sx.

The second condition is giving a definition to maximality of an element in
Max(S). We have four coalition formability semantics as follows.

W(S1) = {S2 ⊆ S | S1 � S1 ∪ S2 or S2 � S1 ∪ S2}.

M(S1) = {S2 ⊆ S | S1 � S1 ∪ S2 and S2 � S1 ∪ S2}.

WS(S1) = {S2 ⊆ S | S1 �m S1 ∪ S2 or S2 �m S1 ∪ S2}.

S(S1) = {S2 ⊆ S | S1 �m S1 ∪ S2 and S2 �m S1 ∪ S2}.

Here and everywhere the semantics of classical logic disjunction is assumed for
or. Assume three utility postulates:

I Coalition is good when it is profitable at least to one party.
II Coalition is good when it is profitable to both parties.

III Coalition is good when maximal potential future profits are expected from
it.

W (, M, WS, S) respects I (, II, I + III, II + III).

2.2 Rational Contraction

We assume propositional logic. Our languages consist of: (1) a fixed number
of logical symbols: �,⊥,∧,∨,¬, as well as parentheses and brackets; and (2) a
finite number of propositional variables, each of which is referred to by p with or
without a subscript. We denote each language by K with or without a subscript,
but dedicate K0 to the language having the largest number of propositional
variables. We denote the class of sentences constructable in each K by PK, and
refer to a sentence by F with or without a subscript. We define L : 2PK0 →
2PK0 to be such that F ∈ L({F1, F2, . . .}) iff F is a logical consequence of a
finite subset of {F1, F2, . . .}. We say that a set of sentences Γ is consistent iff
L(Γ ) �= PK0 . Among three common binary operations: expansion, contraction
and revision [1,9] in belief revision theories, we will require just contraction ÷
which minimally removes some set of sentences off a larger set of sentences. This
operator satisfies the following axioms.

1. L(Γ1) ÷ Γ2 = L(L(Γ1) ÷ Γ2) (Closure).
2. L(Γ1) ÷ Γ2 ⊆ L(Γ1) (Inclusion).
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3. L(Γ1) ÷ Γ2 = L(Γ1) ÷ Γ3 if L(Γ2) = L(Γ3) (Extensionality).
4. L(Γ1) ÷ Γ2 = L(Γ1) if, for each F ∈ Γ2, either L({F}) = L({�}) or else

F �∈ L(Γ1) (Vacuity).
5. For each F ∈ Γ2, F �∈ L(Γ1) ÷ Γ2 if L({F}) �= L({�}) (Success).
6. L(Γ1) ⊆ (L(Γ1) ÷ Γ2) ∪ Γ2 (Recovery).

The condition (Vacuity) says firstly that no tautological sentence is removed,
and secondly that it is always a sentence in L(Γ1) that is to be removed. The
condition (Recovery) ensures a minimal change of L(Γ1).

3 Rational Argumentation Frameworks

Our rational argumentation framework is a tuple (Γ,÷) where Γ is a finite non-
empty set of sentences.

Definition 1 (Coherence). We say that (Γ,÷) is coherent iff (1) no F ∈ Γ is
such that L({F}) = L({�}) or that L({F}) = PK0 and (2) no F1, F2 ∈ Γ are
such that L({F1}) = L({F2}).

A coherent rational argumentation framework (Γ,÷) will be assumed in the
rest. It is clear from the above definition that no F ∈ Γ is a tautology which is a
vacuous argument or an inconsistent sentence which is not to be taken seriously.
Now, it is certainly possible to define conflict-freeness in a set of arguments: let
Γ1 be a non-empty subset of Γ , then Γ1 is conflict-free iff L({F1}∪{F2}) �= PK0

for all F1, F2 ∈ Γ1.2 This notion, however, gives away very useful information of
relative strength of attacks. We will instead rely upon conflict-eliminability.

Definition 2 (Opposition Force). Let O : 2PK0 × PK0 → 2PK0 be such that
O(Γ1, F2) = {F1 ∈ Γ1 | F2 ∈ Γ and L({F1, F2}) = PK0 and Γ1 ⊆ Γ}. We say
that O(Γ1, F2) is the opposition force in Γ1 against F2 ∈ Γ .

O(Γ1, F2) may be empty. We denote {¬F | F ∈ O(Γ1, F2)} by O−(Γ1, F2).

Example 1. Suppose a set of sentences:{F1, F2,¬F1 ∧ ¬F2}. We have O
({F1, F2},¬F1∧¬F2) = {F1, F2}. Then, O−({F1, F2},¬F1∧¬F2) = {¬F1,¬F2}.

Definition 3 (Attacks and Defeats). For F ∈ PK0 , let Lang(F ) be the
smallest language K that recognises F . We say that Γ1 ⊆ Γ attacks F ∈ Γ
iff O(Γ1, F ) �= ∅. We say that Γ1 ⊆ Γ defeats F ∈ Γ iff Γ1 attacks F and
(L({F}) ÷ O−(Γ1, F )) ∩ PLang(F ) = L({�}) ∩ PLang(F ).

Example 2. Suppose {p1,¬p1 ∧ p2} where p1 and p2 are propositional vari-
ables. Both O({p1},¬p1 ∧ p2) and O({¬p1 ∧ p2}, p1) are non-empty, and so
each element of the set is attacking the other. However, while (L({p1}) ÷ {p1 ∨
¬p2})∩PLang(p1) = L({�})∩PLang(p1), (L({¬p1 ∧p2})÷{¬p1})∩PLang(¬p1∧p2) �=
L({�}) ∩ PLang(¬p1∧p2), as it contains p2 for instance. Hence, {¬p1 ∧ p2} defeats
p1, but {p1} does not defeat ¬p1 ∧ p2.
2 In this paper, we will focus on pairwise logical inconsistency only.
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Some explanations concerning ‘(L({F}) ÷ O−(Γ1, F )) ∩ PK0 ’ in the above def-
inition may be helpful. Notice in the left operand, i.e. ‘(L({F}) ÷ O−(Γ1, F ))’,
that we require ‘L({F})’ instead of {F}. If, say, F is some propositional variable
p1, then L({F}) contains p1 ∨ p3, p1 ∨ p4, . . .. Suppose O−(Γ1, F ) = {p1}, then
certainly p1 �∈ L({p1}) ÷ {p1}, but it may be that some of p1 ∨ p3, p1 ∨ p4, . . . are
in L({p1}) ÷ {p1}, even though p3, p4, . . . is not in Lang(F ). The set intersection
ensures that the result of belief contraction is relevant to Lang(F ).

Definition 4 (Conflict-Eliminable Sets). We say that Γ1 ⊆ Γ is conflict-
eliminable iff Γ1 does not defeat any F ∈ Γ1.

The following notion will come in handy. We assume that the length of a sentence
is proportional to the number of symbols occurring in the sentence.

Definition 5 (Minimal Support). Let Γ1 be such that Γ1 = L(Γ1). We say
that F1 is a support of Γ1 iff Γ1 = L({F1}). We say that F1 is a minimal support
of Γ1 iff there exists no support F2 of Γ1 that is shorter than F1 in length.
We denote some minimal support of Γ1 = L(Γ1) by minS(Γ1). We define that
minS(Γ1) = minS(Γ2) if Γ1 = L(Γ2). For later convenience, we shall assume that
F = minS(L({F})) for a coherent rational framework (Γ,÷) and for any F ∈ Γ .

Proposition 1 (Existence of a Minimal Support). Let F1 be a member of
Γ . Then, if Γ2 = L({F1}) ÷ Γ1 for some Γ1 ⊆ Γ , there exists some F2 such that
F2 = minS(Γ2).

Proof. Γ in the assumed rational argumentation framework is finite. Also a
sentence is necessarily of a finite length. �

The purpose of minS is linked closely to our need of referring to a contracted
argument. Let us be specific. Suppose a non-defeating attack of {p1} on ¬p1∧¬p2.
We have L({¬p1 ∧ ¬p2}) ÷ {¬p1} which is nominally an infinite set not as easily
treated as a sentence. However, it is actually sufficient if we have ¬p2 for the
representation of the infinite set, since L({¬p1∧¬p2})÷{¬p1} = L({¬p2}). With
minS, we have ¬p2 = minS(L({¬p1 ∧ ¬p2}) ÷ {¬p1}). Generally, minS(L({F}) ÷
{F1}) is minimal information (as a sentence) about L({F}) ÷ {F1} we need.

Definition 6 (Intrinsic Arguments). Let Γ1 ⊆ Γ be a conflict-eliminable
set. We define intrinsic arguments of Γ1, denoted Γ �

1 with a super-script 	,
to be {F ∈ Γ1 | O(Γ1, F ) = ∅} ∪ {F1 | F ∈ Γ1 and O(Γ1, F ) �= ∅ and F1 =
minS(L({F}) ÷ O−(Γ1, F ))}.

Intrinsic arguments of a set of arguments are those sentences that are left after
all non-defeating attacks have weakened their targets.

Example 3. Suppose Γ1 = {p1∧¬p2,¬p1∧p3, p4}, and suppose that each propo-
sitional letter is distinct. Γ �

1 is: {¬p2, p3, p4}.

Proposition 2 (No Conflicts). Let Γ1 ⊆ Γ be a conflict-eliminable set. Then
L({F1} ∪ {F2}) �= PK0 for any F1, F2 ∈ Γ �

1 .
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Characterisation of Attacks by a Conflict-Eliminable Set. As we stated
in Sect. 2, there is an asymmetry in attacks to and from a conflict-eliminable set.
While arguments outside it could attack any argument in the conflict-eliminable
set, the conflict-eliminable set of arguments may attack the external arguments
at most by its intrinsic arguments. We define this coalition attack and then
admissible/preferred coalition sets.

Definition 7 (C-Opposition Force). Let OC : 2PK0 × PK0 → 2PK0 be such
that OC(Γ1, F2) is: empty if Γ1 is not conflict-eliminable; or else {F1 ∈ Γ �

1 | Γ1 ⊆
Γ and F2 ∈ Γ and L({F1} ∪ {F2}) = PK0}. We say that OC(Γ1, F2) is the c-
opposition force in Γ1 against F2 ∈ Γ .

We denote {¬F |F ∈ OC(Γ1, F2)} by O−
C(Γ1, F2).

Definition 8 (C-Attacks and c-Defeats). We say that Γ1 ⊆ Γ c-attacks
F ∈ Γ iff OC(Γ1, F ) �= ∅. We say that Γ1 ⊆ Γ c-defeats F ∈ Γ iff Γ1 c-attacks
F and (L({F}) ÷ O−

C(Γ1, F )) ∩ Lang(F ) = L({�}) ∩ Lang(F ).

Proposition 3 (No c-Self Attacks). Let Γ1 ⊆ Γ be conflict-eliminable, and
let F be a member of Γ �

1 . Then OC(Γ1, F ) = ∅.
Proof. Obvious by the definition of c-opposition force and by Proposition 2. �
Definition 9 (One-Directional Attacks). Assume that Γ1 is a conflict-
eliminable set. We say that Γ1 is one-directionally attacked by F ∈ Γ\Γ1 iff
OC(Γ1, F ) = ∅ and there exists some F1 ∈ Γ1 such that {F} attacks F1.

Example 4. Suppose Γ = {p1 ∧ ¬p2,¬p1 ∧ p3, p4, p1}. Γ1 = {p1 ∧ ¬p2,
¬p1 ∧ p3, p4} is a conflict-eliminable set. And p1 is the only external argument
to the set. Because Γ �

1 = {¬p2, p3, p4}, it is not c-attacking p1. But p1 is (c-
)attacking ¬p1 ∧ p3 in the set.

Definition 10 (C-Acceptance). We say that Γ1 ⊆ Γ c-accepts F ∈ Γ iff
Γ1 does not defeat F and if O(Γ\Γ1, F ) �= ∅, then Γ1 c-defeats each F1 ∈
O(Γ\Γ1, F ).

Definition 11 (C-Admissible and c-Preferred Sets). We say that Γ1 ⊆ Γ
is c-admissible iff Γ1 is conflict-eliminable and Γ1 c-accepts all its members. We
say that a c-admissible set Γ1 ⊆ Γ is also a c-preferred set iff there exists no
Γ1 ⊂ Γ2 ⊆ Γ such that Γ2 is c-admissible.

4 Logic-Based Coalition Profitability and Formability

Let us adapt some of the notations in Sect. 2. We define Attacker(Γ1) to be
{F ∈ Γ | there exists some F1 ∈ Γ1 such that F attacks F1.}. We say that
coalition is approved between Γ1 ⊆ Γ and Γ2 ⊆ Γ iff Γ1 ∩ Γ2 = ∅ and Γ1 ∪ Γ2 is
conflict-eliminable. We define : 2PK0 ×2PK0 to be such that Γ1  Γ2 iff Γ1 and
Γ2 are conflict-eliminable and any of the three conditions: (1) Γ2 is c-admissible;
(2) Γ1 is one-directionally attacked; or (3) neither Γ1 nor Γ2 is c-admissible or
one-directionally attacked, satisfies. We define � : 2PK0 × 2PK0 to be such that
Γ1 � Γ2 satisfies the following three conditions.
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1. If Γ1 � Γ2, then Γ1 ⊆ Γ2 (inclusion).
2. If Γ1 � Γ2, then Γ1  Γ2 (better state).
3. |{F ∈ Attacker(Γ1) | Γ1 does not c-defeat F and F �∈ Γ1}| ≥

|{F ∈ Attacker(Γ1) | Γ2 does not c-defeat F and F �∈ Γ2}|
(fewer attackers).

The meaning is the same as in abstract setting: if Γ1 � Γ2 then Γ2 is at least as
profitable for Γ1 as Γ1 is for itself. We denote by Max(Γ1) the set of all Γx ⊆ Γ
where Γ1�Γx and if Γx ⊂ Γy ⊆ Γ , then not Γ1�Γy. Let ≤l,≤b,≤f : 2PK0 ×2PK0

be such that they satisfy the following three conditions:

1. Γ1 ≤l Γ2 iff |Γ1| ≤ |Γ2|.
2. Γ1 ≤b Γ2 iff Γ2 is at least as good by (better state) as Γ1.
3. Γ1 ≤f Γ2 iff Γ2 is at least as good by (fewer attackers) as Γ1.

We write Γ1 <β Γ2 for each β ∈ {l, b, f} just when Γ1 ≤β Γ2 and not Γ2 ≤β Γ1.
We define �m : 2P × 2P to be such that if Γ1 �m Γ2, then:

1. Γ1 � Γ2.
2. Some Γx ∈ Max(Γ2) is such that, for all Γy ∈ Max(Γ1), if Γx ≤β Γy for some

β ∈ {l, b, f}, then there exists γ ∈ ({l, b, f}\β) such that Γy <γ Γx.

The four coalition formability semantics in this logic-based argumentation are
as follows.

W(Γ1) = {Γ2 ⊆ Γ | Γ1 � Γ1 ∪ Γ2 or Γ2 � Γ1 ∪ Γ2}.

M(Γ1) = {Γ2 ⊆ Γ | Γ1 � Γ1 ∪ Γ2 and Γ2 � Γ1 ∪ Γ2}.

WS(Γ1) = {Γ2 ⊆ Γ | Γ1 �m Γ1 ∪ Γ2 or Γ2 �m Γ1 ∪ Γ2}.

S(Γ1) = {Γ2 ⊆ Γ | Γ1 �m Γ1 ∪ Γ2 and Γ2 �m Γ1 ∪ Γ2}.

4.1 The Relation Between Abstract and Logic-Based
Argumentation Frameworks

There is a good reason behind the close correlation between the semantics in
Sect. 2 and those for our rational argumentation frameworks. Let 
 : PK0 →
(N ∪ {∞}) be such that:

1. 
(F ) = ∞ if L({F}) = L({⊥}).
2. 
(F ) = 0 if L({F}) = L({�}).
3. 
(F1) ≤ 
(F2) if L({F1}) ⊆ L({F2}).

Let κ : 2PK0 × {÷} ⇀ 2S × {R} be such that:

1. κ is defined for (Γ,÷) iff Γ is finite.
2. Let τ : 2PK0 → 22

PK0 be such that: τ({F}) = {F1 | L({F1}) ⊆
L({F}) and F1 = minS(L(L({F1}) ∩ Lang(F ))) �= �}; and τ(Γ ) =
{{τ(F )} | F ∈ Γ}. Assume that τ(Γ ) is an ordered set in the rest. If κ
is defined for (Γ,÷), then π(1, κ((Γ,÷))) maps one-to-one to τ(π(1, (Γ,÷)))
in the following way: for any sentence F in the n-th set of τ(π(1, (Γ,÷)))
there is (an,
(F )) in π(1, κ((Γ,÷))). For each s ∈ π(1, κ((Γ,÷))), we refer
to the corresponding sentence in τ(π(1, (Γ,÷))) by ρ(s).
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3. If κ is defined for (Γ,÷), then π(2, κ(Γ,÷)) - that is, R - is defined for any
(S, s) as long as: (1) S′ = S ∪ {s} is a subset of π(1, κ(Γ,÷)) such that
π(1, (ai, ni)) �= π(1, (aj , nj)) for any (ai, ni), (aj , nj) ∈ S ∪ {s}; and (2) for
each s1 ∈ S, L({ρ(s1)} ∪ ρ(s)) = PK0 . Further, for each such (S, s), we
define R(S, s) to be: 
(ρ(s)) if

⋃
s1∈S{ρ(s1)} defeats ρ(s); and 
(ρ(s)) −


(minS(L({ρ(s)}) ÷ ⋃
s1∈S{¬ρ(s1)})), otherwise.

Perhpas no further explanations are needed for κ and ρ. We mention that τ
obtains from Γ the set of all the formulas which are some F ∈ Γ , or some F1

which is logically weaker than some F2 ∈ Γ and which is a member of Lang(F2).

Theorem 1 (Embedding). For any coherent rational argumentation frame-
work (Γ,÷), κ((Γ,÷)) is an argumentation framework as defined in Sect. 2.

Proof. [Finite arguments] holds trivially. [Positive argument capacity] and [No
self attacks] hold because a coherent rational framework does not contain a
tautology or an inconsistent sentence. [Unique argument identity] holds by the
way 
 is defined. [Attack coherence] holds trivially. [Quasi-closure by subset
relation] and [Closure by set union] hold by the way π(2, κ(Γ,÷)) is defined.
[Attack with a positive strength] holds by the way π(2, κ(Γ,÷)) is defined. Note
that a contracted argument maps into a smaller integer. The three monotonicity
conditions hold by the way κ(Γ,÷) and (Γ,÷) are related. �

5 Conclusion

We showed how the abstract coalition profitability and formability semantics as
mentioned in Sect. 2 may be defined in a minimalistic rational argumentation
framework. Theorem 1 implies that the definition of the abstract argumentation
framework, i.e. the 11 conditions in 2.1 [3], are logically grounded. Our rational
framework is rational, provided that (1) representations of arguments in formal
logic and (2) belief contraction are rational. The minimality of assumptions
directly leads to minimality of logical incoherence.

Related Work. Instantiation of abstract argumentation with formal logic [2,4,
10,11,15] is a fairly natural idea. Yet it is an important study to be undertaken
if the knowledge of abstract argumentation is to be applied in practice. Dung’s
abstract argumentation can be misused; adequate postulates will prevent the
misuse. In the above-mentioned works an argument is divided into supports and
a conclusion. We showed a way of attaining fair expressiveness in the absence
of the insulation by utilising belief contraction. We believe the work by Gabbay
and Garcez [10] to be the most relevant work to ours. They, too, observe shifts
in attack strength. Compared to [10], we are focusing: on more static pictures
of logic-based argumentation as our work does not step through sequences of
attacks; on minimal argumentation; and on the relation between logic-based
and abstract argumentation for coalition semantics.

Acknowledgement. We thank reviewers for very helpful comments.
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Abstract. We consider a social choice problem where individual ratio-
nality is required. The status quo belongs to the outcome space, and the
selected alternative must be weakly better than the status quo for every-
body. If the mechanism designer has no knowledge of the alternatives, we
obtain a negative result: any individually rational (IR) and strategy-proof
(SP) mechanism can choose at most one alternative (besides the status
quo), regardless of the preferences. To overcome this negative result, we
consider a domain where the alternatives have a known structure, i.e., an
agent is indifferent between the status quo and a subset of the outcomes.
This set is exogenously given and public information. This assumption
is natural if the social choice involves the participation of agents. For
example, consider a group of people organizing a trip where participa-
tion is voluntary. We can assume each agent is indifferent between the
trip plans in which she does not participate and the status quo (i.e., no
trip). In this setting, we obtain more positive results: we develop a class
of mechanisms called Approve and Choose mechanisms, which are IR
and SP, and can choose multiple alternatives as well as the status quo.

1 Introduction

Social choice theory, which is a primary research field in micro-economics, stud-
ies the design and analysis of mechanisms/rules for collective decision making.
Recently, due to the growing needs for agent technology in terms of complex
information systems, various studies on social choice theory have been conducted
in artificial intelligence and multi-agent systems [1,4,10].

We consider individually rational (IR) and strategy-proof (SP) mechanisms
for social choice settings where the status quo belongs to the outcome space.
Agents submit their preference orders over all outcomes including the status
quo. By IR, the selected outcome must be weakly better than the status quo for
everybody. IR also implies that the agents have veto power over the alternatives;
if an agent declares that one alternative is worse than the status quo, it cannot
be chosen. Analyzing veto power for a social choice function is an important
problem in social choice literature [3,12].
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M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 181–196, 2016.
DOI: 10.1007/978-3-319-44832-9 11



182 M. Guo et al.

Unfortunately, we derive a negative result for general settings. If a mechanism
is IR and SP, it must choose one particular alternative x in advance and choose
between the status quo and x based on the agent preferences. Even if there exist
many alternatives as well as the status quo, all but one will never be chosen,
regardless of the agents’ preferences. This is highly restrictive.

In light of the above negative result, we introduce a domain where the alter-
natives have a known structure. This allows us to design IR and SP mechanisms
that can determine an outcome among multiple alternatives besides the status
quo. We assume that for each agent, a set of alternatives, which are equivalent
to the status quo for her (called the indifference set), is exogenously given. This
information is public. For each agent, we call a choice that is not in her indif-
ference set a standard alternative. An alternative is called a multiagent choice
if multiple agents regard it as a standard alternative. We show that when the
number of agents is n, any IR and SP mechanism can determine an outcome
among at most n−1 multiagent choices. Furthermore, we develop a new class of
IR and SP mechanisms called Approve and Choose (AC) mechanisms that can
choose up to n − 1 multiagent choices.

When there exist only two agents (agent 1 and 2), the AC mechanism first
chooses a set of alternatives X(f) in some way independently from their dec-
larations. We assume X(f) includes the status quo and exactly one multiagent
choice x∗; other alternatives X(f)\x∗ are standard alternatives only to agent 1.
The mechanism first ask agent 2 whether x∗ is acceptable, i.e., x∗ is better than
the status quo. If x∗ is acceptable, then agent 1 selects her most preferred alter-
native from X(f). Otherwise, she selects her most preferred alternative from
X(f)\{x∗}. It is clear that this mechanism is SP and IR. This idea can be
generalized to n-agent cases.

We also show the modified AC mechanisms so that the mechanisms can
be applied to settings with quasi-linear utilities. For such settings, we show that
there exist AC mechanisms that simultaneously guarantee individual rationality,
strategy-proofness, and strong budget-balancedness.

These assumptions we apply in this paper are appropriate in many applica-
tion domains. For example, assume a travel agency is arranging a group trip.
Each alternative can be associated with a different venue and a different set
of participants. We can assume that each person is indifferent among tours in
which she does not participate. The travel agency can choose one alternative
using the AC mechanism. Similarly, consider a programming contest organized
by crowdsourcing. Each alternative (a project’s candidate) can be associated to
a different goal and a different set of programmers. It is reasonable to assume
that a programmer is indifferent about the projects she is not involved in. Fur-
thermore, when deciding the location of a facility in one of two relatively remote
cities R1 and R2, R1’s residents care about the exact location of the facility
when it is located in R1, but they can be indifferent about the exact location
when it is located in R2 since it is already far away.



Individually Rational Strategy-Proof 183

2 Related Works

We introduce several recent works in social choice theory related to this paper.
Faltings [6] proposed SP and budget-balanced mechanisms that work by sac-

rificing efficiency for quasi-linear utility settings. Lu and Boutilier considered the
multi-winner social choice problem when voter preference profiles are incomplete
using the notation of the minimax regret and proposed a greedy algorithm to
determine a robust slate of options. However, these models do not assume the
existence of the status quo. If we apply these mechanisms in our setting, we
cannot guarantee IR.

Sato [13] used an idea called exogenous indifference classes that closely resem-
bles our indifference set. Such indifference classes of agent preferences are exoge-
nously given. He focused on set A of alternatives that every agent strictly ranks,
and showed that strategy-proofness implies a dictatorship when |A| ≥ 3. Since
our newly developed mechanism deliberately chooses alternatives utilizing public
information so that |A| ≤ 2 holds, it is SP and non-dictatorial.

Barberá and Ehlers [2] also considered indifferences in agent preferences in
voting situations and clarified the necessary and sufficient condition for the
majority rule to be quasi-transitive. In this sense, their analysis is quite dif-
ferent from ours; we focused on strategy-proofness.

Darmann et al. [5] addressed a group activity selection problem among
agents, where an agent’s utility of an activity can depend on the number of
participants. Our model is more general; the utility can depend on other factors,
e.g., who are going to participate.

Guo et al. [9] proposed the optimal shifted Groves mechanism, which is IR,
SP, and non-deficit, and minimizes the worst-case efficiency loss when choosing
an outcome from a finite set including the status quo in a quasi-linear domain.
To be precise, they require that there exists at least one alternative for which
the total valuation of the agents is nonnegative, which is more lenient than
requiring the status quo. They assume that every agent’s valuation for every
outcome is bounded and the bounds are public information. We use a different
model in which the set of alternatives over which each agent is indifferent is
public information.

3 Preliminaries

A social choice problem is defined by tuple (N,X, q,�). N = {1, 2, . . . , n} is
a set of agents, and X is a finite set of alternatives. We assume n ≥ 2. Oth-
erwise, choosing one alternative is easy; the agent can only choose her favorite
alternative. Alternative q ∈ X is called the status quo. �= (�i)i∈N ∈ Pn is a
profile of agent preferences over X. Here, P is the set of all possible preference
relations for an agent. For any pair of alternatives, x, x′ ∈ X, x �i x′ means
agent i strictly prefers x over x′. We assume each �i is transitive, complete, and
anti-symmetric. Let N−i denote N\{i}.

A social choice function (or a mechanism) selects one of the alternatives given
in the preference profile of the agents.
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Definition 1 (Social Choice Function). A social choice function is a func-
tion f : Pn → X.

Let X(f) denote {x ∈ X : ∃ �∈ Pn s.t. f(�) = x}, where X(f) ⊆ X is the set
of all the alternatives, each of which has a chance to be selected.

Next, we introduce several desirable properties of a social choice function.

Definition 2 (Individual Rationality). We say social choice function f is
individually rational (IR) if for all i ∈ N and for all �∈ Pn, f(�) �i q or
f(�) = q holds.

Individual rationality means that the selected alternative must be at least as
good as the status quo. Note that we do not assume that the status quo is
the worst alternative for each agent; an agent may prefer the status quo over
alternative x.

Definition 3 (Strategy-Proofness). We say social choice function f is
strategy-proof (SP), if for all i ∈ N , for all pairs of �,�′∈ Pn such that �j=�′

j

for any j ∈ N−i, f(�) �i f(�′) or f(�) = f(�′) holds.

We assume �i is the private information of agent i. Thus, the outcome is calcu-
lated based on declared preferences. If f is not SP, an agent has an incentive to
misreport her preference.

4 Impossibility for General Cases

We show a negative result for general cases. The only mechanism that satisfies
desirable properties can choose at most one alternative besides the status quo.

Theorem 1. If f is IR and SP, then |X(f)| ≤ 2 holds, i.e., f can choose at
most two alternatives.

Proof. From the Gibbard-Satterthwaite theorem [7,14], any SP mechanism must
be dictatorial if the number of alternatives is more than or equal to 3. However,
a dictatorial mechanism does not satisfy IR. Thus, |X(f)| is at most 2.

It is clear that q ∈ X(f) must hold as long as f satisfies IR. If a mechanism
is IR and SP, then it is either trivial (always chooses q) or it chooses between
q and one particular alternative x, which is selected in some way (perhaps in
arbitrarily) independently from the agent declarations. The mechanism chooses
x if all agents prefer it over q. Otherwise, it chooses q.

5 Social Choice with Exogenous Indifference Sets (SC-EI)

To overcome the negative result obtained in the previous section, we consider a
domain where the alternatives have a publicly known structure: a Social Choice
with Exogenous Indifference sets problem (SC-EI).
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An SC-EI is defined by a tuple (N,X, q,�, Q). The meanings of N,X, q,�
are identical to the social choice problem defined in the previous section. Here
Q = (Qi)i∈N is a profile of the indifference sets. Each Qi ⊆ X represents the set
of alternatives that are equivalent to q for agent i where for any x ∈ Qi, x ∼i q
holds. We assume ∼i is reflective, transitive and symmetric. We assume q ∈ Qi

holds for each i ∈ N . We also assume the preference of each agent is strict except
for the elements of Qi, i.e., for any x ∈ X\Qi and x′ ∈ X, where x 
= x′, either
x �i x

′ or x′ �i x holds.1 We denote x �i x
′ when x �i x

′ or x ∼i x
′ holds. We

say x is indifferent to agent i (with q) if x ∈ Qi. x is also a standard alternative
for agent i if x ∈ X\Qi.

We assume Q is public information and develop a mechanism that exploits
this information. Assuming Q is public is reasonable if each alternative is relevant
to only a subset of agents, e.g., an agent is indifferent between alternative trip
plans in which she does not participate.

Let us show a concrete example and an informal description about how a
mechanism can utilize Q.

Example 1. Consider the following case.

– N = {1, 2, 3}, i.e., three agents.
– X = {x1, x2, x3, x4, x5, q}, i.e., six alternatives including the status quo. Here,

we assume these alternatives are possible trip plans, where x1 is a plan that
all agents go to Thailand, x2 is a plan that all agents go to Singapore, x3 is a
plan that only agents 1 and 2 go to Thailand, x4 is a plan that only agents 1
and 3 go to Singapore, and x5 is a plan that only agent 1 goes to Thailand.

– Q1 = {q}, Q2 = {x4, x5, q}, Q3 = {x3, x5, q}, i.e., each agent considers any
trip that she does not participate in as an element of her indifference set.

If Q is not public knowledge, as shown in the previous section, when |X(f)| = 2,
mechanism f first chooses one alternative x within {x1, . . . , x5} in some way,
e.g., arbitrary. Then, the mechanism asks each agent whether she approves it,
i.e., whether she prefers x over q. If all the agents approve x, then it is chosen.
Otherwise, q is chosen.

When Q is public, instead of choosing one alternative, the mechanism can
choose two, say, x3 and x4. Here, since x3 ∈ Q3, it can select x3 without the
approval of agent 3; it is public knowledge that she is indifferent between x3

and q. The mechanism asks agent 2 whether she approves x3. Also, it asks
agent 3 whether she approves x4. Let X̂ denote the set of approved alternatives.
Then, the mechanism lets agent 1 choose her most preferred alternative within
X̂ ∪ {x5, q}. Clearly, X(f) = {x3, x4, x5, q}. Thus, |X(f)| becomes strictly more
than 2.

We next introduce several criteria to evaluate social choice functions. For
alternative x ∈ X, let S(x) denote {i ∈ N : x 
∈ Qi}, i.e., the set of all agents

1 This assumption is required to obtain Maskin monotonicity [11], which is a powerful
tool to show various properties of a mechanism.
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who consider x a standard alternative. In Example 1, S(x1) = S(x2) = {1, 2, 3},
S(x3) = {1, 2}, S(x4) = {1, 3}, and S(x5) = {1}.

Definition 4 (Multiagent Choice). We say alternative x is a multiagent
choice if |S(x)| ≥ 2. Also, we say x is a multiagent choice of mechanism f
if x is a multiagent choice and x ∈ X(f) holds. Let M ⊆ X denote the set of
all multiagent choices in X and let M(f) denote X(f) ∩ M , i.e., the set of all
multiagent choices with a chance to be selected by mechanism f . We call M(f)
the possible multiagent choices of mechanism f .

In Example 1, x1, x2, x3, and x4 are multiagent choices. Also, for the mechanism
described in Example 1, M(f) = {x3, x4}. Let Xi(f) denote X(f)\Qi and let
Mi(f) denote M(f) ∩ Xi(f).

In the trip organizing example, a multiagent choice is a trip involving more
than one agent. It is natural to assume that a social choice function is better if
it can choose more multiagent choices. In the general setting, we showed that at
most one alternative besides the status quo can be chosen as long as mechanism
f is IR and SP. Thus, the number of possible multiagent choices of f is at most 1.
In an SC-EI, the number of possible multiagent choices can be increased, e.g., in
Example 1, |M(f)| = 2. In the next section, we show that the number of possible
multiagent choices is bounded, i.e., at most n − 1.

From the above definition, for x to be a multiagent choice, |S(x)| ≥ 2 is
sufficient; it does not care whether |S(x)| = 2 or |S(x)| = n. In the trip organizing
example, it is reasonable to assume that a trip plan with more participants is
desirable. Thus, let us introduce another criterion that takes into account the
quantity of agents who consider an alternative to be standard.

Definition 5 (Agent Count). For subset of multiagent choices M ′ ⊆ M , we
call C(M ′) =

∑
x∈M ′ |S(x)| its agent count. We also call C(M(f)) the agent

count of mechanism f .

In Example 1, C(M(f)) = |{1, 2}|+|{1, 3}| = 4. This value means the cumulative
total number of participating agents of trips that involve multiple agents.

In general settings, the agent count is at most n, since there exists at most
one multiagent choice. In an SC-EI, the number of multiagent count can be
increased, e.g., in Example 1, C(M(f)) = 4. In the next section, we show that
C(M(f)) is bounded, i.e., at most 2(n − 1).

6 Properties of SC-EI

We show the bounds of the size of the possible multiagent choices and the agent
count of an IR and SP mechanism. Let us introduce another assumption called
weak non-bossiness. Let L(x,�i) = {y ∈ X : x �i y}. L(x,�i) is called agent
i’s weak lower contour set for alternative x. In words, the lower contour set of x
of agent i means a set of alternatives that are less preferred than or equal to x
for i.
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Definition 6 (Weak Non-bossiness). We say social choice function f is
weakly non-bossy (WNB) if for any i ∈ N and any �,�′∈ Pn s.t. for all j ∈ N−i,
�j=�′

j and L(x,�i) ⊆ L(x,�′
i) hold, f(�) = x ∈ Qi implies f(�′) = x.

Weak non-bossiness means that if alternative x is chosen for preference profile �
and x is in agent i’s indifference set, for preference profile �′ in which only agent
i’s preference is changed such that x is not considered worse, x is also chosen.
Note that Qi is public information and agent i cannot report a preference that
is inconsistent with it. Thus, since x is not considered worse, all of the elements
in Qi are not considered worse.

Standard non-bossiness, which was introduced by [15], means that by chang-
ing an agent’s preference relation, she cannot change the outcome for the other
agents without affecting her own outcome. Here, we use a weaker definition of
non-bossiness; by changing agent i’s preference in a restricted manner, i cannot
change the outcome from one alternative in Qi to another alternative in it. If
an agent could do this, then she could change the outcome for the other agents
without affecting her own outcome.

The following theorem holds:

Theorem 2. Assume social choice function f is IR, SP and WNB. Then, the
size of its possible multiagent choices, i.e., |M(f)| is at most n− 1 and its agent
count, i.e., C(M(f)) is at most 2(n − 1).

To prove this theorem, we utilize a property called Maskin monotonicity [11].

Definition 7 (Maskin Monotonicity). Social choice function f is Maskin
Monotonic (MM) if for all �,�′∈ Pn, f(�) = x and L(x,�i) ⊆ L(x,�′

i) for
all i ∈ N imply f(�′) = x.

In words, social choice function f is MM if alternative x, which is chosen for
preference profile � is also chosen for preference profile �′, where x is not
considered worse for all agents. When the agents have strict preferences over
X, strategy-proofness implies Maskin monotonicity [11]. On the other hand, in
our model where agent i considers all alternatives in Qi indifferent, strategy-
proofness does not imply Maskin monotonicity. However, if we assume weak
non-bossiness, strategy-proofness does imply Maskin monotonicity, and the fol-
lowing proposition holds.

Proposition 1. If social choice function f is SP and WNB, then it satisfies
Maskin monotonicity.

Proof. To show that strategy-proofness and weak non-bossiness imply Maskin
monotonicity, assume that f(�) = x. It is sufficient to show f(�′) = x when
�′ satisfies �j=�′

j for any agent j ∈ N−i as well as L(x,�i) ⊆ L(x,�′
i) holds.

Consider the following three cases:

case (1) x ∼i f(�′): either f(�′) = x or x ∈ Qi holds. If f(�′) = x, we are
done. If x ∈ Qi, we obtain f(�′) = x by weak non-bossiness.
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case (2) f(�′) �i x: agent i has an incentive to declare �′
i if her true preference

is �i. This fact violates the assumption that f is SP.

case (3) x �i f(�′): we obtain x �′
i f(�′) from assumption L(x,�i) ⊆ L(x,�′

i).
Thus, agent i has an incentive to declare �i when her true preference is �′

i. This
fact violates the assumption that f is SP.

As a result, f(�) = f(�′) holds. Thus, strategy-proofness and weak non-
bossiness imply Maskin monotonicity.

For x, x′ ∈ X, x dominates x′ if x �i x
′ holds for all i ∈ N and there exists

at least one agent j ∈ N such that x �j x
′ holds.

The following proposition holds.

Proposition 2. Assume that social choice function f is IR, SP, and WNB.
When there exists alternative x′ ∈ X(f) that dominates alternative x ∈ X(f)
for �, f(�) 
= x holds. In particular, if there exists alternative x ∈ X(f) that
dominates q, we have f(�) 
= q.

Proof. For the sake of contradiction, we assume that there exists �∈ Pn s.t. x′

dominates x and f(�) = x. From f(�) = x and individual rationality, for all
i ∈ S(x), x �i q holds. Also, from the assumption that x′ dominates x, for all
i ∈ S(x′) ∩ S(x), x′ �i x �i q holds. Also, since we assume x′ ∈ X(f), there
exists �′∈ Pn s.t. f(�′) = x′. From individual rationality, for all i ∈ S(x′),
x′ �′

i q holds. Here, we consider �′′ that satisfies the following conditions:

– If i ∈ S(x) ∩ S(x′), x′ �′′
i x �′′

i q.
– If i ∈ S(x′)\S(x), x′ �′′

i q and x ∼′′
i q.

– For all x′′ 
= x, x′, for all i ∈ S(x′′), q �′′
i x′′.

L(x,�i) ⊆ L(x,�′′
i ) holds. Thus, from Maskin monotonicity, f(�′′) = x must

hold. On the other hand, L(x,�′
i) ⊆ L(x,�′′

i ) holds for all i ∈ N . Thus, from
Maskin monotonicity, f(�′′) = x′ must hold. This is a contradiction.

Next, we introduce the classification of agents.

Definition 8 (Agent Types).

Decider: Agent i is a decider if |Xi(f)| ≥ 2 and |Mi(f)| ≥ 1 hold, where at
least two possible alternatives of mechanism f are her standard alternatives
and at least one is a multiagent choice.

Approver: Agent i is an approver if Xi(f) = Mi(f) and |Xi(f)| = 1 hold, i.e.,
exactly one possible alternative of mechanism f is her standard alternative
and also a multiagent choice.

Solitary: Agent i is solitary if |Mi(f)| = 0 holds, where no possible multia-
gent choice of mechanism f is her standard alternative. There might exist
alternative x such that S(x) = {i} holds.
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In Example 1, agent 1 is a decider since X1(f) = {x3, x4, x5}, and x3 and x4 are
multiagent choices. Agent 2 and 3 are approvers since X2(f) = M2(f) = {x3}
and X3(f) = M3(f) = {x4}.

The next proposition implies that if alternative x ∈ X(f) is a multiagent
choice, then there exists at most one decider who considers x her standard alter-
native. In Example 1, X(f) includes two multiagent choices, i.e., x3 and x4. For
both, only agent 1 is the decider of these alternatives.

Proposition 3. Assume that agents i, j ∈ N (i 
= j) are deciders. If there exists
SP, IR, and WNB social choice function f , Xi(f) ∩ Xj(f) = ∅ holds.

Proof. For the sake of contradiction, we assume that agents 1 and 2 are deciders
and X1(f) ∩ X2(f) 
= ∅ holds. Consider the following two cases.
case (i) |X1(f)∩X2(f)| ≥ 2: Without loss of generality, assume x, x′ ∈ X1(f)∩
X2(f) (x 
= x′), x �1 x′ �1 q for agent 1, x′ �2 x �2 q for agent 2, and for any
x′′ ∈ X\{x, x′, q}, there exists agent i ∈ S(x′′) whose preference is q �i x

′′. From
individual rationality, f(�) 
= x′′ holds. Furthermore, assume x, x′ �i q holds
for any agent i ∈ N\{1, 2}. Also, from Proposition 2, f(�) 
= q holds. Without
loss of generality, assume f(�) = x. Then, agent 2 has an incentive to declare
x′ �′

2 q �′
2 x when her true preference is �2. This is because when agent 2

declares �′
2, the social choice becomes x′. This contradicts our assumption that

f is SP.
case (ii) |X1(f) ∩ X2(f)| = 1: Without loss of generality, assume x ∈ X1(f) ∩
X2(f), x′ ∈ X1(f) ∩ Q2, and x′′ ∈ Q1 ∩ X2(f). We consider the following five
cases of preferences for agents 1 and 2. For each case, we assume that for any
x′′′ /∈ {x, x′, x′′, q}, there exists agent i ∈ S(x′′′) whose preference is q �i x′′′.
We also assume x, x′, x′′ �i q for agent i ∈ N\{1, 2}. From individual rationality
and Proposition 2, f(�) ∈ {x, x′, x′′, q}.

(1) agent 1: x′ �1 q ∼1 x′′ �1 x,
agent 2: x �2 q ∼2 x′ �2 x′′

(2) agent 1: x′ �1 x �1 q ∼1 x′′,
agent 2: x �2 q ∼2 x′ �2 x′′

(3) agent 1: x �1 x′ �1 q ∼1 x′′,
agent 2: x �2 x′′ �2 q ∼2 x′

(4) agent 1: x′ �1 x �1 q ∼1 x′′,
agent 2: x �2 x′′ �2 q ∼2 x′

(5) agent 1: x′ �1 x �1 q ∼1 x′′,
agent 2: x′′ �2 x �2 q ∼2 x′

We show the social choice for each case.

(1) From individual rationality and Proposition 2, we have f(�) = x′.
(2) From (1) and Maskin monotonicity, f(�) = x′ holds (∗).
(3) From Proposition 2, we have f(�) = x (∗∗).



190 M. Guo et al.

(4) We have f(�) = x′ from the following three reasons: (a) If f(�) = x, it
is contrary to strategy-proofness for agent 2 from (∗). (b) If f(�) = x′′,it is
contrary to (∗∗) from MM. (c) From Proposition 2, f(�) 
= q.

(5) From (4) and MM, f(�) = x′ holds. However, we can create four cases by
replacing x′ with x′′, and agent 1 with agent 2 in cases from (1) to (4), which
we call (1’) to (4’). For example, in (1’), we set x �1 q ∼1 x′′ �1 x′ for agent 1
and x′′ �2 q ∼2 x′ �2 x for agent 2. Although f(�) = x′ has to continue
holding in case (5), from (1’) to (4’), we obtain f(�) = x′′ in case (5). This
is a contradiction.

Now, we are ready to prove Theorem 2.

Proof (Proof of Theorem 2). From Proposition 3, the number of deciders who
consider each multiagent choice x ∈ M(f) their standard alternative is at most
one. Since there exists at least one approver for each x ∈ M(f), we obtain
|M(f)| ≤ n. If |M(f)| = n, the number of approvers is n. However, this implies
that the number of deciders is 0 and violates the assumption that there are n
multiagent choices, since each alternative is a standard alternative only for a
single approver. Thus, we derive |M(f)| ≤ n − 1.

Next, we examine the agent count. If there exists no decider, then the agent
count is at most n, where all approvers consider a single multiagent choice as their
standard choice. If there exists at least one decider, then the agent count is at
most the sum of the number of approvers and multiagent choices. This number
is maximized when a single decider considers all n − 1 multiagent choices as
her standard alternative, and each multiagent choice is considered a standard
alternative by a single approver. In such a case, the agent count is 2(n − 1).

7 AC Mechanisms

We propose a class of IR, SP, and WNB social choice functions (mechanisms)
that is optimal in terms of possible multiagent choices and agent count. We
call such mechanisms Approve and Choose (AC) mechanisms. For presentation
purposes, we first show the AC mechanism for 2 agents.

Mechanism 1 (AC Mechanism for 2 Agents). We assume that there exist
agents 1 and 2. Mechanism f chooses one decider and one approver in some
way (which can be arbitrary) independently from the agents’ declarations. Here,
let assume agent 1 is a decider and agent 2 is an approver. X(f) consists of
{x∗}∪Y . It determines alternative x∗ as a multiagent choice which is a standard
alternative for both agent 1 and 2, in some way independently from the agents’
declarations. Thus, x∗ ∈ X1(f)∩X2(f) holds. Also, it chooses set of alternatives
Y = {q} ∪ {x ∈ X1(f) : |S(x)| = 1}, where Y contains q and all the alternatives
are standard alternatives only to agent 1 in some way independently from the
agents’ declarations.
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1. Agent 2 approves x∗ if she prefers x∗ over q. Otherwise, she vetoes x∗.
2. Agent 1 selects the best alternative according to agent 2’s decision:

– If agent 2 approves x∗, then agent 1 selects the most preferred alternative
in {x∗} ∪ Y .

– Otherwise, agent 1 selects the most preferred alternative in Y .

We generalize this procedure from 2 agents to n agents. First, the mechanism
chooses one decider in some way independently from the agents’ declarations.
Here, we assume agent 1 is a decider. The mechanism then determines a set X∗

of multiagent choices in some way independently from the agents’ declarations,
such that for each x∗ ∈ X∗, agent 1 is the decider and a subset of N−1 is
approvers. Here, each approver has exactly one alternative in X∗ and this choice
is her standard alternative. In Example 1, the mechanism chooses X∗ as {x3, x4}.
For x3, agent 1 is the decider and agent 2 is the approver. For x4, agent 1 is the
decider and agent 3 is the approver.

Also, the mechanism independently selects set of alternatives Y = {q}∪{x ∈
X1(f) : |S(x)| = 1} from the agents’ declarations. In Example 1, the mechanism
chooses Y as {x5, q} and asks each approver in turn whether she approves of her
multiagent choice. Let X̂∗ ⊆ X∗ denote the set of alternatives that are approved
by all own approvers. Then, the decider selects her most preferred alternative
among X̂∗ ∪ Y .

In Example 1, assume x3 �1 x4 �1 x5 �1 q, x3 �2 q, and x4 �3 q. Then, x3

and x4 are approved by agents 2 and 3, respectively. Thus, X̂∗ = {x3, x4}. Then,
agent 1 chooses x3 from X̂∗ ∪ Y = {x3, x4, x5, q}. If the preference of agent 1 is
x5 �1 x4 �1 x3 �1 q, then she chooses x5.

The following theorem illustrates the property of the AC mechanism.

Theorem 3. Any AC mechanism f is IR, SP, and WNB. Also, X(f) = X∗ ∪
Y . Furthermore, an instance of the AC mechanisms is optimal in terms of the
number of multiagent choices and the agent count.

Proof. Due to space limitations, we show the proof for the two agent case. Gen-
eralizing to the n agent case is rather straightforward (although verbose).

We first show that the AC mechanism is SP. For agent 2 (an approver), if
she vetoes x∗ even though x∗ �2 q, the social choice results in her indifference
set. If she approves x∗, x∗ might be selected. Thus, agent 2 has no incentive
to misreport her preference. Agent 1 (a decider) does not have any incentive to
misreport her preference, since she can select the best alternative from a set that
is determined independently from her declaration. Next we show that the AC
mechanism is IR. Obviously, it selects an alternative that is not worse than q as
long as the agents truthfully declare their preferences. Then we show that the
AC mechanism guarantees weak non-bossiness. Assume agent 1 chooses y ∈ Y
(which is in Q2) when agent 2 approves x∗. Then if she vetoes x∗ by declaring
that she prefers y over x∗, agent 1 still chooses y. For agent 1, q is the only
alternative in Q1 that can be selected. If agent 1 chooses q, then under any
preference of agent 1 in which q is not considered worse, q is also selected. x∗
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can be chosen when both agents deem x∗ best. Also, x ∈ Y can be chosen if
agent 1 deems x the best.

Finally, by selecting each multiagent choice so that it is considered a standard
alternative by exactly one approver, the number of multiagent choices becomes
n − 1. The agent count becomes 2(n − 1). From Theorem 2, this instance of AC
mechanisms is optimal in terms of the number of multiagent choices and the
agent count.

Since the agent count is bounded and there exists at most one decider for each
alternative, there exists a tradeoff between the numbers of multiagent choices
|M(f)| and agents who consider x ∈ M(f) their standard alternative |S(x)|;
if |S(x)| becomes large, |M(f)| should become small. As shown in the proof of
Theorem 3, |M(f)| is maximized when |S(x)| = 2 holds for all x ∈ M(f).

Unfortunately, the AC mechanism does not characterize all SP, IR, and WNB
mechanisms, since we can consider the following (seemingly less attractive) mech-
anisms.

A Mechanism with Multiple Deciders: From Proposition 3, multiple
deciders should not consider the same multiagent choice as their standard alter-
native. Assume agents are partitioned into several groups that are serialized.
Each group contains exactly one decider and the approvers who consider the
multiagent choices of the decider as standard alternatives. For the first group,
we apply the above procedure of Mechanism 1. When the first group chooses q,
the mechanism proceeds to the second group, and so on.

A Mechanism with No Decider: Assume all agents are solitary and seri-
alized. The first agent is asked to choose her most preferred alternative. If her
choice is q, the mechanism proceeds to the next agent, and so on.

8 AC Mechanism for Quasi-Linear Utilities

We can extend the idea of AC mechanisms and apply them to the cases where
each agent’s utility is quasi-linear.

An SC-EI problem in quasi-linear utilities is defined by a tuple (N,X, q, v,Q).
The meanings of N,X, q, and Q are basically identical to SC-EI. Here, v =
(vi)i∈N ∈ V n is a profile of the valuation functions, where V is the set of all
possible valuation functions for an agent. Each valuation function vi : X → R

returns the valuation of each alternative. We assume vi(x) = 0 if x ∈ Qi holds.
Mechanism f = (g, p) consists of allocation function g : V n → X and payment
function p : V n → R

n. When the declared profile of the valuation functions is
v̂, the utility of agent i is defined as: vi(g(v̂)) + pi(v̂), i.e., a quasi-linear utility
function.

We require that the mechanism does not lose or earn money.

Definition 9 (Budget-Balanced). A mechanism is strongly budget-balanced
(SBB) if for any profile of valuations v ∈ V n,

∑
i∈N pi(v) = 0 holds.
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We say a mechanism is weakly budget-balanced (WBB) if for any profile of
valuations v ∈ V n,

∑
i∈N pi(v) ≤ 0 holds. The family of Groves mechanisms is a

well-known representative class of efficient and SP social choice functions [8].
In our problem setting, agents can have a negative valuation for an alloca-
tion/choice. In such a setting, an instance of Groves mechanisms can satisfy
IR, but not WBB. Another instance of Groves mechanisms can satisfy WBB,
but not IR. Actually, no instance of a Groves mechanism is simultaneously IR
and WBB [9]. We show that the modified AC mechanism guarantees SP, IR,
and SBB.

Note that we do not require that WNB be a necessary condition in this
section. Since an agent can affect the outcome through payments, it is com-
mon that a mechanism does not satisfy non-bossiness. For example, the Groves
mechanisms do not satisfy non-bossiness.

8.1 Class of AC Mechanisms

In this section, we propose a class of AC mechanisms for quasi-linear utilities.

Mechanism 2 (AC Mechanism for Quasi-Linear Utilities)

1. The mechanism selects one agent as a decider. WLOG, we assume agent 1 is
the decider.

2. It chooses X∗ and Y similar to an AC mechanism. In more detail, it selects
X∗ of multiagent choices such that for x∗ ∈ X∗, agent 1 is a decider and
subset N−1 is approvers. Each approver has exactly one standard alternative
in X∗. It also independently chooses a set of alternatives Y = {q} ∪ {x ∈
X1(f) : |S(x)| = 1}.

3. Each approver j declares her (not necessarily true) valuation (denoted as v̂j).
4. For each approver j of alternative x, her threshold price pj(v̂) is determined.

It can depend on the declaration of other approvers, but it must be independent
from her own declaration.

5. x ∈ X∗ remains valid if v̂j(x) ≥ pj(v̂) holds for each approver j of x. Let
X̂∗ ⊆ X∗ denote a set of valid alternatives. We also require that for each
valid alternative x ∈ X̂∗ and for each approver j of x, pj(v̂) is determined
independently from the declarations of the approvers of other valid alterna-
tives. In other words, if pj(v̂) depends on v̂k, then the alternative related to
agent k is not approved.

6. For each x ∈ X̂∗, r(x) =
∑

j∈S(x),j �=1 pj(v̂).

7. Agent 1 (decider) chooses her most preferred alternative within X̂∗∪Y . When
x ∈ X̂∗ is chosen, agent 1 receives r(x), and each approver j of x pays pj(v̂).
If agent 1 chooses x ∈ Y , no agent pays/receives anything.

The following theorem illustrates the properties of the AC mechanism for
quasi-linear utilities.

Theorem 4. The AC mechanism for quasi-linear utilities is SP, IR, and SBB.
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Proof. We first show that the AC mechanism is SP. Agent 1 can choose her
most preferred alternative in a fixed set. The set and the corresponding pay-
ments are determined independently from her own declaration. Thus, agent 1
has no incentive to misreport her valuation. For each approver j, her threshold
price of the alternative related to agent j is determined independently from her
own declaration. Also, her own declaration affects the payment of other valid
alternatives only when her alternative is not approved. Thus, agent j has not
incentive to misreport her valuation.

The AC mechanism is IR, since each approver accepts an alternative only if
she can pay a threshold price. Also, the decider always has an option to choose q.
Obviously, it satisfies SBB, since the sum of approvers’ payments is transferred
to the decider.

8.2 Instances of AC Mechanisms

We introduce the instances of AC mechanisms for quasi-linear utilities. The first
is called a fixed price mechanism, in which a common fixed threshold price is
used. To achieve good efficiency, the fixed threshold price must be determined
appropriately. To do this, we need precise prior knowledge about the distribution
of agent valuations. On the other hand, the second, which is called a minimum-
value k+1-st price mechanism, is more flexible; the threshold price is determined
based on the valuations of other agents.

Mechanism 3 (Fixed Price Mechanism (FPM)). For all x ∈ X∗ and for
all approvers, we set constant c as a threshold price. Each alternative x ∈ X∗

remains valid if v̂i(x) ≥ c holds for each approver. If x ∈ X∗ is chosen, the
decider receives (|S(x)| − 1) × c. Clearly, each threshold price of an approver is
determined independently from all the approver declarations, including her own
declaration.

Here, we show an example how our FPM works.

Example 2. Consider the same situation as Example 1, but each agent has a
valuation for an alternative. We assume that each agent has a profile of valuation
functions for (x1, x2, x3, x4, x5, q):

– agent 1 : v1 = (−200,−100, 20, 250, 100, 0)
– agent 2 : v2 = (250, 200, 150, 0, 0, 0)
– agent 3 : v3 = (100, 100, 0, 50, 0, 0)

Let’s assume that agent 1 is selected as a decider. In this example, the mech-
anism selects X∗ = {x3, x4} and Y = {x5, q}. It also determines a threshold
price 100 for approvers. When each approver wants to travel with agent 1 by
paying this threshold price, say, her valuation is not less than 100, she approves
this offer. For x3, agent 2 is an approver and for x4, agent 3 is an approver. In
this case, only agent 2 approves the offer, i.e., X̂∗ = {x3}. Thus, agent 1 selects
her most preferred alternative from Y ∪ X̂∗ = {x3, x5, q}. For agent 1, when
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she selects x3, her utility becomes 20 − (−100) = 120 by receiving 100. On the
other hand, if she selects x5, her utility is 100. As a result, agent 1 selects x3

and agents 1 and 2 are going to travel in Thailand.

Mechanism 4 (Minimum-Value k+1-st Price Mechanism (MPM)).
For each alternative x ∈ X∗, let t(x) be the minimum of v̂j(x) for all approvers
of x. Sort X∗ in decreasing order of t(x). Top k ≤ |X∗| − 1 alternatives remain
valid and constitute X̂∗. Let xk+1 denote the k+ 1-st alternative. For each valid
alternative x, pj(v̂) is determined to be t(xk+1). We can assume the threshold
price of an invalid alternative is equal to t(xk). It is clear that the threshold price
of each approver is determined independently from her own declaration. Also, the
threshold price of each approved alternative is determined independently from the
declarations of the other approvers of valid alternatives.

In the last of this section, we show an example of MPM.

Example 3. Consider the situation described in Example 2.
The mechanism selects X∗ = {x3, x4} as the same as above. We assume that

each agent truthfully declares her valuation functions. Thus, we have decreasing
order of t(x): 150 > 50. As a result, agent 2 is going to pay 50 for agent 1. If
agent 1 selects x3, her utility becomes 20 + 50 = 70. However, for agent 1, her
best alternative is x5, since her utility is 100 by selecting x5. As a result, agent 1
is going to travel in Thailand alone.

9 Conclusion

We investigated the IR and SP social choice functions for settings where the
agents need to choose from a set of alternatives including status quo q. We first
showed a negative result, i.e., IR and SP mechanism can choose at most one
alternative besides q. To overcome this negative result, we introduced the SC-EI
setting, where the indifference set of each agent is publicly known. We developed
a class of IR and SP mechanisms that work in this setting called Approve and
Choose (AC) mechanisms, which can be optimal in terms of possible multiagent
choices/agent counts.

Our future work will extend the AC mechanisms in a setting with monetary
transfers and experimentally evaluate our mechanisms in various application
domains.
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Abstract. In automated negotiation, one of crucial problems is how a
negotiating agent evaluates the acceptability of an offer. Most models
mainly use two kinds of evaluation methods: (i) linear utility functions
that depend on issues, and (ii) nonlinear utility functions that depend
on crisp constraints. However, in real life, it is hard for human users to
input so much and so accurate information that these evaluation methods
require. To this end, this paper proposes a new approach for offer eval-
uation where human users are allowed to input indeterminate informa-
tion. More specifically, we propose a framework of prioritised intuition-
istic fuzzy constraint satisfaction problems for modelling agent’s goals.
Moreover, we take both satisfaction degree and dissatisfaction degree
into consideration when calculating an agent’s acceptability of an offer.
Finally, we discuss how to make trade-offs via similarity measure based
on intuitionistic fuzzy criteria functions.

Keywords: Multi-issue automated negotiation · Intuitionistic fuzzy
set · Fuzzy constraint satisfaction · Similarity · Trade-off

1 Introduction

Negotiation is a process in which several parties exchange information to reach an
agreement [6,12]. With the development of electronic commerce and intelligent
technologies, automated negotiation has attracted lots of attention from various
research areas, especially computer science and management science [3,5,12,19].
Thus, many negotiating agents have been designed for maximising individual
expected utility or social expected utility, finding equilibria, reducing negotiation
time, and so on.

With the rapid growth of B2C and C2C markets, automated bilateral nego-
tiation of multi-issue increasingly becomes more applicable and has great poten-
tial in real life. In automated negotiation systems for business, one of crucial
problems is how to evaluate the acceptability of an offer during the course of
a negotiation. The most common method is weighted average utility functions
of multi-issue, which is regarded as a linear method. This method has a strong
c© Springer International Publishing Switzerland 2016
M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 197–215, 2016.
DOI: 10.1007/978-3-319-44832-9 12
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assumption that issues are independent of each other. However, in real life, often
issues under negotiation are interdependent [13]. So, some researchers [8,11,13]
propose the method of nonlinear utility functions that depend on constraints,
i.e., an agent’s utility of multi-issue is defined as the sum of the utility for the
constraints that offers need to satisfy.

However, this method also has some drawbacks. For example, in order to
evaluate an offer more accurately, users have to estimate precise satisfaction
degrees of constraints with different values of issues. Nevertheless, somehow it
is unpractical for human users to input so much and so accurate information.
Moreover, it is hard to explain intuitively why the sum of the utilities for all
the constraints is used to get the total utility. Hence, today how to represent
human users’ information properly and model human users’ evaluation of an
offer remains an open problem.

Thus, in this paper, we propose a new approach for offering evaluation during
the course of a negotiation. Specifically, we evaluate an offer through three steps:
(i) characterising agent’s goals via prioritised intuitionistic fuzzy constraints,
which framework is proposed in this paper; (ii) calculating the overall satisfac-
tion degree and overall dissatisfaction degree of an offer according to the con-
straints; and (iii) calculating an agent’s acceptability of an offer by integrating
both overall satisfaction degree and dissatisfaction degree of the offer.

The main contributions of this paper are as follows. First, we propose a
framework of prioritised intuitionistic fuzzy constraint satisfaction. Second, we
construct a negotiating agent equipped with our new offer evaluation method
based on the framework. Finally, we give an approach to generate an offer by
making trade-offs between offers, which are evaluated using our method.

The rest of this paper is organised as follows. Section 2 recaps the basic
concepts and notations of fuzzy set theory and constraint satisfaction problems.
Section 3 proposes the framework of prioritised intuitionistic fuzzy constraint sat-
isfaction problem. Section 4 presents a formal model of offer evaluation. Section 5
illustrates our model with two cases. Section 6 proposes a way of making trade-off
in a negotiation. Section 7 discusses the related work. Finally, Sect. 8 concludes
the paper with future work.

2 Preliminaries

In this section, we recap some necessary concepts and notations in fuzzy set
[25], intuitionistic fuzzy set [2], constraint satisfaction problems [14], fuzzy con-
straint satisfaction problems [24], and prioritised fuzzy constraint satisfaction
problems [18].

We start with the definitions of fuzzy set and intuitionistic fuzzy set.

Definition 1. Let U be a nonempty set. A fuzzy set A on U is defined by func-
tion μA : U → [0, 1], called a membership function of fuzzy set A, and ∀u ∈ U ,
μA(u) is the membership degree of u in fuzzy set A.
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Definition 2. Let U be a nonempty set. An intuitionistic fuzzy set A on U is
defined by mappings μA : U → [0, 1] and γA : U → [0, 1], which are called
a membership function and a non-membership function of intuitionistic fuzzy
set A, respectively; ∀u ∈ U , μA(u) and γA(u) are called the membership degree
and non-membership degree of u in intuitionistic fuzzy set A, respectively; and
∀u ∈ U , 0 � μA(u) + γA(u) � 1. Let πA(u) = 1 − μA(u) − γA(u), called
the indeterminacy or hesitation degree of u in intuitionistic fuzzy set A, which
reflects the lack of sufficient knowledge for judging whether or not x belongs to
intuitionistic fuzzy set A.

For example, the linguistic term old-men can be regarded as an intuitionistic
fuzzy set. For a 60-year-old man, let μold-men(60) = 0.6, γold-men(60) = 0.3, then
πold-men(60) = 1 − μold-men(60) − γold-men(60) = 0.1. It can be interpreted as
the degree to which the 60-year-old man is an old man is 0.6; the degree to which
the he is not an old man is 0.3; and the degree to which we hesitate to say he is
old or not is 0.1.

The following definitions are about the framework of constraint satisfaction
problems:

Definition 3. A constraint satisfaction problem (CSP) is a 3-tuple (X,D,C),
where:

(1) X = {xi | i = 1, · · · , n} is a finite set of variables.
(2) D = {di | i = 1, · · · , n} is the set of domains. Each domain di is a finite set

containing the possible values for variable xi in X.
(3) C = {ci | ci ⊆ ∏

xj∈var(ci)
dj , i = 1, · · · ,m} is a set of constraints. Here

var(ci) denotes the set of variables of constraint ci:

var(ci) = {x′
1, · · · , x′

kci
} ⊆ X (1)

Definition 4. A label of a variable x is an assignment of a value to the variable,
denoted as vx. A compound label vX′ of all variables in set X ′ = {x′

1, · · · , x′
km

} ⊆
X is a simultaneous assignment of values to all variables in set X ′:

vX′ = (vx′
1
, · · · , vx′

m
). (2)

Definition 5. In a CSP (X,D,C), the characteristic function of ci ∈ C,

μci :

⎛

⎝
∏

xj∈var(ci)

dj

⎞

⎠ → {0, 1}, (3)

is defined as:

μci(vvar(ci)) =
{

1 ifvvar(ci) ∈ ci,
0 otherwise.

(4)

A solution to a CSP (X,D,C) is a compound label vX = (vx1 , · · · , vxn
) of all

variables in X such that:

min{μci(vvar(ci)) | ci ∈ C} = 1. (5)
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μci(vvar(ci)) = 1 means a constraint ci is absolutely satisfied with a com-
pound label vvar(ci), while μci(vvar(ci)) = 0 means the complete violation of the
constraint ci over the compound label. However, this formulation is too rigid for
dealing with problems in which the satisfaction degree of a constraint is not a
simple zero-one matter. Thus, the notion of fuzzy CSP is introduced in [24] as
follows:

Definition 6. A fuzzy constraint satisfaction problem (FCSP) is a 3-tuple
(X,D,CF ), where X and D are the same as those in Definition 3, and Cf

is a set of fuzzy constraints:

CF =

⎧
⎨

⎩
cF
i | μcFi

:

⎛

⎝
∏

xj∈var(cFi )

dj

⎞

⎠ → [0, 1], i = 1, · · · ,m

⎫
⎬

⎭
, (6)

where var(cF
i ) denotes the set of variables of cF

i .

In an FCSP defined above, each constraint has no priority (i.e., impor-
tance), or say, all constraints have the same level of priority. However, this is not
always the case in practice. Thus, the prioritised FCSPs has been introduced as
follows [18]:

Definition 7. A prioritised fuzzy constraint satisfaction problem (PFCSP) is a
4-tuple (X,D,CF , ρ), where (X,D,CF ) is a FCSP, and ρ : CF → [0,∞) is a
priority function. Given a compound label vX of all variables in X, its overall
satisfaction degree is given by:

αρ(vX) = min
{(

ρ(cF )
ρmax

)

� μcF (vvar(cF )) | cF ∈ CF

}

, (7)

where
ρmax = max

{
ρ(cF ) | cF ∈ CF

}
, (8)

and operator � : [0, 1] × [0, 1] → [0, 1], called a priority operator, satisfies:

(i) ∀ a1, a2, a′
2 ∈ [0, 1], a2 � a′

2 ⇒ a1 � a2 � a1 � a′
2;

(ii) ∀ a1, a′
1, a2 ∈ [0, 1], a1 � a′

1 ⇒ a1 � a2 � a′
1 � a2;

(iii) ∀a ∈ [0, 1], 1 � a = a; and
(iv) ∀a ∈ [0, 1], 0 � a = 1.

A solution to a PFCSP (X,D,CF , ρ) is a compound label vX of all variables in
X such that:

αρ(vX) � τ, (9)

where τ ∈ [0, 1] is a predetermined value, called the solution threshold of the
PFCSP.

Intuitively, the solution threshold τ means that if the overall satisfaction
degree of a compound label is not less than the threshold, the label is acceptable
as a solution; otherwise, it is not.
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3 Intuitionistic FCSP and Prioritised Intuitionistic FCSP

In an FCSP or a PFCSP, each fuzzy constraint is associated with a satisfaction
degree for each compound label. However, because of insufficient information
or knowledge of decision makers in some scenarios (especially, negotiation), a
constraint may need to be associated with not only satisfaction degree, but also
dissatisfaction degree and indeterminacy. Hence, we propose a framework of intu-
itionistic fuzzy constraint satisfaction problems (IFCSPs) and then a framework
of prioritised IFCSPs as follows:

Definition 8. An intuitionistic fuzzy constraint satisfaction problem (IFCSP)
is a 3-tuple (X,D,CIF ), where X and D are the same as those in Definition 3,
and CIF is a set of intuitionistic fuzzy constraints:

C
IF

=

���
��

c
IF
i | μ

cIF
i

:

�
��

�

xj∈var(cIF
i

)

dj

	

�→ [0, 1], γ

cIF
i

:

�
��

�

xj∈var(cIF
i

)

dj

	

�→ [0, 1], i = 1, · · · , m

��
��

,

(10)

where var(cIF
i ) denotes the set of variables of cIF

i , and ∀vvar(cIF ),
μcIFi

(vvar(cIF ))+γcIFi
(vvar(cIFi )) � 1.

Definition 9. Let (X,D,CIF ) be an IFCSP. Then a prioritised intuitionis-
tic fuzzy constraint satisfaction problem (PIFCSP) is a 4-tuple (X,D,CIF , ρ),
where ρ : CIF → [0,∞) is a priority function. Given a compound label vX of all
variables in X, its overall satisfaction degree is given by:

αρ(vX) = min
{(

ρ(cIF )
ρmax

)

� μcIF (vvar(cIF )) | cIF ∈ CIF

}

, (11)

and its overall dissatisfaction degree is given by:

βρ(vX) = max
{(

ρ(cIF )
ρmax

)

˛ γcIF (vvar(cIF )) | cIF ∈ CIF

}

, (12)

where
ρmax = max

{
ρ(cIF ) | cIF ∈ CIF

}
, (13)

and operator � : [0, 1] × [0, 1] → [0, 1], called a priority operator of satisfaction,
satisfies the properties that a priority operator in Definition 7 satisfies, and oper-
ator ˛ : [0, 1]×[0, 1] → [0, 1], called a priority operator of dissatisfaction, satisfies:

(i) ∀ a1, a2, a′
2 ∈ [0, 1], a2 � a′

2 ⇒ a1 ˛ a2 � a1 ˛ a′
2;

(ii) ∀ a1, a′
1, a2 ∈ [0, 1], a1 � a′

1 ⇒ a1 ˛ a2 � a′
1 ˛ a2;

(iii) ∀a ∈ [0, 1], 1 ˛ a = a; and
(iv) ∀a ∈ [0, 1], 0 ˛ a = 0.
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The definition of operator ˛ is intuitive. Property (i) reflects the intuition
that if the dissatisfaction degree for an constraint is higher, the constraint does
more contribution to the overall dissatisfaction degree. Property (ii) reflects the
intuition that if a constraint is less important, the constraint has a minor effect
on the overall dissatisfaction degree. Property (iii) reflects the intuition that if
a constraint is the most important, its dissatisfaction degree can be totally con-
sidered when evaluating the overall dissatisfaction degree. Property (iv) reflects
the intuition that if a constraint is the least important, its dissatisfaction degree
cannot make any impact when evaluating the overall dissatisfaction degree.

Definition 10. A solution to a PIFCSP (X,D,CIF , ρ) is a compound label vX

of all variables in X such that:

(αρ(vX) � τ) ∧ (βρ(vX) � ε), (14)

where τ ∈ [0, 1] and ε ∈ [0, 1] are predetermined values, called the solution thresh-
olds of the PIFCSP.

Intuitively, the solution threshold τ and ε means that if the overall satisfaction
degree of a compound label is not less than satisfaction threshold τ and not
greater than dissatisfaction threshold ε, then the label is acceptable as a solution;
otherwise, it is not.

4 Offer Evaluation

This section presents a method of offer evaluation during the course of a
negotiation.

Firstly, we present the model of our negotiating agent as follows:

Definition 11. A negotiating agent is 9-tuple (X,D,G,A, S, ρ, ζ,H,W ), where:

(i) X = {xi | i = 1, · · · , n} is the issue set in negotiation and xi represents
an issue.

(ii) D = {di | i = 1, · · · , n} is the set of domains. Each domain di is a set
containing the possible values for issue xi in X.

(iii) G = {gi | i = 1, · · · ,m} is the set of goals of the agent, which is represented
by a set of intuitionistic fuzzy constraints. That is,

G =

��
�gi | μgi :

�
� �

xj∈var(gi)

dj

�
�→ [0, 1], γgi :

�
� �

xj∈var(gi)

dj

�
�→ [0, 1], i = 1, · · · , m

	

� ,

(15)
(iv) A is an acceptability function of the agent.
(v) S represents the negotiation strategy of the agent.1

1 The negotiation strategy is an important component of an negotiating agent. How-
ever, in this paper, the main purpose is to propose a new way of offer evaluation,
rather than constructing negotiation strategies. So, we will not detail the strategies
in the subsequent part of this paper.
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(vi) ρ : gi → [0,∞) is a priority function, and ρ(gi) represents the importance
of the goal gi of the agent.

(vii) ζ ∈ [0, 1] is the acceptability threshold which the opponent’s offer must
surpass to be acceptable to the agent.

(viii) H = {hi | i = 1, · · · , n} is the set of criterion evaluations, in which hi

means a criterion evaluation on an issue, and μh and γh represent the
degrees that a value meet, and does not meet the criterion, respectively.
∀vxi

∈ di, μh(vxi
) ∈ [0, 1], γh(vxi

) ∈ [0, 1], and μh(vxi
) + γh(vxi

) � 1.
(ix) W = {wi | i = 1, · · · , n} is a set of weights of issues and

∑
xi∈Xi

wxi
= 1.

Then we give the definition of an offer as follows:

Definition 12. Agent a’s offer is an assignment of values to all the issues in
issue set X with the following structure:

oa = (vx1 , · · · , vxn
), (16)

where vxi
∈ di.

Now we are at the position to discuss the offer evaluation. The acceptability
of an offer to an agent should be determined by several factors: the overall
satisfaction degree, the overall dissatisfaction degree and the indeterminacy in a
real situation. Formally, we have:

Definition 13. Let O be the set of all possible offers. An acceptability function
of agent a, denoted as Aa : O → [0, 1], is given by:

Aa(o) = αρ(o) 
 βρ(o), (17)

where the overall satisfaction degree αρ for offer o is given by formula (11),
overall dissatisfaction degree βρ for offer o is given by formula (12), and operator

 : [0, 1] × [0, 1] → [0, 1] satisfies:

(i) ∀ a1, a2, a′
2 ∈ [0, 1], a2 � a′

2 ⇒ a1 
 a2 � a1 
 a′
2;

(ii) ∀ a1, a′
1, a2 ∈ [0, 1], a1 � a′

1 ⇒ a1 
 a2 � a′
1 
 a2;

(iii) ∀ a1, a2, a′
1, a′

2 ∈ [0, 1], a1 − a2 = a′
1 − a′

2 > 0, 1 − a1 − a2 � 1 − a′
1 − a′

2

⇒ a1 
 a2 � a1 
 a′
2;

(iv) ∀ a1, a2, a′
1, a′

2 ∈ [0, 1], a1 − a2 = a′
1 − a′

2 < 0, 1 − a1 − a2 � 1 − a′
1 − a′

2

⇒ a1 
 a2 � a1 
 a′
2;

(v) 1 
 0 = 1; and
(vi) 0 
 1 = 0.

The above definition is intuitive. Property (i) reflects the intuition that the
higher the overall dissatisfaction degree for an offer is, the lower the acceptability
of the offer is. Property (ii) reflects the intuition that the higher the overall
satisfaction degree for an offer is, the higher the acceptability of the offer is.
Property (iii) reflects the intuition that for an offer, if the difference between the
overall satisfaction degree and the overall dissatisfaction degree is greater than
zero, then the higher the indeterminacy degree is, the higher the acceptability of
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the offer is. Property (iv) reflects the intuition that for an offer, if the difference
between the overall satisfaction degree and the overall dissatisfaction degree
is less than zero, then the higher the indeterminacy degree is, the lower the
acceptability is. Property (v) reflects the intuition that for an offer, if the overall
satisfaction degree of an offer is the highest and the overall dissatisfaction is the
lowest, then the acceptability of the offer is the highest. Property (vi) reflects
the intuition that for an offer, if the overall satisfaction degree of an offer is the
lowest and the overall dissatisfaction is the highest, then the acceptability is the
lowest.

Now we give three specific operators �, ˛ and 
 in Definitions 9 and 13.

Theorem 1. Operator � : [0, 1] × [0, 1] → [0, 1], defined as follows, satisfies the
properties listed in Definition 7:

a1 � a2 = a1 × (a2 − 1) + 1. (18)

Proof. We prove that formula (18) satisfies the properties of operator �, listed
in Definition 7, as follows:

(1) If a2 � a′
2, then a1× (a2−1)+1 � a1× (a′

2−1)+1. Hence, a1 �a2 � a1 �a′
2.

(2) If a1 � a′
1, then a1× (a2−1)+1 � a′

1× (a2−1)+1. Hence, a1 �a2 � a1 �a′
2.

(3) ∀a ∈ [0, 1], 1 � a = 1 × (a − 1) + 1 = a.
(4) ∀a ∈ [0, 1], 0 � a = 0 × (a − 1) + 1 = 1. ��
Theorem 2. Operator ˛ : [0, 1] × [0, 1] → [0, 1], defined as follows, satisfies the
properties listed in Definition 9:

a1 ˛ a2 = a1 × a2. (19)

Proof. We prove that formula (19) satisfies the properties of operator ˛, listed
in Definition 9, as follows:

(1) If a2 � a′
2, then a1 × a2 � a1 × a′

2. Hence, a1 ˛ a2 � a1 ˛ a′
2.

(2) If a1 � a′
1, then a1 × a2 � a′

1 × a2. Hence, a1 ˛ a2 � a1 ˛ a′
2.

(3) ∀a ∈ [0, 1], 1 ˛ a = 1 × a = a.
(4) ∀a ∈ [0, 1], 0 ˛ a = 0 × a = 0. ��
Theorem 3. Operator 
 : [0, 1]× [0, 1] → [0, 1], defined as follows, satisfies the
properties listed in Definition 13:

a1 
 a2 =
(a1 − a2)(2 − a1 − a2) + 1

2
. (20)

Proof. We prove that formula (20) satisfies the properties of operator 
, listed
in Definition 13. Consider the two transformations of formulas as follows:

a1 
 a2 =
(a1 − a2)(2 − a1 − a2) + 1

2
=

(a2 − 1)2 − (a1 − 1)2 + 1
2

,

a1 
 a2 =
(a1 − a2)(2 − a1 − a2) + 1

2
=

(a1 − a2)(1 + a3) + 1
2

.
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Table 1. Goals of the agent and their priorities in example one

g1 The distance should be about 1 km ρ(g1) = 0.7

g2 The price should be no more than 200 pounds per month ρ(g2) = 0.5

g3 The size should be no less than 30 m2 ρ(g3) = 0.3

g4 The rental-period should be about 6 months ρ(g4) = 0.1

where a3 = 1 − a1 − a2. Thus:

(1) If a2 � a′
2, then (a2 − 1)2 � (a′

2 − 1)2. Thus, (a2−1)2−(a1−1)2+1
2 �

(a′
2−1)2−(a1−1)2+1

2 . Hence, a1 
 a2 � a1 
 a′
2.

(2) If a1 � a′
1, then (a1 − 1)2 � (a′

1 − 1)2. Thus, (a2−1)2−(a1−1)2+1
2 �

(a′
2−1)2−(a1−1)2+1

2 . Hence, a1 
 a2 � a′
1 
 a2.

(3) If a1 − a2 = a′
1 − a′

2 > 0, 1 − a1 − a2 � 1 − a′
1 − a′

2, then a3 � a′
3 and

(a1−a2)(1+a3) � (a′
1−a′

2)(1+a′
3). Thus, (a1−a2)(1+a3)+1

2 � (a′
1−a′

2)(1+a′
3)+1

2 .
So, a1 
 a2 � a1 
 a′

2.
(4) If a1 − a2 = a′

1 − a′
2 < 0, 1 − a1 − a2 � 1 − a′

1 − a′
2, then a3 � a′

3 and
(a1−a2)(1+a3) � (a′

1−a′
2)(1+a′

3). Thus, (a1−a2)(1+a3)+1
2 � (a′

1−a′
2)(1+a′

3)+1
2 .

So, a1 
 a2 � a1 
 a′
2.

(5) 1 
 0 = (1−0)(2−1−0)+1
2 = 1.

(6) 0 
 1 = (0−1)(2−0−1)+1
2 = 0. ��

5 Case Study

In this section, we illustrate our agent’s offer evaluation method in a negotiation
for accommodation renting. To make it easier to follow, in the first example, we
will illustrate a special kind of buyer agent who has four goals but every goal
involves one issue only. That is, these issues are independent of each other. How-
ever, our model can also deal with the goals that include more than one issue. So,
in the second example, we give an agent which goals depend on interdependent
issues.

5.1 Example One

Suppose a visiting student who is going to spend one year studying abroad will
rent an accommodation near the university. We use a buyer agent to negotiate
on behalf of the student. Suppose the agent takes four issues into consideration:
distance (x1), price (x2), size (x3), and rental-period (x4) of the accommodation,
and their domains are: d1 = [0, 5](km), d2 = [200, 500](pounds per month),
d3 = [10, 30](m2), and d4 = [1, 12](month), respectively.

The goals of the agent is represented in Table 1 and Figs. 1, 2, 3 and 4.
The goals can be regarded as intuitionistic fuzzy constraints and different value
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assignments to all relevant variables (i.e., negotiation issues) will gain different
membership degrees and nonmembership degrees, which represent the satisfac-
tion degrees and dissatisfaction degrees of the goals, respectively. For example,
in Fig. 1, the solid line indicates how the satisfaction degree of g1 changes with
distance; the dashed line shows how the dissatisfaction degree of g1 changes
with distance; and the dash-dotted line represent how the hesitation degree of
g1 changes with distance.

Suppose the student prefers to living near the university, where he can walk to
the university quickly but he reluctantly lives too close to the university because
he thinks walking is a good excise and fun, so he need enjoy a little bit. As a
result, he feels that 1 Km is the ideal distance and 5 Km means absolutely too
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far, so he sets μg1(1) = 1, γg1(1) = 0, μg1(5) = 0, and γg1(5) = 1. However, he
is not exactly sure whether or not 3 Km is suitable, so he sets a high hesitation
degree of x1 = 3 in g1. On the basis of the analysis above, we can see that
intuitionistic fuzzy sets are appropriate to represent the uncertain knowledge
about negotiation goals. Similarly, we can understand Figs. 2, 3 and 4.

Now we see how the agent evaluates an offer according to our PIFCSP-based
model. Suppose the agent receives an offer o = (1.5, 250, 20, 6), which means
an accommodation that is 1.5 km away from the university, costs 250 pounds
per month, has the size of 20 m2 and needs to be rented for at least 6 months.
Firstly, we calculate the overall satisfaction degree of the offer. By formula (11)
along with operator (18), we have:

αρ(o) = min
{

(μg1(1.5) − 1)
ρ(g1)
ρmax

+ 1, (μg2(250) − 1)
ρ(g2)
ρmax

+ 1,

(μg3(20) − 1)
ρ(g3)
ρmax

+ 1, μg4(6)
ρ(g4)
ρmax

}

= min
{

(0.77 − 1)
0.7
0.7

+ 1, (0.69 − 1)
0.5
0.7

+ 1,

(0.25 − 1)
0.3
0.7

+ 1, (1 − 1)
0.1
0.7

+ 1
}

= min {0.77, 0.78, 0.68, 1}
= 0.68.

Secondly, we calculate the overall dissatisfaction degree of the offer. By formula
(12) along with operator (19), we have:

βρ(o) = max
{

γg1(1.5)
ρ(g1)
ρmax

, γg2(250)
ρ(g2)
ρmax

, γg3(20)
ρ(g3)
ρmax

, γg4(6)
ρ(g4)
ρmax

}

= max
{

0.02 × 0.7
0.7

, 0.03 × 0.5
0.7

, 0.25 × 0.3
0.7

, 0 × 0.1
0.7

}

= max {0.02, 0.02, 0.11, 0}
= 0.11.

Finally, we calculate the acceptability of offer o. By formula (13) along with
operator (20), we have:

A(o) = αρ(o) 
 βρ(o)
= 0.68 
 0.11

=
(0.68 − 0.11)(2 − 0.68 − 0.11) + 1

2
= 0.84.

Suppose the agent’s acceptability threshold ζ is 0.6. Then the value of the accept-
ability of offer o is greater than the acceptability threshold. Therefore, the agent
will accept offer o = (1.5, 250, 20, 6).
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Table 2. Goals of the agent and their priorities in example two

g′
1 The distance should be closed to the university and the

price should be no more than 200 pounds per month
ρ(g′

1) = 0.6

g′
2 The size should be about 10 m2 or the rental-period should

be about 12 months
ρ(g′

2) = 0.4

5.2 Example Two

Suppose another buyer is in the similar situation, but has different goals. This
buyer also takes four issues into consideration: distance (x1), price (x2), size
(x3), and rental-period (x4). However, the buyer thinks that distance and price,
size and rental-period are interdependent issues. The buyer demands the shortest
distance away from the university together with price as low as possible, but does
not mind the room size (i.e., the size does not influence the satisfaction degree
directly). However, after the buyer heard that smaller accommodation is easer to
rent, the size becomes able to change the influence that the rental-period makes
on the satisfaction degree. The buyer also prefers to a longer rental-period for
convenience. Specifically, the goals of the buyer are shown in Table 2 and Figs. 5
and 6, where

μg′
1
(x1, x2) =

(
(x1 − 5)(x2 − 500)

5 × 300

)2

,

γg′
1
(x1, x2) =

(
x1(x2 − 200)

5 × 300

)2

,

μg′
2
(x3, x4) =

√
x3 − 10

20
×

((
x4 − 1

11

)2

− 1

)

+ 1,

γg′
2
(x3, x4) = −

(
x3 − 10

20

)2

×
(√

x4 − 1
11

− 1

)

.

The functions above are just special cases that satisfy the buyer’s demands
in this example. Hence, a human user can choose the functions in the negotiating
agent model that appropriately depicts their demands.

In Fig. 5, the surface indicates the satisfaction degree of the goal g′
1, which is

effected by the assignment of values to the issues of distance and price, while the
mesh indicates the dissatisfaction degree of the goal g′

1, and we can understand
Fig. 6 similarly. We can see that both figures represent well the buyer’s intuition
about the relations between issues and their influence of satisfaction.

Next, we see how this new agent evaluates the same offer: o = (1.5, 250, 20, 6).
Firstly, we calculate the overall satisfaction degree of the offer. By formula (11)
along with operator (18), we have:
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2

αρ(o) = min
{

(μg′
1
(1.5, 250) − 1)

ρ(g′
1)

ρmax
+ 1, (μg′

2
(20, 6) − 1)

ρ(g′
2)

ρmax
+ 1

}

= min
{

(0.3403 − 1)
0.6
0.6

+ 1, (0.4390 − 1)
0.4
0.6

+ 1
}

= min {0.3403, 0.626}
= 0.3403.

Secondly, we calculate the overall dissatisfaction degree of the offer. By formula
(12) along with operator (19), we have:

βρ(o) = max
{

γg′
1
(1.5, 250)

ρ(g′
1)

ρmax
, γg′

2
(20, 6)

ρ(g′
2)

ρmax

}

= max
{

0.0025 × 0.6
0.6

, 0.0815 × 0.4
0.6

}

= max {0.0025, 0.0543}
= 0.0543.

Finally, we calculate the acceptability of offer o. By formula (13) along with
operator (20), we have:

A(o) = αρ(o) 
 βρ(o)
= 0.3403 
 0.0543

=
(0.3403 − 0.0543)(2 − 0.3403 − 0.0543) + 1

2
= 0.7296.

Suppose the new agent’s acceptability threshold ζ is 0.6, then the value of the
acceptability of offer o is greater than the acceptability threshold. Therefore,
this new agent will also accept offer o = (1.5, 250, 20, 6).
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6 Making Trade-Offs

Another advantage of intuitionistic fuzzy constraints is that it is easy to model
trade-offs between the different possible values for issues in a negotiation. A
trade-off means a behavior that an agent lowers its value on some negotiation
issues, while demands more on the other issues [7,16,17]. For example, a negoti-
ating agent may choose an immediate service with lower quality or a delayed ser-
vice with a higher quality. Although the two choices are undifferentiated in total
utility for an agent, it may result in a different total utility for the negotiation
opponent. In our second example, the buyer agent regards offers (0.83, 290, 20, 6),
(1.5, 250, 17.54, 3) and (0.83, 290, 17.54, 3) as trade-offs of offer (1.5, 250, 20, 6),
because these offers generate the same acceptability. Then it has become very
important how to choose a suitable trade-off offer among all available candidates
of trade-offs as a counter-offer. In this section, we will give a way to make this
kind of trade-offs.

To choose the most suitable offer when making trade-offs, a negotiating agent
should evaluate to what extent the new offer will be accepted by its opponent.
If a negotiating agent can know the preference information about offers of its
opponent, then it is easy to choose one that the opponent prefers the most.
However, in negotiation normally parties are reluctant to reveal too much about
their information. Thus, an alternative method is to generate an offer similar to
the opponent’s last proposal [7]. Thus, firstly we give the definition of similarity
between two values as follows:

Definition 14. Give a domain di of issue xi in X, a similarity between two
values vxi,1, vxi,2 ∈ di is defined as:

Sxi
(vxi,1, vxi,2) = 1 −

√
(μhi

(vxi,1) − μhi
(vxi,1))2 + (γhi

(vxi,1) − γhi
(vxi,1))2

2
,

(21)
where hi means a criterion evaluation on an issue, and μhi

and γhi
represent

the degrees that a value meet, and does not meet the criterion, respectively.

A criterion in Definition 14 describes a feature of an issue. For example, for
the issue price, low price can be regarded as a criterion to distinguish different
levels of price. More specifically, μlow-price(100) = 0.6 and γlow-price(100) = 0.2
can be interpreted as the degree to which 100 pounds is a low price is 0.6, and
the degree to which the money is not a low price is 0.2 for an agent in a certain
situation, respectively.

Now, based on the above definition, we give the definition of similarity
between two offers as follows:

Definition 15. Given issue set X = {xi | i = 1, · · · , n} and the domains set
D = {di | i = 1, · · · , n}, a similarity between two offers o1 = (vx1,1, · · · , vxn,1)
and o2 = (vx1,2, · · · , vxn,2) is defined as

SX(o1, o2) =
∑

xi∈X

wxi
Sxi

(vxi,1, vxi,2), (22)
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where (wxi
, · · · , wxn

) is a set of appropriate weights, representing the importance
of issues in the computation of similarity,

∑
xi∈Xi

wxi
= 1, and Sxi

is given by
formula (21).

In order to make good use of trade-offs, the agent should propose an offer
that not only has the same acceptability as the agent’s previous offer, but also is
the most similar to the opponent’s proposal since this can increase the chance for
getting it accepted [7]. To illustrate the modelling of similarity between offers
and how to use it to making trade-offs, consider the second example in the
last section. Given o1 = (0.83, 290, 20, 6), o2 = (1.5, 250, 17.54, 3) and o3 =
(0.83, 290, 17.54, 3), by the acceptability calculation formula (13), we know these
three offers have the same acceptability as offer (1.5, 250, 20, 6). Suppose the
opponent gives offer o = (2, 300, 25, 3) in the previous round, then which one
among the above three offers is the best offer for the agent to propose? We use
the similarity between offers to solve this problem.

Similarity for distance, price, size and rental-period will each be based on
criteria: short distance (sd), low price (lp), small size (ss), and short time (st),
respectively. These will also be modelled as follows:

�
μsd(vx1 ) =

1
25

(vx1 )
2 if vx1 ∈ [0, 5],

γsd(vx1 ) =
1
25

(vx1 − 5)2 if vx1 ∈ [0, 5].

�
μlp(vx2 ) =

1
3002

(vx2 − 200)2, if vx2 ∈ [200, 500],

γlp(vx2 ) =
1

3002
(vx2 − 500)2, if vx2 ∈ [200, 500].�

μss(vx3 ) =
1

202
(vx3 − 10), if vx1 ∈ [10, 30],

γss(vx3 ) =
1

202
(vx3 − 30)22, if vx1 ∈ [10, 30].

�
μst(vx4 ) =

1
112

(vx4 − 1)2, if vx4 ∈ [1, 12],

γst(vx4 ) =
1

112
(vx4 − 12)2, if vx4 ∈ [1, 12].

Finally, we assume the following weights: wx1 = 0.25, wx2 = 0.25, wx3 = 0.25,
and wx4 = 0.25.

By formula (21), we have:

Sx1(0.83, 2) = 1 −
√

(μsd(0.83) − μsd(2))2 + (γsd(0.83) − γsd(2))2

2
= 0.74,

Sx2(290, 300) = 1 −
√

(μlp(290) − μlp(300))2 + (γlp(290) − γlp(300))2

2
= 0.96,

Sx3(20, 25) = 1 −
√

(μss(20) − μss(25))2 + (γss(20) − γss(25))2

2
= 0.74,

Sx4(6, 3) = 1 −
√

(μst(6) − μst(3))2 + (γst(6) − γst(3))2

2
= 0.71.

Then, by formula (22), we have:

SX(o1, o) = 0.25 × 0.74 + 0.25 × 0.96 + 0.25 × 0.74 + 0.25 × 0.71 = 0.7875.

Similarly, we can obtain SX(o2, o) = 0.8325, SX(o3, o) = 0.8300. Because SX

(o2, o) > SX(o3, o) > SX(o1, o), it is better for the agent to choose o2 as a
counter-offer in the next negotiation round.
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7 Related Work

In this section, we discuss the related work to confirm the contributions of this
paper. More specifically, we will mainly examine the work related to offer eval-
uation and the work of fuzzy approach based automated negotiation models.

Many bilateral multi-issue negotiation models have been developed and sev-
eral methods for offer evaluation are also proposed in different settings. Some
of them are based on linear utility functions of issues, some of them are based
on constraints upon interdependent issues, and so on. The work closest to ours
is that of Luo et al. [17], which proposes a fuzzy constraint based model in
semi-competitive negotiation environments. In their model, prioritised fuzzy con-
straints are used to represent a buyer’s requirements on offers and the evaluation
of an offer is regards as a prioritised fuzzy constraint satisfaction problem. How-
ever, their method just considers the satisfaction degree and neglects the hesi-
tation of human users when they judge an offer is satisfactory or not. Rather,
by using intuitionistic fuzzy constraints as negotiating agents’ goals, our model
does not suffer the problem. Moreover, their agent makes trade-offs just based
on the agent’s constraints, however, our agent does this by considering not only
the acceptability of an offer, but also the similarity with the opponent’s offer.

Ito et al. [11] consider negotiating agents with nonlinear utility functions,
which is defined in terms of constraints based on interdependent issues. That
is, when an offer falls within the region of a constraint, the constraint has a
value and the value should be added into the utility of the offer. They propose a
bidding-based negotiation protocol to deal with a negotiation of this kind. Later,
in [9], Hadfi and Ito provide a hyper-graphical representation for nonlinear utility
spaces by adopting a modular decomposition of the issues and the constraints,
which can reduce the complexity based on power-law topologies. Compared to
the above studies, our model has the following advantages: (i) we handle the
importance of different constraints in the offer evaluation, but they did not; (ii)
we distinguish different levels of satisfaction and dissatisfaction of constraints,
rather they only represent whether or not a constraint is totally satisfied; and
(iii) we also consider the hesitation situation where human users have no accurate
understanding about the satisfaction of constraints, while their work did not.

Zhan et al. [26] propose two offer evaluation methods for the case where
the utilities of policies are not represented by precise numbers. The first one
is used to model humans? reasoning about how to calculate concessional utili-
ties from uncertain preference information based on fuzzy reasoning, while the
second one is used to measure similarity between an offer and the ideal state
based on a prioritised consistency degree. Although the ideal state of an offer
could be regarded as a special goal, there is a strong assumption that issues
are independent. However, our model in this paper can be applied to the case
of interdependent issues. Moreover, in their method, the evaluation criteria are
fixed and the ideal state of one issue is a criterion. However, our method can
evaluate the same offer through different perspectives. For example, when buy-
ing a product, some people are used to evaluating an offer from two independent
criteria, price and delivery time, and integrate two evaluation results finally.
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Rather, some people are inclined to evaluate an offer through only one crite-
rion, because they think the price and the delivery time are interdependent. In
our negotiating agent proposed in this paper, prioritised intuitionistic fuzzy con-
straints are suitable to depict different users’ perspectives. In addition, we give
an approach of making trade-offs when using our agent models, but they do not.

Some researchers also studied offer acceptance conditions in automated nego-
tiation. For example, in the work of [4], Baarslag et al. systematically classify
some common generic conditions of offer acceptance, which are mainly based
on the criteria related to the utility generated by agent’s previous offer or next
offer and so on. Moreover, they propose new acceptance conditions, combined
acceptance conditions, based on the idea that split the negotiation into different
intervals of time and apply different conditions to each interval. However, what
we focus on in this paper is the evaluation of offers, i.e., how the acceptability
of an offer is calculated, rather than offer acceptance conditions. Moreover, in
their model, the agents’ preferences are modelled by means of a utility function,
while ours are represented by prioritised intuitionistic fuzzy constraints.

Fuzzy constraints are also applied in some e-markets systems. For example,
Le et al. [15] develop a relaxation strategy with fuzzy constraints to select a
potential power supplier through a broker. In their model, they use prioritised
fuzzy constraints to present trade-offs between the different possible values of
attributes. Different from their application of fuzzy constraints, one of our contri-
butions is that we extend the framework of prioritised fuzzy constraints [18,24]
to the one of prioritised intuitionistic fuzzy constraints, which can represent
not only the degrees of satisfaction and dissatisfaction, but also the hesitation
degree. So, our method can deal with both human user’s language fuzziness and
uncertain information, which they cannot do well.

In addition to fuzzy constraints, argumentation is also a popular approach
to model proposals in automated negotiation. Argumentation-based negotiation
frameworks enable agents to not only exchange offers, but also justify their pro-
posals and persuade the opponents, which may affect the preference of the oppo-
nent and change their decisions [10,23]. For example, Mbarki et al. [22] propose
an argumentative negotiating agent equipped with two negotiation strategies,
concession strategies and acceptance strategies, and distinguish different agent
types according to their strategies. They also use constraints to analyse the
agent’s satisfaction. Marey et al. [21] apply Shannon entropy to measure the
certainty index of the negotiation dialogue games and give both the goodness
metric and fairness metric to measure how good and how fair the agents are in
a negotiation, respectively. Marey et al. [20] propose new measures of agents’
uncertainty about the exchanged arguments in a negotiation dialogue game.
Similar to our work of offer evaluation, Amgoud and Vesic [1] propose a formal
analysis of the outcomes in argumentation-based negotiations and give two kinds
of optimal solutions.
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8 Conclusion

This paper studied how to evaluate offers in bilateral multi-issue negotiations.
Firstly, we proposed the framework of prioritised intuitionistic fuzzy constraint
satisfaction. Secondly, we introduced a negotiating agent model which goals are
represented as intuitionistic fuzzy constraints, and thus, the evaluation of an
offer is regards as a prioritised fuzzy constraint satisfaction problem. So, our
method of offer evaluation takes into account two aspects of evaluation of the
same criterion, i.e., the degree of satisfaction and the degree of dissatisfaction.
In addition, we gave two examples of buyer agents in an accommodation renting
scenario to illustrate how our model works and showed that our method can
also be applied to both the cases of independent and interdependent multi-
issues. Finally, we gave a way to make trade-offs via calculating similarity to the
opponent’s offers based on intuitionistic fuzzy criterion.
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Abstract. This study investigates the content of the literature pub-
lished in the proceedings of the International Conference on Principles
and Practices of Multi-Agent Systems (PRIMA). Our study is based on
a corpus of the 611 papers published in eighteen PRIMA proceedings
from 1998 (when the conference started) to 2015. We have developed an
unsupervised topic model, using Latent Dirichlet Allocation (LDA), over
the PRIMA corpus of papers to analyze popular topics in the literature
published at PRIMA in the past eighteen years. We have also analyzed
historical trends and examine the strength of each topic over time.

1 Introduction

Since the 1980s, agent technology has attracted an increasing amount of interest
from the research and business communities. As a result, several international
forums were established for researchers and industry practitioners to meet and
share their work in the areas of autonomous agents and multi-agent systems. To
promote further interactions for the agent community in the Asia Pacific region,
the Pacific Rim International Workshop on Multi-Agents (PRIMA) was intro-
duced in 1998. The PRIMA series were held every year since then. In 2009,
PRIMA became a full-fledged international conference, namely International
Conference on Principle and Practice of Multi-Agent Systems1. PRIMA has now
emerged as one of the reputable forum for researchers, developers, and industry
leaders who are interested agent technology and its practices.

Over the past 18 years, a large number of papers have been published in
PRIMA, creating a rich literature for the research and practice of multi-agent
systems. This published literature provides an opportunity to understand the
history and the current state of multi-agent research within the PRIMA com-
munity. Analyzing this literature produce insights regarding the motivation, the
development of ideas and progress, and the current problems and questions that
are relevant to the PRIMA community. Such a study also helps us understand
how the research landscape of multi-agent systems in general has changed and
shifted focus over the past 18 years.

1 The conference’s abbreviation is still PRIMA.

c© Springer International Publishing Switzerland 2016
M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 216–229, 2016.
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Studying the history of an entire scientific field or community is however chal-
lenging due to the substantial amount of time and effort needed for collecting,
processing, and analyzing the data. Most of existing work leverage quantitative
methods which are based on publication citations (e.g. scientometrics and bib-
liometrics [6,7,12,14]). Since those studies look only into citation-related phe-
nomena, they cannot provide insights to the actual content of the published
literature. Manual content analysis however is not suitable for large, field-wide
studies since the amount of manual effort required does not scale with the sub-
stantial data.

Advances in machine learning and natural language processing provides us
with a number of useful techniques which are able to automatically summarize
and extract meaning from textual data. For example, the topic model approach
[1,4,18] has the ability to find the underlying latent topics, or groups of related
words that are commonly used in a collection of documents. This can be done in
an automatic, unsupervised manner, which is suitable for studying large amounts
of data such as the PRIMA literature.

In this paper, we propose a method to understand the historical and current
trends in the papers published in PRIMA since 1998 until 2015. Using the topic
modeling approach, we aim to answer the following research questions:

– RQ1: What are the popular topics published in PRIMA?
Multi-agent system research is a large and diverse field. There are many sub-
fields such as logic and reasoning, engineering multi-agent systems, agent-
based modeling and simulation, collaboration and coordination, human-agent
interaction, decentralized paradigms, and applications of multi-agent systems.
Within each of these sub-fields, there are a wide range of topics. For exam-
ple, the logic and reasoning sub-field includes topics such as logics of agency,
logics of multi-agent systems, norms, argumentation, computational game the-
ory, and multi-agent learning. Hence, answering this question help us identify
which topics are the most interested in the PRIMA community. This insight
would be useful for both new and existing members of the community in sub-
mitting their contribution.

– RQ2: What are the temporal trends of topics over time?
This question seeks to examine the historical trends of the popularity of topics
in PRIMA. Specifically, we aim to determine which topics have risen and faded
over the years. The trend analysis also helps in reasoning about the rise or
fall of certain topics in the PRIMA community. The identification of topic
trends can help researchers identify prominent research areas and proceed
with further incremental research on those areas.

The paper is organized is as follows. In the next section, we will discuss our
methodology for studying the history of PRIMA literature. We then present our
findings in Sect. 3. Section 4 serves to discuss related work before we conclude
and outline our future work in Sect. 5.
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2 Methodology

In this section, we will discuss how we collected, processed and analyzed the
data.

2.1 Dataset

PRIMA has been held every year since its inception in 1998 as workshop (PRIMA
has become an international conference since 2009). All of the proceedings of the
18 editions (from 1998 to 2015) were published with Springer. Table 1 shows the
number of papers and pages published in the PRIMA proceedings at each year.
We included both full and short papers published in the proceedings. During
the first six years of PRIMA, the number of papers published in the PRIMA
proceedings were small (13–17 papers). There was a significant increase in 2006
when the number of papers peaked at 98. After that year, the number of papers
fluctuated around 40 (although there was an exception in 2012 with only 16
papers published in the proceedings).

Table 1. PRIMA proceedings from 1998 – 2015

Year # Papers # Pages Year # Papers # Pages

1998 13 184 2007 49 478

1999 16 242 2008 44 404

2000 13 181 2009 52 656

2001 16 236 2010 33 474

2002 15 219 2011 42 531

2003 17 213 2012 16 242

2004 24 328 2013 43 533

2005 31 407 2014 36 462

2006 98 824 2015 53 703

Total 611 papers containing 7,317 pages

In total, we collected 611 papers which contain 7,317 pages in PDF format.
This collection forms the PRIMA corpus used for our study. In the next subsec-
tion, we will discuss how these papers were preprocessed to extract the textual
data.

2.2 Preprocessing

We used Apache PDFBox2 to extract the text from the PDF version of each
paper in our dataset. The extracted text includes the title, abstract and the
2 https://pdfbox.apache.org.

https://pdfbox.apache.org
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main content of the paper. The reference list at the end of a paper was filtered
out since it does not really reflect the actual content of the paper. In addition,
the non-content materials such as the name of the conference, publisher, and
editors were also removed.

Textual preprocessing were also performed to remove common English lan-
guage stop words (such as “a”, “the”, “it”, etc.), remove all hyphens (i.e. treating
hyphenated words as individual words, remove all whitespaces, remove numbers,
and remove punctuation.

2.3 Topic Modeling

The preprocessing procedure provided us with a set of words contained in each
paper. The unique words from all of the papers in our PRIMA corpus form
the vocabulary of the model. We used the popular Latent Dirichlet Allocation
(LDA) [5] technique for building a probabilistic topic model over our corpus of
PRIMA papers. Topic modeling automatically extract topics from a corpus of
text documents. A topic here refers to a group of words that co-occur frequently
in the documents of the corpus. The words in a topic are therefore semantically
related.

Vocabulary of V words = {goal, belief, strategy, player, simulation, grid, payoff, ...} 

Topic 1 goal belief action environment reasoning achieve dynamic mental percept … 
0.27   0.25  0.19    0.18              0.17          0.16      0.14       0.11     0.09       …    

Topic 2 game strategy player payoff equilibrium nash play round action utility dilemma … 
0.26   0.24       0.18    0.17   0.14            0.11 0.09 0.05   0.03    0.02  0.01       … 

....

Topic k simulation model environment models space grid scenario run complex cell  … 
0.29          0.27    0.23              0.19      0.17   0.13 0.11        0.10 0.09      0.6 

Fig. 1. Topic and word selection

A topic is described using a number of different words drawn from the vocabu-
lary. Each word in the vocabulary has a different weight (reflecting its frequency)
in describing a given topic. For example, Topic 1 in Fig. 1 is described by words
such as goals, belief, action, environment, reasoning, achieve, dynamic, mental,
and percepts. Each word in a topic has a different frequency usage (or weight),
indicating the probability that the word is used to describe the topic. For exam-
ple, when a word is drawn from Topic 1, there is a 27 % chance of drawing the
word “goal” and a 25 % chance of drawing the word “belief” (see Fig. 1).

A paper is comprised of various combination of these topics. Hence, each
paper went through the topic assignment process where each word in the paper
was assigned to a topic which contains it. For example, Fig. 2 shows a text
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Fig. 2. An example of topic assignment and proportion

extracted from the paper entitled “Experiments with Social Capital in Multi-
agent Systems” [15] ) published in the PRIMA 2014 proceedings. The words from
this text were assigned to three different topics. A topic proportion associated
with a paper is to represent the significance of each topic used to describe the
paper. For example, a text has Topic 2 with a proportion of 0.1, indicating that
10 % all words in this paper are about Topic 2. The higher the value of a topic
proportion, the more words on that topic exist in the document.

Topic Popularity and Influence Metrics. The per-paper topic proportion
for paper d is denoted as θd, and we use it to compute the popularity metric
of a topic. Specifically, if the topic proportion of a given topic is high among a
number of papers, this topic is regarded as popular [18]. We use θ(d, z) to denote
the proportion of topic z in paper d (noting that 0 ≤ θ(d, z) ≤ 1). We define the
overall popularity of a topic z across all papers as:

popularity(z) =
1

|D|
∑

d∈D

θ(d, z)

where D is the entire set of all papers in our dataset. The popularity metric
measures the proportion of papers that contain the topic z. This metric allows
us to measure the relative popularity of a topic across all the papers.

We are also interested in examining temporal trends in the PRIMA literature
over time. The basic LDA, however, does not explicitly model how the usage of a
topic changes over time. There have been several extensions to the basic LDA to
model such temporal relationships. For example, the Dynamic Topic Model [3]
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represents time as a discrete Markov process, where topics evolve according to
a normal distribution. This model therefore discourages fast fluctuation in the
topics over time by giving high penalties to abrupt changes from year to year.
Another extension is the Topics Over Time Model (TOT) [20] which represents
time as a continuous beta distribution and assumes that each document selects
its own time stamp. Although the TOT model does not penalize on abrupt
changes (as done in the Dynamic Topic Model), it is still relatively inflexible
due to its constraint that a topic evolution will not have multiple rises and falls
during the corpus history.

Since both of these models impose constraints on the time periods, we
adapted the model proposed in [10] by doing post hoc calculation of tem-
poral trends. Specifically, we apply LDA to the entire collection of PRIMA
papers at the same time, and then perform post hoc calculations based on the
observed probability of each topic in a given year. We define the influence metric
influence(z, y) of a topic z in year y as below:

influence(z, y) =
1

|D(y)|
∑

d∈D(y)

θ(d, z)

where D(y) is the set of all papers in year y. The influence metric measures the
relative proportion of papers related to a topic compared to the other topics in
a given year.

We use the influence metric to analyze the temporal trends of topics. Specif-
ically, we use the Cox Stuart trend test [8] to determine if each topic’s influence
metric is significantly (i.e. using the standard 95 % confidence level) increasing
or decreasing over time. The Cox Stuart trend test computes the differences
between the earlier observations and the later observations to assess whether
there is an increasing or decreasing trend. The magnitudes of the differences
are used to determine if the trend is statistically significant using the standard
95 % confidence level (i.e. p-value ≤ 0.05). The Cox-Stuart test is very robust
for the trend analysis and it is thus applicable to a wide variety of situations to
understand the evolution of observations.

LDA Implementation. There is a number of user-specified parameters in
LDA. The most important one is the number of topics K which dictates the
granularity of the extracted topics. Smaller values of K will lead to coarser
grained, more general topics. On the other hand, large values of K will result
in finer-grained, more detailed topics. Previous studies (e.g. [19]) have demon-
strated that there is no single value of K suitable in all domains and all data.
Our study looks for topics of medium granularity which not only are distinct
from each other but also cover the broad trends in the PRIMA literature. After
a number of experiments with different values, we set K to 100 which meet our
requirements.
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We used MALLET 2.0.7 [13], an implementation of LDA. MALLET imple-
ments the Gibbs sampling algorithm [9]. We ran MALLET for 1000 Gibbs sam-
pling iterations to stablize the Gibbs sampling algorithm. We also chosen the
option for hyperparameter optimization every 20 iterations, which allows the
model to better fit the data by allowing some topics to be more prominent than
others.

3 Results

In this section, we present the results of applying our research methodology on
the PRIMA dataset.

3.1 RQ1: What Are the Popular Topics Published in PRIMA?

A range of words are commonly used in research paper such as section, figure,
abstract, etc. Those words form a number of topics that have very high popular
score. Thus, we exclude those topics from our consideration. Tables 2, 3, 4, and 5
list the top 40 topics (based on their popularity score) discovered by our method-
ology from the PRIMA collection of papers. For each topic, we also list the top ten
most frequent words in the tables. Note that we hand-assigned the name for each
topic. According to our study, the top three most popular topics in PRIMA liter-
ature is “Distributed Constraint Optimization”, “Computational Game Theory”
and “Negotiation”. In order to distinguish these three topics, we present here 50
of the strongly weighted words:

– Distributed Constraint Optimization: algorithm problem solution algo-
rithms optimal problems function search approach set distributed solutions
graph step time results find local number functions global solving solve opti-
mization space approaches large constraints procedure required size min cost
complexity finding good update computed result feasible compute quality total
computation improve end figure heuristic computational techniques

– Computational Game Theory: game strategy player strategies players risk
games payoff equilibrium nash play round action payoffs actions pure mixed
utility chooses choose theory repeated outcome matrix dilemma fuzzy choosing
rep rational strategic multi-agent prisoner profile playing set rounds expected
making equilibria function response fig outcomes decision-making dominant
decision behavioral shown opponent infinitely

– Negotiation: negotiation utility offer strategy issues agreement strategies
negotiations opponent offers functions negotiating preferences search issue bids
space concession proposed bid negotiate accept based multi-issue automated
time opponents scenarios region reach agreements utilities protocol bilateral
preference proposal deadline contract constraints agent function point anac
mediator figure scenario stage outcomes contracts reached
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Table 2. Top 1–10 topics

ID Topic name Top 10 LDA words

61 Distributed Constraint Optimization Algorithm problem solution optimal
function search approach set
distributed graph

83 Computational game theory Game strategy player risk game payoff
equilibrium nash play round

15 Negotiation Negotiation utility offer strategy issues
agreement opponent offers functions
negotiating

22 Web search Web information query search user
documents retrieval results document
pages

44 MAS development Mas development software methodology
engineering process requirements
models tool system

71 Human-agent interaction User interface human people application
personal mind module home his/her

99 Agent communication Message protocol interaction messages
protocols communication acl fipa send
language

25 Multi-agent reasoning Action state system behaviour transition
internal set rules model systems

73 BDI architecture Plan agent plans intention intentions
action execution bdi goal actions

53 Ubiquitous computing Sensor context ubiquitous environment
sensors service manager sensing
situation devices

The five papers with the highest weights for the topic “Distributed Constraint
Optimization” include:

– Tan, Zhang, Xing, Zhang, Wang. An Improved Multi-agent Approach for Solv-
ing Large Traveling Salesman Problem (PRIMA 2006).

– Smith, Sen, Mailler. Adaptive and Non-adaptive Distribution Functions for
DSA (PRIMA 2010).

– Wack, Okimoto, Clement, Inoue. Local Search Based Approximate Algorithm
for Multi-Objective DCOPs (PRIMA 2014).

– Hirayama, Hanada, Ueda, Yokoo, Iwasaki. Computing a Payoff Division in the
Least Core for MC-nets Coalitional Games (PRIMA 2014).

– Duc, Dinh, Xuan. On the Pheromone Update Rules of Ant Colony Optimiza-
tion Approaches for the Job Shop Scheduling Problem (PRIMA 2008).
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Table 3. Top 11–20 topics

ID Topic name Top 10 LDA words

35 Ontology for agents Ontology semantic concepts knowledge concept
language temporal ontologies reasoning
object

50 Agent programming Goal goals belief action agent beliefs actions
rules base programs

27 Service-oriented computing Service services web composition provider
execution model providers client requests

67 Simulation Simulation model simulations environment
models space grid scenarios simulator
behaviors

78 Social network Network networks nodes node degree cluster
links distribution social neighbors

70 Pervasive computing Node nodes tree number strategy path memory
graph message routing

69 Task scheduling and allocation Task tasks scheduling allocation time subtasks
multiagent subtask quality schedule

36 Traffic applications Traffic road vehicle vehicles route simulation
congestion simulator driving data

88 Argumentation Argumentation argument arguments knowledge
dialogue justified logic base dialectical issue

56 Modelling system dynamics Parameter parameters error estimation values
variables estimated equation equations
variable

Some of the papers with the highest weights for the topic “Computational
Game Theory” include:

– Lam, Leung. Risk Strategies and Risk Strategy Equilibrium in Agent Interac-
tions Modeled as Normal Repeated 2 2 Risk Games (PRIMA 2005)

– Lam, Leung. Existence of Risk Strategy Equilibrium in Games Having No
Pure Strategy Nash Equilibrium (PRIMA 2007).

– Lam, Leung. Formalizing Risk Strategies and Risk Strategy Equilibrium in
Agent Interactions Modeled as Infinitely Repeated Games (PRIMA 2006).

– Wu, Soo. A Fuzzy Game Theoretic Approach to Multi-Agent Coordination
(PRIMA 1998).

– Zhang, Liu. A Momentum-Based Approach to Learning Nash Equilibria
(PRIMA 2006).

The five papers with the highest weights for the topic “Negotiation” are:

– Lopez-Carmona, Marsa-Maestre, Hoz, Velasco. NegoExplorer: A Region-
Based Recursive Approach to Bilateral Multi-attribute Negotiation (PRIMA
2009)
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Table 4. Top 21 – 30 topics

ID Topic name Top LDA words

14 Auctioning Auction bid auctions price bidding bidder
mechanism protocol bids auctioneer

29 Artificial societies Social model level cognitive behaviour
individual people individuals simulation
population

96 Business processes Process interaction processes activities
management business individual
knowledge events activity

89 Institutions and organizations Role roles organization organizational mas
organizations adaptive dynamic
dynamics interaction

32 Distributed constraint satisfaction Constraint constraints variables problem
problems message dcop distributed
variable messages

48 Models of emotions Emotion emotional emotions facial
expressions switching human expression
pause face

43 Recommender systems Recommendation users tag user tags items
filtering collaborative data document

21 Mechanism design Price buyer seller market buyers profit
sellers demand agents adaptive

28 Agent-based modeling Model data gama simulation emergent
models building agent-based environment
agents

37 Logics Logic worlds world preference belief
judgment rule modal object aggregation

– Al-Jaljouli, Abawajy. Negotiation Strategy for Mobile Agent-Based
e-Negotiation (PRIMA 2010)

– Fujita. Compromising Adjustment Based on Conflict Mode for Multi-times
Bilateral Closed Nonlinear Negotiations (PRIMA 2014).

– Morii, Ito. Agent as Strategy in Multiple-Issue Negotiation Competition and
Analysis of Result (PRIMA 2013).

– Baarslag, Hindriks, Jonker. Towards a Quantitative Concession-Based Classi-
fication Method of Negotiation Strategies (PRIMA 2011).

The majority of the top 40 topics are related to the theory and principle
of multi-agent systems such as constraint optimization, reasoning, BDI architec-
ture, argumentation and logic. However, our findings also show the popularity of
some application-oriented topics such as robotics, ubiquitous computing, service-
oriented computing, traffic applications, business processes, and recommender
systems.
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Table 5. Top 31 – 40 topics

ID Topic name Top LDA words

49 Learning Learning reward learn action figure reinforcement
state function case learned

92 Resource allocation Resource resources allocation utility protocol process
agents optimal time rational

77 Security Security key scheme secret certificate server message
authentication secure communication

93 Mobile agents Mobile control message location component messages
distributed network light move migration

17 Autonomous systems Collision avoidance moving direction target area goal
path position distance obstacle

10 Social grouping Group agents groups members leader partition
enforcement behaviour abstraction individual

41 Defeasible logics Rules rule defeasible logic literal theory process
business literals compliance

84 Robotics Robot robots motion discomfort hours mine dynamic
mission phase navigation

80 Coalition formation Coalition coalitions core coalitional games formation
representation agents structure payoff

3 Coordination Coordination agents planning strategy execution
tasks mechanisms task strategies goals

3.2 RQ2: What Are the Temporal Trends of Topics over Time?

In order to understand which topics have risen and declined in the past 18 years
at PRIMA, we have performed the Cox Stuart trend test on the influence metric
of each topic. Table 6 shows the results of the test on the top 40 popular topics.
We have found that 10 topics have an increasing trend, 26 have a constant trend
(i.e., neither increasing nor decreasing to a significant degree; p-value > 0.05),
and 4 have a decreasing trend. Among the top three popular topics, our findings
suggest that the distributed constraint optimization topic has an increasing trend
(p-value = 0.02), while computational game theory decreases and negotiation
increases, but not statistically significant.

There are some interesting insights drawn from the result. We observed that
application-oriented topics such as simulation, pervasive computing, traffic appli-
cation and modelling system dynamics have significantly increased. This can be
explained by the fact that PRIMA strongly encourages papers reporting on the
development of prototype and deployed agent systems, and experiments demon-
strating agent system capabilities. Classical topics such as distributed constraint
satisfaction and optimization have also significantly increased, which may be due
to a strong sub-community within PRIMA on these topics. Among the popular
theoretical topics, only defeasible logics and social grouping enjoy an significant
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Table 6. Topic trend using the Cox Stuart trend test

ID Trend p-value ID Trend p-value

61 Increasing 0.02 14 Decreasing 0.25

83 Decreasing 0.09 29 Increasing 0.002

15 Increasing 0.09 96 Decreasing 0.25

22 Decreasing 0.02 89 Increasing 0.5

44 Increasing 0.25 32 Increasing 0.02

71 Decreasing 0.002 48 Increasing 0.5

99 Decreasing 0.002 43 Decreasing 0.5

25 Decreasing 0.05 21 Decreasing 0.09

73 Decreasing 0.25 28 Increasing 0.02

53 Increasing 0.25 37 Increasing 0.02

35 Decreasing 0.5 49 Decreasing 0.25

50 Increasing 0.09 92 Decreasing 0.25

27 Decreasing 0.5 77 Decreasing 0.25

67 Increasing 0.002 93 Decreasing 0.5

78 Increasing 0.25 17 Increasing 0.09

70 Increasing 0.02 10 Increasing 0.02

69 Decreasing 0.25 41 Increasing 0.02

36 Increasing 0.02 84 Increasing 0.5

88 Decreasing 0.5 80 Increasing 0.25

56 Increasing 0.02 3 Decreasing 0.25

increase in popularity. On the other hand, traditional topics such as agent com-
munication and multi-agent reasoning have declined over the years. Web search
and human-agent interaction was used to be a trendy topic in the late 1990s and
early 2000s, but they have also significantly declined.

4 Related Work

To the best of our knowledge, our work is the first which studies the literature
of PRIMA using topic models. The topic modeling approach has been used
to analyze the history and trends in other research areas. For example, the
work by Hall et al [10] also uses LDA to study historical trends in the field of
Computational Linguistics. Their work discovers several trends in that field such
as the general increase in applications and the steady decline in semantics. They
also studied three major conferences in the field to identify discover convergence
and diversity over time in topic coverage. The use of topic models to extract
latent topics from research papers have also been applied to study other research
fields (e.g. [11]). Topic modeling has also been used in [16] to extract topics from
the Google Books Ngram Corpus and link them with historic periods and events.
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Previous work in scientometrics and bibliometrics (e.g. [6,7,12,14]) use pub-
lication citations to study the impact and trends within a scientific field. Such
studies only focus on citation-related phenomena, and thus they do not uncover
the actual content of the published literature. Recent work have started com-
bining both topic modeling (i.e. content analysis) with citation-based analysis.
For example, the work in [17] uses topic modeling to generate the popular topics
from the papers published at the International Symposium on Empirical Soft-
ware Engineering and Measurement (ESEM). They also used citation analysis
to understand the citation distribution of papers published in ESEM. The work
in [2] uses not only topic modeling but also other metadata about a publica-
tion such as authors affiliations, publication venue, and publication year as a
rich descriptor for topics in the literature of statistics. Their analysis discovered
the existence of certain popular topics, explained by different descriptors, and
identify patterns of citations generated from those topics.

5 Conclusions and Future Work

In this paper, we have described a methodology using topic modeling to identify
popular topics and their trends in the history of PRIMA literature. According
to our findings, topics that are commonly seen at PRIMA include distributed
constraint optimization, computational game theory, and negotiation. We have
also found that a number of topics such as agent communication, multi-agent
reasoning, human-agent interaction and web search have declined over time.
On the other hand, application-oriented topics such as simulation, pervasive
computing, traffic applications and modelling system dynamics become more
prominent at PRIMA. This suggests that PRIMA recently aims to attract papers
reporting how agents are applied in practice.

To the best of our knowledge, our work is the first in analyzing the PRIMA
literature and the multi-agent research literature in general using topic mod-
eling. We plan to extend our study to papers published at other major agent-
related venues such as the International Conference on Autonomous Agents and
Multi-Agent Systems (AAMAS) and the Journal of Autonomous Agents and
Multi-Agent Systems (JAAMAS). This large-scale study will cover the entire
field of multi-agent system research. Studying the the synergies and differences
between different agent communities is also part of our future work. Finally, our
future study will combine topic modeling with authorship and citation analysis
to understand the impact of topics and authors.
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Abstract. We proposed a novel framework for the representation of
goals and other mental-like attitudes in terms of degree of expected
outcomes, where an outcome is an order of possible alternatives. The
sequences of alternatives is modelled by a non-classical (substructural)
operator. In this paper we provide a modal logic based axiomatisation of
the intuition they propose, and we discuss some variants (in particular for
the notion of social intention, intentions that are compliant with norms).
Given that the outcome operator is substructural, we first propose a
novel sequence semantics (a generalisation of possible world semantics)
to model the outcome operator, and we prove that the axiomatisation is
sound and complete with respect to the new semantics.

1 Introduction and Background

Normative Multi-Agent Systems (NorMAS) proved a powerful abstraction for
the modelling of socio-technical systems [1]. A normative agent integrates two
components: a rational agent component, often inspired by the well known BDI
agent architecture, and the normative component to model the norms the agent
is subject to.

The BDI architecture is a prominent approach to model rational agents. As
is well-known, BDI agents are means-ends reasoners equipped with: (i) Desires,
Goals, Intentions (or Tasks); (ii) a description of the current state of the environ-
ment (Beliefs); (iii) Actions. The key tenet of this architecture is that the agent’s
behaviour is the outcome of a rational balance among different mental states.

The framework we developed in [9] considers goals, desires, and intentions
as facets of the same phenomenon (all of them being goal-like attitudes): the
notion of outcome, which is simply something an agent would like or is expected
to achieve. An advantage of the proposed framework is that it allows agents to
compute different degrees of motivational attitudes, and degrees of commitment
that take into account other factors, such as beliefs and norms.
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While different schemas for generating and filtering agents’ outcomes are
possible, the authors of [9] restricted themselves to schemas where they adopted
the following principles:

– When an agent faces alternative outcomes in a given context, these outcomes
are ranked in preference orderings;

– Mental attitudes are obtained from outcomes, which are ranked;
– Beliefs prevail over conflicting motivational attitudes, thus avoiding various

cases of wishful thinking [3,10];
– Norms and obligations are used to filter social motivational states (social

intentions) and compliant agents [3,6].

The motivational and deliberative components of agents are generated from
preference orderings among outcomes. As done in other research areas (e.g.,
rational choice theory), we move with the idea that agents have preferences and
choose which ones to attain the least of in given situations based on such prefer-
ences. Preferences involve outcomes and are explicitly represented in the syntax
of the language for reasoning about agents, thus following the logical paradigm
initially proposed in [2,5] for the representation of preferences as explicit orders
(sequences) of logical formulae and inference mechanisms to reason about them.

The combination of an agent’s mental attitudes with the factuality of the
world defines her deliberative process, i.e., the objectives she decides to pursue.
The agent may give up some of them to comply with the norms, if required.
Indeed, many contexts may prevent the agent from achieving all of her objectives;
the agent must then understand which objectives are mutually compatible with
each other and choose which ones to attain the least of in given situations by
ranking them in a preference ordering.

Consider, for instance, the following scenario. Alice is thinking what to do
on Saturday afternoon. She has three alternatives: (i) she can visit John; (ii) she
can visit her parents who live close to John’s place; or (iii) she can watch a movie
at home. The alternative she likes the most is visiting John, while watching a
movie is the least preferred. If John is not at home, there is no point for Alice
to visit him. In this case, paying a visit to her parents becomes the “next best”
option. Also, if visiting her parents is not possible, she settles for the last choice,
that of staying home and watching a movie.

Suppose that Alice knows that John is actually away for the weekend. Since
the most preferred option is no longer available, she decides to opt for the now
best option, namely visiting her parents.

To represent the scenario above, we need to capture the preferences about
her alternatives, and her beliefs about the world. To model preferences among
several options, we build a sequence of alternatives that are preferred when the
previous choices are no longer feasible. Normally, each set of alternatives is the
result of a specific context determining under which conditions (premises) such
a sequence of alternatives is considered.

Accordingly, we can represent Alice’s alternatives with the notation

Saturday → (visit John � visit parents � watch movie)
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where the � operator is used to encode the preference of the agent over alterna-
tive outcomes. In this case visit John is the most preferred outcome, visit parents
is the second best outcome (we can see it as the plan B of the agent), and
watch movie is the least of the acceptable outcome for a Saturday afternoon.
Notice that do home chores is not an “acceptable” outcome for Alice.

This intuition resembles the notion of contrary-to-duty obligations presented
by [5], where a norm is represented by an expression like

drive car → (¬damage ⊗ compensate ⊗ foreclosure)

where the symbol “⊗” separates the alternatives. In this case, each element of the
chain is the reparative obligation that shall come in force in case the immediate
predecessor in the chain has been violated. Thus, the meaning of the formula
above is that, if an agent drives a car, then she has the obligation not to cause
any damage to others; if this happens, she is obliged to compensate; if she fails
to compensate, there is an obligation of foreclosure.

In both examples, the sequences express a preference ordering among alterna-
tives. Accordingly, watch movie and foreclosure are the last (and least) accept-
able situations. Notice that while Alice’s alternatives come from a mental and
a (inner) deliberation process, the use of ⊗ describes situations of compliance
with regards the environment the agent is situated in, and as such is up to the
agent to comply with them, or not. Whilst both operators can be said to express
preferences, who those preferences belong to differ: in the � case, it is the agent’s
preferences, while in the ⊗ case, it could be argued to be the stated preference
of the institution/norms. These are not necessarily the same, as there are a
number of instances in the real world of organisations breaking laws knowing
that they will be fined: the institution prefers compliance over the fine, but the
organisation may prefer paying the fine over complying with the law.

Example 1. Alice settled for visit her parents who live downtown, but the down-
town part where they live is a traffic area restricted to residents and parking
for not resident is forbidden on weekends. Alice would prefer to take her car to
visit her parent to take public transports. The scenario can be represented by
the formulas:

visit parents → (parking downtown � public transport � pay fine) (1)
weekend → (¬parking downtown ⊗ pay fine) (2)

In this case Alice has to balance her preference for driving her car to visit her
parents and the prohibition to park downtown. But then she prefers to take a
bus instead of paying a parking fine.

In the rest of the section, we shall illustrate the principles and intuitions relat-
ing sequences of alternatives (that is, outcome rules), beliefs, obligations, and
how to use them to characterise different types of goal-like attitudes and degrees
of commitment to outcomes: desires, goals, intentions, and social intentions.



Sequence Semantics for Normative Agents 233

Desires as Acceptable Outcomes. Desires are acceptable outcomes independently
of whether they are compatible with other expected or acceptable outcomes. Let
us contextualise the previous example to better explain the notion of desire by
considering the following setting.

Example 2. Consider the following formulae:

Saturday (3)
John sick (4)

Saturday → (visit John � visit parents � watch movie) (5)
John sick → (¬visit John � short visit). (6)

The agent has both visit John and its opposite as acceptable outcomes.

Goals as Preferred Outcomes. We consider a goal as the preferred desire in a
chain.

In the situation described by Example 2, visit parents and short visit are the
goals we can obtain: a desire is a goal only if it is compatible with other desires.

1.1 Two Degrees of Commitment: Intentions and Social Intentions

The next issue is to clarify which are the acceptable outcomes for an agent
to commit to. Naturally, if the agent values some outcomes more than others,
she should strive for the best, in other words, for the most preferred outcomes
(goals).

Consider a formula b1 � b2 � b3. Let us examine a first case where the agent
should commit to the outcome she values the most, that is b1. But what if
the agent believes that b1 cannot be achieved in the environment where she is
currently situated in, or she knows that ¬b1 holds? Committing to b1 would
result in a waste of the agent’s resources; rationally, she should target the next
best outcome b2. Accordingly, the agent derives b2 as her intention. An intention
is an acceptable outcome which does not conflict with the beliefs describing the
environment.

Suppose now that b2 is forbidden, and that the agent is social (a social agent
is an agent not knowingly committing to anything that is forbidden [6]). Once
again, the agent has to lower her expectation and settle for b3, which is one of
her social intentions. A social intention is an intention which does not violate
any norm.

1.2 The Contribution of This Paper

The above notions have been formalised by [9] in the context of Defeasible Logic.
That model was motivated by computational concerns: the proposed logic for
agents’ desires, goals, and intentions has in fact linear complexity. However, the
approach was only proof-theoretic whereas no semantic model-theoretic analysis
of the operators ⊗ and � has been provided. In this paper, we work on the com-
bination of these operators in the context of classical propositional logic and fill
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the gap by defining a suitable possible-world semantics for them. Such semantics
is a sequence-based non-normal one extending and generalising neighbourhood
models for classical modal logics.

The layout of the paper is as follows: Sect. 2 presents the language of our
logic; Sect. 3 discusses some axiom schemata governing the behaviour and the
interactions of the various operators; Sect. 4 describes an account of the seman-
tics for the logic while Sect. 5 offers some relevant completeness results. Some
conclusions end the paper.

2 Language

The language consists of a countable set of atomic formulae. Well-formed-
formulae are then defined using the typical Boolean connectives, the n-ary con-
nectives ⊗ and �, and the modal (deontic) operators O for obligation, B for
beliefs, D for desires, G for goals, I for intentions, and SI for social intentions.
The intended reading of ⊗ is that it encodes a sequence of obligations where,
each obligation is meant to compensate the violation of the previous obligation.
The intuition behind � is to model ordered lists of preferred outcomes.

Let L be a language consisting of a countable set of propositional letters
Prop = {p1, p2, . . .}, the propositional constant ⊥, round brackets, the boolean
connective →, the unary operators O, B, D, G, I, and SI, the set of n-ary operators
⊗n for n ∈ N

+ and the set of n-ary operators �n for n ∈ N
+.

Definition 1 (Well Formed Formulae). Well formed formulae (wffs) are
defined as follows:

– Any propositional letter p ∈ Prop and ⊥ are wffs;
– If a and b are wffs, then a → b is a wff;
– If a is a wff and no operator ⊗m, �m, O, B, D, G, I, and SI occurs in a, then

Oa, Ba, Da, Ga, Ia, and SIa are a wff;
– If a1, . . . , an are wffs and no operator ⊗m, �m, O, B, D, G, I, and SI occurs

in any of them, then a1 ⊗n · · · ⊗n an and a1 �n · · · �n an are wffs, where
n ∈ N

+;1

– Nothing else is a wff.

We use WFF to denote the set of well formed formulae.

Other Boolean operators are defined in the standard way, in particular
¬a =def a → ⊥ and � =def ⊥ → ⊥.

We say that any formula a1 ⊗ · · · ⊗ an is an ⊗-chain, while a1 � · · · � an

is an �-chain; also the negation of an ⊗-chain (resp. �-chain) is an ⊗-chain
(resp. �-chain). The formation rules allow us to have ⊗-chain and �-chain of
any (finite) length, and the arity of the operator is equal to number of elements
in the chain; we hence drop the index m from ⊗m and �m. Moreover, we use
the prefix notation

⊗n
i=j ai for aj � · · · � an and

⊙n
i=j ai for aj � · · · � an.

1 We use the prefix forms ⊗1a and ⊕1a for the case of n = 1.
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In addition, we use the following notation:
⊗n

i=j ai ⊗ b ⊗ ⊗m
k=l ck, where

j, l ∈ {0, 1}. The “a” part and “c” part are optional, i.e., they are empty when
j = 0 or l = 0, respectively. Otherwise the expression stands for the following
chain of n+1+m elements: a1 ⊗· · ·⊗an ⊗ b⊗ c1 ⊗· · ·⊗ cm. The same reasoning
holds for

⊙n
i=j ai � b � ⊙m

k=l ck.

3 Axiomatisation for Norms, Beliefs and Outcomes

The aim of this section is to discuss the intuitions behind some principles govern-
ing the behaviour and the interactions of the various operators. These principles
are captured by axioms or inference rules.

3.1 Basic Axioms and Inference Rules

In this paper, we assume classical propositional logic, CPC, as the underlying
logic. The first principle is that of syntax independence or, in other terms, that
the operators are closed under logical equivalence. To this end, all the logics have
the following inference rules:

a ≡ b

�a ≡ �b
(�-RE)

with � ∈ {O,B,D,G, I,SI}.

∧n
i=1

(
ai ≡ bi

)

⊗n
i=1 ai ≡ ⊗n

i=1 bi
⊗-RE

∧n
i=1

(
ai ≡ bi

)

⊙n
i=1 ai ≡ ⊙n

i=1 bi
�-RE (⊗ and �-RE)

Consider the ⊗ chain a ⊗ b ⊗ a ⊗ c. The meaning of the chain above is that
a is obligatory, but if a is violated (meaning that ¬a holds) then b is obligatory.
If also b is violated, then a becomes obligatory. But we already know that we
will incur in the violation of it, since ¬a holds. We thus have the obligation of
c. However, this is what we want to obtain from the ⊗-chain: a ⊗ b ⊗ c.

Now, consider the �-chain a�b�a�c. The intuitive reading is that a should
be the most preferred outcome, while b is the second best in case a is not possible
to achieve. However, if also b is not attainable, then a should be the agent’s third
best choice. Nevertheless, we have already established that this is not possible,
and we thus have c as the following preferred outcome.

The above example shows that duplications of formulas in ⊗-chains and �-
chains do not contribute to the meaning of the chains themselves. This motivates
us to adopt the following axioms to remove (resp., introduce) an element from
(to) a chain if an equivalent formula occurs on the left of it.

n⊗

i=1

ai ≡
k−1⊗

i=1

ai ⊗
n⊗

i=k+1

ai where aj ≡ ak, j < k (⊗-contraction)

n⊙

i=1

ai ≡
k−1⊙

i=1

ai �
n⊙

i=k+1

ai where aj ≡ ak, j < k (�-contraction)
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Given that we use classical propositional logic as the underlying logic, it is
not possible that an ⊗-chain (�-chain) and its negation hold at the same time.
What about when ⊗-chains like a⊗ b⊗c and ¬(a⊗ b) hold. In this case, the first
chain states that a is obligatory and its violation is compensated by b, which in
turn is itself obligatory and it is compensated by c. The second expression states
that ‘either it is not the case that a is obligatory, but if it is so, then its violation
is not compensated by b’. Accordingly, the combination of the two expressions
should result in a contradiction (a similar argument can be made for �-chains).
To ensure this, we must assume the following axioms that allow us to derive,
given a chain, all its sub-chains with the same initial element(s).

a1 ⊗ · · · ⊗ an → a1 ⊗ · · · ⊗ an−1, n ≥ 2 (⊗-shortening)
a1 � · · · � an → a1 � · · · � an−1, n ≥ 2 (�-shortening)

If Alice prefers to visit John to visit her parents to watch a movie to spend her
Saturday afternoon she prefer to visit John to visit her parents. Thus, we can
derive

visit John � visit parents

from
visit John � visit parents � watch movie.

3.2 Axioms for Obligations and Mental Attitudes

In the previous section we proposed the basic axioms for a logic of norms and
goals. In this section, we address the relationships between ⊗, �, obligations,
beliefs and mental attitudes;

In this paper we assume that the description of the environment in which an
agent is situated is given by a set of propositional formulas. The agent is rational
in the sense that the agent is able to reason with the formulas using classical
propositional logic as the underlying logic. We further assume that the provided
description of the environment is truthful and the agent knows it. Accordingly,
we do not have to introduce a further modal operator to describe the knowledge
of an agent. The second principle of rationality for the agents is that they do not
form self-inconsistent beliefs and goal-like mental attitudes, and similarly for the
norms (obligations) they are subject to. Namely, we assume that all unary modal
operators are internally consistent. Internal consistency of beliefs, obligations,
and goal-like mental attitudes is expressed by the following axiom:

¬�⊥ (⊥-�)

with � = {O,B,D,G, I,SI}.
Similarly, rational agents are expected to avoid conflictual beliefs and individ-

ual mental-attitudes (but desires), and there are no norms that make something
obligatory and forbidden at the same time. This property is called external con-
sistency and it is modelled by the following axiom:

�a → ¬�¬a (D)
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with � = {B,O,G, I,SI}. As we discussed in [9] we do not assume this external
consistency for desires. Thus Da and D¬a is consistent within our framework.
For example, Alice may desire to visit Bob while, at the same time and for other
reasons, she might not to. Visiting Bob and not visiting him are two possible
outcomes for Alice deliberation, and she can use other information to determine
what course of action she commits to. Hence, it is rational for her to derive that
she has both desires (they are two acceptable and viable outcomes).

In addition the agent can have a set of beliefs of how the environment is (for
example, about what is not given by the explicit description of the environment
or can be inferred from it using classical propositional logic). Thus, to represent
the agent belief we use the B operator. B is axiomatised as a normal KD45 oper-
ator, with the standard axioms for positive and negative introspections (Axioms
4 and 5). Accordingly the axioms for B are:

Ba → BBa (4)

¬B¬a → B¬B¬a (5)

B(a → b) → (Ba → Bb) (K)

B� (N)

For the other modal operators, we establish that they are regular, namely,
that the following inference �-RR holds for them

a1 ∧ · · · ∧ an → b

�a1 ∧ · · · ∧ �an → �b
(�-RR)

for � ∈ {O,D,G, I,SI}. As explained in [6] �-RR allows us to model, for example,
the notion of intentionality: Suppose that an agent knows that a1 ∧ · · · ∧ an → b
(or in other terms, that the implication is a property of the environment in
which the agent is situated). This means, that in the given environment, b is
an unavoidable consequence of a1, . . . , an. Therefore, if the agents intend all the
ais, i.e., Iai, then the agent knows that in case she is successful in achieving all
the ais, then she will bring about b, thus committing herself to the ais indirectly
commits herself to b as well. Thus, �-RR allows us to derive Ib.

We can now move to the analysis of the axioms relating norms (⊗-chains)
and obligations. In this paper we follow the analysis proposed in [8] for the
relationships between norms and obligations. Thus the first axiom we consider is:

a1 ⊗ · · · ⊗ an → Oa1 (⊗-O)

For instance, given the “driving car” example above, we can obtain the first
element as the current obligation (O¬damage). Furthermore, we say that if the
first element does not hold, we can infer the obligation of the second element.
For example
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a1 ⊗ · · · ⊗ an ∧ ¬a1 → Oa2. (7)

In this occasion (always referring to the “driving car” example), we actually did
cause soma damage, thus the new obligation in force is to compensate for it
(Ocompensate).

Moreover, we argued that we can repeat the same procedure. This leads us
to generalise (7) for the axiom that expresses the detachment principle for ⊗-
chains and factual statements about the opposites of the first k elements of an
⊗-chain.

a1 ⊗ · · · ⊗ an ∧
k<n∧

i=1

¬ai → Oak+1 (O-detachment)

For alternative axiomatisation of the relationships between obligations and
norms see [8].

As stated before, desires are expected or acceptable outcomes, independently
of whether they are compatible with other expected or acceptable outcomes. As
such, given an �-chain, we consider each element to be desired by the agent since
she has expressed a preference order on such a chain and she thus considers all
of them to be acceptable. This is expressed by the following axiom.

a1 � · · · � an → Dai, with 1 ≤ i ≤ n (�-D)

According to this axioms, given the preference of Alice her “desires”, i.e.,
the outcomes that she considers acceptable are visit John, visit parents and
watch movie, but she has no desire to her household chores.

Given an �-chain, a goal represents what should be the most preferred out-
come for the agent, provided that the agent does not have the opposite desire.

a1 � · · · � an ∧ ¬D¬a1 → Ga1 (�-G1)

Again, if an agent has opposite desires then, given an �-chain, the goal is the
first element such that the agent does not desire the opposite. By rationality,
if for each element of such a chain, the agent has expressed an opposite desire,
then any element of the chain cannot represent a goal.

a1 � · · · � an ∧
k<n∧

i=1

D¬ai ∧ ¬D¬ak+1 → Gak+1 (�-G-gen)

An intention is the first mental attitude where the agent compares her outcomes
(her preferred courses of action) with the environment she is operating in. Indeed,
given an �-chain, it may be the case that neither of the first, say, four outcomes
are attainable because facts of the environment (or her own beliefs) state that
the opposites of such four outcomes actually hold. (For instance, a1 may be that
the agent would like travel to California, but she beliefs that her current funds
would not cover the whole trip.) Consequently, intentions represent the first level
of real commitment of the agent.

Our agents are not omniscient, they may lack the knowledge of certain facts
of the world: an agent’s belief represents the fact that she has reasons to accept a
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certain statement to be true without having the evidence that it is so. Using her
competence/knowledge, she forms an opinion (a belief) of how the environment
she is situated in is, or might be. Consequently, she can use her beliefs or the
knowledge she possesses about the environment to determine to what outcomes
she commits to, depending on her risk attitude. The outcomes she commits to
are her intentions.

The axiom hereafter tries to capture many facets of the agent’s level of com-
mitment, represented by the three different αs combined with the four different
βs (in fact, the β5 alternative of wishful thinker has been introduced for com-
pleteness sake only).

a1 �· · ·�an ∧

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

α1 =
k<n∧

i=1

¬ai

α2 =
k<n∧

i=1

B¬ai

α3 =
k<n∧

i=1

¬ai ∨ B¬ai

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

∧

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

β1 = Bak+1

β2 = ¬B¬ak+1

β3 = Bak+1 ∨ ¬B¬ak+1

β4 = ak+1

β5 = ¬ak+1

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

→ Iak+1.

(I)

A few comments are in order. In alternative α1 we have the strongest commit-
ment for the agent (some sort of omniscient/librairian agent). In our example,
this case model the situation that Alice knows that John is not at home, so she
cannot visit him so she will not form the intention to visit him. In here, we use
the term omniscient not in the perspective/meaning of a know-it-all agent, but
to stress out the fact that the agent does not relies on her own beliefs but she
needs to verify the falsity of a statement to proceed in the �-chain about what
things really are (she has the burden of proof). This can be view as the most
burdensome among our alternatives.

Alternative α2 is the more ‘introspective’ one (or more cautious): the agent
is not interested in how things truly are and her decision process relies only upon
what she believes in. It can be described as a more cautious approach because
the agent discards a possible outcome based only on her own beliefs, which can
be false. For instance, if w |= a and w |= B¬a, then the agent should derive Ia
(even if an oracle would forecast her eventual failure).

Alternative α3 can be called as the ‘good enough’ alternative: if the agent has
not the capabilities to verify a certain statement, she ‘trusts’ in her own beliefs.

Alternative β1 is ‘risk-adverse’: the agent’s decision is based upon on her
beliefs only about the truthfulness of the outcome she will try to achieve.

On the contrary, alternative β2 is a ‘risk-taking’ position, given that the
agent looks at whether the opposite outcome holds. Based on her compe-
tence/experience, she has evidence that the opposite actually does not hold,
and she thus tries to achieve that particular outcome.

The alternative-sequence α3 ∧ β3 is the most pragmatic one: the agent takes
neither a risk-taking, nor a risk-adverse position.
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β4 represents a non-risk taking position (a win-win situation): the agent
knows that such an outcome actually holds in the environment she is situated in
and then it is feasible to achieve (in our running Alice example, she is already
at John’s place).

Alternative β5 is a typical case of wishful thinker (the agent knows she will
fail).

A social intention is an intention that is permitted within the legal system
the agent is operating in.

Ia ∧ ¬O¬a

SIa
(8)

Naturally, in the decision process to decide whether an outcome may be a
social intention, the agent uses the �-chains. Therefore, to state that an ele-
ment in an �-chain is a social intention (say ak+1), it must satisfy the following
requirements: (1) every element before ak+1 is not an intention or the opposite
obligation holds, (2) ak+1 is actually an intention, and (3) the opposite obligation
(O¬ak+1) does not hold. This is expressed by the following axiom.

a1 � · · · � an ∧ ( k<n∧

i=1

¬Iai ∨ O¬ai

) ∧ Iak+1 ∧ ¬O¬ak+1 → SIak+1. (SI)

To illustrate this axioms consider again Example 1. From (2) we have
O¬parking downtown, and there is no norm to prevent her to take public trans-
ports, so ¬O¬public transports. She does not want to get a parking ticket,
so she decided not to take her care, so she does not form the intention to
park downtown, thus her next preference is to take public transport, that is
Ipublic transports. Thus this intention is also a social intention, i.e., we have
SIpublic transports.

In the final part of this paper, we shall prove soundness and completeness
results for a system S containing the schemata presented above.

Definition 2. Let S be a logical system extending the Classical Proposi-
tional Calculus (CPC), containing the axiom schemata (⊗-contraction), (�-
contraction), (⊗-shortening), (�-shortening), (K), (⊥-�), (D), (4), (5),
(N), (⊗-O), (O-detachment), (�-D), (�-G1), (�-G-gen), (I), and closed under
the following rules: (�-RE), (⊗ and �-RE) and (�-RR).

4 Sequence Semantics

Sequence semantics is an extension of neighbourhood semantics. The extension
is twofold: (1) we introduce a second neighbourhood like function, and (2) the
new function generates a set of sequences of sets of possible worlds instead of set
of sets of possible worlds. This extension allows us to provide a clean semantic
representation of ⊗- and �-chains.

The sequence semantics addresses the problem identified in [7] for possible
world semantics for deontic logic for compensatory obligations. A compensatory
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obligation is a sub-class of a contrary-to-duty obligation, where the violation
of the primary obligation is compensated by the fulfilment of the secondary
obligation. Compensatory obligations can be modelled by ⊗-chains. As we have
already discussed a⊗b means that a is obligatory, but its violation is compensated
by b, or in other terms it is obligatory to do b to compensate the violation
of the obligation of a. Thus, a situation where a does not hold (or ¬a holds)
and b holds is still deemed as a “legal” situation. Accordingly, when we use
a “standard” possible world semantics, there is a deontically accessible world
where ¬a holds, but this implies, according the usual evaluation conditions for
permission (something is permitted, if there is a deontically accessible world
where it holds), that ¬a is permitted. However, we have the norm modelling
the compensatory obligation that states that a is obligatory (and if it were not,
then there would be no need for b to compensate for the violation, since, there
would be no violation of the obligation of a). The sequence semantics solves
this problem by establishing that to have an obligation, we must have a norm
generating the obligation (where a norm is represented by an ⊗-chain), and
not simply that something is obligatory because it holds in all the deontically
accessible worlds. Similarly, when we consider mental-attitudes, an agent forms
a mental attitude because the agent has an outcome in mind (where, as we have
argued, an outcome is a gradation of alternative objectives).

Before introducing the semantics, we give some technical definitions for oper-
ation of s-zipping, i.e., the operation that removes repetitions or redundancies
occurring in sequences of sets of worlds. This operation is required to capture
the intuition described by the ⊗- and �-contraction axioms.

Definition 3. Given a set of possible worlds W , let X = 〈X1, . . . , Xn〉 be such
that Xi ∈ 2W (1 ≤ i ≤ n). A sequence of sets Y is s-zipped from X iff Y is
obtained from X by applying the following operation: for 1 ≤ k ≤ n, if Xj = Xk

and j < k, delete Xk from the sequence.

Definition 4. A set S of sequences of sets of possible worlds is closed downward
s-zipping iff if X ∈ S, then (i) for all Y such that X is s-zipped from Y , Y ∈ S;
and (ii) for all Z such that Z is s-zipped from X, Z ∈ S.

Closure under s-zipping essentially determines classes of equivalences for ⊗-chain
and �-chain based on Axioms (⊗-contraction) and (�-contraction).

Definition 5. A sequence frame is a structure

F = 〈W, CO, Cout,NO,NB,ND,NG,N I,N SI〉,
where

– W is a non empty set of possible worlds;
– CO and Cout are two functions with signature W �→ 2(2

W )n , such that for every
world w ∈ W , for every X ∈ CO

w, and Y ∈ Cout
w X and Y are closed under

s-zipping;
– NO, NB, ND, NG, N I, and N SI are functions with Signature W �→ 22

W

.



242 G. Governatori et al.

As we have already said the sequence semantics is an extension and gener-
alisation of neighbourhood semantics. Here the N functions are just instances
of the standard neighbourhood function that associates sets of propositions (a
proposition can be represented by the set of possible world where the proposition
holds) to possible worlds. Thus, for example, NB

w denotes the set of propositions
that an agent believes at w. The C functions are generalisations of the N func-
tions. Instead of a set of propositions, each of these functions associates a set
of sequences of propositions to each possible worlds. Each of such sequences
describes an order over the propositions in it (with respect to a possible world).
Thus, Cout

w gives the semantic representation of the preferences of the agents at
w; similarly, CO models the norms in force in a particular possible world.

Definition 6. A sequence model is a structure M = 〈F , V 〉, where

– F is a bi-sequence frame, and
– V is a valuation function, V : Prop �→ 2W

Given a model M = 〈F , V 〉, let ‖a‖V := {w | |=V
w a}.

Definition 7. The valuation function for a sequence model is a follows:

– usual for atoms and boolean conditions,
– |=V

w a1 ⊗ · · · ⊗ an iff 〈‖a1‖V , . . . , ‖an‖V 〉 ∈ CO
w,

– |=V
w � · · · � an iff 〈‖a1‖V , . . . , ‖an‖V 〉 ∈ Cout

w ,
– |=V

w �a iff ‖a‖V ∈ N �
w , where � = {O,B,D,G, I,SI}.

The definition above allows us to characterise a minimal logic satisfying
(�-RE), (⊗ and �-RE), (⊗-contraction) and (�-contraction) [8].

Definition 8. A neighbourhood function N is

– supplemented if X ∩ Y ∈ N , then X ∈ N and Y ∈ N ;
– closed under the intersection if X ∈ N and Y ∈ N , then X ∩ Y ∈ N ;
– contains the unit if W ∈ N .

A neighbourhood function is a filter if it is supplemented, closed under inter-
section and contains the unit. A neighbourhood function is a quasi-filter if it is
supplemented and closed under intersection.

The definition below gives the conditions of the frames for the various axioms.

Definition 9. A sequence model for S, as defined in 2, is a structure M =
〈F , v〉 satisfying the following conditions:

(K) and (N): NB
w is a filter.

(⊥-�): ∅ /∈ N �
w , for � ∈ {O,B,D,G, I,SI}.

(D): If X ∈ N �
w , then −X /∈ N �

w , for � ∈ {O,B,G, I,SI}.
(4): If X ∈ NB

w , then {x ∈ W : X ∈ NB
x ∈ NB

w}.
(5): If X /∈ NB

w , then {x ∈ W : X /∈ NB
x ∈ NB

w}.
(�-RR): N �

w , for � ∈ {O,D,G, I,SI}, is a quasi-filter.
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(⊗-shortening) and (�-shortening): If 〈X1, . . . , Xn〉 ∈ Cx
w, then, for x ∈

{O, out}, 〈X1, . . . , Xn−1〉 ∈ Cx
w.

(⊗-O): If 〈X1, . . . , Xn〉 ∈ CO
w, then X1 ∈ NO

w .
(O-detachment) If 〈X1, . . . , Xn〉 ∈ CO

w and w �∈ Xi for 1 ≤ i ≤ k and k < n,
then Xk+1 ∈ NO

w .
(�-D): If 〈X1, . . . , Xn〉 ∈ Cout

w , then Xi ∈ ND
w , with 1 ≤ i ≤ n.

(�-G1): If 〈X1, . . . , Xn〉 ∈ Cout
w and −X1 /∈ ND

w , X1 ∈ NG
w .

(�-G-gen): If 〈X1, . . . , Xn〉 ∈ Cout
w and, for 1 ≤ i ≤ k and k < n, −Xi ∈ ND

w and
−Xk+1 /∈ ND

w , then Xk+1 ∈ NG
w .

(I): If 〈X1, . . . , Xn〉 ∈ Cout
w and, for 1 ≤ i ≤ k and k < n,

either
α1: w /∈ Xi;
α2: −Xi ∈ NB;
α3: w /∈ Xi or −Xi ∈ NB

and either
β1: Xk+1 ∈ NB;
β2: −Xk+1 /∈ NB;
β3: Xk+1 ∈ NB or −Xk+1 /∈ NB;
β4: w ∈ Xk+1;
β5: w �∈ Xk+1,

then Xk+1 ∈ N I
w.

(SI): If 〈X1, . . . , Xn〉 ∈ Cout
w and for 1 ≤ i ≤ k and k < n, Xi �∈ N I

w or ¬Xi ∈ NO
w ,

Xk+1 ∈ N I
w, and −Xk+1 �∈ NO

w , then Xk+1 ∈ N SI
w .

A few comments are in order. The conditions for axioms (K), (D), (4), (5),
(N) and (⊥-�) and the inference rule (�-RR) are the standard conditions for
such axioms in neighbourhood semantics (see [4]). The conditions for the remain-
ing axioms exploit the strong correspondence between propositions and truth sets
that allows for a semantic rewriting of the axioms. Axioms (⊗-shortening), (�-
shortening), (⊗-O) and (O-detachment) where first proposed by [8] for the
use of the sequence semantics for logics to model norms and obligations.

5 Soundness and Completeness

In this section we study the soundness and completeness of the logics defined
in Sect. 3. Completeness is based on adaptation of the standard Lindenbaum’s
construction for modal (deontic) neighbourhood semantics (see [4]).

Definition 10 (L-maximality). A set w is L-maximal iff for any formula a
of L, either a ∈ w, or ¬a ∈ w.

Lemma 1 (Lindenbaum’s Lemma). Any S-consistent set w of formulae in
the language L can be extended to a S-consistent L-maximal set w+.

Proof. Let a1, a2, . . . be an enumeration of all the possible formulae in L.

– w0 := w;
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– wn+1 = wn ∪{an} if its closure under the axioms and rules of S is consistent,
w ∪ {¬an} otherwise;

– w+ =
⋃

n≥0 wn.

The construction of a sequence canonical model is as follows.

Definition 11 (S-Canonical Models). A sequence canonical model

M = 〈W, CO, Cout,NO,NB,ND,NG,N I,N SI, V 〉
for the system S is defined as follows:

1. W is the set of all the L-maximal consistent sets.
2. For any propositional letter p ∈ Prop, ‖p‖V := |p|L, where

|p|L := {w ∈ W | p ∈ w}.

3. Let CO :=
⋃

w∈W CO
w, where, for each w ∈ W ,

CO
w := {〈‖a1‖V , . . . , ‖an‖V 〉 |

n⊗

i=1

ai ∈ w},

where each ai is a meta-variable for a Boolean formula.
4. Let Cout :=

⋃
w∈W Cout

w , where, for each w ∈ W ,

Cout
w := {〈‖a1‖V , . . . , ‖an‖V 〉 |

n⊙

i=1

ai ∈ w},

where each ai is a meta-variable for a Boolean formula.
5. Let N � :=

⋃
w∈W N �

w where for each world w,

N �
w := {‖ai‖V | �ai ∈ w},

where � ∈ {O,B,D,G, I,SI}.
Lemma 2 (Truth Lemma for Canonical Sequence Models). If M =
〈W, CO, Cout,NO,NB,ND,NG,N I,N SI, V 〉 is canonical for S, then for any w ∈
W and for any formula A, A ∈ w iff |=V

w A.

Proof. Given the construction of the canonical model, this proof is easy and can
be given by induction on the length of an expression A. We consider only some
relevant cases.

Assume A has the form a1 ⊗ · · · ⊗ an. If A ∈ w, by definition of canonical
model, then there is a sequence 〈‖a1‖V , . . . , ‖an‖V 〉 ∈ CO

w. Following from the
semantic clauses given to evaluate ⊗-formulae, it holds that |=V

w a1 ⊗ . . . ⊗ an.
For the opposite direction, assume that |=V

w a1 ⊗ . . .⊗ an. By definition, there is
Cw which contains an ordered j-tuple 〈‖a1‖V , . . . , ‖an‖V 〉 and by construction
a1 ⊗ . . . ⊗ an ∈ w. Clearly the same argument holds in the case of operator �.

If, on the other hand, A has the form �b, where � ∈ {O,B,D,G, I,SI}, and
�b ∈ w, then ‖b‖V ∈ N �

w by construction, and by definition |=V
w �b. Conversely,

if |=V
w �b, then ‖b‖V ∈ N �

w and, by construction of N �, �b ∈ w.
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It is easy to verify that the canonical model exists, it is not empty, and it is
a sequence semantics model.

Consider any formula A �∈ S; {¬A} is consistent and it can be extended to a
maximal set w such that for some canonical model, w ∈ W . By Lemma 2, �|=V

w A.

Corollary 1. The system S is sound and complete with respect to the class of
bi-sequence frames.

Lemma 3. The canonical model for S enjoys all the properties listed in
Definition 9.

Proof. For the cases for (�-RE), (K), (N), (⊥-�), (D), (4) and (5), see [4]. The
proofs for the cases for (⊗ and �-RE), (⊗-contraction), (�-contraction), (⊗-
shortening), (�-shortening), (⊗-O) and (O-detachment) are given in [8].

The proof of the remaining cases is rather straightforward and it follows the
structure of the axioms involved.

(�-D) Assume 〈X1, . . . , Xn〉 ∈ Cout
w . Then, by construction of the canonical

model, for 1 ≤ i ≤ n, it holds that Xi = ‖ai‖V and a1 � · · · � an ∈ w.
Thus Dai ∈ w for 1 ≤ i ≤ n by (�-D), hence Xi ∈ ND

w , with 1 ≤ i ≤ n.
(�-G1) Assume 〈X1, . . . , Xn〉 ∈ Cout

w and ¬X1 /∈ ND
w . Then, by construction,

a1 � · · · � an ∧ ¬D¬a1 ∈ w, where for 1 ≤ i ≤ n, Xi = ‖ai‖V . By (�-G1),
Ga1 ∈ w and X1 ∈ NG

w .
(�-G-gen) Suppose 〈X1, . . . , Xn〉 ∈ Cout

w and, for 1 ≤ i ≤ k and k < n, ¬Xi ∈ ND
w

and ¬Xk+1 /∈ ND
w , then a1 � · · · � an ∧ ∧k<n

i=1 D¬ai ∧ ¬D¬ak+1 ∈ w by
construction of the canonical model. By (�-G-gen), Gak+1 ∈ w and Xk+1 ∈
NG

w .
(I) Assume 〈X1, . . . , Xn〉 ∈ Cout

w and, for 1 ≤ i ≤ k and k < n, α1: w /∈ Xi and
β1: Xk+1 ∈ NB. Then a1 � · · · � an ∧ ∧k<n

i=1 ¬ai ∧ Bak+1 ∈ w. Hence, by (I),
Iak+1 ∈ w and Xk+1 ∈ N I

w. The proof for the other cases is similar.
(SI) Suppose 〈X1, . . . , Xn〉 ∈ Cout

w and for 1 ≤ i ≤ k and k < n, Xi �∈ N I
w or

¬Xi ∈ NO
w , Xk+1 ∈ N I

w, and ¬Xk+1 �∈ NO
w . Then, by construction of the

canonical model, a1 � · · ·� an ∧ (∧k<n
i=1 ¬Iai ∨O¬ai

)∧ Iak+1 ∧¬O¬ak+1 ∈ w.
By (SI) and modus ponens, SIak+1 ∈ w and thus Xk+1 ∈ N SI

w .

6 Conclusions

This paper offered a semantic study of the ⊗ and � operators originally intro-
duced in [5] to model deontic reasoning and contrary-to-duty obligations. We
showed that a suitable axiomatisation was able to capture characteristics in the
context of multi-modal logics the unified framework by [9] for agents’ motiva-
tional and deliberative components where goals, desires, and intentions are dif-
ferent facets of the same phenomenon, all of them being goal-like attitudes. In
particular, we proved that ⊗- and � expressions can be characterised in a class
of structures extending neighbourhood frames with sequences of sets of worlds.
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We argued that both the formalism, and the semantics can be employed, with
some adjustments, to grasp various forms of reasoning about BDI-like agents.

A number of open research issues are left for future work. The logic of [9]
investigates how to characterise different degrees and types of goal-like mental
attitudes of agents. These works assume defeasible logic as the underlying logic
and they are restricted to literals. However, they show that the extension of
defeasible logic obtained from adding ⊗ and � are still computationally feasi-
ble. The natural question is to see how to use the sequence semantics we have
presented in this paper to capture the different intuitions of ⊗ and � discussed
in the above mentioned work. In addition we plan to explore decidability ques-
tions using, for example, the filtration methods. The fact that neighbourhoods
contain sequences of sets of worlds instead of sets is not expected to make the
task significantly harder than the one in standard neighbourhood semantics for
modal logics.

Second, we expect to enrich the language and allow for nesting of ⊗- and
�-expressions, thus having formulae like a ⊗ ¬(b ⊗ c) ⊗ d. We argued in [5]
that the meaning of those formulae is not clear in deontic reasoning. However, a
semantic analysis of them in the sequence semantics can clarify the issue. Indeed,
in the current language we can evaluate in any world w formulae like ¬(a ⊗ b).
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Abstract. Markets for zero-day exploits (software vulnerabilities
unknown to the vendor) have a long history and a growing popularity.
We study these markets from a revenue-maximizing mechanism design
perspective. We first propose a theoretical model for zero-day exploits
markets. In our model, one exploit is being sold to multiple buyers. There
are two kinds of buyers, which we call the defenders and the offenders.
The defenders are buyers who buy vulnerabilities in order to fix them
(e.g., software vendors). The offenders, on the other hand, are buyers
who intend to utilize the exploits (e.g., national security agencies and
police). Our model is more than a single-item auction. First, an exploit
is a piece of information, so one exploit can be sold to multiple buyers.
Second, buyers have externalities. If one defender wins, then the exploit
becomes worthless to the offenders. Third, if we disclose the details of the
exploit to the buyers before the auction, then they may leave with the
information without paying. On the other hand, if we do not disclose the
details, then it is difficult for the buyers to come up with their private
valuations. Considering the above, our proposed mechanism discloses the
details of the exploit to all offenders before the auction. The offenders
then pay to delay the exploit being disclosed to the defenders.

Keywords: Revenue maximization · Mechanism design · Security
economics · Bug bounty

1 Introduction

A zero-day exploit refers to a software vulnerability that has not been disclosed
to the public, and is unknown to the software vendor. Information of new vulner-
abilities gives cyber attackers free passes to attacking targets, while the vulner-
abilities remain undetected. The trading of zero-day exploits has a long history,
and selling them by security researchers as “legitimate source of income” is a
recent trend [5].

Zero-day exploits markets are not necessarily black markets where the buy-
ers are potential cyber criminals. Software vendors buy exploits via bug bounty
c© Springer International Publishing Switzerland 2016
M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 247–260, 2016.
DOI: 10.1007/978-3-319-44832-9 15



248 M. Guo et al.

reward programs. National security agencies and police also buy exploits. It
is widely reported that government agencies utilize zero-day exploits to track
criminals or for other national security reasons. Financial industry companies
buy exploits to prevent attacks (once an exploit method is known, these compa-
nies can then carry out counter measures to prevent attacks). There are legiti-
mate venture capital backed security companies whose business model is to sell
exploits for profit. For example, ZeroDium is a zero-day acquisition firm, which
buys high-risk vulnerabilities with premium rewards, then resells them to mostly
government clients [6]. Another similar company is Vupen, who offers a subscrip-
tion service for its clients, providing vulnerability data and exploits for zero days
and other bugs [6].

Greenberg presented a price list of zero-day exploit sale, ranging from $5,000–
$30,000 to $100,000–$250,000 [8]. These prices are so high because it is gener-
ally difficult for the software vendor to independently discover these vulnerabil-
ities [2], hence the exploits are expected to be alive for long periods of time.

In this paper, we study markets for zero-day exploits from a revenue-
maximizing mechanism design perspective. Our contributions are:

– We present a theoretical mechanism design model for zero-day exploits mar-
kets. We identify the unique features of zero-day exploits markets. First, an
exploit is a piece of information, so one exploit can be sold to multiple buyers.
Second, buyers have externalities. We divide the buyers into two types: the
offenders and the defenders. Once a defender “wins” an exploit, the exploit
becomes worthless for the offenders. Third, if we disclose the details of the
exploit to the buyers before the auction, then they may leave with the infor-
mation without paying. On the other hand, if we do not disclose the details,
then it is difficult for the buyers to come up with their private valuations.

– We propose the straight-forward (SF) mechanism property, which requires
that the mechanism discloses the full details of the exploit to the offenders
before they submit their bids. In Proposition 1, we show that for the purpose
of designing revenue-maximizing mechanisms, if SP, IR, and SF are required,
then it is without loss of generality to focus on mechanisms that “divide”
the time frame into two regions. Such a mechanism would disclose the full
details of the exploit to all offenders, and then based on the reports from both
the offenders and the defenders, pick an ending time. Before the ending time,
the exploit is alive. Once it reaches the ending time, the exploit is revealed
to the defenders, which renders it worthless. The offenders bid to keep the
exploit alive, while the defenders bid to close the exploit earlier. Our model is
similar to both the cake-cutting problem [3,4] and the single facility location
problem [7,13].

– For a simplified single-parameter model, where every agent’s type is charac-
terized by a single parameter instead of a valuation function over time. We
modify and apply Myerson’s classic technique for designing optimal single-item
auction [12] to our problem of dividing a continuous region. We derive an opti-
mal mechanism that maximizes the expected revenue for the single-parameter
model.
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– For the general model, we adopt the computationally feasible automated mech-
anism design approach [9]: instead of optimizing over all mechanisms, we focus
on a family of parameterized mechanisms, and tune the parameters in order to
obtain a good mechanism. We focus on the AMA mechanisms used for design-
ing revenue-maximizing combinatorial auctions [10,11]. To identify a good
AMA mechanism, we propose a technique that combines both optimization
and heuristics. We show via numerical experiments that our technique pro-
duces good revenue expectation: when applied to a single-parameter model
(our technique does not require the single-parameter model), our technique
achieves nearly 80% of the optimal revenue (one reason we test our tech-
nique in a single-parameter model is that we are able to calculate the optimal
revenue for comparison).

2 Model Description

In this section, we present our mechanism design model for zero-day exploits
markets. Our aim is to create a model with minimal assumptions, and draw a
parallel between our model and existing classic mechanism design models.

There is one exploit being sold to multiple game-theoretically strategic buy-
ers. The seller is also the mechanism designer, who wants to maximize her rev-
enue (e.g., the seller is a security company that sells exploits for profit1).

Assumption 1. The set of all buyers consists of two types of buyers: the defend-
ers and the offenders.

– A defender is a buyer who buys exploits in order to fix them. Given a spe-
cific exploit, usually there is only one defender. For example, suppose the
exploit attacks the Chrome browser, then Google is the defender, who would,
for example, buy the exploit via its bug bounty reward program. Our model
allows multiple defenders, but we assume that as soon as one defender gets
hold of an exploit, the exploit gets immediately fixed, therefore rendering it
worthless. That is, if one defender receives information about an exploit, then
all defenders benefit from it.

– An offender is a buyer who intends to utilize the exploit.

Based on the above assumption, we cannot sell an exploit to an offensive
buyer after we sell it to any defensive buyer.

Assumption 2. One exploit is sold over a time frame [0, 1]. 0 represents the
moment the exploit is ready for sale. 1 represents the exploit’s end of life (e.g., it
could be the end of life of the affected software, or the release of a major service
pack).

A mechanism outcome is represented by (t1, t2, . . . , tn), where ti is the
moment the exploit is disclosed to buyer i. We assume that all defenders receive
the information at the same time, denoted by tend (if one defender receives the
1 Example such companies include ZeroDium and Vupen [6].
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information, then the exploit is fixed right away). It is also without loss of gen-
erality to assume that if i is an offensive buyer, then ti ∈ [0, tend] (receiving the
information after tend is equivalent to receiving it exactly at tend – from this
point on, the exploit is worthless).

Buyer i’s type is characterized by a nonnegative function vi(t). If i is an
offensive buyer who receives the exploit at ti and the exploit gets fixed at tend,
then i’s valuation equals

∫ tend

ti
vi(t)dt. Similarly, if i is a defensive buyer, then

her valuation equals
∫ 1

tend
vi(t)dt. Basically, the offenders wish to keep the exploit

alive for as long as possible, while the defenders wish to fix the exploit as early
as possible.

A mechanism takes as input the valuation functions (vi(t) for i = 1, 2, . . . , n),
and produces an outcome (t1, t2, . . . , tn) and a payment vector (p1, p2, . . . , pn),
where pi is the amount i pays under the mechanism. A buyer’s utility equals her
valuation minus her payment. We focus on mechanisms that are strategy-proof
and individually rational.

Definition 1. Strategy-proof (SP): For every buyer i, by reporting vi(t) truth-
fully, her utility is maximized.

Definition 2. Individually rational (IR): For every buyer i, by reporting vi(t)
truthfully, her utility is nonnegative.

Besides SP and IR, we introduce another mechanism property specifically for
zero-day exploits markets.

One thing we have been ignoring is that an exploit is a piece of information.
As a result, if we disclose the exploit’s details to the buyers beforehand, then
they may simply walk away with the information for free. If we do not describe
what we are selling, then it is difficult for the buyers to come up with their
valuation functions.

Assumption 3. We assume that there are two ways for the seller to describe
an exploit: either describe the full details, or describe what can be achieved with
the exploit (e.g., with this exploit, anyone can seize full control of a Windows 7
system remotely).

– We assume that it is safe for the seller to disclose what can be achieved with
the exploit. That is, the buyers will not be able to derive “how it is done”
from “what can be achieved”.

– If the seller only discloses what can be achieved, then it is difficult for an
offensive buyer to determine whether the exploit is new, or something she
already knows. It is therefore difficult for the offensive players to come up
with their valuation functions in this kind of situation. They may come up
with expected valuation functions (by estimating how likely the exploit is
new), but this may then lead to regret after the auction.

– We assume that the defenders are able to come up with private valuation
functions just based on what can be achieved. This is because all zero-day
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exploits are by definition unknown to the defenders. This assumption is con-
sistent with practise. For bug bounty programs, vulnerabilities are generally
classified into different levels of severities, and vendors pay depending on these
classification [1]. For example, Google Chrome provides guidelines to classify
vulnerabilities into critical, high, medium, and low severities, and pay accord-
ingly [14].

The above assumptions lead to the following mechanism property:

Definition 3. Straight-forward (SF): A mechanism is straight-forward if the
mechanism reveals the full details of the exploit to the offensive buyers, before
asking for their valuation functions.

It should be noted that SF does not require that the exploit details be
revealed to the defenders before they bid. If the seller does this, then the defend-
ers would simply fix the exploit and bid vi(t) ≡ 0. Due to IR, the defenders can
get away without paying.

Offenders are revealed the details before they bid, but they cannot simply
bid vi(t) ≡ 0 to get away without paying. Our mechanisms’ key idea is to use the
defenders as “threat”. That is, if the offenders bid too low, then we disclose the
exploit to the defenders earlier, which renders the exploit worthless. Essentially,
the offenders need to pay to keep the exploit alive (the more they pay, the longer
the exploit remains alive).

From now on, we focus on mechanisms that are SP, SF, and IR. We present
the following characterization result:

Proposition 1. Let M be a mechanism that is strategy-proof, individually ratio-
nal, and straight-forward.

We can easily construct M ′ based on M , so that M ′ is also strategy-proof,
individually rational, and straight-forward. M ′ and M have the same revenue
for all type profiles. M ′ takes the following form:

– At time 0, the seller reveals the exploit in full details to all offenders, and
reveals what can be achieved with the exploit to all defenders.

– Collect valuation functions from the buyers.
– Pick an outcome and a payment vector based on the reports. It should be noted

that it is sufficient to represent the outcome using just tend, which is when the
exploit gets fixed.

The above proposition implies that for the purpose of design revenue-
maximizing mechanisms, it is without loss of generality to focus on mechanisms
with the above form.

Proof. Given M , we modify it and construct M ′ as follows: for all i that is an
offender, we move ti to 0. For all i that is a defender, we do not change ti.
For every type profile, we keep M ’s payment vector. That is, M ′ has the same
revenue for every type profile. M ′ is obviously SF.
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Now we show M ′ is still SP and IR. It is easy to see that the defenders’
valuations are not changed, so M ′ is still SP and IR for the defenders. Offend-
ers’ valuations are changed. For offender i, originally under M , she receives the
information at time ti. Under M ′, she receives the information at time 0. It
should be noted that because M is SF, that means ti is not dependent on i’s
own report. Therefore, the valuation increase for i, which equals

∫ ti
0

vi(t)dt, is
independent of i’s own report. Hence, this increase of valuation does not change
i’s strategy. M ′ is still SP and IR for the offenders as well.

3 Comparing Against Classic Models

To summarize our model, there are two types of agents (offenders and defenders).
Agent i’s type is characterized by her valuation function vi(t). The outcome
tend(v1, v2, . . . , vn) ∈ [0, 1] is chosen based on the type profile. The exploit is
active between [0, tend], during which period all offenders can utilize the exploit.
The exploit becomes worthless from tend. High bids (high valuation functions)
from the offenders would push tend toward 1, while high bids from the defenders
would push tend toward 0.

Our model is very similar to both the cake-cutting problem and the single
facility location problem.

Cake-cutting: The time frame [0, 1] can be viewed as the cake. tend cuts
the cake into two halves. The agents’ types are also characterized by valuation
functions instead of single values. On the other hand, there are also differences.
For one thing, our model is more like group cake cutting, as both sides involve
multiple agents. Secondly, the offenders are bound to the left-hand side ([0, tend])
while the defenders are bound to the right-hand side ([tend, 1]).

Single facility location: tend can also be viewed as the position of the facility
in a single facility location problem. The defenders are all positioned at 0, so they
prefer tend to be closer to 0 (which enlarges the interval [tend, 1]). The offenders
are all positioned at 1, so they prefer tend to be closer to 1 (which enlarges the
interval [0, tend]).

Unfortunately, most cake-cutting and facility location literatures focus on
money-free settings, so previous results do not apply to our problem of revenue
maximizing mechanism design.

4 Optimal Single-Parameter Mechanism

In this section, we study a simplified single-parameter model, and derive an opti-
mal mechanism that maximizes the expected revenue. Results in this section are
based on Myerson’s technique on optimal single item auction, which is modified
to work for our problem.

Assumption 4. Single-parameter model (we need this assumption only in this
section): Agent i’s valuation function vi(t) is characterized by a single parameter
θi ∈ [0,∞):

vi(t) = θici(t)
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Here, ci(t) is a publicly known nonnegative function. That is, i’s type is charac-
terized by a single parameter θi.

For example, consider an offender i, if ci(t) represents the number of users i
may attack using the exploit at time t, and θi is agent i’s valuation for attacking
one user over one unit of time, then we have vi(t) = θici(t). (For defenders, it’d
be saving instead of attacking.)

For the single-parameter model, a mechanism is characterized by functions
tend and p. tend(θ1, θ2, . . . , θn) determines the outcome. p(θ1, θ2, . . . , θn) deter-
mines the payment vector. Actually, for mechanisms that are SP and IR, p is
completely determined by the allocation function tend.

Fixing θ−i and drop it from the notation, when agent i reports θi, we denote
the outcome by tend(θi).

Proposition 2. If i is an offender, then we define

xi(θi) =
∫ tend(θi)

0

ci(t)dt

If i is a defender, then we define

xi(θi) =
∫ 1

tend(θi)

ci(t)dt

A mechanism is SP and IR if and only if for all i, xi(θi) is nondecreasing in
θi, and agent i’s payment equals exactly

θixi(θi) −
∫ θi

0

xi(z)dz

Proof. Suppose xi(θi) is nondecreasing in θi and i pays according to the above
expression. By reporting θi, i’s utility equals

θixi(θi) − θixi(θi) +
∫ θi

0

xi(z)dz =
∫ θi

0

xi(z)dz ≥ 0.

The above implies IR. We then show SP. By reporting θ′
i, i’s utility equals

θixi(θ′
i) − θ′

ixi(θ′
i) +

∫ θ′
i

0

xi(z)dz.

We subtract the above from i’s utility when reporting truthfully, the difference
equals

∫ θi

0

xi(z)dz − θixi(θ′
i) + θ′

ixi(θ′
i) −

∫ θ′
i

0

xi(z)dz.

If θi > θ′
i, then the above equals
∫ θi

θ′
i

xi(z)dz − (θi − θ′
i)xi(θ′

i) ≥
∫ θi

θ′
i

xi(θ′
i)dz − (θi − θ′

i)xi(θ′
i)
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The right-hand side equals 0. Hence, under-reporting is never beneficial. Simi-
larly, we can show over-reporting is never beneficial.

For the other direction, suppose the mechanism under discussion is SP and
IR. We use pi(θi) to represent i’s payment. By SP, we have

θixi(θi) − pi(θi) ≥ θixi(θ′
i) − pi(θ′

i)

θ′
ixi(θ′

i) − pi(θ′
i) ≥ θ′

ixi(θi) − pi(θi)

Combining these two inequalities, we get

(θi − θ′
i)xi(θi) ≥ (θi − θ′

i)xi(θ′
i).

Therefore, xi must be nondecreasing.
By reporting θ′

i, i’s utility equals θixi(θ′
i) − pi(θ′

i). This is maximized when
θ′

i = θi. Also, θi is arbitrary. We have zx′
i(z) = p′

i(z). Integrating both sides from
0 to θi, we get that i’s payment must be as described in the proposition.

For agent i, we assume θi is drawn independently from 0 to an upper bound
Hi, according to a probability density function fi (and cumulative density func-
tion Fi). Agent i’s virtual valuation φi(θi) is defined as

φi(θi) = θi − 1 − Fi(θi)
fi(θi)

We need the monotone hazard rate condition: the virtual valuation functions are
nondecreasing (which is generally true for common distributions).

Given the payment characterization result, the expected payment from agent
i equals Eθi

(φi(θi)xi(θi)). That is, given a type profile, to maximize revenue, we
pick tend to maximize

∑
i(φi(θi)xi(θi)). This decides how to pick the outcome.

The last step is a new step on top of Myerson’s technique, which is required for
our problem. For our model, xi is not necessarily bounded between 0 and 1 (for
single-item auction, the proportion won by an agent is between 0 and 1). Also,
the sum of the xi is not necessarily bounded above by 1 (for single-item auction,
the total proportion allocated is at most 1). Without these bounds, picking the xi

becomes more difficult. Fortunately, for our model, an outcome is characterized
by a single value, so we simply run a single dimensional optimization. It should be
noted that when an agent increases her bid, her virtual valuation also increases
according to the monotone hazard rate condition. This leads to higher value for
xi under our model. That is, the above rule for picking an outcome ensures that
the xi are monotone.

The payments are then calculated according to the payment characterization
result. The resulting mechanism maximizes the expected revenue.

5 General Model and Randomized Mechanisms

In this section, we return to the original model where an agent’s type is
characterized by a valuation function instead of a single parameter.
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To design revenue-maximizing mechanisms for the general model, we adopt
the computationally feasible automated mechanism design approach [9]. That
is, instead of optimizing over all mechanisms (which is too difficult), we focus
on a family of parameterized mechanisms, and tune the parameters in order to
obtain a good mechanism. We focus on the AMA mechanisms used for designing
revenue-maximizing combinatorial auctions [10,11]. To identify an AMA mecha-
nism with high revenue, we propose a technique that combines both optimization
and heuristic methods.

The family of AMA mechanisms includes the VCG mechanism as a special
case. For our model, the VCG mechanism works as follows:

– Pick an outcome t∗end, which maximizes the agents’ total valuation. We denote
the set of offenders by O and the set of defenders by D. For an offender i ∈ O,
her valuation for outcome t equals Vi(t) =

∫ t

0
vi(z)dz. For a defender i ∈ D,

her valuation for outcome t equals Vi(t) =
∫ 1

t
vi(z)dz.

t∗end = arg max
t∈[0,1]

{
∑

i

Vi(t)}

– Then agent i pays how much her presence hurts the other agents. That is,
agent i pays

max
t∈[0,1]

{
∑

j �=i

Vj(t)} −
∑

j �=i

Vj(t∗end)

The AMA mechanisms generalize the VCG mechanisms by assigning a posi-
tive coefficient μi to each agent. The AMA mechanisms also assign an “adjust-
ment term” λ(o) for each outcome o, where λ can be any arbitrary function. For
our model, the AMA mechanisms work as follows (different μi and λ correspond
to different AMA mechanisms):

– Pick an outcome t∗end, which maximizes the agents’ total valuation, considering
the μi and the function λ.

t∗end = arg max
t∈[0,1]

{
∑

i

μiVi(t) + λ(t)}

– Then agent i pays how much her presence hurts the other agents, again, con-
sidering the μi and the function λ. Agent i pays

1
μi

⎛

⎝ max
t∈[0,1]

{
∑

j �=i

μjVj(t) + λ(t)} −
∑

j �=i

μjVj(t∗end) − λ(t∗end)

⎞

⎠

The idea behind the AMA mechanisms is that by assigning larger coefficients
to the weaker agents (agents who most likely lose according to the prior distrib-
ution), it increases competition, therefore increases revenue. Also, if an outcome
o is frequently chosen and the agents have high surplus on this outcome, then
by assigning a negative λ(o), the agents may be forced to pay more for this
outcome.
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All AMA mechanisms are SP and IR. Since we disclose the full details of the
exploit to all offenders in the beginning, SF is always guaranteed.

So far, we have only considered deterministic mechanisms. t∗end refers to a
particular moment. Between [0, tend], the exploit is 100% alive, while between
[tend, 1], the exploit is 100% dead (already fixed). We could generalize the out-
come space by allowing randomized mechanisms. A randomized mechanism’s
outcome is not just a single value. Instead, the outcome is characterized by a
function α(t) over time. For any moment t, α(t) represents the probability that
the exploit is still alive at this moment. α’s values must be between 0 and 1,
and it needs to nonincreasing. The new outcome space includes all deterministic
outcomes. For example, the deterministic outcome t∗end is simply

α(t) =
{

1, t ≤ t∗end

0, t > t∗end

Allowing randomized mechanisms potentially increases the optimal expected
revenue. For example, if one offender has extremely high valuation with very low
probability, then under a randomized mechanism, the mechanism could threat
to disclose the exploit with a low probability (say, 1%), unless the agent pays
a buck load of money. If the agent doesn’t have high valuation, which is most
of the time, then she wouldn’t pay. Since the seller is only disclosing the exploit
with 1% probability, this does not change the expected revenue too much. But
if the agent does have high valuation, then the mechanism could earn way more
from this agent.

A valid outcome function maps the time frame [0, 1] to values between 1 and
0, and are nonincreasing. Let A be the outcome space. It should be noted that
A does not have to contain all valid outcome functions. Allowing randomization,
the AMA mechanisms have the following form:

– Pick an outcome function α ∈ A, which maximizes the agents’ total valuation,
considering the μi and the function λ.
For an offender i ∈ O, her valuation for outcome function α equals Vi(α) =
∫ 1

0
α(z)vi(z)dz.

For a defender i ∈ D, her valuation for outcome function α equals Vi(α) =
∫ 1

0
(1 − α(z))vi(z)dz.

α∗ = arg max
α∈A

{
∑

i

μiVi(α) + λ(α)}

– Then agent i pays how much her presence hurts the other agents, again, con-
sidering the μi and the function λ. Agent i pays

1
μi

⎛

⎝max
α∈A

{
∑

j �=i

μjVj(α) + λ(α)} −
∑

j �=i

μjVj(α∗) − λ(α∗)

⎞

⎠

We need to pick the μi and λ that correspond to high expected revenue. It
is infeasible to numerically try all μi values and all λ functions. As a result, we
adopt a heuristic method for picking the μi and λ.
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First, we restrict the outcome space A to functions of the following form:

α(t) =
{

β1, t ≤ β2

0, t > β2

Here, both β1 and β2 are values between 0 and 1. All functions in A are charac-
terized by these two parameters. We denote the outcome function characterized
by β1 and β2 by αβ1,β2 . The idea is that instead of making the exploit 100%
alive from the beginning, we may simply kill the exploit right from the beginning
with probability (1 − β1).

We choose the following λ, where ζ is a parameter of the mechanism:

λ(αβ1,β2) = ζ(1 − β1) ∗ β2

What we are doing is that we reward outcomes that kill the exploit (with
high probabilities) right from the beginning (making these outcomes easier to
get chosen under AMA). As a result, if the offenders would like to keep the
exploit alive with high probability from the beginning, they have to pay more.
Previously, for deterministic mechanisms, the exploit is alive 100% from the
beginning. After the adjustments here, the agents need to pay to achieve high
probability from the beginning.

Once we focus our attention on λ of the above form. An AMA mechanism
is characterized by n parameters: the μi (except for μ1, since it is without loss
of generality to set μ1 = 1) and ζ. For small number of agents, we are able
to numerically optimize over these parameters and obtain an AMA mechanism
with good expected revenue.

6 Example and Simulation

In this section, we present an example mechanism design scenario, and simulate
our proposed mechanisms’ performances.

To make the examples more accessible, we consider a simple single-parameter
setting involving just one offender (agent 1) and one defender (agent 2).

For single-parameter settings, an agent’s valuation function vi(t) equals
θici(t), where ci(t) describes the pattern of this agent’s valuation over time.
For the offender, we assume c1(t) = 1− t. That is, the offender has higher valua-
tion for the exploit earlier on, and her valuation drops to 0 at the end of the time
frame. For the defender, we assume c2(t) = 1. That is, the defender’s valuation
for the exploit does not change over time.

In order to make our example and simulation more realistic, we assume the
exploit is a vulnerability of the Chrome browser. According to [8], an exploit
that attacks the Chrome browser sells between 80k and 200k for offensive
clients (USD). According to Google’s official bug bounty reward program for
the Chrome browser [14], a serious exploit is priced between 0.5k and 15k. That
is, for a defender, we expect the total valuation to be from this range.

The valuation of agent 1 (the offender) for the exploit for the whole time
frame equals θ1

∫ 1

0
(1 − t)dt = θ1/2. So we assume θ1 is drawn from a uniform
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distribution U(160, 400). The valuation of agent 2 (the defender) for the exploit
for the whole time frame equals θ2

∫ 1

0
1dt = θ2. So we assume θ2 is drawn from

a uniform distribution U(0.5, 15).
Optimal single-parameter mechanism: Agent 1’s virtual valuation equals

φ1(θ1) = θ1 − 1 − θ1−160
240

1/240
= 2θ1 − 400

Agent 2’s virtual valuation equals Similarly, agent 2’s virtual valuation equals
φ2(θ2) = 2θ2 − 15. Both are monotone as required.

Given a type profile, to maximize revenue, we pick tend to maximize
∑

i

(φi(θi)xi(θi)),

where x1(θ1) =
∫ tend

0
(1 − t)dt = tend − t2end

2 and x2(θ2) =
∫ 1

tend
dt = 1 − tend.

That is, we pick tend to maximize

(2θ1 − 400)(tend − t2end

2
) + (2θ2 − 15)(1 − tend)

For example, if θ1 = 300 and θ2 = 10, tend = 0.975.
Based on the payment characterization result, agent 1 pays 102.4 and agent

2 pays 0.2188. Considering all type profiles, the expected total revenue equals
79.20.

AMA mechanism: As mentioned earlier, we focus on AMA mechanisms that
are characterized by 2 parameters: μ2 and ζ. For each pair of parameters, we
can simulate the expected revenue. After optimization, we choose μ2 = 13 and
ζ = 31. For this pair, the expected revenue is 63.53. This value is nearly 80% of
the optimal revenue (79.20). Also, we cannot achieve such good result without
the heuristic term. If we set ζ = 0, then the obtained revenue is 52.63. We
believe this example demonstrates the usefulness of our AMA and heuristic-
based technique.

VCG mechanism: The VCG mechanism is the AMA mechanism with μ2 = 1
and ζ = 0. Under VCG, the expected revenue is merely 7.667.

7 Conclusion

In this paper, we study markets for zero-day exploits from a revenue-maximizing
mechanism design perspective. We proposed a theoretical mechanism design
model for zero-day exploits markets. By requiring a new mechanism property
called straight-forwardness, we also showed that for the purpose of designing
revenue-maximizing mechanisms, it is without loss of generality to focus on
mechanisms that “divide” the time frame into two regions, which makes our
model similar to both the cake-cutting problem and the single facility location
problem.
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We first considered a simplified single-parameter model, where every agent’s
type is characterized by a single parameter. With necessary modification and
extension at the last step, we were able to apply Myerson’s classic technique
for designing optimal single-item auction to our model and derived the optimal
mechanism for single-parameter models.

For the general model, we adopted the computationally feasible automated
mechanism design approach. We focused on the AMA mechanisms. To identify
an AMA mechanism with high revenue, we proposed a technique that combines
both optimization and heuristics. Numerical experiments demonstrated that our
AMA and heuristic-based technique performs well.
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Abstract. In this paper, we introduce a specific form of graded group
responsibility called “distant responsibility” and provides a formal analy-
sis for this concept in multi-agent settings. This concept of responsibility
is formalized in concurrent structures based on the power of agent groups
in such structures. A group of agents is called responsible for a state of
affairs by a number of collective decision steps if there exists a strategy
for the agent group to preclude the specified state of affairs in the given
number of steps. Otherwise, the group is partially responsible based on
its maximum contribution to fully responsible groups. We argue that
the notion of distant responsibility is applicable as a managerial decision
support tool for allocation of limited resources in multi-agent organiza-
tions.

1 Introduction

The emergence of autonomous agents and multi-agent systems requires formal
models to represent and reason about the responsibility of agents and agent
groups for the outcome of their actions (See [15]). Such models allow to identify
agent groups that are responsible for some realised state of affairs, or to sup-
port designing agent-based systems with formally specified responsibility for the
involved agent groups. Studies in philosophy, e.g., [5,10], and artificial intelli-
gence, e.g., [6,8,11], discuss various aspects of responsibility. Philosophical stud-
ies such as [5,10] have focused on the moral and ontological aspect of respon-
sibility while in artificial intelligence, we encounter formalisations for the grade
of responsibility [8], for responsibility in organisational settings [11], and for
coalitional responsibility [6].

The concept of responsibility also has various dimensions such as individual
or group responsibility and backward-looking or forward-looking responsibility.
In particular some studies, e.g., [5,8], merely focus on individuals and attribution
of responsibility to single agents; while group responsibility is addressed in works
that also consider agent groups and ascribe responsibility to a collective of agents,
e.g., [6,14]. The second dimension, i.e., backward/forward -looking responsibility,
takes into account if the state of affairs is already realized and we are reasoning
about it while we are looking back to the past (backward-looking), or whether
c© Springer International Publishing Switzerland 2016
M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 261–278, 2016.
DOI: 10.1007/978-3-319-44832-9 16
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the state of affairs that we are reasoning about might eventually take place in
the future (forward-looking) [17]. For instance, in [5,8] their responsibility notion
is backward-looking, in [6] the focus is on forward-looking responsibility, and in
[11], the authors provide notions for both, the forward and backward-looking
responsibility.

Existing formal approaches to responsibility focus on either the responsibility
of individual agents or one-shot encounters. For example, in [5] the responsibility
of an individual agent for a specific state of affairs is explained in terms of the
causal relation between the available actions of the involved agents and the
resultant outcome, while in [6], a coalition/group is responsible only for the
state of affairs that it could preclude by means of its available actions in a one-
shot encounter. These approaches, however, do not account for some important
and intuitive subtleties of this concept as practised in realistic scenarios such as
in political or organisation domains. For instance, in political discourse a party
that could avoid the approval of a bill, even via a sequence of interactions, is
often seen to be responsible for the bill. Note that the approval of the bill could
be formulated as preclusion of its disapproval. In further sections of this paper,
we provide a concrete example, i.e., a furnace scenario, via which the nuances of
the notion that we have in mind will be displayed.

This paper investigates the general problem of whether and to which extent
an arbitrary group of agents is responsible for a state of affairs given the abilities
of the involved agents. We aim at addressing this problem by proposing the novel
concept of distant responsibility that captures the capacity of an agent group to
influence the realisation of a state of affairs by a number of collective decision
steps. Accordingly, an agent group is responsible for a given state of affairs when
it has a collective strategy to avoid the state of affairs by a number of collective
decision steps. We differentiate between agent groups that are only able to avoid
the state of affairs and those who can maintain their avoidance.

Inspired by [6], we focus on power-based responsibility1 and formally define
an agent group to be responsible for a state of affairs by a number of collective
decision steps when it is a minimal group and has the potential to avoid the
state of affairs. We deem that it is reasonable to attribute responsibility for a
state of affairs to a minimal group whenever the realization of the state of affairs
is not possible without the allowance of that agent group. However, we believe
that it is not reasonable to attribute any degree of responsibility to a group
(for a given state of affairs) that is able to avoid the state of affairs but has
imperfect knowledge about its ability. Hence, we assume that all the involved
agents have perfect knowledge of the multi-agent system. The concept of distant
responsibility is forward-looking in the sense of [17] and not limited to one-shot
encounters as it focuses on the potential power of agent groups in a multi-agent
setting. Moreover, it allows the assignment of responsibility to arbitrary groups
of agents, albeit to a certain quantified degree.

1 Other aspects of the concept of responsibility, such as intention of agent groups and
their commitment to strategies, are orthogonal to our approach in this paper.
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The rest of this paper is organized as follows. Section 2 provides a power-
based analysis of the concept of responsibility. Section 3 presents models and
preliminary notions for our formalization. In Sects. 4 and 5, we give our defini-
tions for the concept of distant responsibility, introduce formulations for degrees
of distant responsibility, and analyse their properties. In Sects. 6 and 7, we pro-
vide some discussion of responsibility and related work, respectively. Finally,
concluding remarks is presented in Sect. 8.

2 Power-Based Responsibility

Imagine a furnace situated in an industrial firm. The well-functioning of the
furnace depends on the actions of the agents a1, a2, and a3 who work on the
furnace. They are able to bring units of fuel from an illimitable bunker (one unit
at a time), make a spark, or have a rest. While the furnace is active, providing
at least two units of fuel is necessary to keep it active. When more than one
worker choose to have a rest (or to spark), the furnace is deactivated yet burns
out all its available fuel. To activate the furnace, three units of fuel must be
provided followed by a spark. We assume that the spark must be provided after
(and not simultaneous with) the realization of three units of fuel. The furnace is
capable of holding maximum three units of fuel and extras will overflow to the
bunker. We write f , s, and r for bringing fuel, providing spark, and having rest,
respectively. E.g., while the furnace is inactive and empty, if a1 and a2 choose to
perform f , and a3 does s, the furnace will remain inactive. In this case, at least
two more rounds are needed to activate the furnace: one to provide a unit of fuel
and one to make a spark. In the rest of this paper, we consider the inactivity of
the furnace as the (to be avoided) state of affairs.

Responsible Groups by Distance: Let us assume that the furnace is inactive
and empty. Attributing responsibility to the groups of agents that are able to
preclude the inactivity of the furnace (i.e., the state of affairs) by means of
their collective strategy, introduced at [6], suggests that all nonempty groups
are responsible for the state of affairs, but in different number of steps. E.g.,
the group a2a3 can provide three units of fuel in at least two rounds and then
make a spark in order to activate the furnace. Therefore, we see that responsible
agent groups can be characterized by the minimum number of steps they need
to be a minimal group that possesses the preclusive power over the state of
affairs. E.g., assuming inactive and empty furnace, a1 is a minimal group that
is able to preclude the inactivity in at least four steps, a1a2 is a minimal group
that is able to do the same in at least three steps, and a1a2a3 is a minimal
group that is responsible for the state of affairs in two steps. Note that a1a2a3

is not responsible in three steps due to the minimality condition because any
of its two member subsets, i.e., a1a2, a1a3, and a2a3, are responsible in three
steps. We see that the preclusive power of a group, together with the minimality
and the length of the collective strategy, are sufficient elements to characterize
the notion of distant group responsibility. The rationale behind this concept
of group responsibility is that in real scenarios (e.g., from the industrial and
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political context) it enables the beneficiary parties (e.g., managers and lobbyists)
to balance and decide how to invest their limited resources in the agent groups
involved in the multi-agent system (e.g., investing on minimum number of agents
with least number of interactions).

Two Types of Responsibility: We distinguish agent groups that are able to
preclude a state of affairs in some steps, responsible groups, from those that are
able to maintain their preclusion as well, strictly responsible groups. E.g., assum-
ing inactive and empty furnace, singleton groups could preclude the inactivity in
at least four steps, but they are not able to maintain their preclusion afterwards.
Instead, two-member groups are able to preclude the inactivity in at least three
steps and maintain their preclusion afterwards. We call the latter agent groups
with maintenance ability strictly responsible groups for the state of affairs. This
distinction can be meaningful for a manager who aims at keeping the furnace
active (and not only activating it). In this case, we believe that it is reasonable to
allocate relatively larger investment in the groups that are able to preclude the
inactivity and maintain it in comparison to those that are only able to activate
the furnace.

Responsibility Degrees: The proposed notions of responsibility can be used
to assign a responsibility degree to groups. Consider the furnace in the inactive
and empty state. Although singleton groups cannot preclude the inactivity in
three steps, they contribute to the groups a1a2, a1a3, and a2a3 that enjoy such a
preclusive power in three steps. Based on this observation and in continuation of
the notion of structural degree of responsibility in [22], we assign a responsibility
degree in some given d steps to any group that shares member(s) with responsible
groups in d steps. This degree reflects the maximum contribution of the group
in question to the groups that possess a strategy towards preclusion of the state
of affairs in the given number of steps. E.g., a1 contributes to a1a2 and a1a3,
but not to a2a3. If we shift to two steps, two member groups have a larger share
in a1a2a3 (which has a two step preclusion power) than any singleton group.
Thus, the proportion of contribution of a group to responsible groups is the
key element in the formulation of our responsibility degree. Such a gradation
provides a measure that enables the reasoner to make quantitative distinction
among non-responsible groups for a state of affairs.

3 Models and Preliminary Notions

We use Concurrent Structures to model the behaviour of multi-agent systems [3].

Definition 1 (Concurrent Structure). A concurrent structure is a tuple
M = (N,Q,Act, d, o), where N = {a1, ..., ak} is a set of agents, Q is a non-
empty finite set of states with typical element q ∈ Q, Act is a non-empty finite
set of atomic actions, d : N × Q → P(Act) is the function that determines the
actions available to any agent a ∈ N in state q ∈ Q, and o is a deterministic and
partial transition function that assigns a state q′ = o(q, ᾱ) to a state q ∈ Q and
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action profile ᾱ = 〈α1, ..., αk〉 ∈ d(a1, q)× . . .× d(ak, q). We use da(q) instead of
d(a, q), and d(q) instead of d(a1, q) × . . . × d(ak, q).

For the sake of readability, we use N (Q, Act, etc.) to denote the set of
agents (states, actions, etc.) in M , without explicitly referring to a concurrent
structure M . A path in M is an infinite sequence λ = q0, q1, ... of states such
that qi ∈ Q (i ≥ 0) and there is a transition between each qi, qi+1. For a path
λ, λ[i] = qi denotes the ith state (i ≥ 0) of λ and Λ(q) denotes the set of
all paths that start in q. A perfect information (memoryless) strategy of agent
a is a function sa : Q → Act such that sa(q) ∈ da(q). Set of such functions
will be denoted by Σa. A collective strategy sC for a group C ⊆ N is a tuple
of individual strategies for all agents a ∈ C. The outcome of strategy sC in
state q ∈ Q is defined as the set of all paths that may result from execution
of sC : out(q, sC) = {λ ∈ Λ(q) | ∀i ∈ N0 ∃ᾱ = 〈α1, ..., αk〉 ∈ d(λ[i]) ∀a ∈ C
(αa = sa

C(λ[i])∧ o(λ[i], ᾱ) = λ[i+1])}, where sa
C denotes the individual strategy

of agent a in the collective strategy sA. A state of affairs refers to a set S ⊆ Q
and S̄ denotes the set Q \ S.

Our multi-agent furnace scenario is modelled as the concurrent structure
M = (N,Q,Act, d, o), where N = {a1, a2, a3}, Q = {q0, ..., q4}, Act = {f, s, r},
da(q) = Act for all a ∈ N and q ∈ Q (Fig. 1). The inactivity of the furnace,
considered as the state of affairs S = {q0, q1, q2, q3}.
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Fig. 1. State q4 is the only state where the furnace is active. In qi ∈ {q0, q1, q2, q3}
the furnace is inactive with i unit(s) of fuel. For convenience f̄ denotes either s or
r, and � f, f̄ , f̄ � denotes the set of action profiles involving one single action f ,
i.e., {〈f, f̄ , f̄〉, 〈f̄ , f, f̄〉, 〈f̄ , f̄ , f〉 | f̄ ∈ {s, r}} (similar for others). Moreover, ᾱi denotes
any unspecified action profile in qi ∈ Q and � ∈ Act denotes any available action.
The outcome function is as displayed by the accessibility relation in the figure, e.g.,
o(q0, � f, f, f �) = q3 is illustrated by the arrow from q0 to q3.

In the following definitions, we omit M = (N,Q,Act, d, o) as it is clear from
the context that we are always focused on a given multi-agent system. Thus,
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references to elements of M should be seen as elements of a given concurrent
structure M that is modelling the multi-agent system. For instance, we simply
write (the set of states) Q instead of Q in M .

Definition 2 (Ability to achieve/maintain). Let q ∈ Q and S ⊆ Q a state
of affairs. Group C ⊆ N can q-achieve S in d ∈ N1 steps iff there is sC ∈ ΣC

such that λ[d] ∈ S for all λ ∈ out(q, sC) and C cannot q-achieve S in d′ < d
steps. Moreover, group C ⊆ N can q-maintain S in d ∈ N1 steps iff there is
sC ∈ ΣC such that λ[i] ∈ S for all λ ∈ out(q, sC) and i ≥ d, and C cannot
q-maintain S in d′ < d steps.

Assuming inactive and empty furnace (from now state q0), groups a1a2, a1a3,
and a2a3 can activate the furnace in three steps but not less. These groups
can also q0-maintain the activity of the furnace in three steps. However, group
a1a2a3 can q0-maintain the activity by two steps. Note that a group that can
q-achieve/maintain S in d steps cannot do so in d′ < d. Also, a group C might be
able to q-achieve S in d steps by a strategy while it can q-maintain S in d′ ≥ d
steps by means of a different strategy.

Proposition 1 (Maintain implies achieve). For q ∈ Q, if C ⊆ N can q-
maintain S ⊆ Q in d steps, then C can q-achieve S in d′ ≤ d steps.

Proof. The ability to q-maintain S in d steps necessitates the existence of a
collective strategy sC that guarantees that among all the paths in out(q, sC),
from state λ[d] on, all states are a member of S (Definition 2). Hence, achieving
S in d steps is guaranteed. As C may have another strategy s′

C that could
guarantee S in d′ < d steps, C can q-achieve S in d′ ≤ d steps.

Note that the ability to achieve does not imply the ability to maintain. So,
the other way does not hold in general. The next property shows that adding new
members to a group that is able to achieve/maintain a state of affairs, preserves
both of the abilities. This would be in correspondence with monotonicity of
power in [12]. In other words, adding new members to an agent group does not
have any negative influence on the ability of the group to achieve/maintain a
state of affairs from a given source state and in a specific number of steps. In the
following, whenever it is clear from the context, we may omit the phrase “from
a given source state and in a specific number of steps”.

Proposition 2 (Preservation of abilities). For q ∈ Q, if C ⊆ N can q-
achieve/maintain S ⊆ Q in d steps, then C ′ can q-achieve/maintain S in d′ ≤ d
steps for C ⊆ C ′ ⊆ N .

Proof. C has a strategy sC to q-achieve/maintain S in d steps, regardless of the
actions of agents in N \ C. So, either the group C ′ ⊇ C has a different strategy
sC′ to q-achieve/maintain S in d′ < d steps or the subgroup C ⊆ C ′ can execute
the former strategy sC and q-achieve/maintain S in d steps while agents in C ′\C
are executing an arbitrary action. So, in both cases the claim is justified.
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4 Distant Group Responsibility

The concept of distant responsibility that we have in mind is forward-looking,
local, and minimal. Our approach is forward-looking in the sense of [17] as we
merely appraise the potential of groups to avoid a state of affairs and consider
that the state of affairs cannot be realized without the group’s allowance. How-
ever, this does not suggest that a responsible group necessarily practices its
preclusive power and prevents the state of affairs. Secondly, our responsibility
notion is local in the sense that the preclusive power of groups is considered with
respect to a given state and not globally in the whole multi-agent system. Hence,
a group that is responsible for a state of affairs from the current state in some
given number of steps, might be non-responsible for the same state of affairs
from another state in the given number of steps. Finally, a responsible group for
a state of affairs in a given number of steps is minimal in the sense that the group
is a smallest possible group that has the power to avoid the state of affairs in the
given number of steps. In the following definition we omit concurrent structure
M = (N,Q,Act, d, o) as we assume it is clear from the context.

Definition 3 (Distant responsibility). For q ∈ Q, group C ⊆ N is q-
responsible for S ⊆ Q in d ∈ N1 steps iff C is a minimal group that can q-achieve
S̄ in d steps. The set of all q-responsible groups C for S in d steps is denoted by
δ(q, d, S).

Definition 3 allows two distinct groups being q-responsible for one and the
same state of affairs by the same or even different number of steps. According
to the following proposition, any two distinct responsible groups for one and the
same state of affairs in the same number of steps could not be a subgroup of
each other.

Proposition 3 (Incomparability). For q ∈ Q, let C = C ′ be two distinct
q-responsible groups from N for S ⊆ Q in d steps. Then, C ⊂ C ′ and C ′ ⊂ C.

Proof. Suppose either C ⊂ C ′ or C ′ ⊂ C. The former case contradicts with the
minimality of C ′ as a q-responsible for S in d steps and the latter contradicts
with the minimality of C as a q-responsible for S in d steps.

Due to the minimality, we have the following corollary of Proposition 3.

Corollary 1. For q ∈ Q, if C ⊆ N is q-responsible for S ⊆ Q in d steps, then
for C ′ ⊆ N neither C ′ ⊂ C nor C ′ ⊃ C are q-responsible for S in d steps.

In case a group is responsible for a state of affairs in d steps, it would not be
responsible by any number of steps other than d. So, in case of existence, this
distance has the uniqueness property.

Proposition 4 (Responsibility distance). For q ∈ Q, if C ⊆ N is q-
responsible for S ⊆ Q in d and d′ steps, then d = d′.

Proof. Suppose the contrary. According to Definition 3, C is a minimal group
that can q-achieve S̄ in both d and d′ steps with either d < d′ or d > d′. Both
cases contradict the final part of Definition 2 which states that a group that can
q-achieve S in d steps cannot q-achieve S in d′ < d steps.
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4.1 Strictly Responsible Groups by Distance

A group that, in addition to having the power to preclude the realization of
a state of affairs in a certain number of steps, has the power to maintain the
preclusion afterwards is called strictly responsible group. E.g., groups a1, a2, and
a3 in our furnace scenario are able to preclude the inactivity in four steps, but
they are unable to maintain their preclusion. In contrast, groups a1a2, a1a3,
a2a3, and a1a2a3 are able to preclude the inactivity in three steps and maintain
their preclusion afterwards.

Definition 4 (Strict responsibility). For q ∈ Q, group C ⊆ N is strictly
q-responsible for S ⊆ Q in d ∈ N1 steps iff C is a minimal group that can q-
maintain S̄ in d steps. The set of all strictly q-responsible groups C for S in d
steps is denoted by σ(q, d, S).

Intuitively, this notion attributes the responsibility for a state of affairs S
to a group of agents that can preclude S in some steps, has control on holding
the preclusion of the state of affairs, and all its members are necessary for this
performance.

Example 1 (Responsible Groups). Following our furnace scenario and using
Definitions 3 and 4, we have δ(q0, 4, S) = {a1, a2, a3}, δ(q0, 3, S) =
{a1a2, a1a3, a2a3}, δ(q0, 2, S) = {a1a2a3}, σ(q0, 3, S) = {a1a2, a1a3, a2a3} and
σ(q0, 2, S) = {a1a2a3}. We note that singleton groups, i.e., a1, a2, and a3, are
not able to maintain their preclusion of inactivity. Hence, they are q0-responsible
for the inactivity of the furnace in 4 steps but are not strictly q0-responsible for
such a state of affairs in any number of steps. This is due to their inability, i.e.,
lack of sufficient members, to keep the furnace active while it is activated.

Although all strictly responsible groups possess the combined ability of pre-
cluding the state of affairs and maintaining their preclusion in some steps, due
to the minimality concern, it is not necessary that a strictly responsible group
be also a responsible group by a distance.

Proposition 5 (Two forms of responsibility). For q ∈ Q, if C ⊆ N is
strictly q-responsible for S ⊆ Q in d steps, C is not necessarily a distantly q-
responsible group for S.

Proof. We provide a counter example. Consider S = {q0, q1, q3} as the state
of affairs in the furnace scenario. Then, a1a2a3 is strictly q0-responsible for S
in 1 step as it is a minimal group that can q0-achieve q2 ∈ S̄ in 1 step from
q0 (by selecting action profiles 〈f, f, f̄〉) and stay in q2 for ever (by selecting
action profile 〈f̄ , f̄ , f̄〉). Note that due to the minimality condition the set of
q0-responsible groups for S in 1 step contains only a1a2, a1a3, and a2a3.
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4.2 Responsibility for Contingent Situations

We circumscribe the set of states of affairs by excluding two classes of impossible
and necessary states of affairs and introducing our contingency postulate. To
demonstrate the rationale behind this, consider again the furnace scenario. In
this scenario, precluding S = {q0, q1, q2, q3} from the state q0 in 1 step is not
possible. In other words, S is a necessity in 1 step and precluding it in 1 step is
seen as an impossibility. In contrast, precluding the state of affairs S′ = {q4} in
1 step from q0 is a necessity as there always exists a strategy (e.g., s∅ ∈ Σ∅)
that succeeds in preclusion of S′ in 1 step. This is due to the fact that for all
possible sN ∈ ΣN it holds that λ[1] ∈ S̄′ for all λ ∈ out(q0, sN ). Thus, S′ is
an impossibility in 1 step and its avoidance in 1 step is inherently necessary.
We believe that in either of the cases, attributing responsibility to any group
C ∈ N is not a meaningful imputation because in both cases the achievement
or avoidance of the state of affairs does not depend on the agents’ actions.

Definition 5 (Contingency postulate). For q ∈ Q, a state of affairs S ⊆ Q
is q-contingent in d ∈ N1 steps iff N can q-achieve S̄ in d′ ≤ d steps and ∅

cannot q-achieve S̄ in d′′ ≤ d steps.

By excluding necessities, we omit all states of affairs S that are not avoidable
in d steps. So, any q-contingent state of affairs S in d steps would be avoidable
by N in d steps or less, and moreover, S should not be an impossibility in
d steps or less (i.e., S̄ should not be a necessity, and thus achievable by the
empty group, in d steps or less). In the following proposition, we show that for
any contingent state of affairs, there exists at least a (minimal) non-empty group
that is responsible for it in at most d ∈ N1 steps. This matches the intuition that
when a state of affairs S is reachable but not necessary within some rounds of
collective actions, at least one group of involved agents must be able to preclude
it. Hence, in case S occurs, its occurrence took place by means of allowance of
such a group.

Proposition 6 (Existence of responsible group). For q ∈ Q, if S ⊆ Q is
q-contingent in d steps, there exists a non-empty q-responsible group C ⊆ N for
S in d′ ≤ d steps.

Proof. According to Definition 5, for any q-contingent S in d steps, we have that
N can q-achieve S̄ in d′ ≤ d steps. So, if N is a minimal group that can q-achieve
S̄ in d′ steps, based on Definition 3, C = N would be q-responsible for S in d′ ≤ d
steps. Otherwise, via exclusion of excess members, we reach a minimal subgroup
C ⊂ N that is q-responsible for S in d′ ≤ d steps. Note that according to the
second condition for q-contingency of S (Definition 5), C could not be empty.
Thus, a nonempty group C ⊆ N would be q-responsible for S in d′ ≤ d steps.

5 Degrees of Distant Responsibility

We attributed the distant responsibility for a state of affairs to agent groups that
can preclude the state of affairs by a given number of steps. Thus, a group that
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only misses one member (in comparison to a responsible group by distance) will
be simply considered as a non-responsible group. However, in realistic scenarios,
parties with interests in preclusion of a state of affairs are often prepared to invest
their limited resources even in such non-responsible groups of agents, albeit
proportional to the contribution they can have in the responsible groups. We
therefore formulate the degree of responsibility with respect to the contributory
share of agent groups in responsible groups.

5.1 Two Responsibility Degrees

Consider again the furnace scenario. For a manager who wants to activate the
furnace with the least number of actions (from state q0), it would be reasonable to
invest more resources on two member groups than in singleton groups, although
none are q0-responsible for the inactivity of the furnace in 2 steps. So, despite
the fact that two member groups are not able to preclude the inactivity in 2
steps, they have larger contribution than singleton groups to the group a1a2a3

which is the q0-responsible group in 2 steps. Note that the inactivity could not
be avoided by shorter distances from q0. We apply the methodology of [22]
for formulating the notion of structural degree of responsibility and deem that
attributing a degree of responsibility that reflects the grade of preclusive power of
agent groups would be a reasonable notion for gradation of distant responsibility.
Note again that we omit the repetition of M in the following as it is clear from
the context that we are focused on a given multi-agent system.

Definition 6 (Degrees of responsibility). For q ∈ Q, the degree of q-
responsibility of C ⊆ N for S ⊆ Q in d ∈ N1 steps defined as DRD(C, q, d, S) =

max
Ĉ∈δ(q,d,S)

({i | i = 1 − |Ĉ\C|
|Ĉ| }). In case δ(q, d, S) = ∅, DRD(C, q, d, S) is unde-

fined. Moreover, the degree of strict q-responsibility of C for S in d ∈ N1

steps is defined as DSD(C, q, d, S) = max
Ĉ∈σ(q,d,S)

({i | i = 1 − |Ĉ\C|
|Ĉ| }). In case

σ(q, d, S) = ∅, DSD(C, q, d, S) is undefined.

Note that the degrees are bounded in the range of [0, 1]: degree 1 is assigned
to the responsible groups and degree 0 is assigned to the groups that have no
contribution to the responsible groups. It should be noted that attribution of
distant responsibility (degrees) to non-contingent states of affairs is not mean-
ingful. According to the following proposition, the addition of new members to
a group could not have negative influence on the responsibility degrees. This is
in accordance with the concept of monotonicity of power [12].

Proposition 7 (Monotonicity of degrees). Let q ∈ Q, d ∈ N1 and C ⊆
C ′ ⊆ N . We have that DRD(C, q, d, S) ≤ DRD(C ′, q, d, S) and DSD(C, q, d, S)
≤ DSD(C ′, q, d, S).

Proof. Based on Definition 6, both degrees of responsibility reflect the maximum
contribution of C to all responsible groups. This leads to a degree in range of
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[0, 1] for C. So, all elements in C ′ \C are either influential in increasing the share
of C ′ in a responsible group by distance or have no influence. Hence, the two
degrees might only increase after absorption of some new members.

According to the next proposition, responsible groups by a distance for a
given state of affairs and their supersets, have the full degree of responsibility,
equal to one, for the state of affairs by the specified distance.

Proposition 8 (Full degrees of responsibility). For q ∈ Q, let C ⊆ N
be a q-responsible group for S ⊆ Q in d ∈ N1 steps. Then, for all C ′ ⊇
C, DRD(C ′, q, d, S) = DRD(C, q, d, S) = 1. Analogously, for a strictly q-
responsible group C for S in d ∈ N1 steps, for all C ′ ⊇ C we have that
DSD(C ′, q, d, S) = DSD(C, q, d, S) = 1.

Proof. Based on Definition 6, the degree of (strict) responsibility of a responsible
group C in d steps is equal to 1. This is due to fact that C has the maximum
possible contribution to C itself. As value of 1 is the maximum possible value
for both degrees and according to the monotonicity of degrees (Proposition 7),
all super-groups of responsible groups by distance will be assigned with respon-
sibility degree 1.

Example 2 (Responsibility Degrees). According to Definition 3, for the furnace
scenario we have δ(q0, d, S) = ∅ for d ≤ 1 and d ≥ 5 such that DRD(C, q0, d, S)
is undefined for all groups C when d ≤ 1 or d ≥ 5. For all singleton groups A
∈ {a1, a2, a3}, DRD (A, q0, 2, S) = 1/3, DRD (A, q0, 3, S) = 1/2, and DRD
(A, q0, 4, S) = 1. Moreover, for two member groups B ∈ {a1a2, a1a3, a2a3},
DRD (B, q0, 2, S) = 2/3 and DRD (B, q0, 3, S) = DRD (B, q0, 4, S) = 1.
Finally, we have DRD (a1a2a3, q0 , d, S) = 1 and DRD (∅, q0, d, S) = 0 for all
d ∈ {2, 3, 4}. When we move to strict degrees of q0-responsibility for S, for d ≤ 1
and d ≥ 4, σ(q0, d, S) = ∅. Accordingly, for any group C, DSD (C, q0, d, S)
is undefined for all d ≤ 1 and d ≥ 4. We have σ(q0, 2, S) = {a1a2a3} and
σ(q0, 3, S) = {a1a2, a1a3, a2a3}. So, in distances 2 and 3, for all singleton groups
A ∈ {a1, a2, a3}, DSD (A, q0, 2, S) = 1/3 and DSD (A, q0, 3, S) = 1/2. Further-
more, for all two member groups B ∈ {a1a2, a1a3, a2a3}, DSD (B, q0, 2, S) = 2/3
and DSD (B, q0, 3, S) = 1. Finally, we have DSD (a1a2a3, q0, d, S) = 1 and DRD
(∅, q0, d, S) = 0 for d ∈ {2, 3}.

The next proposition illustrates a case in which a singleton group exclu-
sively possesses the preclusive power over a state of affairs; hence, is the unique
(strictly) responsible group for the state of affairs from a given source state in
a specific number of steps. The existence of such a dictator agent, polarizes the
space of (strict) responsibility degrees of all the possible groups for the state of
affairs in the specified distance.

Proposition 9 (Polarizing dictatorship). For q ∈ Q, let Ĉ ⊆ N be a unique
singleton q-responsible group for S ⊆ Q in d ∈ N1 steps. Then, for any arbi-
trary C ⊆ N , DRD(C, q, d, S) ∈ {0, 1} such that DRD(C ∈ I, q, d, S) = 1 and
DRD(C ∈ O, q, d, S) = 0 where I = {C ⊆ N | C ⊇ Ĉ} and O = {C ⊆ N |
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C � Ĉ}. Moreover, for q ∈ Q, let Ĉ ⊆ N be a unique singleton strictly q-
responsible group for S ⊆ Q in d ∈ N1 steps. Then, for any arbitrary C ⊆ N ,
DSD(C, q, d, S) ∈ {0, 1} such that DSD(C ∈ I, q, d, S) = 1 and DSD(C ∈
O, q, d, S) = 0 where I = {C ⊆ N | C ⊇ Ĉ} and O = {C ⊆ N | C � Ĉ}.
Proof. For any arbitrary C ⊆ N , we have that either C ∈ I or C ∈ O. Based on
Proposition 8, for all the supersets of a q-responsible group for a state of affairs
in a given number of steps, the degree of q-responsibility is equal to one (for the
same state of affairs and in the specified number of steps). So, for all the groups
C in I = {C ⊆ N | C ⊇ Ĉ}, we have that DRD(C ∈ I, q, d, S) = 1. Moreover,
in case a group C does not include the dictator Ĉ, there exists no other q-
responsible group to contribute to. Therefore, the degree of q-responsibility for
all the groups C in O = {C ⊆ N | C � Ĉ} would be equal to zero. By an
analogous line of proof, we will have the second part of the proposition for the
degree of strict q-responsibility of any arbitrary C ⊆ N .

This proposition illustrates that in existence of a uniquely responsible agent,
responsibility becomes an all-or-nothing concept. Hence, any arbitrary agent
group will be either responsible for the state of affairs (from a source state and
in a given number of steps) or non-responsible. I.e., no agent group will be
partially responsible. This is due to the aggregation of preclusive power in a
unique agent.

5.2 Responsibility Degrees for Collaborative Situations

In this section we focus on a specific class of states of affairs, called collaborative
states of affairs. The realization of a collaborative state of affairs in a given
number of steps depends on all agents in the multi-agent system. For these states
of affairs, the grand coalition N is the unique (strictly) q-responsible group for
some d steps. For instance, in the furnace scenario, the grand coalition a1a2a3

is the only (strictly) q0-responsible group for the inactivity of the furnace in 2
steps.

Definition 7 (Collaborative situations). For q ∈ Q, a state of affairs S ⊆ Q
is q-collaborative in d ∈ N1 steps iff δ(q, d, S) = {N}. Moreover, a state of affairs
S is strictly q-collaborative in d ∈ N1 steps iff σ(q, d, S) = {N}.

The following lemma focuses on degrees of distance responsibility for collab-
orative situations and illustrates the proportionality of degrees to the group size.

Lemma 1 (Proportionality). For q ∈ Q, if S ⊆ Q is a q-collaborative state of
affairs in d ∈ N1 steps then for any C ⊆ N we have that DRD(C, q, d, S) = |C|

|N | .
Moreover, If S is a strictly q-collaborative state of affairs in d ∈ N1 steps then
for any C ⊆ N we have that DSD(C, q, d, S) = |C|

|N | .
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Proof. First, we note that N = {a1, . . . , ak}. Based on Definition 7, grand coali-
tion N is the unique q-responsible group for S in d steps, i.e., δ(q, d, S) = {N}.
Hence, for any group C ⊆ N the degree of q-responsibility for S in d steps
(Definition 6) can be reformulated as DRD(C, q, d, S) = 1− |N\C|

|N | which is equal

to |C|
|N | . Proof of the second claim follows the same line of reasoning in which the

assumption that σ(q, d, S) = {N} implies that DSD(C, q, d, S) = |C|
|N | for any

C ⊆ N .

Based on this lemma, in case the grand coalition N is the unique (strictly)
responsible group for a specific state of affairs S in d steps, for any group C ⊆ N ,
the degree of (strict) q-responsibility for S in d steps is directly proportional to
the size of C. For a collaborative state of affairs the two functions of responsibility
degree, i.e., degree of responsibility by distance and degree of strict responsibility
by distance, are both additive and scalable.

Proposition 10 (Semilinearity). For q ∈ Q, if S ⊆ Q is a q-collaborative
state of affairs in d ∈ N1 steps then (1.1) for C,C ′ ⊆ N such that C ∩ C ′ = ∅

we have that DRD(C ∪ C ′, q, d, S) = DRD(C, q, d, S) + DRD(C ′, q, d, S) and
(1.2) for a ∈ Q≥0 and C,C ′ ⊆ N such that |C ′| = a.|C| we have that
DRD(C ′, q, d, S) = a.DRD(C, q, d, S). Moreover, If S is a strictly q-collaborative
state of affairs in d ∈ N1 steps then (2.1) for C,C ′ ⊆ N such that C ∩ C ′ = ∅

we have that DSD(C ∪ C ′, q, d, S) = DSD(C, q, d, S) + DSD(C ′, q, d, S) and
(2.2) for a ∈ Q≥0 and C,C ′ ⊆ N such that |C ′| = a.|C| we have that
DSD(C ′, q, d, S) = a.DSD(C, q, d, S).

Proof. “(1.1 and 2.1) Additivity”: According to Lemma1, as δ(q, d, S) = {N}
we have that DRD(C∪C ′, q, d, S) = |C∪C′|

k=|N | . Considering that C∩C ′ = ∅ we can

reformulate it as |C|
k + |C′|

k which is equal to DRD(C, q, d, S)+DRD(C ′, q, d, S).
An analogous line of proof shows that if σ(q, d, S) = {N} it holds that DSD(C ∪
C ′, q, d, S) = DSD(C, q, d, S)+DSD(C ′, q, d, S). Additionally, we can also entail
that for any arbitrary group C and partition P = {C1, ..., Cn} of C, we have∑n

i=1 DRD (Ci, q, d, S) = DRD(C, q, d, S) if δ(q, d, S) = {N}. Moreover,
∑n

i=1

DSD(Ci, q, d, S) = DSD(C, q, d, S) if σ(q, d, S) = {N}. “(1.2 and 2.2) Scaling
behaviour”: Based on Lemma 1 and the assumption that |C ′| = a.|C|, we have
that DRD(C ′, q, d, S) = |C′|

k=|N | = a. |C|
k=|N | which is equal to a.DRD(C, q, d, S).

Analogously for Part 2.2.

6 Discussion

Although the concept of responsibility is extensively studied in philosophy and
AI, there is no consensus on a general (in)formal definition or about semantics for
this concept. We believe this is due to various dimensions of responsibility such
as causality, knowledge, intentionality, morality, etc. As a result, various studies
have focused on different dimensions of responsibility (see Sect. 1). In this work,



274 V. Yazdanpanah and M. Dastani

we focused on the power dimension of responsibility ignoring other dimensions
such as knowledge dimension. Hereby, we discuss the relation between these two
concepts, i.e., power and knowledge, and our notion of responsibility. We are
aware that our formal exposition of responsibility ignores various dimensions
of this concept. This is by purpose as our concern is to investigate the power
dimension of responsibility. We believe that formalizing this dimension captures
some (but not all) intuitive subtleties of responsibility and can be applied in some
real-world scenarios such as strategic planning, reasoning in political context, and
design of resource sharing mechanisms in multi-agent systems as we will explain
later in this section. Note that focusing on a specific dimension of a phenomenon
such as responsibility is a common practice. E.g., Chokler and Halpern [8] focus
merely on causal aspect of responsibility ignoring other issues.

As framed by [16], “power is a capacity or potential” which might remain
unexercised. If a group of agents is able to preclude a state of affairs, it is not
justified to entail that they will necessarily do so. We do not claim that a group
is responsible if collective actions take place. Conversely, we consider forward-
looking responsibility (in sense of [17]). Roughly speaking, possessing power does
not imply that the group necessarily exercise its power. As we only analyze pos-
sibilities, groups that possess collective strategies towards a preclusion are not
committed to execute it (see [1] for an in-detail analysis and an ATL-based for-
malization of group strategies that come without (or with) commitment). Our
analysis applies before the coalition formation process and considers the possi-
bilities of potential groups/coalitions. Our notion of responsibility is formulated
by assuming that agents have perfect knowledge about the system. By means of
emphasizing our approach to formulating responsibility in terms of power and
our perfect knowledge assumption, a possible misunderstanding of our forward-
looking notion of group responsibility can be pointed out. This is to apply our
notions in scenarios from legal domain. We believe that in assessing culpability,
it is the case that the reasoning is about an already realized state of affairs (in
past), where backward-looking responsibility is applicable. Moreover, we follow
[8] and believe that for attribution of liability, blameworthiness, and in principles
such as contributory negligence in the legal domain, level of knowledge of agents
plays a significant role. Therefore, responsibility notions that take into account
the imperfect knowledge are applicable while we consider perfect knowledge.
Moreover, we remind that our conception of responsibility is free of any moral
overtone.

Our notion of distant responsibility can be applied to design and analyse
task-allocation mechanisms and resource-sharing protocols in multi-agent sys-
tems. As argued in [13], a task-decomposition procedure that takes the poten-
tials of involved agent groups into account can enhance the applicability of the
task-allocation mechanisms. Consider a decision-maker who is faced with a com-
plex task (e.g., to avoid the inactivation of an industrial furnace) and is able
to compute the degrees of distant responsibility of all the possible agent groups
in the system for various combinations of sub-tasks. This simply enables the
decision-maker to allocate each sub-task to an agent group with highest degree
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of distant responsibility in the least number of steps. In the ideal cases where
for each sub-task a fully responsible group does exist, this task allocation mech-
anism guarantees the fulfillment of the complex task. And in other cases, it is
guaranteed that each sub-task is allocated to the most capable agent group.

Concerning the resource allocation process, sharing resources among agent
groups and applying justifiable methods for resource allocation could be challeng-
ing (see [7]). Based on degrees of responsibility of agent groups for (un-)desired
states of affairs in a given distances, the decision maker(s) can categorize the
agent groups that are influential for realization of a state of affairs concerning the
cost of the groups (e.g., the group size) or the quality of group’s available strat-
egy regarding the state of affairs (e.g., length of the strategy). We see that such
a categorization establishes a justifiable base for prioritizing the agent groups
for resource allocation. Our proposed framework could also be applied to decide
whether a specific resource assignment (in a given multi-agent system) ensures
that a state of affairs is avoidable. For such a purpose, we can model a certain
scenario in our framework where we specify the resource assignment in terms of
available actions for each agent in each state (the d function in the concurrent
structure). Then the avoidability of a given state of affairs could be verified based
on our notion of distant responsibility. For instance, if for all states q ∈ Q there
exists at least one q-responsible group for the given state of affairs in one step,
we can verify that the specified resource assignment guarantees the avoidabil-
ity of S in one step. Applying the concept of responsibility for verifying system
specifications is an already exploited methodology (see [8,9]).

The other domain in which we see applicability for the notion of distant
responsibility is in analysis of industrial supply chain and specifically as a
method for ascribing extended product responsibility in Life-Cycle Assessment
(LCA). The so called extended product responsibility mainly concerns the extent
of responsibility of involved actors in the business and industry sector, e.g., pro-
ducer, middle-customer, and consumer, for the environmental consequences of
the whole life-cycle of a product (see [21]). We deem that in case (for instance)
the producer and a set of customers have a joint strategy to avoid the incidence
of an undesired environmental situation, e.g., release of a specific amount of a
hazardous gas, they are responsible for such a situation (distant responsibility)
while each of the involved agents/groups in such a responsible group are partially
responsible (degree of distant responsibility).

7 Related Work

The proposed notions of responsibility are closely related to the forward-looking
notions in [6]. More precisely, the notion of (weakly) q-responsible in [6] is iden-
tical to distant responsibility in 1 step. Another study that investigates both
backward- and forward-looking responsibility is [11]. They formalize forward-
looking responsibility in terms of the set of organizational plans that define the
agents’ obligations. Our work is also related to studies such as [19,20] that pro-
vide qualitative degrees for the concept of responsibility in comparison to our
quantitative degrees.
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One noticeable work that defines a qualitative degree of responsibility is [8]
which has a causality-based approach. They build their graded notion of respon-
sibility on the critically degree of a setting regarding an already materialized event
in the past (backward-looking) while our notions are power-based and regard the
eventualities in the future. However, one main similarity between our approach
and [8] is that both the studies provide a quantitative degree of responsibility while
most works on the concept of responsibility, either introduce qualitative degrees of
responsibility, e.g., crucial or necessary coalitions in [6], or basically conceptualize
responsibility as an all-or-nothing notion and refuse to grade it.

Two other studies that focus on aspects of responsibility that we ignored in
our conception are [5,14]. In [5], an agent is morally responsible for an outcome
in case all the three conditions: agency, causal relevancy, and avoidance opportu-
nity are fulfilled. Besides their main focus on moral responsibility (in comparison
to our power-based responsibility), our approach to formulating the concept of
responsibility is distinguishable from their study regarding the three following
aspects. Firstly, their notion is merely focused on a single agent while we address
agent groups. Secondly, in their formalization, causal relations play the main role
while we base our notions on strategic abilities of agents. And thirdly, they claim
that attribution of responsibility requires both (1) the causal relation between
actions of the agent and the realized outcome and (2) the avoidance opportu-
nity for the agent in question; while we consider the forward-looking precluding
power, a sufficient condition. In [14], STIT logic is used to provide a logical analy-
sis of the concept of responsibility and attribution of responsibility. There are
three main differentiating points between our study and their approach. Firstly,
they investigate the relation between responsibility and attribution emotions,
e.g., moral disapproval, where we focus on possibilities of potential agent groups.
Secondly, their study regards already materialized state of affairs and formulate
backward-looking responsibility; while we have a forward-looking approach. And
finally, they consider different “time of choice” and regard the level of knowledge
of agents about the choice of other agents while we have local notions for each
state of the multi-agent system and assume the perfect knowledge of agents on
available actions for each agent and possible state transitions in the system.

Our conception of distant responsibility investigates whether an agent group
has the strategic power to influence the materialization of a situation. So, we
briefly compare our approach with the Banzhaf index [4] and the Shapley-Shubik
index [18] as the two well-established power indices. Firstly, in our conception,
we consider agent groups while both the indices are focused on the power of an
individual agent. Secondly, in the formulation of our degree of distant responsi-
bility we follow the methodology of [22] and regard the maximum contribution
of agent groups (to a responsible group) where Banzhaf has a probabilistic app-
roach. Finally, our focus is merely on the preclusive power (in sense of [16]) of agent
groups while both the Banzhaf measure and the Shapley-Shubik index consider
the ability of agents to determine the final outcome which we see more related to
the combined ability to be able to both preclude and provide a situation.
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8 Conclusion and Future Work

We proposed various notions of group responsibility and for each notion
explained how the degree of the responsibilities for arbitrary groups of agents can
be determined. The presented notions allows one to analyse and reason about
the potential of an arbitrary group of agents and differentiate between agent
groups with respect to their (1) responsibility attribution, (2) type of responsi-
bility, and (3) degree of responsibility. Our notions are motivated by intuitive
and desirable properties, e.g., an agent group which only misses one member to
become responsible for a state of affairs receives a higher responsibility degree
than one that misses more members. The presented notions of responsibility are
forward-looking and local in the sense that they capture the potential of agent
groups regarding the realization of a given state of affairs within the current
state.

Although the attribution of responsibility and the degree of responsibility are
addressed in this paper, the question about supremacy order among responsible
groups (by the same distance) or within the set of partially responsible groups
(with similar degrees) is a domain-specific question that could be answered with
respect to characteristics of the application domain. Hence, we are aiming to
enhance our responsibility notions by an additional cost function that regards
the balancing between two parameters: group size and responsibility distance.
This extended responsibility framework could provide a ranking among the set
of (partially) responsible groups of agents and be used as an analysis tool for
reasoning in collective decision making scenarios such as multi-step election sce-
narios in political domain or in analysing the dynamics of system behaviour and
process executions in multitasking computer systems. We believe that our app-
roach in formalizing the forward-looking responsibility in terms of power, is also
applicable in conceptualizing the backward-looking responsibility and related
notions such as blameworthiness and accountability. However, following [8,11],
we see that for these concepts and in particular for the concept of blame, one
prerequisite is to allow the variety in knowledge of the involved agents in the
multi-agent system and to consider the epistemic state of agents. Finally, we
aim to enrich our responsibility framework by providing logical characterization
of the proposed notions in the coalitional logic with quantification [2].
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Abstract. The VCG mechanism has many nice properties, and can be
applied to a wide range of social decision problems. One problem of
the VCG mechanism is that even though it is efficient, its social wel-
fare (agents’ total utility considering payments) can be low due to high
VCG payments. VCG redistribution mechanisms aim to resolve this by
redistributing the VCG payments back to the agents. Competitive VCG
redistribution mechanisms have been found for various resource alloca-
tion settings. However, there has been almost no success outside of the
scope of allocation problems. This paper focuses on another fundamental
model - the public project problem. In Naroditskiy et al. 2012, it was con-
jectured that competitive VCG redistribution mechanisms exist for the
public project problem, and one competitive mechanism was proposed
for the case of three agents (unfortunately, both the mechanism and the
techniques behind it do not generalize to cases with more agents). In
this paper, we propose a competitive mechanism for general numbers of
agents, relying on new techniques.

Keywords: VCG redistribution mechanisms · Dominant strategy
implementation · Groves mechanisms · Public good provision

1 Introduction

The VCG mechanism [2,3,15] (referring specifically to the Clarke mechanism)
has many nice properties. It is efficient, strategy-proof, and weakly budget-
balanced (non-deficit). It is a general mechanism that can be applied to many
different social decision problems.

One problem of the VCG mechanism is that even though it is efficient1, its
social welfare2 can be low due to high VCG payments. As a result, the VCG
mechanism is not suitable for scenarios where we want to maximize the social wel-
fare. One example scenario is that a group of agents may need to allocate among
themselves some shared resources (e.g., airlines unsharing take-off/landing slots).

1 The VCG mechanism always picks the outcome that maximizes the agents’ total
valuation.

2 By social welfare, we mean the agents’ total utility: total valuation minus total
payment.

c© Springer International Publishing Switzerland 2016
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Another example scenario is that a group of agents may need to decide among
themselves whether or not to build a public project (e.g., community library)
that can be accessed by everyone.

In light of the above drawback of the VCG mechanism, the VCG redistribu-
tion mechanisms were proposed [1]. These mechanisms would allocate according
to the VCG mechanism, but then on top of the VCG payments, the agents also
receive back some redistribution payments, therefore increasing the social wel-
fare. An agent’s redistribution must not depend on her own type, which is to
ensure that the redistribution process does not change the agents’ incentives.
After incorporating redistribution, the overall mechanism remains efficient and
strategy-proof (as the original VCG mechanism is efficient and strategy-proof,
plus that the agents’ incentives do not change). The problem of VCG redistri-
bution mechanism design is essentially designing how to redistribute the VCG
payments back to the agents as much as possible without redistributing too much.
We cannot redistribute too much because if we redistribute more than the total
VCG payment, then the mechanism is no longer weakly budget-balanced. In
summary, VCG redistribution mechanisms are non-deficit Groves mechanisms.

Formally, given a social decision problem, let the outcome space be O and
the number of agents be n. We use Θi to denote agent i’s type space. For o ∈ O
and θi ∈ Θi, we use u(θi, o) to denote agent i’s valuation for outcome o when
her type is θi.

The VCG mechanism picks the following optimal outcome:

o∗ = arg max
o∈O

∑

i

u(θi, o)

Agent i’s VCG payment equals how much her presence hurts the other agents:

max
o∈O

∑

j �=i

u(θj , o) −
∑

j �=i

u(θj , o
∗)

A VCG redistribution mechanism is characterized by a list of redistribution
functions ri, where ri(θ−i) represents agent i’s redistribution (positive means
receiving money). We notice that agent i’s redistribution ri(θ−i) does not depend
on agent i’s own type, which ensures strategy-proofness and efficiency. To ensure
weakly budget balance, we require that the total redistribution

∑
i ri(θ−i) is at

most the total VCG payment.
Moulin [13] proposed the following performance evaluation criterion for VCG

redistribution mechanisms. A mechanism’s worst-case efficiency ratio is defined
as the worst-case ratio (over all type profiles) between the achieved social welfare
and the optimal social welfare. The optimal social welfare is the same as the max-
imum total valuation, which can be achieved by the (omniscient/omnipotent)
first-best mechanism.

The achieved social welfare of a VCG redistribution mechanism equals
∑

i

u(θi, o
∗) −

∑

i

(max
o∈O

∑

j �=i

u(θj , o) −
∑

j �=i

u(θj , o
∗)) +

∑

i

ri(θ−i)
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The three terms in the above expression represent the “achieved total val-
uation under VCG”, “the agents’ total VCG payment”, and “the agents’ total
redistribution”, respectively.

The worst-case efficiency ratio is then (θ represents the type profile):

min
θ

n
∑

i u(θi, o
∗) − ∑

i maxo∈O

∑
j �=i u(θj , o) +

∑
i ri(θ−i)

∑
i u(θi, o∗)

(1)

The worst-case efficiency ratio is between 0 and 1. Higher ratios correspond
to better worst-case performance in terms of social welfare. The original VCG
mechanism (not redistributing anything) typically has a worst-case efficiency
ratio of 0, or approaching 0 asymptotically, which we will elaborate more later
on. In this paper, we study competitive VCG redistribution mechanisms.

Definition 1. A VCG redistribution mechanism is competitive if its worst-
case efficiency ratio is bounded below by a positive constant.

That is, a VCG redistribution mechanism is competitive if it guarantees a
constant fraction of the optimal social welfare in the worst case.

There has been a lot of success on designing competitive VCG redistribu-
tion mechanisms in resource allocation settings. Actually, a lot of the proposed
mechanisms are not only competitive, but also proven to be optimal (you cannot
find other mechanisms with higher worst-case efficiency ratios). For example, for
multi-unit auctions with unit demand, Moulin [13] identified a competitive mech-
anism with the optimal ratio. For the slightly more general setting of multi-unit
auctions with nonincreasing marginal values, an almost identical result (under a
slightly different objective) was independently proposed by Guo and Conitzer [7].
Gujar and Narahari [4] conjectured that the mechanism proposed in Moulin [13]
and Guo and Conitzer [7] can be further generalized to heterogeneous item auc-
tions with unit demand. The conjecture was confirmed by Guo [6]. There has also
been work on competitive VCG redistribution mechanisms that are not optimal.
Guo [5] proposed competitive VCG redistribution mechanisms for combinatorial
auctions with gross substitutes valuations.

Despite the success in resource allocation settings, no competitive VCG redis-
tribution mechanisms were identified outside of the scope of resource allocation.
The only exception is Naroditskiy et al. [14], where the authors studied the pub-
lic project problem. The authors derived an upper bound on the worst-case effi-
ciency ratio for the public project setting. The authors also proposed one mech-
anism whose worst-case efficiency ratio matches the upper bound when there
are exactly three agents. Unfortunately, the proposed mechanism and its under-
lying techniques do not generalize to more than three agents. The authors also
proposed a few heuristic-based redistribution mechanisms that seem to perform
well based on numerical simulation (unfortunately, the numerical simulation can
only handle up to six agents3).

3 Even for n between 4 and 6, there is no guarantee of worst-case performance, because
the worst-case is simulated via sampling, which may not be extensive enough.
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Guo et al. [9] also studied redistribution for the public project problem. Most
results are not directly related to this paper, because the authors there focused on
inefficient partitioning-based mechanisms instead of VCG redistribution mech-
anisms. However, there is one result that is relevant, which is that the original
VCG mechanism has a worst-case efficiency ratio of 1/n for the public project
problem. That is, the original VCG mechanism is not competitive.

In summary, outside of the scope of resource allocation, there are no known
competitive VCG redistribution mechanisms. This paper continues the study of
public project problem, and proposes the first competitive VCG redistribution
mechanism outside of the scope of resource allocation.

2 Model Description

We study the public project problem, which is a classic problem well studied in
both computer science and economics [8–12,14].

There are n agents who need to decide among themselves whether or not to
build a public project that can be accessed by everyone (e.g., a bridge). The cost
of the project is C. We assume the cost is already there in the beginning, e.g.,
the government has bestowed C to the community, and the community needs to
decide what to do with it. There are two outcomes: (1) build the public project;
(2) not build and divide the money evenly (everyone receives C/n). Without loss
of generality, we assume C = 1.

We use θi to represent agent i’s valuation for the public project, so an agent’s
valuation is θi if the decision is to build, and her valuation is 1/n if the decision
is to not build (divide money instead). Without loss of generality [14], we assume
θi is in [0, 1].

The VCG mechanism chooses to build if and only if the total valuation of the
project exceeds the cost. That is, we build if and only if

∑
i θi ≥ 1. The agents’

total valuation under VCG is then max{∑i θi, 1}. If the VCG decision is to build,
then agent i’s VCG payment equals max{∑j �=i θj ,

n−1
n } − ∑

j �=i θj . If the VCG
decision is not to build, then agent i’s VCG payment equals max{∑j �=i θj ,

n−1
n }−

n−1
n . The agents’ total VCG payment equals

∑

i

max{
∑

j �=i

θj ,
n − 1

n
} − (n − 1)max{

∑

i

θi, 1}

Based on Expression 1, if we use the ri to represent the redistribution func-
tions, then the worst-case efficiency ratio equals:

min
θ

nmax{∑i θi, 1} − ∑
i max{∑j �=i θj ,

n−1
n } +

∑
i ri(θ−i)

max{∑i θi, 1} (2)

Our task is to design the ri so that the above ratio is bounded below by a
positive constant.
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Based on Expression 2, it is easy to see that the VCG mechanism’s worst-
case efficiency ratio is at most 1/n. For example, let us consider the profile where
θ1 = 1 and θi = 0 for i > 1. Expression 2 simplifies to

n − (n − 1) − n−1
n

1
=

1
n

3 Intuition and Result

Ideally, we want the total redistribution to be as close as possible to the total
VCG payment. There are n agents, so it is a reasonable heuristic to try to make
sure that every agent’s redistribution is as close as possible to 1/n times the total
VCG payment. The Cavallo mechanism [1] is somewhat based on this idea. The
Cavallo mechanism has found a lot of success in the resource allocation settings.
It is competitive in all the resource allocation settings mentioned earlier.4

We use V CG(θi, θ−i) to represent the total VCG payment. Under Cavallo’s
mechanism, ri(θ−i) is defined as

minθ′
i
V CG(θ′

i, θ−i)
n

It should be noted that based on the above definition, an agent’s redistribu-
tion is independent of her own type, and the total redistribution is never more
than the total VCG payment.

Unfortunately, the Cavallo mechanism is not competitive for the public
project problem, because it never redistributes anything. No matter what is
θ−i, we can always find θ′

i so that V CG(θ′
i, θ−i) equals 0.5

We notice that for all the resource allocation settings mentioned earlier, we
have6

min
θ′
i

V CG(θ′
i, θ−i) = V CG(θ−i)

V CG(θ−i) represents the total VCG payment when agent i is removed from
the system. Given that redistributing to every agent V CG(θ−i)/n resulted in
competitive mechanisms for resource allocation settings, what if we do the same
for the public project problem?

In the public project setting, if we remove agent i, then there are n−1 agents
left, who choose between building the project and receiving 1/(n − 1) each. If
we redistribute every agent V CG(θ−i)/n, then we have

ri(θ−i) =
V CG(θ−i)

n
=

∑
j �=i max{∑k �=i,j θk, n−2

n−1} − (n − 2)max{∑k �=i θk, 1}
n

4 We do need the minor assumption that the number of agents is large compared to
the number of items.

5 If
∑

j �=i θj ≥ n−1
n

, then pick θ′
i = 1. Otherwise, pick θ′

i = 0.
6 This is called revenue monotonicity.
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We numerically simulated the above redistribution functions and were not
satisfied with its performance (if it does not even work well numerically, then
there is no point investing time trying to prove that it has good worst-case perfor-
mance). Fortunately, after trials and errors (based on both manual analysis and
numerical simulation), we noticed that if we make two minor technical adjust-
ments, we are able to obtain much better redistribution functions. We replace
the denominator n by n − 1, and we replace n−2

n−1 by n−1
n . At the end, we have

ri(θ−i) =

∑
j �=i max{∑k �=i,j θk, n−1

n } − (n − 2)max{∑k �=i θk, 1}
n − 1

(3)

We (partly) used numerical simulation to reach the above starting point. We
then mathematically prove that we can build a competitive VCG redistribu-
tion mechanism based on the above functions.

Let θ be a type profile, we define Diff(θ) as
∑

i

ri(θ−i) − V CG(θ)

Diff(θ) represents the difference between the amount redistributed and the
total VCG payment. It turns out that we can bound Diff(θ) as follows:

Proposition 1.
∀θ, L(n) ≤ Diff(θ) ≤ U(n)

U(n) =
1

n − 1
+

n − 1
4n

+
4(n + 1)3

27n(n − 1)2

L(n) = min{ 1
n − 1

− 1
n

− (n − 1)2

4n2
,

1
n − 1

+
1
2n

− 1
2
} − n − 2

n(n − 1)

Theorem 1. We define r′
i(θ−i) to be ri(θ−i) − U(n)/n.

(ri is defined according to Eq. 3. U(n) is defined according to Proposition 1.)
If we redistribute according the r′

i, then the corresponding VCG redistribution
mechanism is competitive.

When n goes to infinity, the worst-case efficiency ratio approaches 0.102.

4 Proof of Proposition 1

For presentation purposes, we introduce the following notation:

– For all i, Xi =
∑

j �=i θj (the sum of the types other than i’s own type).

– X =
∑

i θi =
∑

i Xi

n−1 (the sum of all the types).
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Using the new notation, we have Diff(θ) equals

(n − 1)max{X, 1} +
1

n − 1

∑

i

∑

j �=i

max{Xi + Xj − X,
n − 1

n
}

−
∑

i

max{Xi,
n − 1

n
} − n − 2

n − 1

∑

i

max{Xi, 1} (4)

We use E(X1,X2, . . . , Xn) to denote Expression 4. We use the short form E
when there is no ambiguity. The set of all possible values of the Xi must be a
subset of:

Λ = {(X1,X2, . . . , Xn)|∀i, 0 ≤ Xi ≤ X =
∑

i Xi

n − 1
}

Diff(θ) is bounded above by maxΛ E. Next, we show how to calculate (an upper
bound of) maxΛ E.

Proposition 2. Let (X1,X2, . . . , Xn) be an arbitrary element of Λ. X =
∑

i Xi

n−1 .
Two coordinates Xi and Xj are said to be from the same band if

– 0 ≤ Xi,Xj ≤ min{n−1
n ,X}, or

– n−1
n ≤ Xi,Xj ≤ min{1,X}, or

– 1 ≤ Xi,Xj ≤ X.

Let Xi and Xj be two coordinates from the same band. Without loss of gen-
erality, we assume Xi ≤ Xj. We use (Xi,Xj , . . .) to denote the original element
(X1,X2, . . . , Xn) from Λ. We use (Xi − ε,Xj + ε, . . .) to denote the new element
where Xi is replaced by Xi − ε and Xj is replaced by Xj + ε (ε ≥ 0).

If Xi − ε and Xj + ε are still from the same band, then

– (Xi − ε,Xj + ε, . . .) is still an element of Λ.
– E(Xi,Xj , . . .) ≤ E(Xi − ε,Xj + ε, . . .).

In words, if two coordinates Xi and Xj are from the same band, then by
“pushing their values apart within their band”, the resulting element is still in
Λ, and the resulting new value of E does not decrease.

4.1 Upper Bound of E

Our goal is to calculate maxΛ E. We recall that Λ is defined as

Λ = {(X1,X2, . . . , Xn)|∀i, 0 ≤ Xi ≤ X =
∑

i Xi

n − 1
}

We notice that Λ is the union of the following three sets:

Λ1 = {(X1,X2, . . . , Xn)|∀i, 0 ≤ Xi ≤ X =
∑

i Xi

n − 1
,X ≤ n − 1

n
}
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Λ2 = {(X1,X2, . . . , Xn)|∀i, 0 ≤ Xi ≤ X =
∑

i Xi

n − 1
,
n − 1

n
≤ X ≤ 1}

Λ3 = {(X1,X2, . . . , Xn)|∀i, 0 ≤ Xi ≤ X =
∑

i Xi

n − 1
, 1 ≤ X}

We certainly have

max
Λ

E = max{max
Λ1

E,max
Λ2

E,max
Λ3

E}

Value of maxΛ1 E . We first analyze maxΛ1 E. Let (X∗
1 ,X∗

2 , . . . , X∗
n) be an

element in Λ1 that maximizes E. Let X∗ =
∑

i X∗
i

n−1 . Since (X∗
1 ,X∗

2 , . . . , X∗
n) ∈

Λ1, X∗ ≤ n−1
n . By symmetry, it is without loss of generality to assume that

X∗
1 ≤ X∗

2 ≤ . . . ≤ X∗
n.

E(X∗
1 ,X∗

2 , . . . , X∗
n) simplifies to

(n − 1) +
1

n − 1

∑

i

∑

j �=i

max{X∗
i + X∗

j − X∗,
n − 1

n
}

−
∑

i

n − 1
n

− n − 2
n − 1

∑

i

1

Since X∗
i + X∗

j − X∗ ≤ X∗ ≤ n−1
n , the above further simplifies to

(n − 1) +
1

n − 1

∑

i

∑

j �=i

n − 1
n

− (n − 1) − n − 2
n − 1

n =
1

n − 1

That is, maxΛ1 E = 1
n−1 .

Value of maxΛ2 E . We now analyze maxΛ2 E. Let (X∗
1 ,X∗

2 , . . . , X∗
n) be an

element in Λ2 that maximizes E. Let X∗ =
∑

i X∗
i

n−1 . Since (X∗
1 ,X∗

2 , . . . , X∗
n) ∈ Λ2,

≤ n−1
n ≤ X∗ ≤ 1. By symmetry, it is without loss of generality to assume that

X∗
1 ≤ X∗

2 ≤ . . . ≤ X∗
n.

Since n−1
n ≤ X∗ ≤ 1, the X∗

i fall into two possible bands. They are [0, n−1
n ]

and [n−1
n ,X∗]. (One band may be empty.) By Proposition 2, it is without loss

of generality to assume that there exists at most one X∗
i that is in (0, n−1

n ), and
there exists at most one X∗

j that is in (n−1
n ,X∗). Hence, it is without loss of

generality to assume that (X∗
1 ,X∗

2 , . . . , X∗
n) has the following form:

(0, 0, . . . , 0, [u],
n − 1

n
,
n − 1

n
, . . . ,

n − 1
n

, [v],X∗,X∗, . . . , X∗)

In the above, [u] represents that there is at most one value u in (0, n−1
n ), and [v]

represents that there is at most one value v in (n−1
n ,X∗).

– Case 1: There does not exist one value v that is within (n−1
n ,X∗). That is,

(X∗
1 ,X∗

2 , . . . , X∗
n) has the following form:

(0, 0, . . . , 0, [u],
n − 1

n
,
n − 1

n
, . . . ,

n − 1
n

,X∗,X∗, . . . , X∗)
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Let p be the number of X∗. E(X∗
1 ,X∗

2 , . . . , X∗
n) simplifies to

(n − 1) +
1

n − 1

∑

i

∑

j �=i

n − 1
n

+
1

n − 1
p(p − 1)(X∗ − n − 1

n
)

−(n − p)
n − 1

n
− pX∗ − n − 2

n − 1
n

We notice that the above expression is linear in X∗ and it is nonincreasing in
X∗. To maximize it, we let X∗ = n−1

n . The expression simplifies to

(n − 1) +
1

n − 1

∑

i

∑

j �=i

n − 1
n

− n
n − 1

n
− n − 2

n − 1
n =

1
n − 1

– Case 2: There does exist one value v that is in (n−1
n ,X∗). That is,

(X∗
1 ,X∗

2 , . . . , X∗
n) has the following form:

(0, 0, . . . , 0, [u],
n − 1

n
,
n − 1

n
, . . . ,

n − 1
n

, v,X∗,X∗, . . . , X∗)

Let p be the number of X∗. E(X∗
1 ,X∗

2 , . . . , X∗
n) simplifies to

(n−1)+
1

n − 1

∑

i

∑

j �=i

n − 1
n

+
1

n − 1
2p(v−n − 1

n
)+

1
n − 1

p(p−1)(X∗−n − 1
n

)

− (n − p − 1)
n − 1

n
− v − pX∗ − n − 2

n − 1
n (5)

Expression 5 is linear in v. We know n−1
n ≤ v ≤ X∗. Therefore, by replacing

v by either n−1
n or X∗, we obtain an upper bound on Expression 5.

Replace v by n−1
n : Expression 5 becomes

(n − 1) +
1

n − 1

∑

i

∑

j �=i

n − 1
n

+
1

n − 1
p(p − 1)(X∗ − n − 1

n
)

−(n − p)
n − 1

n
− pX∗ − n − 2

n − 1
n

Just like Case 1, the above is nonincreasing in X∗. When X∗ = n−1
n (mini-

mized), it equals 1
n−1 .

Replace v by X∗: Expression 5 becomes

(n − 1) +
1

n − 1

∑

i

∑

j �=i

n − 1
n

+
1

n − 1
p(p + 1)(X∗ − n − 1

n
)

−(n − p − 1)
n − 1

n
− (p + 1)X∗ − n − 2

n − 1
n

Again, the above is nonincreasing in X∗. When X∗ = n−1
n (minimized), it

equals 1
n−1 .
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In conclusion, maxΛ2 E = 1
n−1 .

Value of maxΛ3 E . We now analyze maxΛ3 E. Let (X∗
1 ,X∗

2 , . . . , X∗
n) be an

element in Λ3 that maximizes E. Let X∗ =
∑

i X∗
i

n−1 . Since (X∗
1 ,X∗

2 , . . . , X∗
n) ∈ Λ3,

X∗ ≥ 1. By symmetry, it is without loss of generality to assume that X∗
1 ≤ X∗

2 ≤
. . . ≤ X∗

n.
Since 1 ≤ X∗, the X∗

i fall into three possible bands. They are [0, n−1
n ],

[n−1
n , 1], and [1,X∗]. (Some bands may be empty.) By Proposition 2, it is without

loss of generality to assume that there exists at most one value in each of the fol-
lowing three intervals: (0, n−1

n ), (n−1
n , 1), and (1,X∗). That is, (X∗

1 ,X∗
2 , . . . , X∗

n)
has the following form:

(0, 0, . . . , 0, [u],
n − 1

n
,
n − 1

n
, . . . ,

n − 1
n

, [v], 1, 1, . . . , 1, [w],X∗,X∗, . . . , X∗)

In the above, [u] represents that there is at most one value u in (0, n−1
n ), [v]

represents that there is at most one value v in (n−1
n , 1), and [w] represents that

there is at most one value w in (1,X∗).

Proposition 3. Let (X1,X2, . . . , Xn) be an arbitrary element of Λ3.
We use (X ′

1,X
′
2, . . . , X

′
n) to denote the following new element

(

max{X1,
n − 1

n
},max{X2,

n − 1
n

}, . . . ,max{Xn,
n − 1

n
}
)

– (X ′
1,X

′
2, . . . , X

′
n) is still an element of Λ3.

– E(X1,X2, . . . , Xn) ≤ E(X ′
1,X

′
2, . . . , X

′
n).

By Proposition 3, we can further assume that X∗
i ≥ n−1

n for all i. That is,
(X∗

1 ,X∗
2 , . . . , X∗

n) has the following form:

(
n − 1

n
,
n − 1

n
, . . . ,

n − 1
n

, [v], 1, 1, . . . , 1, [w],X∗,X∗, . . . , X∗)

In the above, [v] represents that there is at most one value v in (n−1
n , 1), and [w]

represents that there is at most one value w in (1,X∗).

Proposition 4. Let (X1,X2, . . . , Xn) be an element of Λ3 with the following
form

(
n − 1

n
,
n − 1

n
, . . . ,

n − 1
n

, [v], 1, 1, . . . , 1, [w],X,X, . . . ,X)

In the above, [v] represents that there is at most one value v in (n−1
n , 1), and [w]

represents that there is at most one value w in (1,X∗).
We use (X ′

1,X
′
2, . . . , X

′
n) to denote the following new element

(max{X1, 1},max{X2, 1}, . . . ,max{Xn, 1})

If Xn ≥ 1, then

– (X ′
1,X

′
2, . . . , X

′
n) is still an element of Λ3.

– E(X1,X2, . . . , Xn) ≤ E(X ′
1,X

′
2, . . . , X

′
n) + 4(n+1)3

27n(n−1)2 .
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Proof. We first prove that (X ′
1,X

′
2, . . . , X

′
n) is still an element of Λ3. By defini-

tion, X =
∑

i Xi

n−1 ≥ 1. We use X ′ to denote
∑

i X′
i

n−1 . Certainly, X ′ ≥ X ≥ 1. Since
X ≥ 1 and X ≥ Xi for all i, we have X ′ ≥ X ≥ X ′

i = max{Xi, 1} ≥ 0 for all i.
Hence, (X ′

1,X
′
2, . . . , X

′
n) is still in Λ3.

Next, we compare E(X1,X2, . . . , Xn) and E(X ′
1,X

′
2, . . . , X

′
n) under the

assumption that Xn ≥ 1.
If all the Xi are at least 1, then E(X ′

1,X
′
2, . . . , X

′
n) equals E(X1,X2, . . . , Xn).

Next, we consider scenarios in which at least some Xi are less than 1. Let p
be the highest index of Xi so that Xp < 1. Let Δ = X ′ −X. Since Xn ≥ 1, Δ =
∑

i<n(X
′
i−Xi)

n−1 ≤ (n−1) 1
n

n−1 = 1
n . E(X ′

1,X
′
2, . . . , X

′
n) − E(X1,X2, . . . , Xn) simplifies

to7

(n − 1)Δ +
1

n − 1

∑

i

∑

j �=i

(

max{X ′
i + X ′

j − X ′,
n − 1

n
}

−max{Xi + Xj − X,
n − 1

n
}
)

− (n − 1)Δ

=
1

n − 1

∑

i

∑

j �=i

(

max{X ′
i + X ′

j − X ′,
n − 1

n
} − max{Xi + Xj − X,

n − 1
n

}
)

If i < p, then Xi = n−1
n . In this case, we have X ′

i + X ′
j ≥ (Xi + 1

n ) + Xj . We
also have Δ = X ′ − X ≤ 1

n . Therefore, if i < p,

max{X ′
i + X ′

j − X ′,
n − 1

n
} − max{Xi + Xj − X,

n − 1
n

} ≥ 0

Similarly, if j < p, we also have the above.
If i ≥ p and j ≥ p, we have X ′

i +X ′
j ≥ Xi +Xj . We also have Δ = X ′ −X =

∑
i≤p(X

′
i−Xi)

n−1 ≤ p
n(n−1) . Therefore, if i ≥ p and j ≥ p,

max{X ′
i + X ′

j − X ′,
n − 1

n
} − max{Xi + Xj − X,

n − 1
n

} ≥ − p

n(n − 1)

Based on the above,

E(X ′
1,X

′
2, . . . , X

′
n) − E(X1,X2, . . . , Xn)

=
1

n − 1

∑

i

∑

j �=i

(

max{X ′
i + X ′

j − X ′,
n − 1

n
} − max{Xi + Xj − X,

n − 1
n

}
)

≥ 1
n − 1

∑

i≥p

∑

j≥p,j �=i

(

max{X ′
i + X ′

j − X ′,
n − 1

n
} − max{Xi + Xj − X,

n − 1
n

}
)

≥ 1
n − 1

(n − p + 1)(n − p)(− p

n(n − 1)
)

7 The fourth term of E stays the same.
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≥ − 1
n(n − 1)2

(n − p + 1)2p

∂(n − p + 1)2p
∂p

= (1 + n − p)(1 + n − 3p)

Since 0 ≤ p ≤ n, the maximum of (n − p + 1)2p can only happen when p = 0,
p = n, or p = n+1

3 . Hence,

(n − p + 1)2p ≤ max{0, n,
4(n + 1)3

27
} =

4(n + 1)3

27

Therefore,

E(X ′
1,X

′
2, . . . , X

′
n) − E(X1,X2, . . . , Xn) ≥ − 4(n + 1)3

27n(n − 1)2

Proposition 4 can help us further simplify the optimization problem. How-
ever, for it to apply, we need Xn ≥ 1. If Xn < 1, then (X∗

1 ,X∗
2 , . . . , X∗

n) has the
following form:

(
n − 1

n
,
n − 1

n
, . . . ,

n − 1
n

, [v])

E simplifies to

(n − 1)X∗ +
1

n − 1

∑

i

∑

j �=i

n − 1
n

− (n − 1)X∗ − n − 2
n − 1

∑

i

1 =
1

n − 1

We then consider cases where Xn ≥ 1. Here, Proposition 4 does apply.
Proposition 4 basically says that we can focus on the following form, and the
resulting maximum plus 4(n+1)3

27n(n−1)2 must be higher than or equal to the actual
maximum.

(1, 1, . . . , 1, [w],X∗,X∗, . . . , X∗)

In the above, [w] represents that there is at most one value w in (1,X∗).
We allow w to be equal to 1 or X∗. The above form simplifies to

(1, 1, . . . , 1, w,X∗,X∗, . . . , X∗)

Let p be the number of 1s. To simplify E, we need to consider three separate
cases:

– Case 1 + 1 − X∗ ≥ n−1
n : E simplifies to8

1
n − 1

∑

i

∑

j �=i

(X∗
i + X∗

j − X∗) − n − 2
n − 1

(n − 1)X∗

=
1

n − 1
(2(n − 1)2X∗ − n(n − 1)X∗) − n − 2

n − 1
(n − 1)X∗

= (2(n − 1)X∗ − nX∗) − (n − 2)X∗ = 0
8 Term one and three cancel out.



Competitive VCG Redistribution Mechanism for Public Project Problem 291

– Case 1 + 1 − X∗ < n−1
n and 1 + w − X∗ ≥ n−1

n : E simplifies to

1

n− 1

∑

i

∑

j �=i

(X∗
i +X∗

j −X∗) +
1

n− 1
p(p− 1)(

n− 1

n
− 1− 1 +X∗)− n− 2

n− 1
(n− 1)X∗

=
1

n− 1
p(p− 1)(

n− 1

n
− 1− 1 +X∗)

If p = 0 or 1, then the above expression is 0.
We then consider p ≥ 2. To maximize the above, we want X∗ to be as large
as possible.

X∗ =
∑

i X∗
i

n − 1
=

p + w + (n − p − 1)X∗

n − 1
≤ p + (n − p)X∗

n − 1

(n − 1)X∗ ≤ p + (n − p)X∗

(p − 1)X∗ ≤ p

X∗ ≤ p

p − 1

Hence, E is at most

1
n − 1

p(p − 1)(
n − 1

n
− 2 +

p

p − 1
)

=
1

n(n − 1)
(−p2 + p(n + 1))

This expression is maximized when p = n+1
2 . Hence,

E ≤ (n + 1)2

4n(n − 1)
=

1
n − 1

+
n − 1
4n

– Case 1 + w − X∗ < n−1
n : E simplifies to

1
n − 1

p(p − 1)(
n − 1

n
− 1 − 1 + X∗) +

1
n − 1

2p(
n − 1

n
− 1 − w + X∗)

If p = 0, then the above expression equals 0. We then consider p ≥ 1. Since
X∗ =

∑
i X∗

i

n−1 , we have (n−1)X∗ = p+w +(n−p−1)X∗. That is, X∗ = p+w
p .

E is then

1
n − 1

p(p − 1)(
n − 1

n
− 1 +

w

p
) +

1
n − 1

2p(
n − 1

n
− w +

w

p
)

The above expression is linear in w and w’s coefficient equals

1
n − 1

(p − 1) − 1
n − 1

2p +
1

n − 1
2 =

1
n − 1

(1 − p) ≤ 0
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To maximize the above expression, we let w = 1. E now equals

1
n − 1

p(p − 1)(
−1
n

+
1
p
) +

1
n − 1

2p(
−1
n

+
1
p
)

=
1

n(n − 1)
(−p2 + p(n − 1) + n)

The above expression is maximized when p = n−1
2 . Hence, E is at most

1
n(n − 1)

(
(n − 1)2

4
+ n) =

n − 1
4n

+
1

n − 1

In conclusion, maxΛ3 E ≤ 1
n−1 + n−1

4n + 4(n+1)3

27n(n−1)2 .

Summary on the upper bound of E

max
Λ

E = max{max
Λ1

E,max
Λ2

E,max
Λ3

E}

≤ 1
n − 1

+
n − 1
4n

+
4(n + 1)3

27n(n − 1)2

When n approaches infinity, this upper bound approaches 1
4 + 4

27 ≈ 0.398.

4.2 Lower Bound of E

The process of finding a lower bound of E is similar.

min
Λ

E = min{min
Λ1

E,min
Λ2

E,min
Λ3

E}

Due to space constraint, we omit the details. We first show that if X < 1, then
there must exist one Xi < n−1

n . Increasing Xi will never increase E. Therefore,
as long as X < 1, we can push up values that are less than n−1

n among the
Xi. If all the Xi are at least n−1

n , then X ≥ 1. In summary, when it comes to
calculating the minimum value. It is without loss of generality to only consider
Λ3. That is,

min
Λ

E = min
Λ3

E

Value of minΛ3 E . We now analyze minΛ3 E. Let (X∗
1 ,X∗

2 , . . . , X∗
n) be an ele-

ment in Λ3 that minimizes E. Let X∗ =
∑

i X∗
i

n−1 . Since (X∗
1 ,X∗

2 , . . . , X∗
n) ∈ Λ3,

X∗ ≥ 1. By symmetry, it is without loss of generality to assume that X∗
1 ≤

X∗
2 ≤ . . . ≤ X∗

n.
Since 1 ≤ X∗, the X∗

i fall into three possible bands. They are [0, n−1
n ],

[n−1
n , 1], and [1,X∗]. (Some bands may be empty.) By Proposition 2, it is without

loss of generality to assume that values inside the same band are all identical.
Hence, it is without loss of generality to assume that (X∗

1 ,X∗
2 , . . . , X∗

n) has the
following form:

(u, u, . . . , u, v, v, . . . , v, w,w, . . . , w)
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Here, 0 ≤ u ≤ n−1
n , n−1

n ≤ v ≤ 1, and 1 ≤ w ≤ X∗.
We have

min
Λ

E = min
Λ3

E ≥ min{ 1
n − 1

− 1
n

− (n − 1)2

4n2
,

1
n − 1

+
1
2n

− 1
2
} − n − 2

n(n − 1)

When n approaches infinity, this lower bound approaches − 1
2 = −0.5.

5 Proof of Theorem 1

If we redistribute according to the r′
i, then the corresponding VCG redistribution

mechanism must be non-deficit for the following reason (based on Proposition 1):
∑

i

r′
i(θ−i) =

∑

i

ri(θ−i) − U(n) ≤ V CG(θ)

The achieved social welfare equals

max{
∑

i

θi, 1} − V CG(θ) +
∑

i

r′
i(θ−i)

= max{
∑

i

θi, 1} − V CG(θ) +
∑

i

ri(θ−i) − U(n)

≥ max{
∑

i

θi, 1} + L(n) − U(n)

The worst-case efficiency ratio is then at least

min
θ

max{∑i θi, 1} + L(n) − U(n)
max{∑

i θi, 1} = 1 + min
θ

L(n) − U(n)
max{∑i θi, 1} ≥ 1 + L(n) − U(n)

(6)
We have the analytical forms of L(n) and U(n). When n goes to infinity,

1 + L(n) − U(n) = 1 − 0.5 − 0.398 = 0.102. Actually, it is easy to verify that 1 +
L(n)−U(n) is bounded below by a positive constant if n > 10. For n ≤ 10, based
on the proof of Proposition 1, we know that the profiles that maximize/minimize
E can only take a few specific forms. By numerically going over these forms
(since n ≤ 10, it is computationally easy to do so), we can find the numerical
values of maxΛ E and minΛ E for n ≤ 10. Given a specific n ≤ 10, we use the
numerical values to replace U(n) and L(n) in Eq. 6, which actually shows that
the worst-case efficiency ratio is always bounded below by a positive constant.

6 Conclusion

In this paper, we proposed the first competitive VCG redistribution mechanism
outside of the scope of resource allocation. The proposed mechanism is efficient,
strategy-proof, non-deficit, and its social welfare is guaranteed to be at least a
constant fraction of the optimal social welfare.
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Abstract. The optimal coalition structure generation is an important
problem in multi-agent systems that remains difficult to solve. This paper
presents a novel anytime dynamic programming algorithm to compute
the optimal coalition structure. The proposed algorithm can be inter-
rupted, and upon interruption, uses heuristic to select the largest val-
ued coalition from each subproblem of size x and picks the rest of the
unassigned agent from other subproblem of size n − x, where n is the
total number of agents. We compared the performance of our algorithm
against the only existing proposal in the literature for the optimal coali-
tion structure problem that uses anytime dynamic programming using
9 distinct datasets (each corresponding to a different distribution). The
empirical evaluation shows that our algorithm always generates better
or, at least, as good a solution as the previous anytime dynamic pro-
gramming algorithm.

Keywords: Multi agent system · Optimization · Coalition formation

1 Introduction

The optimal coalition structure generation is an interesting research problem
in Multi-Agent Systems (MAS). This problem is interesting to MAS community
due to its important applications and its computational challenges. The problem
is challenging because of exponential growth of coalition structures when number
of agents grows linearly. It is proved that optimal coalition structure generation
problem is NP- complete [15]. Agents cooperate on issues of their common
interest. Given a set of autonomous agents and a value to each subset of agents.
One of the main challenges is to create disjoint groups of autonomous agents that
cooperate in order to achieve their individual goal or to maximize the total payoff
of the system. This complex research process is known as Coalition Structure
Formation (CSF) process.

Coalition Structure Formation is important in many real world applications
such as in e-commerce, customers can form a group/coalition to buy some prod-
uct in bulk and can get a price discounts for bulk purchasing [18]. In distributed
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sensor network, sensors are grouped to make a coalition and work together to
track targets of interest [2]. Several delivery companies may agree together and
can form coalition to make profit by reducing the transportation costs [14]. To
determine an optimal way in which agents must co-operate to get the maximum
payoff from the system is a computationally hard problem. In simplest terms, a
coalition is a group of agents with a common interest who agree to work together
towards a common goal. A cooperative game is best choice to model such a sce-
nario. Here, cooperative game is defined by n agents (or players), where the set
of agents is denoted as A = {a1, a2, . . . , an}. Any non empty subset of A is called
as coalition, where value of each coalition C is given by a characteristic function
v(.). Furthermore, a collection of pairwise disjoint coalitions is called a “coali-
tion structure” provided that all the agents are present in coalition structure.
Formally, this complex procedure of coalition structure formation is defined as
follows:

Definition 1. Given a set of agents A = {a1, a2, . . . , an}, a Coalition Struc-
ture (CS) over A is a partitioning of the agents into different coalitions
{C1, C2, . . . , Ck}, where k is called size of coalition structure i.e. k = |CS|.
Such that it satisfies the following constraints:

1. Cj �= ∅ , j = {1, 2, . . . , k}
2. Ci ∩ Cj = ∅ for all i �= j and

3.
k⋃

i=1

Ci = A

For example, in a multi-agent system consisting of three agents A = {a1, a2, a3},
we have total seven possible coalitions:

{{a1}, {a2}, {a3}, {a1, a2}, {a1, a3}, {a2, a3}, {a1, a2, a3}}
The set of all coalitions structures over A is denoted as ΠA

ΠA = {{a1}, {a2, a3}}, {{a3}, {a1, a2}}, {{a2}, {a1, a3}}{{a1}, {a2}, {a3}},
{{a1, a2, a3}}

Now it is observed that the optimal coalition structure and complete partition
of a set of agents are same. We are now ready to state our optimization problem
formally.

Definition 2. The value of any coalition structure CS is defined by

V (CS) =
∑

Ci∈CS

(v(Ci))

Generally, the goal of the coalition structure formation problem is to find the
coalition structure which maximizes social welfare by finding an optimal coalition
structure CS∗ ∈ ΠA.

CS∗ = arg maxCS∈ΠAV (CS)
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The number of coalition structure increases exponentially as the number of
participating agent increases linearly (for example, using 25 agents, there are
total 4638590332330743949 coalition structures). The total number of coalition
structure for n agents is also known as nth Bell number and denoted as Bn [5],
satisfies αnn/2 ≤ Bn ≤ nn for some positive constant α. Hence, we can not
directly enumerate all the coalition structure in polynomial time.

In Multi-agent systems there are often time limits to get the solution of the
problem, and after deadline is over the result becomes useless. The applicability
of coalition structure formation problem in multi-agent settings with hard time
constraint requires that the result must comes before the time limit is over.

There are two popular techniques available for coalition structure for-
mation including dynamic programming [19] and anytime search algorithms
[8,12,13,16]. The advantage of dynamic programming is that it gives optimal
result without enumerating all the coalition structures. However, the biggest
disadvantage is that it needs to be run to completion to provide optimal solu-
tion. Hence, this method is not a good choice when the time required to produce
optimal solution is larger than the time available to the agents. In multi-agent
settings without hard time limits, dynamic programming algorithm is efficient
to solve many real life problem instances. However, in other circumstances with
strict deadline and short execution time, we need an alternative approaches.

Against the research aims outlined above, this paper makes the following
contributions to the coalition structure formation problem.

– We proposed anytime dynamic programming algorithm for coalition struc-
ture formation. Our anytime dynamic programming is an extension of basic
dynamic programming [19] for coalition structure formation.

– Anytime dynamic programming needs a good heuristic to solve the problem.
The proposed algorithm uses an inexpensive greedy approach to choose a good
answer from the remaining possible solutions. The experimental result shows
that our greedy strategy works well.

– We compared our algorithm empirically with the existing anytime dynamic
program [16] for 9 different data distributions and result shows that our algo-
rithm occasionally fails to produce good result for certain data distributions
but for most of the distribution it always generates better or, at least, as
good solution as previous algorithm [16]. We experiments our algorithm for
16 agents and averaged the runtime over 40 runs for each experiment.

Our anytime dynamic programming is a shifted paradigm of traditional dynamic
programming for coalition structure formation problem. To help the reader for
understanding how our anytime dynamic programming algorithm works, we
explain the traditional dynamic programming algorithm [19] followed by our
novel anytime dynamic programming algorithm to compute the optimal coali-
tion structure.
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2 The DP Algorithm

The first dynamic program to solve coalition structure formulation problem is
proposed by Yin Yeh [19]. The approach used is shown in Algorithm 1.

Algorithm 1. Dynamic Programming algorithm

Input: Set of all possible non- empty subsets of n agents (2n − 1) . The value of any
coalition C is v(C). If no v(C) is specified then v(C) = 0
Output: Optimal coalition structure CS∗(n)
1: for i = 1 to n do
2: for C ⊆ A, where |C| = i do � A is set of n agents
3: Vt(C) ← v(C)
4: Pt(C) ← {C}
5: for C′ ⊂ C do � for every possible way of splitting C into two halves
6: if Vt(C

′) + Vt(C \ C′) > v(C) then
7: Vt(C) ← Vt(C

′) + Vt(C \ C′)
8: Pt(C) ← {C′, C \ C′}
9: end if

10: end for
11: end for
12: end for
13: CS∗ ← {A}
14: for C ∈ CS∗ do
15: if Pt(C) �= {C} then
16: CS∗ ← (CS∗/C, Pt(C))
17: Go to line 14 and start with the new CS∗

18: end if
19: end for
20: Return CS∗(n)

The way dynamic programming works is by manipulating two tables — par-
tition table Pt[C] and value table Vt[C]. For example in Table 1, C = {1, 2},
in this case Pt[C] = Pt[{1, 2}] = {1}{2} and Vt[C] = Vt[{1, 2}] = 70. For any
coalition C ⊆ A it calculates value of Pt[C] and Vt[C] as follows. First, coalition
C is split into two halves in all possible ways and computes the highest welfare
with the original welfare v(C) of coalition C. If it finds best splitting which gives
highest welfare, stores the splitting into Pt[C] otherwise stores coalition C into
Pt[C] without splitting1 coalition C. Suppose coalition C split into two coalitions
as {C ′, C ′′} then it is evaluated as Vt[C ′] + Vt[C ′′]. In other words it check

v(C) < Vt[C ′] + Vt[C ′′]

Note that v(C) is the original input values to all coalitions whereas Vt[C ′] and
Vt[C ′′] is previously computed value of coalition C ′ and C ′′. To compute Vt[C]
the algorithm must first evaluates all the Vt[ ] values of the subsets of C. Below
Table 1 shows an example how to compute Pt and Vt with 4 agents A = {1, 2, 3, 4}
1 If the coalition contains single agent, we do not need to split it anymore.
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Table 1. Example of DP program with 4 agents

Size C v(C) All splitting by DP Pt Vt

1 {1} 30 v[{1}] = 30 {1} 30

{2} 40 v[{2}] = 40 {2} 40

{3} 25 v[{3}] = 25 {3} 25

{4} 45 v[{4}] = 45 {4} 45

2 {1,2} 50 v[{1, 2}] = 50, v{1}+ v{2} = 70 {1}{2} 70

{1,3} 60 v[{1, 3}] = 60, v{1}+ v{3} = 55 {1, 3} 60

{1,4} 80 v[{1, 4}] = 80, v{1}+ v{4} = 75 {1, 4} 80

{2,3} 55 v[{2, 3}] = 55, v{2}+ v{3} = 65 {2}{3} 65

{2,4} 70 v[{2, 4}] = 70, v{2}+ v{4} = 85 {2}{4} 85

{3,4} 80 v[{3, 4}] = 80, v{3}+ v{4} = 70 {3, 4} 80

3 {1,2,3} 90 v[{1, 2, 3}] = 90, v{1}+ v{2, 3} = 95 {2}{1, 3} 100

v{2}+ v{1, 3} = 100, v{3}+ v{1, 2} = 95

{1,2,4} 120 v[{1, 2, 4}] = 120, v{1}+ v{2, 4} = 115 {1, 2, 4} 120

v{2}+ v{1, 4} = 110, v{4}+ v{1, 2} = 115

{1,3,4} 100 v[{1, 3, 4}] = 100, v{1}+ v{3, 4} = 110 {1}{3, 4} 110

v{3}+ v{1, 4} = 105, v{4}+ v{1, 3} = 105

{2,3,4} 115 v[{2, 3, 4}] = 115, v{2}+ v{3, 4} = 120 {2}{3, 4} 120

v{3}+ v{2, 4} = 110, v{4}+ v{2, 3} = 110

4 {1,2,3,4} 140 v[{1, 2, 3, 4}] = 140, v{1}+ v{2, 3, 4} = 150 {1}{2, 3, 4} 150

v{2}+ v{1, 3, 4} = 150, v{3}+ v{1, 2, 4} = 145

v{4}+ v{1, 2, 3} = 145, v{1, 2}+ v{3, 4} = 120

v{1, 3}+ v{2, 4} = 145, v{1, 4}+ v{2, 3} = 145

To compute the value Vt for coalition of size x, algorithm need to calculates
Vt values for all the coalition of size 1, 2, . . . , x − 1. Whenever the algorithm
determines all the entries of Pt and Vt the optimal coalition structure CS∗ can
be computed recursively as shown in Table 1. Algorithm looks for grand coalition
structure {1, 2, 3, 4} and checks it is more beneficial to split {1, 2, 3, 4} into {1}
and {2, 3, 4}. Similarly by looking at coalition {2, 3, 4} algorithm finds it is more
beneficial to split {2, 3, 4} into {2} and {3, 4}. As a result, the optimal solution
is {{1},{2},{3,4}}. The running time of algorithm is calculated as follows. there
are total

(
n
k

)
coalition of size k over the n agents and each of them requires O(2k)

time
n∑

k=1

(
n

k

)

O(2k)

According to the binomial theorem, we have

(x + y)n =
n∑

k=0

(
n

k

)

xn−kyk
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Now, take x = 1 and y = 2

(1 + 2)n =
n∑

k=0

(
n

k

)

xn−kyk

Hence we get bound as:

n∑

k=1

(
n

k

)

O(2k) = O(3n)

Having described how DP operates, we will now describes how to get a good
solution after DP completes kth iteration.

3 Anytime Dynamic Programming

An anytime algorithm is an algorithm that can return a valid solution to a
problem even if it is interrupted at any time before it ends. Our algorithm uses
two heuristics.

1. At runtime it calculates coalition structures by greedily adding all
the singleton coalition i.e. {(a1), (a2), . . . (an)} and grand coalition {(a1,
a2, a3, . . . , an)}, then it selects better of two as initial solution.

2. After algorithm completes kth iteration2, it chooses all the largest valued
coalition from each of the subproblem of sizes n, n − 1, n − 2 . . . 3, 2, 13 and
rest of the unassigned agent/agents are picked from the subproblem of sizes
0, 1, 2, . . . , n − 3, n − 2, n − 1. Note that whatever be the coalition of sizes
1, 2, . . . k, it has already been stored in optimal way. The intuition behind
this greedy strategy is as follows: Since the algorithm is stopped before the
completion, for example, if it stops after kth iteration and it might be the
case that there is some large valued coalition in rest of the coalition with
sizes k + 1, k + 2, . . . n

Now, the DP algorithm starts and it solves all the incremental subproblems
of size 1, 2, . . . k. If run to completion, it returns optimal solution. If the algo-
rithm stops prematurely, the better of the initial solution and current iterative
solution using above heuristic is returned. The pseudo-code of algorithm is given
in Algorithm 2. The algorithm works as follows: In line 1, algorithm creates an
initial solution using grand coalition and singleton coalitions, then it picks one
amongst them which gives maximum social welfare. The algorithm chooses sin-
gleton coalition because it is not clear about the relationships among agents.
If the domain happens to be super-additive, the optimal coalition structure is
obviously grand coalition.

2 After kth iteration algorithm solves all the subproblem of size 1, 2, . . . , k.
3 We pick the largest valued coalition of size n, because if Cmax = n, then it contains

optimal solution.
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Algorithm 2. Anytime Dynamic Programming algorithm

Input: Set of all possible non-empty subsets of n agents (2n − 1). The value of any
coalition C is v(C). If no v(C) is specified then v(C) = 0 and Cmax is the maximum
number of iteration
Output: Good coalition structure CS∗(n)
1: CS∗

initial= max{∑n
i=1 v(ai), v(a1, a2, . . . , an)} � Calculate initial solution by

using grand coalition and singleton coalitions.
2: for i = 1 to Cmax do
3: for C ⊆ A, where |C| = i do � A is set of n agents
4: Vt(C) ← v(C)
5: Pt(C) ← {C}
6: for C′ ⊂ C do � for every possible way of splitting C into two halves
7: if Vt(C

′) + Vt(C \ C′) > v(C) then
8: Vt(C) ← Vt(C

′) + Vt(C \ C′)
9: Pt(C) ← {C′, C \ C′}

10: end if
11: end for
12: end for
13: end for
14: Maximum ← 0
15: for i = n to 1 do � Heuristic is used to pick largest valued coalition for each

subproblem
16: X ← C| max C∈Ci(Vt(C)) � Ci is the coalitions of size i
17: Y ← U \ Xa � U is the set of all agents and Y is the unassigned agents

belongs to coalition of sizes n − i.
18: Tempvalue ← Vt(X) + Vt(Y ) � for any coalition C ∈ {X, Y }, if |C| > Cmax,

then it uses v(C) value.
19: if Tempvalue > Maximum then
20: Maximum ← Tempvalue

21: CSTemp ← {X, Y }
22: end if
23: end for
24: CS∗(n) ← Best of CS∗

initial and CSTemp

a Each time X is considered, Y is the complement.

Line 2–13 is same as dynamic programming. Cmax is the iteration limit of
proposed algorithm. The incremental subproblem of size 1 to Cmax are solved
exactly with dynamic programming. After the iteration limit Cmax reached, all
the coalition of size 1 to Cmax are already solved and results are stored in table
Pt and Vt. Note that if Cmax = n, it will return optimal solution.

Line 15–18 is used for greedy heuristic after the iteration limit Cmax is
reached. The heuristic used here is to pick up the largest valued coalition with
size n, n − 1, n − 2, . . . , 1 and pick the rest of the unassigned agents with sizes
0, 1, 2, . . . n − 14

4 If size of coalition X is 0 then the value of the coalition X = 0.
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Line 19–22 is to keep track of highest valued coalition structure found till now.
Line 24 compares the best of initial solution and the solution using greedy

approach used after the iteration limit Cmax.

Example 1. Consider the example used in Table 2. Suppose that the iteration
limit Cmax = 2. All the coalition of size 1, . . . 2 are solved and stored in the table
after the iteration limit Cmax = 2 is reached.

At first the algorithm creates initial solution as follows:

CS∗
initial = Max{{v(1, 2, 3, 4)}

︸ ︷︷ ︸
Value=140

, {v(1) + v(2) + v(3) + v(4)}
︸ ︷︷ ︸
value=30+40+25+45=140

}

Table 2. Example of DP program with 4 agents with Cmax = 2

Size C v(C) All splitting by DP Pt Vt

1 {1} 30 v[{1}] = 30 {1} 30

{2} 40 v[{2}] = 40 {2} 40

{3} 25 v[{3}] = 25 {3} 25

{4} 45 v[{4}] = 45 {4} 45

2 {1,2} 50 v[{1, 2}] = 50, v{1} + v{2} = 70 {1}{2} 70

{1,3} 60 v[{1, 3}] = 60, v{1} + v{3} = 55 {1, 3} 60

{1,4} 80 v[{1, 4}] = 80, v{1} + v{4} = 75 {1, 4} 80

{2,3} 55 v[{2, 3}] = 55, v{2} + v{3} = 65 {2}{3} 65

{2,4} 70 v[{2, 4}] = 70, v{2} + v{4} = 85 {2}{4} 85

{3,4} 80 v[{3, 4}] = 80, v{3} + v{4} = 70 {3, 4} 80

3 {1,2,3} 90

{1,2,4} 120

{1,3,4} 100

{2,3,4} 115

4 {1,2,3,4} 140

Hence, our initial solution CS∗
initial is any of them because they gives same

value.
Next, algorithm picks the maximum valued coalition with sizes 4 and it is

the grand coalition {1, 2, 3, 4} with value 140.
Now, algorithm picks the maximum valued coalition of size 3, which is the

coalition {1, 2, 4} with value 120. Then algorithm chooses the rest of unassigned
agent from coalition of size 1, which is the coalition {3} with value 25. Total
value of coalition structure {1, 2, 4}{3} is 120 + 25 = 145.

Next, maximum valued coalition {2, 4} of size 2 is picked up and rest of
unassigned agents is picked up from coalition of size 2. Total value of coalition
structure is {2, 4}{1, 3} is 85 + 60 = 145.
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At last maximum valued coalition {4} of size 1 is picked up and rest of
unassigned agents form coalition of size 3 is picked up. Total coalition value is
{4}{1, 2, 3} = 45 + 90 = 135.

Now, compare initial solution CS∗
initial with present greedy solution and finds

that the maximum value it gives is 145 with coalition structure {2, 4}{1, 3}.
The final coalition structure is {2}{4}{1, 3} because we see that {2, 4} is stored
as {2}{4}. Note that algorithm could also choose {1, 2, 4}{3} as final coalition
structure because it also gives value 145.

4 Anytime Property of Proposed Algorithm

The anytime property is also satisfied by proposed algorithm

i) Monotonicity— the quality of the result is a nondecreasing function of
computation time. In general proposed algorithm is monotonic.
Proof— The algorithm is clearly monotonic. Suppose we have n agents
in the system. For this scenario we have problem sizes of 1, 2, . . . , n. With
problem size i, all the coalition contains i number agents. Suppose, maximum
valued coalition in problem size i is Mi. Let algorithm interrupted after kth

iteration. Now, all the coalition of sizes 1, 2, . . . k are already solved. In this
case the maximum valued coalition structure is computed as follows:

max∀i∈[1,2,...,k,k+1,...n]{v(Mi) + v(U \ Mi)}
where U is the set of all agents. The largest valued coalition in problem size
k is Mk. If maximum valued coalition structure contains any of the coalition
with problem sizes 1, 2 . . . , k, then in (k + 1)th iteration this value must
be the same as the value generated in kth iteration or greater because the
values generated in (k + 1)th iteration is depends on the values generated in
1, 2, . . . , k iteration.

ii) Preemptability— the algorithm can be suspended and resumed with mini-
mal overhead. Proposed algorithm is clearly preempt-able. After the iteration
limit is reached, algorithm needs to check the largest valued coalition from
each subproblem of size x, where x ∈ [1, n] and fetch the remaining unas-
signed agents from subproblem of sizes n − x, where n is the total number
of agents. This procedure takes O(n) time.

5 Evaluating Proposed Algorithm

In this section we describe the environment on which algorithms have been
tested.

5.1 Experimental Setup

To calculate the time performance, we repeat each experiment 40 times and
averaged the runtime. The algorithms are implemented in Python (Version:3.4),
compiled in IDE Pycharm, and the experiments were run on a Intel(R) Core(TM)
i5-4690 CPU, running at 3.50 GHz under Windows 7 operating system (64 bit).
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5.2 Dataset Generation

The NP-complete problems are intractable but there is no conclusive proof. We
cannot deny the possibility that NP-complete problem is solvable in polynomial
time. Intractable in the sense that there is no polynomial time algorithm for
that problem which gives correct result. That means every algorithm for coali-
tion structure formation is imperfect because we know this is an NP-complete
problem. One way to validate or compare imperfect algorithm for NP hard com-
binatorial optimization problem is to run them on typical problem instances and
see how often they fail. The word imperfect means that there is some input for
which the algorithm fails to give the correct result. Any imperfect algorithm is
usefull if they do not fail too often. With this in mind, we compare proposed
algorithm with existing anytime dynamic programming [16] using different value
distributions. Specifically, we consider the following distributions.

i) Uniform— as studied by Larson and Sandholm [6]: for all coalition C ∈
2A − 1, v(C) ∼ U(a, b), where a = 0 and b = |C|

ii) Modified Uniform— as proposed by Service and Adams [17]. The value
of each coalition C is drawn uniformly v(C) ∼ U(a, b), where a = 0 and
b = 10 × |C|., next a random number r is generated r ∼ U(0, 50) and is
added to the coalition value v(C) with probability 0.2.

iii) Normal— as studied by Rahwan et al. [12] every coalition value is drawn
from v(C) ∼ N(μ, σ2), where μ = 10 × |C| and σ = 0.1

iv) Modified Normal— as proposed by Rahwan et al. [10]. The value of each
coalition C is first drawn v(C) ∼ N(a, b), where a = 10× |C| and b = 0.01,
next a random number r is generated r ∼ U(0, 50) and is added to the
coalition value v(C) with probability 0.2.

v) Beta — The value of each coalition C is drawn as v(C) ∼ |C| ×
Beta (α, β), where α = β = 0.5.

vi) Gamma— The value of each coalition C is drawn as v(C) ∼ |C| ×
Gamma (x, θ), where x = θ = 2

vii) Agent-based Uniform— as proposed by Rahwan et al. [10], each of the
agent ai is assigned a random power pi ∼ U(0, 10), reflecting its average
performance over all coalitions. Then for all coalition C in which agent ai

appears, the actual power of ai in C is determined as pC
i ∼ U(0, 2 × pi)

and the coalition value is calculated as the sum of all the members power
in that coalition. That is, ∀C, v(C) =

∑
ai∈C pC

i .
viii) Agent-Based Normal— as proposed by Tomasz Michalakn et al. [7],

each of the agent ai is assigned a random power pi ∼ N(10, 0.01). Then
for all coalition C in which agent ai appears, the actual power of ai in C
is determined as pC

i ∼ N(pi, 0.01) and the coalition value is calculated as
the sum of all the member’s power in that coalition. That is, ∀C, v(C) =∑

ai∈C pC
i .

ix) Normally Distributed Coalition Structures (NDSC)— as proposed
by Rahwan et al. [13], value of each coalition C is drawn as v(C) ∼
N(μ, σ2), where μ = |C| and σ =

√|C|.
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In the comparison graph shown in Figs. 1 and 2, we call our algorithm as
PADP (Proposed Anytime Dynamic Programming) and the algorithm proposed
by Service and Adams [16] is denoted as ADP (anytime dynamic programming).

6 Performance

In order to evaluate the proposed algorithm we implemented it in the Python
programming (Version: 3.4) language and tested the behavior of coalition struc-
ture formation problem. As our benchmark we use the algorithm presented in
[16]. We selects algorithm in [16] because according to our knowledge, it is the
only available coalition structure formation algorithm using anytime dynamic
programming. Here we present experimental results on the behaviors of PADP
and ADP [16], considering in particular solution quality and runtime perfor-
mances. We tested both the algorithms for 16 agents and compare it with the
increasing iteration limit of basic dynamic programming. For each of the above
distributions, we plotted the termination times of both algorithms for each itera-
tion with 16 agents. Here, time is measured in seconds, and plotted on a log scale
and similarly solution is also plotted on a log scale. Figure 1 shows the resulting
performances of both algorithms with respect to solution obtained. The results
show that if proposed algorithm is interrupted before running to completion,
it may still return a solution with relatively high quality than the algorithm
proposed by Service and Adams [16]. Specifically, we find that.

i) Except Normal and Agent based normal distribution our proposed algorithm
always produces better solution as compared to previous algorithm [16]. The
results are shown in Fig. 1a, 1b, 1e, 1f, 1g, 1i.

ii) With Normal and Agent based normal distribution (shown in Fig. 1c, 1h)
both algorithm performances are same in terms of solution quality, because
of the fact that, under these distribution, the optimal solution mainly con-
sisted of the singleton coalitions.

iii) With Modified Uniform, Normal, Beta and Agent-based Normal distribu-
tions,(shown in Fig. 1b, 1c, 1e, 1i) PADP takes very less time to produce
near optimal solution.

iv) With Modified Normal distribution, PADP fails to produce better result for
first n/2 iterations, after that it always produce better result than ADP.

In terms of runtime, results show that the proposed algorithm runs little
bit faster for first few iterations and after that both algorithms running time is
same. The runtime comparison is given in Fig. 2.

7 Related Work

The current research work on coalition structure formation can be classified into
three categories [8].
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Fig. 1. Solution quality of proposed algorithm and ADP

1. Anytime algorithms— It permits premature termination (i.e., before the
optimal solution has been found) but at the same time it provides guarantees
on the quality of the solution. One of the disadvantage of anytime algorithm
in coalition formation mechanism is that they all requires, in the worst case
to check all coalition structures. Hence, time required is O(nn).

2. Design-to-time algorithms— This type of algorithm guarantees to return
an optimal solution but to do so, it must run on completion. That is they can
not produce intermediate result like anytime algorithms.

3. Heuristics algorithms—This type of algorithm sacrifices quality guaran-
tees of solution for speed. The main drawback of this type algorithm is that
it is impossible to verify the quality of generated solution.

The optimal coalition structure can be generated by using dynamic programming
algorithm [19] in O(3n) time, however it is impractical for moderate size of
inputs.
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Fig. 2. Time performance of proposed algorithm and ADP

The state-of-the-art Improved Dynamic Programming (IDP) [9] algorithm is
improved version of [19] it is improved by Rahwan and Jennings [9] to enhance
the usability of dynamic programming. Their approach is not to evaluate some
unnecessary splitting. The author shows that their approach is empirically faster
and uses less memory, but still worst case runtime is O(3n). The main drawback
of this approach is it does not have anytime properties.

Due to the high complexity of dynamic programming many researchers are
developing anytime algorithm which allow quality suboptimal solution very
faster. Many anytime coalition structure formation algorithm operates on the
space of all coalition structures, between ω(nn) to O(nn) [15]. Sandholm et al.
[15] proposes first anytime algorithm for coalition structure formation problem.
They proved that to provide a bound on the quality of the solution algorithm
needs to check at-least 2n−1 coalition structures. Their approach uses coalition
structure graph, where nodes in the graph are coalition structures and edges
between nodes are splitting(or mergers) of coalition structure.
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On the other hand the algorithm proposed by Dang and Jenning [3] also used
the coalition structure graph representation as Sandholm et al. [15], they define
and search a particular graph subsets and shown that their technique empirically
generate tighter quality guarantee’s than Sandholm et al. [15]. Moreover, several
researchers developed anytime algorithms that searches the space of coalition
structure graph in different ways [3,8,13].

Rahwan and Jennings [13] have not used coalition structure graph. They
use a totally new representation of coalition structures space based on integer
partitions and shown that their approach empirically gives high quality solutions
than any other previous anytime algorithms. Their approach is called anytime
IP algorithm.

The algorithm in [8], called IDP-IP, it combines positive sides of IDP and
anytime IP algorithm and avoids their weakness.

Service and Adams [16] proposed an anytime dynamic programming (ADP)
to solve coalition structure formation problem. Their approach is to first create
a greedy solution in O(2n) time by greedily adding the coalition of largest value,
out of unassigned agents. Next, dynamic programming is used to solve the prob-
lem with sizes 1, 2, . . . k. If run to completion, it gives optimal result. Otherwise,
it will produce better of greedy solution and current iterative solution.

In this paper, we raised the question of how to achieve high quality solutions
to the coalition structure formation problem (see e.g. [11] for a survey of the
problem), especially when the search execution times to find solutions are very
limited. Motivated by the observations in [1,16], we developed our algorithm
and compared it empirically with ADP [16]. In search of creating an anytime
algorithm for coalition structure formation we choose dynamic programming
as basic tool because it is the algorithm available with lowest worst case time
complexity O(3n).

8 Conclusion

Coalition structure formation is a computationally hard, combinatorial prob-
lem in multi-agent systems. This work represents a new anytime dynamic pro-
gramming for solving coalition structure formation and has been compared with
previous anytime dynamic programming algorithm [16]. The backbone of both
algorithms are dynamic programming but they used different heuristics to get
the solution.

Both the algorithm use preprocessing to make a greedy solution before
dynamic program starts. The preprocessing phase of ADP [16] runs in O(2n)
and the preprocessing phase of our proposed algorithm runs in O(n). In most of
the input distribution, proposed algorithm performs well than ADP [16].
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Abstract. The transition towards an electricity grid based on renewable
energy production induces fluctuation in electricity generation. This chal-
lenges the existing electricity grid design, where generation is expected
to follow demand for electricity. In this paper, we propose a multi-agent
based Virtual Power Plant design that is able to balance the demand
of energy-intensive, industrial loads with the supply situation in the
electricity grid. The proposed Virtual Power Plant design uses a novel
inter-agent, multi-objective, multi-issue negotiation mechanism, to coor-
dinate the electricity demands of industrial loads. Coordination hap-
pens in response to Demand Response events, while considering local
objectives in the industrial domain. We illustrate the applicability of our
approach on a Virtual Power Plant scenario with three simulated green-
houses. The results suggest that the proposed design is able to coordinate
the electricity demands of industrial loads, in compliance with external
Demand Response events.

1 Introduction

The transition towards an electricity production based on renewable energy, chal-
lenges the electricity infrastructure. Maintaining a balance between supply and
demand is crucial, and fluctuations from electricity production must be handled.
To this end, consumer participation in Demand Response (DR) programs offers
a cheap and carbon friendly solution [3]. In DR programs, consumers are offered
incentive, in the form of variable electricity prices or direct payments, to change
their consumption pattern [7]. To overcome capacity constraints on DR markets,
the coordinated actions of multiple consumers can be exposed through a Virtual
Power Plant (VPP) [9].

Literature contain numerous proposals for VPP designs. In general, these
approaches can be categorized either as centralized- or distributed approaches.
Centralized approaches such as the ones proposed by Ruiz et al. [11], Binding
et al. [1] and Molderink et al. [8] rely on direct load control of consumers, which
scales poorly for larger virtual power plants. Further, this deprives consumers of
their autonomy. To overcome these limitations, distributed approaches coordinate
consumers represented as autonomous agents. Kok et al. [5], Kulasekara et al. [6],
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Zhang et al. [13] and Ramchurn et al. [10] contains examples of such approaches.
But to our knowledge, existing literature does not account for the fact, that con-
sumers are often complex entities, with several objectives negotiating over several
issues.Under these circumstances, several local objectivesmust be pursued by each
consumer while adhering to global requirements presented by DR events.

To this end, we propose a multi-agent based VPP design, which uses a
novel inter-agent multi-objective multi-issue (MOMI) negotiation mechanism to
achieve a group objective among self-interested agents. Agents represent complex
consumer domains, and the group objective is defined by DR events received by
a VPP entity. The design has been implemented in a software application used
to simulate a VPP containing three greenhouses, which are coordinated towards
various DR events. The results show that the electricity consumption of the
greenhouses can be coordinated in accordance with received DR events, without
violating their production requirements, when sufficient flexibility is available in
the greenhouses.

The remainder of the paper is organized as follows. In Sect. 2 we present the
proposed multi-agent based VPP design. This is followed by a description of
a VPP scenario in Sect. 3. Section 4 describes experimental results and finally
Sect. 5 draws conclusions.

2 Model for an Multi-agent Based VPP

We propose a multi-agent based VPP design, in which the complex nature of
consumer domains is recognized. The design consists of an Aggregator-agent who
negotiates with a number of Load-agents. The purpose of the negotiation is to
agree on an electricity profile for each of the Load-agents. The electricity profile
describes planned consumption (or, production) for a consumer domain across a
VPP-specific period of time. When combined, the electricity profiles of all con-
sumer domains should adhere to requests for DR services received as DR events.
In this context, the Aggregator-agent is a coordinating entity that receives DR
events, and the Load-agents represent consumer domains. The Aggregator-agent
may form bilateral negotiations with Load-agents. When this happens, the Load-
agent will provide an electricity demand profile to the Aggregator-agent. The
Aggregator-agent initiates negotiation with the Load-agents by calculating elec-
tricity allocation profiles. These form a combined electricity profile that adheres
to the received DR event. Further, the allocations for each Load-agent is as close
to the electricity demand profiles as possible. The Aggregator-agent will then
inform the Load-agents of the suggestions for electricity allocation profiles, and
Load-agents will respond with a revised electricity demand profile. This process
is repeated until the Aggregator-agent and Load-agents reach consensus on allo-
cation - or the negotiation reaches a specified time-limit.

The agent decision logic is modeled as a multi-objective, multi-issue (MOMI)
negotiation using a genetic algorithm (GA). Agents may have several objectives
and address several issues, and the GA will query each objective with suggestions
for issue values. This can be perceived as a mediator-based negotiation, where
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the GA assumes a man-in-the-middle position towards a set of objectives, rep-
resented by concerns, who negotiate over a set of issues. The mediator proposes
values for issues, in the form of contracts, to the concerns. Each concern defines
a cost function, which will yield a cost as a function of a contract and a target
vector. This cost describes the degree to which a proposed contract adheres to
the objective represented by the concern, at the time of the proposal. The use
of cost functions means that concerns will seek to reduce the distance between
a contract and its target vector. Here, the concern may select a subset of values
from the contract and manipulate them, in order to make them comparable to
its target vector. This means that the mediator has incomplete information: The
mediator has knowledge of the concerns and - after querying - the cost they asso-
ciate with a specific contract. It does not have knowledge of the cost function of
the concern or the value of its target vector. The use of a GA means that con-
tract proposals will initially be random within limits defined by the issues. The
mediator will create a vector for each contract containing costs for each concern.
Using the Pareto criteria, the mediator then creates and evolves a Pareto set
of contract proposals based on their cost vectors. Evolution happens through
genetic operations (crossover and mutation) on the contracts. The evolution of
the Pareto set continues, until a time-limit, or a given number of evolutions, is
reached. This concludes local optimization and enables the mediator to select a
contract from the Pareto set, in order to provide a proposal in the inter-agent
negotiation. To this end, mediators use concern’s priority: A concern’s priority is
given by a value of either 0, 1 or 2. The lower the value, the higher the priority.
These priorities are used to classify mission critical Domain Concerns (DCs) in
priority 0, Representation Concerns (RCs) in priority 1, and non-mission critical
DCs in priority 2. DCs are used by the agent to represent local objectives where
RCs represent objectives of agents, with which it is negotiating. The concept is
illustrated in Fig. 1.

A selection criteria based on maximizing social benefit [4] is then used recur-
sively on the priority groups to select the best contract. This means that all
contracts from priority 0 that yield the same social benefit, are evaluated for
all concerns in priority 1 and so on. The priority based selection scheme will
guarantee the selection of a contract, that satisfies concerns with a higher pri-
ority before it considers concerns with lower priority. After selecting a con-
tract, a mediator will update target vectors of all RCs representing its agent.

Fig. 1. Concept of bilateral negotiation between agents in agent decision logic
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This initiates the next round of inter-agent negotiation, and the process contin-
ues until a final number of negotiation rounds is reached or the allocated time
for inter-agent negotiation expires. This design enures, that agents may mutu-
ally influence each other without violating mission-critical, local objectives. This
design enables a differentiation between DCs and RCs: The mediator can pri-
oritize local objectives over objectives, which represent external agents. This is
necessary to avoid a self-enforcing feedback loop between an opponent agent and
its RCs, during inter-agent negotiation. In agent terminology, this ensures that
agents act truthful, and not based on external bias. Once the inter-agent nego-
tiation terminates, the Pareto set in each agent contains one or more contracts,
with maximum social benefit for both mission-critical DCs and RCs, iff there
are no conflicts between the Aggregator-agent and Load-agents. However, in case
of a conflict, no such contract exist. To solve this conflict, a choice can be made
to prioritize the Aggregator-agent, in order to guarantee compliance with DR
events, or to prioritize Load-agents, to ensure successful operation of consumer
domains (or compromises in between these extremes). This topic is outside the
scope of this paper.

3 Case Study

In our case study, we have created a VPP using the design presented in section
Sect. 2. The VPP is implemented with a single Aggregator-agent and four Load-
agents who simulate consumers. These consumers resemble commercial green-
house growers, who play an important role in the production of ornamental
pot plants and vegetables in Northern Europe. These are ideal candidates for
VPPs, as they constitute complex process domains, where maintaining an opti-
mal growth climate for plants requires intensive energy use and continuous
supervision of different climate parameters such as CO2 levels, temperature and
humidity.

3.1 Load-Agent Decision Logic

Each Load-agent has been configured with a single issue, namely the Light Plan-
issue. Further, each Load-agent has a mission-critical Production DC (PDC ) at
priority 0, which reflects production needs, as well as a non-mission critical
Energy Reducing DC (ERDC) at priority 2. Various other concerns could have
been included to reflect that the photosynthesis process is influenced by vari-
ous climate concerns such as CO2, air temperature, and humidity. However, as
the MOMI negotiation concept used has previously been shown to handle such
scenarios [12], we have chosen to include only the PDC, in order to simplify
the explanation of our approach. Finally, each Load-agent has a single RC, the
Aggregator Agent RC (AARC ), which represents the Aggregator-agent.

The Light Plan-issue defines values on the form ln = [l1,n, l2,n, · · · , lt,n] where
n is the Load-agent. This means that each contract in the Load-agent will contain
a vector with values on this form. The values of elements in this vector depend
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on the nature of the Load-agent - or rather, the load that the issue represents
in the Load-agent. For simplicity, loads are assumed to be either on or off in the
following, yielding lx,n ∈ {0, 1}, which means that this value maps to the state
of the actuator - not its consumption.

The PDC reflects the need for artificial growth light to the plants. Specifically,
the target vector of the PDC represents the amount of photo-synthetically active
radiation (PAR) in MolSqrMeter, required to achieve the production goal. In this
case then, the target vector is a scalar defined as gn ∈ R.

The contribution from artificial growth light varies across the day. That is, the
contribution is marginal when the sun shines whereas the contribution is signif-
icant in hours with cloudy weather - or after sunset/before sunrise. To this end,
the PDC is supplied with a coefficient vector defined as vn = [v1,n, v2,n, · · · , vt,n]
where vx,ninR. The coefficient vector represents the estimated amount of pho-
tosynthesis obtained from artificial light in each hour. This is used by the PDC
to calculate the PAR contribution for a given contract C as hn =

∑t
i(vi,n ∗ li,n),

where ln ∈ C. The PDC then returns a cost, qn, defined by the absolute differ-
ence between gn and hn, qn = |gn−hn|. The coefficient vector changes over time
as a result of the underlying estimates changing. This means that the nature
of the cost space created as a function of contracts and the PDC target vec-
tor, changes over time. This again means that the relation between the PDC
and other concerns changes over time, as this relation is forged solely based on
costs returned by concerns to contracts. Hence, no assumption about relations
between concerns can be made.

The AARC compares suggestions for allocations made by the VPP towards
contracts suggested by the mediator in the Load-agent. Each AARC has a target
vector f n = [f1,n, f2,n, · · · , ft,n], which is the current electricity allocation made
in the Aggregator-agent for that particular Load-agent. This means, that the
target vector of the AARC changes as the inter-agent negotiation progresses. As
the Load Plan-issues represents an actuator, the task of the AARC is to convert
actuation values into an electricity consumption, which can be compared towards
its target vector. The AARC maps off-hours to a consumption of 0 MWh and on-
hours to a consumption of 1 MWh. The 1 MWh then corresponds to the installed
effect of the lamps in the greenhouse, in which the Load-agent reside. Essentially,
this means that the AARC has a coefficient vector of 1’s, which are multiplied on
value suggestions for the Light Plan-issue. Had the installed effect been different,
this would be reflected by the coefficient vector of the AARC. Multiplying the
coefficient vector of the AARC with values for the Light Plan-issue, yields a
vector dn = [d1,n, d2,n, · · · , dt,n]. The AARC calculates the cost, qn of a contract
as the absolute difference of each element in fn and dn, - qn =

∑t
i |fi,n − di,n|.

The ERDC is included to have Load-agents generate baselines, which adhere
to the assumption of being energy efficient. The cost function of ERDC returns
a value, which corresponds to the sum of elements in ln, defined as qn =

∑t
i li,n,

which means that use of more artificial light returns a higher cost. Implementing
the ERDC as a non-mission critical DC means that the Load-agent will favor
adhering to requests of the Aggregator-agent over achieving energy efficiency.
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3.2 Aggregator-Agent Decision Logic

The Aggregator-agent contains three Electricity Allocation-issues, which rep-
resent allocations for Load-agents as well as seven concerns: one mission criti-
cal Load Management DC (LMDC ) which represents DR events in the MOMI
negotiation, and two Load Agent RCs (LARCs) for each Load-agent. The logic
behind using two RCs for each Load-agent is that allocations of electricity do not
attribute the same contribution to the Load-agent, if it is moved from one slot
to another. By having two RCs representing a single Load-agent, a distinction
between temporal allocation of electricity and the amount of electricity allocated
can be made. This means that a profile, in which electricity allocation has been
shifted, is preferred over one, in which the electricity allocation has been reduced.
If the Load-agent was represented by only one RC in the Aggregator-agent, a
profile which time shifts an allocation would yield a higher cost, than one which
simply reduces the allocation made to the Load-agent.

Values for the Electricity Allocation-issues represent hourly electricity allo-
cation, for each of the Load-agents across a day. The issue values are defined as
vectors, on the form en = [e1,n, e2,n, · · · , et,n], where t is the number of slots,
n is the Load-agent, to which the allocation maps and ex,nin {0, 1} is the allo-
cation size. The definition of the values that ex,n can take on depends on the
minimum and maximum consumption of the industrial process as well as the
steps in which the consumption of a given process can be regulated.

The LMDC enables the VPP to offer Load Management (LM) actions
towards external parties. LM encompass the actions load shedding, valley filling
and load shifting [2]. In peak clipping, load is reduced in one slot of an electricity
profile, as opposed to valley filling, in which load is increased in a slot. Finally,
load shifting is a combination of these actions, where load is moved from one
slot to one (or several) other(s). The LMDC negotiates over the summarized
value of all Electricity Allocation-issues, defined as y =

∑t
n en, to ensure that

the combined allocation adheres to incoming DR events. It has a target vector
p = [p1, p2, · · · , pt] which is defined by the DR event. That is, the DR event
contains a target vector for the LMDC. As the Aggregator-agent has knowledge
of the electricity profile of each Load-agent, before starting negotiation with
these, it is fair to assume, that the Aggregator-agent can propagate this as an
aggregated baseline electricity profile to an external party. This enables exter-
nal parties to create DR events with target vectors as altered versions of the
initial, aggregated baseline electricity profile of the VPP. The cost function of
the LMDC returns a value, which corresponds to the absolute difference of each
element in y and p, formally defined as qn =

∑t
i |yi − pi|.

The concern LARCtime negotiates over the Electricity Allocation-issue, rep-
resenting allocation for its Load-agent. Each LARCtime has a target vector
dn = [d1,n, d2,n, · · · , dt,n], which represents the electricity demand profile of
the Load-agent. The value of this vector changes over time, as the inter-agent
negotiation progresses. Again, this is due to the bilateral negotiation between
the Aggregator-agent and the Load-agent. The cost function of each LARCtime

returns a value, which corresponds to the absolute difference of each element in
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en and dn, defined as qn =
∑t

i |ei,n − di,n|. The concern LARCsum works in a
similar way, except this concern is solely concerned with the amount of electric-
ity allocation - and not the time at which it is allocated. The cost function of
each LARCsum returns a value, which corresponds to absolute difference of the
accumulated values of elements in en and dn, defined as qn = |∑t

i ei,n−∑t
i di,n|.

4 Experiments and Results

We consider 4 sets of experiments based on the scenario in Sect. 3. The first
experiment serves as a baseline case, to validate that Load-agents will be allo-
cated their requested demand, in case of no DR event. The three subsequent
experiments map to each of the LM actions described in Sect. 3. Each of the
PDCs were given a target vector of 400 MolSqrMeter. This number reflects that
each Load-agent needs to reach a certain light sum, in order to achieve the
required plant growth. Each PDC x is assigned a coefficient vector vx as shown
in (1), (2), and (3), which varies between the Load-agents, to reflect varying con-
ditions in each of the domains. For the purpose of illustration, the coefficients
vectors share the property that they yield a single optimal schedule with respect
to energy efficiency, in order to reach the goal of 400 MolSqrMeter.

v1 = [25 0 25 25 25 25 50 50 50 100 50 25 50 25 25 25 25 25 25 50 25 25 25 25] (1)

v2 = [25 0 25 25 25 25 25 25 25 25 50 100 50 50 50 25 50 50 25 25 25 25 25 25] (2)
v3 = [25 0 25 25 50 50 25 25 50 100 50 50 25 25 25 25 25 25 50 25 25 25 25 25] (3)

The most energy efficient schedules for the Load-agents are used as baselines,
which are shown in (4),(5) and (6) and the aggregated baseline profile of the
three Load-agents is shown in (7). In a real-life scenario, the baseline would be
deducted live, as this knowledge is present in the target vectors of the LARC’s
in the VPP.

d1 = [0 0 0 0 0 0 1 1 1 1 1 0 1 0 0 0 0 0 0 1 0 0 0 0] (4)

d2 = [0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 1 1 0 0 0 0 0 0] (5)
d3 = [0 0 0 0 1 1 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0] (6)
dagg = [0 0 0 0 1 1 1 1 2 2 3 2 2 1 1 0 1 1 1 1 0 0 0 0] (7)

To simulate DR events, three target vectors were created for the LMDC,
based on the aggregated baseline profile in (7). These can be seen in (9), (10)
and (11) respectively. The baseline target vector shown in (8) is equal to dagg, as
we want each Load-agent to be provided with the most energy efficient allocation,
in case of no LM request. The subsequent target vectors were defined by altering
the baseline goal according to the LM actions peak clipping, load shifting and
valley filling. Obviously, the target vector of the LMDC is defined by the DR
event in a real life setting.

pbaseline = [0 0 0 0 1 1 1 1 2 2 3 2 2 1 1 0 1 1 1 1 0 0 0 0] (8)

ppeak clip = [0 0 0 0 1 1 1 1 2 2 2 2 2 1 1 0 1 1 1 1 0 0 0 0] (9)
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pvalley fill = [0 0 0 0 1 1 1 1 2 2 3 2 2 1 1 1 1 1 1 1 0 0 0 0] (10)

pload shift = [0 0 0 0 1 1 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1 0 0 0] (11)

Each experiment was executed with a generation limit of 500, which was
empirically found to ensure convergence in the local negotiation. Each experi-
ment was repeated 30 times to remove influence of randomness from the GA,
as recommended by [14]. In order for the design of the proposed mechanism
to be successful, the experiments should show that adherence to incoming DR
events is made with minimal impact on the Load-agents. That is, each Load-
agent should be allocated their demand - or as close to it as possible. When
the correct amount of allocation is available (in case of a load shift), no conflict
should exist between Load-agents and the Aggregator-agent.

The results of the baseline experiment is shown in Fig. 2. Here we see that the
aggregated demand profile corresponds to the one in (7). Figure 3 shows the result
of a peak clipping experiment, in which the LMDC in the Aggregator-agent will
enforce a peak clipping request of 1 MW. To do so, a single Load-agent must be
forced to compromise its electricity demand by 1 MW. As can be seen, one Load-
agent is allocated 1 MW less than it demands in slot 11. This leads to an inter-
agent negotiation conflict as expected. The Load-agent, which is being forced to
compromise, is observed to change over the 30 experiments. However, the aggre-
gated profiles remain the same for all experiments. In the valley filling experiment,
a single Load-agent must increase its consumption. As in the peak clipping experi-
ments, this leads to a conflict, as it forces one of the Load-agents to exceed the goal
of its PDC in time slot 16. The results are shown in Fig. 4. Again, the Load-agent
selected for an increase varies throughout the experiments. Lastly, Fig. 5 shows

Fig. 2. Result of baseline experiment. Numbers behind legend map to Load-agents

Fig. 3. Result of peak clipping experiment. Numbers behind legend map to Load-agents
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Fig. 4. Result of valley filling experiment. Numbers behind legend map to Load-agents

Fig. 5. Result of load shifting experiment. Numbers behind legend map to Load-agents

the results of the load shifting experiment, where a Load-agent must shift its con-
sumption. We observed that the aggregated load is shifted as expected, increasing
its consumption in slots 16 and 21 in return for a reduction in slot 11. An impor-
tant note here is, that the Load-agent making a shift, is compensated in a way,
which ensures that it reaches its production goal. In a real-life scenario this could
mean, that the Aggregator-agent would first have to shed load, and then gradually
increase compensation, until the conflict is solved.

5 Conclusion

Flexibility in electricity consumption on the consumer side can help to maintain
balance between supply and demand, in electricity grids with high penetration of
wind- and solar power. In this paper, we propose a multi-agent based design of a
VPP that is able to integrate energy-intensive industrial loads in DR programs.
We propose a novel inter-agent multi-objective multi-issue (MOMI) negotia-
tion mechanism to coordinate the individual electricity consumption of several
industrial loads towards received DR events. In this way, a VPP may expose
an aggregated load profile which conforms to electricity market requirements.
Our design handles DR events by performing LM in the form of peak clipping,
valley filling, and load shifting on aggregates of industrial loads. We illustrate
how the proposed design will adhere to DR events, without violating production
requirements of the industrial domains, in cases where sufficient electricity is
available. Further we show, how allocation of electricity follows demand from
the industrial domains, to the best degree possible. Based on the present proof
of concept, we plan to extend the model to handle conflicts which can arise in
cases of insufficient electricity.
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Abstract. We present a multi agent system simulating the complex
interplay between the actors of innovation involved in the development of
technology transfer for Green IT. We focus on the role and the influence
of technology transfer offices on the individual objectives of each other
actor (researchers, research facilities, companies). We analyse also their
impact on several parameters, including sustainability.

1 Introduction

Technology Transfer Offices (TTO) have been promoted in many research cen-
ters and universities as a mean for accelerating the adoption of research in the
industry. While it seems obvious that these dedicated offices might have a pos-
itive role on the effective transfer, we did not see any computerized model of
their impact. It would be too ambitious to analyse it through the wide spectrum
of science, hence we focus on Green IT, the part of Information Technologies
interested in environmental aspects, besides social and economical ones.

In the last decade, research on energy savings in IT has become important
for both industry and academics. Several studies conducted by international
organisations warn about the steady increase of energy consumption in various
fields such as Datacentres, Cloud Computing [12], raising concerns on economic,
social and ecological aspects. In laboratories techniques have been developed
and show promising results in terms of energy consumption reduction. Unfor-
tunately, the transfer (or even the knowledge) of these techniques to industries
is limited. To understand the (positive or negative) impact of the presence of
TTO on Green IT development, we analyse it through a simulation conducted
with a multi agent system (MAS). The MAS helps to define the different actors
involved in the technology transfer (including researchers, companies, funding
agencies), and to observe the evolution of their objectives when parameters of
the simulation evolves (external funding, company policies, ...). Previously we
proposed [13] the concept of a generic multi agent system for technology trans-
fer, where we observed the evolution of the actors objectives. In this work we
design the implementation of this MAS and its extension to integrate TTO.
c© Springer International Publishing Switzerland 2016
M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 323–332, 2016.
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The main contributions of this research work are:

– An agent based model of technology transfer between researchers, companies,
TTO and its implementation;

– An analysis of the TTO’s presence and its impact on individual objectives of
actors and on the overall objective of sustainability.

The article is organized in the following way: We present in Sect. 2 the multi
agent system including the description of the selected actors and their links,
the sustainability concept in Sect. 3 and the implementation of the model with
NetLogo in Sect. 4. We present simulation results in Sect. 5 before state of the
art in Sect. 6, and we conclude in Sect. 7.

2 Multi Agent System for Technology Transfer

In [13] we have conceptualized a MAS for modeling the relationships between
innovation actors in terms of technology transfer. The MAS has been built from
a literature review and a detailed analysis of 80 responses to a survey sent to
colleagues in the field of Green IT field. Their motivations and their links in the
context of a transfer from research facilities to industry (and vice versa) were
analyzed. The main players in the technology transfer, their general goals and
their means of action were extracted and detailed.

In this paper, we detail the implementation of the MAS, focusing on
researchers, research facilities, companies and TTO, together with their links.
The full system adds funding agencies, standardization bodies, lobbying groups,
governments and business angels in [1]. This simplified presentation highlights
the keys for the transfer and is not exhaustive. Note finally that only the activi-
ties of the actors in direction of Green IT have been taken into account (leaving
aside individual non related goals).

2.1 Researchers, Research Facilities and Companies

First concerned by technology transfer, they produce knowledge through publi-
cations that they seek to increase, and by building up projects with companies
through their research institute. In the scope of this work, their primary goal is
the number of publications where publications are related to their connections
they create at conferences and/or collaborative projects, and the financial budget
of their research centre. More links leads to more opportunities for publications.
Researchers may be permanent or non-permanent. Non-permanent researchers
(PhD candidate, PostDoc, ...) are supervised by permanent (and their number
is limited by the number of permanent researchers) and have a limited contract
duration.

The researchers are grouped in research facilities. Research facilities con-
tribute to the technology transfer by giving incentives to researchers for publica-
tions. However they have their own objective (their reputation) that pushes them
to build external contracts: collaborative projects (in a consortium) or direct
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cooperations with companies. The research facility’s reputation is computed
as the moving average (within a sliding window of 3 years) of its researchers’
publications together with its contracts. Research facilities hire non permanent
researchers within contracts.

Companies look to increase their profits by taking a competitive difference.
Their goal is to increase their share in the market and therefore to increase their
turnover. Participation in collaborative projects increase leadership when the
project is successful, but requires initial investment that might be lost. They
hire new employees to participate in projects. They dedicate a portion of their
sales to research and development.

2.2 Technology Transfer Offices

Technology Transfer Offices (for instance SATT-Technology Transfer Anony-
mous Society- in France, PSB in Austria) are structures associated with research
facilities, intended to facilitate and accelerate technology transfer. Their goal is
to increase their turnover (and therefore that of their public shareholders) tak-
ing part in the implementation of contracts. In return they provide a permanent
support and address book helping research facilities and businesses to contract
better. While a contract between a research facility and a company lasts for a
limited duration, the existing link through a TTO lasts beyond the duration of
the contract. Also, the chances of finding a market for a research is higher when a
TTO exists, increasing the chances of contracts for the associated research facil-
ity. In this work we will investigate in particular the impact of their presence on
the goals of each of the other actors, but also on a general goal for improving
society’s sustainability.

3 The Concept of Sustainability

A presented in [14], sustainability is a concept defined by the conjunction of
three factors: environmental, social and economic. In a simplified way, an actor
of a system improves its sustainability if at least one of these increases when the
others do not decrease. As an example, in the field of Green IT, a more recent
material often uses less electricity for the same computing power, but at the
same time its production, transport, the recycling of the older equipment, all
have a negative impact on the environment [15]. The SPI (Sustainability Perfor-
mance Indicator) for each actor has 3 factors, weighted at 33 % each: ecological,
societal, economical. Each factor is itself dependent on several elements weighted
differently. Full details of our proposal for the calculation can be retrieved in [1].

The ecological factor is reflected by (i) the awareness of green IT solutions by
the actor and (ii) by its efforts in terms of Reduce, Reuse and Recycle, typically
during collaborative projects.

The social factor shows the actor’s role in society: (i) green employment rep-
resents the employees recruited to work on (green IT) contracts. Employment is
an important aspect for social evolution in a society. (ii) the society’s knowledge



326 C. Herzog et al.

on IT consumption. Reports like [12] help develop this, and is based on study-
ing the publications from researchers and press releases from companies. (iii)
Rethink is the ability of an actor to rethink its green IT in terms of strategy. For
instance, a company with more contacts can rethink its strategy better, while
a researcher has more freedom of thoughts when not involved in contracts. (iv)
the actor’s image in society is dependent on its communication strategy, mainly
based on contracts and publications. (v) the influence of an actor on the stan-
dardization organizations. Big companies have more influence in organizations
like ISO or IEC than individuals.

Finally, the economic factor is valued by: (i) the economic impact of green
solutions. It tracks the successful contracts, meaning ones that generated bene-
fits. (ii) the turnover representing the richness of each actor. (iii) the attractive-
ness of an actor for investors is an important factor for the economic dimension
since it allows companies, TTO and research facilities to grow their turnover,
indirectly increasing their R&D efforts.

All these values evolve with actors’ actions and time. For instance, the aware-
ness of Green IT solutions increases with the number of publications and con-
tracts and decreases as time passes.

4 Implementation of the Multi Agent System

4.1 Netlogo as a Multi Agent System Framework

We implemented a multi agent system with NetLogo 5.3.1 [2]. NetLogo simulates
the evolution and interaction of agents in complex systems. NetLogo was created
in 1999 by U. Wilenski, and is regularly updated (last version in 2015) [3]. It is
used in many scientific fields: social science, economics, commercial distribution,
biology, modeling complex behaviorrs in a population, etc. In NetLogo we used
the agents turtles, links and observers. The turtles represent the actors in our
world, the links are their connections. Observers collect the information used for
statistics. Each agent operates independently in discrete time-steps.

4.2 Representation of the Actors and Their Evolution

Each agent has its own attributes, those values change with interaction and
time. A researcher may be permanent or not. If they are not permanent, they
are associated with a contract those duration is given (ttl for time-to-live). It
may be extended in case of successful collaborations. Researchers are members
of a research facility. This is represented by a link between them (see Sect. 4.3).

As explained earlier, the primary goal for a researcher (as seen in this work)
is to publish and therefore should have an attribute reflecting this. However, this
attribute is shared with other actors, like all the attributes given here: each actor
is active in the system at different regular intervals (action period). Contracts
and publications are stored, as well as the interests of one actor for 3 technolo-
gies (cloud, virtualization and cooling) having potential for energy reduction.
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These interests are used to compute a compatibility between actors when trying
to collaborate (euclidian distance is used).

Research facilities have a turnover (richness), an amount dedicated to green
research, a reputation (sliding value over 3 years), and its active research con-
tracts at any point in time (used for linking the contracts with the non permanent
researchers). If a TTO is attached to this research facility, a link is set up (see
Sect. 4.3).

The TTO have a turnover, the number of transactions they were involved
in and the percentage they take on every contract. Finally, the companies have
a turnover and a R&D budget, and a number of employees in R&D. Funding
agencies were modeled simply by regularly launching funds to initiate projects.

Once the actors defined, their evolution is controlled by algorithms called
every time step. In our model, a time step (ticks in NetLogo) is equal to one
day. The algorithm for a researcher is given in Algorithm 1.

Algorithm 1. Evolution of a researcher agent
1: if not permanent then ttl = ttl − 1
2: if ttl ≤ 0 then die
3: e = research facility employing the researcher
4: newpublication = 0
5: for all regular-neighbor do
6: money = funding research of e
7: if random-float 1.0 < (0.20 ∗ 1/90) and money > 1000 then
8: newpublication = newpublication + 1
9: ask e [ funding research = funding research − 1000 ]

10: publication = publication + newpublication
11: ask my-regular-links [ if random-float 1 ≤ 1/180 then die ]
12: if count regular-neighbors < max link per researcher then
13: bonus = P(e)
14: if random-float 1 ≤ (1 / 90) + bonus then
15: r = random 100
16: if r < 50 then p = partner-choice
17: else if r < 75 then p = tto-choice
18: else p = one-of find-neighbors-of-neighbors
19: make-link p”regular”

Each day, if it is not a permanent, its ttl is reduced (line 1). If it becomes zero,
this researcher is removed from the system (line 2). Then, for each of its regular
neighbors (loop in lines 5 to 9, definition of regular neighbors in Sect. 4.3), and
if the research facility employing this researcher has sufficient funds dedicated
to research (1000 in this case), then there is a probability of publishing with
a neighbor (on average every 3 months with a probability of 20 % -acceptation
rate-). In this case, the research centre funds (1000) the publication (line 9).
The number of publications by the researcher is updated (line 10). Contacts
with neighbors can disappear (line 11, on average every 6 months), but also
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appear (lines 12 to 20). When a maximum of neighbors is not reached (line 12,
this value is set to 10 in our experiments), a new contact might be established
(a minimum of 3 months, line 14). As a function of the employer’s performance,
a bonus for creating new links is given (line 13): If a research facility has some
contracts and/or is rich (high turnover), the bonus is increased and the new
contacts are built more often. When a contact is built up, the question is with
who should this researcher be linked: A survey we conducted within the Green IT
community [1] has shown that new contacts are established 50 % randomly with
other researchers and businesses, favoring the compatibility of interests (line 16,
function partner-choice). 25 % come from the social network (line 18, function
find-neighbors-of-neighbors). TTO helps to establish new contacts in 25 % of the
cases (especially with companies, line 17, function tto-choice).

The algorithm for a research facility is the following (details omitted by lack
of space): First it updates its interests (average of those of its researchers) and its
reputation. If the budget is critical, the research facility finishes the contract of
some non-permanent researchers, and then it pays the remaining ones. Then, it
will act depending on its action period. If the budget is comfortable, it will hire
a non-permanent (for one year, to a maximum of 4 times more non-permanents
than permanents) and it will dedicate an incentive as a percentage of its turnover
to research. Finally, it tries to launch a collaborative project. These are projects
that will create technology transfer, based on their success.

The algorithm for the project creation is too long to be detailed here: a
research facility seeks to form a consortium (between 3 and 6 partners) according
to its own links, links of its researchers and those of its TTO, if existing. The
other research facilities and companies can be partners if all their permanent
researchers are not already in projects. If the project is accepted (20 % chances),
research facilities and companies receive a share of the funding (a 50 % fraction
of what is taken as overhead costs), they hire non-permanents during the project
(maximum 36 months, depending on the share received), and companies invest
what they receive. For all research facilities where TTO are present, these TTO
take a percentage of the share (20 % in the experiments). Finally, links (project,
see Sect. 4.3) are created between all partners.

For a company, the algorithm is quite similar to that of a research facility
except that it tries to create a direct partnership with only one research facility
(links partnership). The algorithm of TTO’s evolution is simple. If it is time to
act, it transfers a back percentage amount to its research facility (a percentage
of its turnover).

4.3 Representation of Links and Their Evolution

We have defined 5 kind of links: (i) regular: contacts between researchers (from
research facilities and companies); (ii) project: relationship between a research
facility and a project consortium; (iii) partnership: contract between a company
and a research facility; (iv) belongto: link between a research facility and its
researchers; (v) ttolink: link between a research facility and its TTO.
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The project and partnership links refers the collaboration’s characteristics.
Each link has its own attributes. For such link, the attributes are: original
investment for companies, strength of collaboration linked to the compatibility
between the partners of the link, number of contracts and turnover generated by
the link, lifetime of the link, number of researchers in the research facility and
company sides involved in this link, and finally the contract number.

Like all agents, links evolve at every time steps. For non-permanent links,
the lifetime is reduced by one at each time step. When the lifetime is zero,
if it is a project, it is finished and the permanent researchers of each partner
of the consortium are available for new contracts. As a function of conversion
rate (conversion is success-or failure of a project), it gains a profit up to 4
times the initial cumulative investment. This represents the success of a project
and reflects the patents that may arise from the project. If it is a partnership,
the principle is the same as for project except that only one company and one
research facility are involved. Moreover the partnership will be extended for
one year if it was generating a benefit (favoring the efficient partnerships, also
controlled by conversion rate). Other links disappear.

5 Experiments

5.1 Methodology and Objectives of Experiments

The proposed multi agent system is complex (about 2000 lines of code), and
has a large number of parameters. We varied its main parameters in extensive
experiments. We give here the results of a representative subset showing the
impact of the TTO presence, the others can be found in [1]: number of TTO,
number of companies, back percentage rates (the percentage a TTO returns
to its research facility). When not specified otherwise, back percentage rates is
set to 30 % in the experiments. The action period for research facilities is set
randomly (uniform) between 3 and 9 months, while for companies it is between
1 and 2 years, and for TTO it is between 1 and 3 months.

We compare the results on the objectives of each actor and on the SPI value.
In the selected experiments we selected the following indicators:

– publications: the sum of the publications of the permanent researchers
– reputation: the mean reputation of the research facilities
– SPI: the mean value of the SPI value of research facilities and companies

The studied system simulates 10 research centres, 50 permanent researchers. We
vary the number of TTO (from 0 to 10, i.e. with 10 all research centers have
a TTO) and companies (from 10 to 50). Larger experiments were conducted
but did not give more lessons while significantly increasing the simulation time.
Each experiment simulates 3640 days (10 years). We present boxplot values for
50 experiments with the same parameters.
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5.2 Results

Fig. 1(a) shows the impact of the number of TTO (x-axis, from 0 to 10) on the
publications of the researchers. In this graph we see that the number of publica-
tions increases with the number of TTO. This exhibits the positive influence of
TTO on the work of individual researchers. It increases also with the number of
companies, whatever the number of TTO. This is expected since more companies
means more potential contacts for researchers, leading to more publications. In
Fig. 1(b), we studied the direct influence of TTO on the research facilities they
are attached to: on the left the reputation of research facilities without TTO, on
the right with TTO. One can observe that, the reputation for research facilities
with TTO is higher than the one for research facilities without TTO, whatever
the number of TTO and companies.

(a) Publication (b) Reputation

Fig. 1. (a) Mean publications of permanent researchers, as a function of number of
TTO (0 to 10) and companies (10, 20 and 50 companies). (b) Mean reputation of
research facilities, as a function of TTO and companies numbers. (left: research facilities
without TTO, right: research facilities with TTO)

Figure 2(a) shows SPI value. Here also the values are quite insensitive to the
TTO number. This indicates that the influence of TTO on companies and sus-
tainability is not important in our simulation. Finally in Fig. 2(b) we show the
mean reputation of research facilities as a function of the back percentage exper-
iment with 4 TTO and 20 Companies. We observe again the positive influence
of TTO on research facilities, but the influence of back percentage is negligible,
indicating that the presence of the TTO is more important that the percentage
it returns (see also in parallel Fig. 1(b)).

6 Related Work

Few studies have focused on modeling technology transfer and links between the
actors. A review article [5] is interested in multi agent systems for the diffusion of
innovation. Although the setting is a different (towards marketing and customer
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(a) Publication (b) Reputation

Fig. 2. (a) SPI value, as a function of TTO and companies numbers. (b) Mean rep-
utation of research facilities, without (red) and with (blue) TTO, as a function of
back percentage. (Color figure online)

targeting), it sheds much light. Social network’s dominance in the adoption of
innovation is highlighted [6]. The spread in social networks has received much
attention in recent years [7–10]. Actors dissemination (individuals, groups, orga-
nizations), a broadcast medium (diffusion environment, strong and weak links
between actors, the network structure), and the content to be broadcast are the
three elements of the diffusion. This distribution is described as the collective
behavior of a group of social actors interacting on social networks [11]. Technol-
ogy transfer is a kind of diffusion in a social network, which has inspired our
model of linkages between actors. In the case of a competition for a market,
two types of diffusion models are identified [16,17]: the threshold models where
agents adopt if enough neighbors have, and cascade models where the proba-
bility of adoption increases with the number of neighbors who have adopted.
In our case, the cascade model was implemented. The closest work to ours is
that of Ning and Quing [4] which presents a multi agent model for technology
transfer. Their model has two kinds of agents (universities and industry), and 4
states, ‘doing nothing’ to ‘active part in a collaboration’. The transfer is modeled
between 0 and 100 for each agent. Their results show that the key to a good
transfer cost is to seek information (distance between agents) and the probabil-
ity of finding a partner. The study is limited, omitting financing and turnover
to influence direction.

7 Conclusion

In this paper we analyzed the positive or negative influence of the TTO on
the individual objectives of other actors in the technology transfer. We shown
that they have a positive role in helping to create contacts between the actors.
The ultimate goal of this work is to give a tool to understand the springs of
technology transfer in Green IT. Note in passing that the methodology and
models developed can be extended to other areas. The next step will be to
modify the model so that the actors’ behaviors is influenced by their SPI value.
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Abstract. Since 1990, there has been a striking increase in using multi-agent
systems to study renewable resources management systems. The ultimate objec‐
tive is to contribute to decisions support on resources management. The adopted
strategic decisions are always joined with access to resources norms. However,
the defined norms are statics and suppose that all agents are not autonomous and
always obey to the underlying norms which do not reflect reality. In previous
work, we proposed ML-MA [1], a multi-level multi-agent architecture to support
renewable resources management systems modeling. In this work, we focus on
the integration of normative aspects in our architecture. Our approach is illustrated
using “Ouled Chehida” case study from Tunisian pastoral context.

Keywords: Multi-agent modeling · Complex system · Multi-level architecture ·
Organizational modeling · Norms · Environment · Normative agent · Simulation ·
Renewable resources management · Tunisian pastoral system modeling

1 Introduction

Multi-agent systems are widely used to study renewable resources management prob‐
lematic [2]. Such formalism has proven its effectiveness to deal with properties of
cognition, decision making and micro and macro dynamics explanation. However, we
pointed out two main weaknesses of most developed models: (1) the “complexity” of
such systems still not well explicitly handled as developed models are often based on
hypothesis or limited on some parts of the problem and (2) the lack of institutional
aspects. In fact, models do not usually consider norms of access to resources or suppose
that all agents obey to the established norms. To deal with the first issue, we proposed
in previous work ML-MA, a multi-level multi-agent architecture for renewable and
natural resources management systems modeling [1]. ML-MA guarantees results accu‐
racy, ensures modeling simplicity and supports collaborations between experts from
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different domains. The challenge at this stage is to enrich ML-MA with organizational
and institutional aspects. We illustrate our approach with “Ouled Chehida” case study
from the Tunisian pastoral context. The rest of this paper is organized as follows.
Section 2 presents a state of the art of institutional and organizational aspects modeling
in renewable resources management context. Section 3 deals with institutional and
organizational aspects integration in ML-MA architecture. Section 4 illustrates our
contributions with “Ouled Chehida” case study. Finally, we state our concluding
remarks and give some avenues for future works.

2 Norms in Multi-agent Models for Renewable Resources
Management

In recent years, the concepts “organization”, “institution” and “norms” have become a
key issue in multi-agent systems community. “Organization” refers to agents groups
and communities structures. Organizational concepts encompass “roles”, “groups”,
“tasks”, etc. [3]. The concept “Institution” regroups norms governing agents’ behavior.
Norms are obligations, prohibitions and permissions that regulate the community agents’
behavior [4]. In renewable resources management context, institutional aspects have
been mostly absent. In fact, some models aim explanatory objectives, they focus on
resources dynamic in response to stakeholders’ interactions [2]. Others (mainly partic‐
ipative approach) [5] are always used as basis of negotiation and concerts to define future
strategies and/or norms of access to resources. However, it is always assumed that all
agents will obey to norms, which is not the case in reality. In fact, stakeholders have
different goals (social, economic) and constraints urging them to behave differently.
Introducing institutional aspects in this context is needful to reflect the real world inter‐
actions thereby resources dynamic. The question that rises at this stage is “What organ‐
izational model to adopt and how to integrate norms?”

In [6], Ferber identifies three classes of multi-agent systems: (1) purely communi‐
cative, (2) purely situated and (3) communicative and situated. Most organizational
meta-models and institutional architectures are developed to deal with the first class of
multi-agent systems according to Ferber classification (ISLANDER [7], AGR [3],
OMNI [8]). However, in renewable resources management context, the physical envi‐
ronment plays a crucial role. It supports agents’ displacements and encapsulates
resources. Agents may also interact with the environment and with each other’s. Such
systems belong to the third class as defined by Ferber. To take into account social envi‐
ronment as well as physical one, Ferber et al. propose the organizational meta-model
AGRE [9] which is an extension of AGR [3] supporting the physical environment. It is
based on three main concepts: (1) “Agent”, (2) “Space” and (3) “Mode” However,
AGRE lacks explicit specifications of institutional aspects (powers, obligations, permis‐
sions). To this end, AGREEN model has been developed [10]. It takes into account social
and physical environment and describes explicitly institutional aspects. In renewable
and natural resources management context, different granularity levels are involved.
Resources are almost physically distributed or closely linked to the physical space such
as land use. With reference to AGREEN meta-model, controlling access to resources is
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performed by agents. In that case, increasing the control degree requires a great number
of ‘Controller agents’ and several interactions which affects time and memory use.
Moreover, norms are static. The developed architecture does not support norms change
over time. Mechanisms of norms establishment and modification are not explicitly
presented. At this stage, the challenge is (1) to adapt ML-MA architecture previously
developed to support norms establishment, execution and control and (2) to adapt
AGREEN model to take into account these institutional deficiencies as well the multi-
level modeling as evoked in ML-MA.

3 ML-MA: Organizational and Institutional Aspects Integration

3.1 System Architecture

ML-MA includes two modules: Risk management and Operative module (Fig. 1).

Fig. 1. Global system architecture

Risk Management Module. It controls the system evolution using a battery of indi‐
cators, defines strategies and establishes norms. It includes two types of agents: (1)
Strategic Decision Maker agent and (2) Observer agents. Observer agents calculate
indicators values, compare them with thresholds and relate the emergency degree to the
Strategic Decision Maker agent. The latter makes decisions by adopting strategic actions
(e.g. reforestation) and/or defining norms (e.g. preventing pasture). It defines for each
norm established: (1) its application constraints, (2) temporal scope (beginning, dura‐
tion), (3) spatial scope, (4) the concerned type of agents and (5) its application tools
(positive sanctions e.g. subsidy, negative sanction e.g. pay consumption).

Operative Dynamic. It concerns intra-layer and inter-layers interactions and supports
norms control and execution. Layers identification is exposed in details in [11].

Intra and Inter-layers Interactions. Each layer i is a multi-agent system characterized
by the triplet <Ai, Ii, Ei> (agents, interactions and environment of i layer). It evolves
according to its spatial and temporal scales. However, agents may interact with other
layers. Interactions concern mainly exploitation. As layers evolve in different temporal
and spatial scales, coherence should be guaranteed in terms of time, space and scope
(see [11] for more details). For this purpose, we define for each agent type a set of views
defining temporal and spatial scales in which agents may evolve. When a resource layer
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receives an activation from an agent, it creates its spatial-temporal decomposition or
aggregation according to the agent current view forming the interaction-view. Using
interaction-views allow different levels of analysis and system comprehension. If the
lowest levels are validated and the macro-level dynamic is deduced from micro simu‐
lations, it is possible to use interaction-views with macro temporal and spatial scales.

Norms Control and Execution. We consider that access to resources norms are
controlled by the physical environment encapsulating resources. This fact allows control
distribution and makes benefits in terms of agents involved in the simulation, interactions
and memory allocation mainly when the control scope and/or intensity are important.
Agents are endowed with a normative architecture supporting autonomous behavior
with regards to the objectives and the environment perception.

3.2 Organizational Model for Renewable Resources Management Systems

In this section, we introduce our organizational model for renewable resources manage‐
ment systems. This model meets the following requirements: (1) the multi-level archi‐
tecture, (2) the agents’ interactions with higher and lower levels, (3) the encapsulation
of resources in physical environment, (4) norms may concern social environment as well
as physical environment and (5) norms are not statics, they may change over time. As
outlined in Sect. 2, we use AGREEN model and enrich it with concepts and relations to
support these requirements. Our model is based on four concepts:

Agent. An agent is characterized by its internal architecture, its identifier and its type.
The agent type Ta is a tuple <Ita, Aa*, V*> where Ita is the agent type identifier, Aa*
is the set of attributes and V* is the set of views. A view V is a tuple <Iva, S, T, Sc*>
where Iva is the view identifier, S is the spatial scale, T is the temporal scale and Sc* is
the set of operations taking into account the spatial and temporal scale. This concept
complies with the second requirement through the “view” component.

Space. As defined in AGREEN, the space is the environment of agents’ interactions.
We define “Social Space” to take into account social interactions (e.g. Community) and
“Physical Space” to take into account spatial interactions and resources exploitation (e.g.
course). The concept “Space” complies with the first requirement. The concept “Social
Space” is a tuple <Iss, Tss, I*> where Iss is the social space identifier, Tss is the social
space type, and I* is the set of interactions means (for example communication proto‐
cols). The social space type is a tuple <Isst, IT*> where Isst is the social space type
identifier and IT* is the set of interactions types. The concept “Physical Space” is a tuple
<Ips, Ipsp, Tps, O*, R*> where Ips is the physical space unique identifier, Ipsp is the
unique identifier of its parent, Tps is the physical space type, O* is the set of objects and
R* is the set of resources. The physical space type is a tuple <Ipst, Ipstp, OT*, RT*>
where Ipst is the physical space type identifier, Ipstp is its parent identifier, OT* is the
set of objects type, RT* is the set of resources type.

The concept “Resource” is a tuple <Ir, Tr, Ar*> where Ir is the resource identi‐
fier, Tr is its type and Ar* is the set of attributes. The resource type concept is a tuple
<Irt, Vr*> where Irt is the resource type identifier and Vr* is the set of resource
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views. The resource view Vr is a tuple <Ivr, Sr, Tr, Scr*> where Ivr is the resource
view identifier, Sr is the resource spatial scale, Tr is the resource temporal scale and
Scr* is the set of operations taking into account the spatial and temporal scales. The
concept “Resource” ensures the third requirement. The concept “Object” is a tuple
<Io, To, Ao*> where Io is the object identifier, To is the object type, Ao* is the set
of attributes characterizing an object. Objects can be tools or infrastructure.

Interaction-View. This concept (e.g. plot of land) ensures agents interactions with their
environment. The interaction-view concept is a tuple <Ii, Ia, Ips, Iva> where Ii is the
interaction-view identifier, Ia is the agent identifier, Ips is the physical space identifier
and Iva is the agent view identifier. This concept ensures the second requirement.

Norms. This concept (e.g. exclosure) is a tuple <In, Ia, Is, nT> where In is the norm
identifier, Ia is the agent identifier, Is is the space identifier and Tn is the norm type. The
norm type Tn is a tuple <Tni, Ta*, Ts*, C*, A*, Ts> where Tni is the norm type
identifier, Ta* is the set of agent types concerned, Ts* is the set of space types concerned,
C* is the set of conditions of the norm appliance, A* is the set of the norm application
tools (award, sanction) and Ts is the time scope of the norm. This concept complies with
the fourth and fifth requirements.

Figure 2 gives a simplified description of our organizational model involving the
concepts just mentioned. In the next section, we illustrate our approach with “Ouled
Chehida” case study from Tunisian pastoral context.

Fig. 2. Simplified UML representation of the organizational model

4 Application: Modeling Normative Aspects in Pastoral Resources
Management Context: “Ouled Chehida” Case Study

Our study is carried out on “Ouled Chehida” pastoral region located in the south east of
“Tataouine” city in south of Tunisia. This region faces several challenges (desertifica‐
tion, poverty, livestock reduction). Such system involves tightly interrelated variables
(ecologic, economic, and social), several interactions between different stakeholders and
different granularity levels. Using ML-MA approach, we have identified three main
layers (see [11] for more details): (1) Ecological dynamic, (2) Livestock dynamic and
(3) Local population. The ecological dynamic has been modeled and validated [11]. We
have also integrated the livestock dynamic using the model proposed in [12].
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In the following, we focus on modeling and simulation of the “Local population” level.
We study the impact of institutional aspects on some system indicators.

4.1 Multi-agent Modeling and Simulation of the “Local Population” Layer

Risk Management Dynamic. We identify two indicators to reflect the situation of the
local population: (1) Household income (in the following we use “complementation
need” to validate our model) and (2) Confrontation. We define an Observer agent which
calculates the values of these indicators and relates degree of emergency to the Strategic
Decision Maker agent. The latter makes decisions which may be strategic action and/or
norms of access to resources. It may change dynamically the adopted norms according
to a set of objectives and the data collected by Observer agents.

Operative Dynamic. Intra and inter-layers interactions. Our model includes: (1)
Farmer agent, (2) Big Farmer agent, (3) Small Farmer agent and (4) Shepherd agent.
The Farmer agent is the herd owner. It is characterized by its attachment to the residence
point and its complacency. The latter attribute depends on financial situation as:

(1)

• C(t), T(t): the Farmer agent complacency at the time step t, Turnover at time step t
• S(t): the Farmer agent spending, mainly composed of complementation needs

The Farmer agent may sell a part of his livestock to meet complementation needs
(decapitalization). When the Farmer agent complacency is less than the threshold to quit
Cq, it sells his herd and seeks employment in the city. The Big Farmer agent inherits the
Farmer agent attributes. Besides, it is characterized by its great financial ability, an
important complacency and independence to residence points. The Small Farmer agent
is characterized by its weak financial ability. Thereby, herds belonging to Small Farmer
agents pasture in non-distant courses mainly during drought period.

The Shepherd agent is characterized by its experience. Shepherds had good experi‐
ence allowing them to identify adequate courses. The number of experienced shepherds
is in continuous decline due to the settlement. The Shepherd agent displacement depends
on climate conditions. In rainy year, the displacement depends on seasons. In spring, it
can move to the farthest courses of residence and water points. The watering frequency
is less than once per month. In summer, watering frequency is every two days; it cannot
pasture his herd within a radius greater than 5 km from the water point. In autumn, it
may conduct exploratory visits of courses. Winter is the time of farrowing. In dry years,
the pasture is limited to courses near water points and complementation points of sale.
The Shepherd agent selects the pasture course monthly. The latter creates its decompo‐
sition (if not yet decomposed) on plots of land (interaction-view) to consider herds
displacement and exploitation.

Norms Control and Execution. Norms control is ensured by courses and plots of land
encapsulating norms according to the control rate. The Shepherd agent perceives norms
and decides to adopt them or not. We endow it with abilities to choose between desires
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and obligations. The BDI (Belief, Desire, Intention) architecture [13] has been widely
used to deal with agents’ internal decision process. Broersen et al. [14] proposed the
BOID (Belief, Obligation, Intention, Desire) architecture as an extension of BDI taking
into account obligations. Four types of agents are identified: (1) Realistic (believes
overrule all other components), (2) Simple-minded (prior intentions overrule desires and
obligations), (3) Selfish (Desires overrule obligations) and (4) Social (Obligations over‐
rule desires). The authors proposed the ordering function ρ corresponding to the agent
type. ρ defines the consideration order of the different components rules. Rules are
affected a unique value of ρ. The one with the lowest value is executed first. In this work,
we consider realistic agents which can be selfish or social. According to the authors
reasoning, ρ verifies the following assertions: (1) Social: ρ(b)<ρ(o)<ρ(d) (belief, o:
obligation, d: desire) or (2) Selfish: ρ(b)<ρ(d)<ρ(o). In this work, we consider that agents
may progress from selfish to social behavior dynamically. That is the corresponding
ordering function is not steady and may vary over time. In their study of the Tunisian
pastoral system, Nefzaoui et al. [15] affirm that norms adoption depends on the confi‐
dence on norms application and the sensitization efficiency. Based on this study, we
express the confidence on norm as follows:

(2)

• Nor_conf: confidence on norms (Nor_conf  [0,1])
• awa: the number of obtained awards if norms have been respected
• sub, viol: the number of submissions to the norm, the number of norm violations
• sanc: the number of undergone sanctions if norms have been violated

The sensitization efficiency is calculated as follows:

(3)

• Efft+1: the sensitization efficiency at the moment t + 1 
• Efft, sra: the sensitization efficiency at the moment t, the sensitization rate

The order of rules execution is defined using the following expressions:

(4)

(5)

• ρt+1 (o): obligations order at the moment t + 1  
• ρt+1 (d): desires order at the moment t + 1 (t ) 
• T: Threshold of switching between desires adoption and obligations

If the Shepherd agent adopts a selfish behavior, it tries to maximize its profits. Its
behavior depends on the frequency of previous sanctions, the sanction value and the
gain of norms violation.
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4.2 Experiments

In this section, we study the impact of institutional parameters on some established
indicators. We use GAMA platform [16] to implement our framework. GAMA is char‐
acterized by its ability to support a large number of agents and using complex GIS data.
We feed our simulations with GIS layers (pedology, soil occupation, water points, resi‐
dence points), climate data (wind, precipitation, temperature) economic data (comple‐
mentation cost, meat cost). In the following, we concentrate mainly on parameters
concerning the “Local Population layer”. We exploit estimations gathered from studies
carried out on the “Ouled Chehida” region: (1) Herds number: 110, (2) Mean size of
herd: 270, (3) Percentage of big farmers: 3 %, (4) Percentage of experimented shepherds:
80 %.

Witness Scenario. Let’s try to reproduce the real pastoral dynamic over the study
period (1990–2000). At this stage, we do not consider normative aspects. Figure 3a
shows that the vegetation cover has dropped in the beginning of the simulation and
remained in decline due to resources unavailability and overexploitation. The comple‐
mentation need is in continuous increase. According to Fig. 3b, the complementation
need per head is about 39 kg (vs. 49 kg total need) which ties with reality. In fact,
Bourbouze [17] confirms that pasture activity is no more able to cover more that 20 %
of the livestock needs. Socially, Fig. 3c shows that confrontation is in continued increase.
Confrontation rises when two or more herds are in the same course while biomass does
not cover the total herds’ needs. It depends on year type (drought, rainy), resources
availability and seasons. That is why the histogram is fluctuating.

Fig. 3. Evolution of: (a) Vegetation cover, (b) Complementation need and (c) Confrontation

Scenario 2. Let’s consider the following norms defined by the Strategic Decision
Maker agent: (1) “After each season, plots of land which have been grazed are blocked
in the next season; otherwise a penalty is assigned to the incorrect Shepherd agents.”,
and (2) “During pasture activity, Shepherd agents are forbidden to make their herds
grazing in a plot of land where other Shepherd agents are presents if the available
biomass does not cover the total herds needs or does not respect sustainability.” Plots
of land verifying constraints of norms application encapsulate the underlying norms.
Plots of land controlling norms execution are randomly distributed according to the
control rate. We carry out our simulation using the normative parameters: (1) Sensiti‐
zation rate: 0, (2) Control rate (the percentage of controlled plots of land): 50 %, (3)
Sanction: the herd total need.
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Figure 4a shows that the obedience probability has increased during the simulation.
However, complete obedience has not been reached. This is due to the fact that some
Shepherd agents continue to violate norms without being penalized (control rate = 0.5).
Compared to the witness scenario, we notice economic, social and ecologic betterments.
In fact, there is a diminution of the mean of complementation needs (Fig. 4b), a concrete
reduction of confrontation (Fig. 4c) and an increase of vegetation cover (Fig. 4d). We
notice that full norms adoption has not been reached. This is possible, but after several
iterations which is not realistic. In fact, we simulate human cognitive behavior and the
emergence of full adoption is desired swiftly. We note also that this scenario fulfillment
is delicate in realty. In fact, ensuring such value of control rate (0.5) requires the
commitment of several staff and equipment.

Fig. 4. (a) Norms adoption (b) complementation needs (c) Confrontation and (d) Cover change

Scenario 3. Let’s proceed to normative parameters variation: (1) Sensitization rate:
0.15, (2) Control rate: 20 % and (3) Sanction: herd total need.

Shepherd agents are sensitized periodically. Once a Shepherd agent becomes social
(adopt norms), it begins to sensitize its acquaintances. Figure 5a shows the obedience
probability evolution. Compared to the second scenario, we conclude the importance of
sensitization, especially among Shepherd agents, in maintaining maximum norms adop‐
tion. Results assert social (Fig. 5c) (reduction of confrontation intensity and frequency)
and ecological (Fig. 5d) betterments (increase of vegetation cover).

Fig. 5. (a) Norms adoption (b) Complementation needs (c) Confrontation (d) Cover change

However, we notice that the need of complementation has increased compared to
the previous scenario (Fig. 5b). In fact, Shepherd agents are sometimes blocked espe‐
cially in dry seasons and years. They have to wait for subsidy as reward for norms
respects. These assertions lead us to study the adequacy of such strategies. So, the Stra‐
tegic Decision Maker agent defines new strategies according to objectives priorities and
preferences. We will focus on the strategic decision process in future works.
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5 Conclusion and Perspectives

We enriched ML-MA architecture with organizational and institutional aspects. We
opted for the adaptation of AGREEN meta-model (to take into account organizational
aspects pursuant to ML-MA requirements) and BOID architecture (to model agents’
internal decision process). We illustrated our approach with “Ouled Chehida” case
study. Results showed that introducing normative aspects (sensitization, confidence)
may prompt the objectives achievement. However, as noticed, some sub-objectives may
be adversely affected or relatively achieved. Therefore, it is necessary to define the
appropriate strategies. In future works, we intend to develop our decision support system
to define adequate strategies in long and short terms.
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Abstract. To understand the operation of the informal social sphere
in human or artificial societies, we need to be able to identify their
existing behavioural conventions (institutions). This includes the con-
textualisation of seemingly objective facts with subjective assessments,
especially when attempting to capture their meaning in the context of
the analysed society. An example for this is numeric information that
abstractly expresses attributes such as wealth, but only gains meaning
in its societal context. In this work we present a conceptual approach that
combines clustering techniques and Interval Type-2 Fuzzy Sets to extract
structural information from aggregated subjective micro-level observa-
tions. A central objective, beyond the aggregation of information, is to
facilitate the analysis on multiple levels of social organisation. We intro-
duce the proposed mechanism and discuss its application potential.

1 Introduction

The seamless interaction of software agents within open environments (i.e. in
environments in which actors can join and leave over time) requires the ability
to observe and identify behavioural patterns in order to adapt and interpret
behaviours that are unknown (i.e. have not been formally encoded at design time)
or can change over time. In addition to identifying complex social behaviours,
such as composite actions and social interaction patterns, both of which are
fundamental characteristics of institutions [12], individuals require the ability to
infer information about the social structure of the observed social environment,
such as relevant demographic information.

In this work we propose a generic process that allows the generalisation of
social structure from observational information. We achieve this by aggregat-
ing subjectively categorised micro-level observations on arbitrary level of social
organisation, and use Interval Type-2 Fuzzy Sets (IT2FS) to identify patterns
of category allocations across ordinally-scaled dimensions.
c© Springer International Publishing Switzerland 2016
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In Sect. 2 we outline the motivation for the proposed approach, briefly identify
related research fields and existing work. This is followed by a brief introduc-
tion to IT2FS in Sect. 3. In Sect. 4 we introduce the essential contribution that
consists of a staged use of clustering techniques in addition to IT2FS. Finally,
in Sect. 5, we summarise and discuss application areas for our contribution, but
also identify further potential for future work.

2 Motivation and Related Work

When humans interact in new environments, they rely on previous experience to
guide their actions. However, to capture the social meaning of actions or inter-
action patterns (and thus inform their action choice appropriately), they also
develop an understanding of the social roles, order and dynamics, in short: the
social structure of the social environment they are acting in. Learning about
social structure implies a generalisation process in order to make the acquired
knowledge transferable to unknown situations and environments. Inferring struc-
tural information from observation involves several challenges that apply to
humans as much as to artificial entities:

– Bounded rationality [15] – Individuals have a limited ability to keep track of
the characteristics of all observed individuals, an aspect that challenges the
inference of social structure in open systems.

– Incomplete information – Specific social attributes, such as age, may not be
accessible for all observed individuals.

– Locality of observations – Individuals do not have a global view, but are
constrained to the observation of their specific social environment.

To deal with those challenges, humans rely on abstraction mechanisms that
permit the categorisation of observations (e.g. aggregating individual observa-
tions into age groups), while operating subconsciously without relying on the
individual’s explicit mental attention. Following this rationale, individuals con-
tinuously invoke some notion of stereotyping or labelling based on ‘implicit social
cognition’ [6] that aims at categorising observation traces by their structural
components. The intrinsic operation further includes the consideration of indi-
viduals’ biases (e.g. attitudes, self-esteem, previous experience) and situational
involvement. Those priming influences shape the interpretation and internalisa-
tion of observation traces – making it both product of a situational assessment
and subjective influence factor for future assessments at the same time. As a
response to personal experiences as well as objectives, individuals can invoke
subjective social comparison processes [3] that reflect the relative position or
role in a social environment (e.g. allocating oneself in a specific age group), as
opposed to capturing a comprehensive objectified picture.

While computational capabilities seemingly permit artificial agents to over-
come the challenge of bounded rationality, retaining full information perma-
nently is inefficient, both in terms memory consumption and computational effi-
ciency, especially if attributes change, have only temporary relevance, or require
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frequent computing. Similar to humans, artificial entities face the challenges of
operating on incomplete and local information when attempting to infer social
structure.

In this work we propose an initial approach that models stereotyping
processes in a generic fashion using Fuzzy Sets [16], or, more specifically, Interval
Type-2 Fuzzy Sets (IT2FS) [17], as the underlying technique. Fuzzy sets repre-
sent a natural conceptual fit for the problem of quantifying ordinal categories for
given dimensions (e.g. Age: ‘young’, ‘middle-aged’, ‘old’), and are able to capture
the blurry boundaries between those categories. Moreover, beyond serving as a
compatible conceptual mapping for specific category definitions, fuzzy sets can
be comprised of multiple individual observations, making them a tool for the
analysis of observations on arbitrary levels of aggregation, thus facilitating the
identification of social structures on various levels of social organisation, such
as micro, meso and macro level. As such, fuzzy sets complement imperfect sub-
jective categorisation processes with analytical facilities to allow the objective
characterisation of their aggregated outcomes.

The proposed approach sits at the intersection of norm synthesis, a sub-
field of normative multi-agent systems, and the social-scientific application of
fuzzy sets. Work on norm synthesis include centralised, hybrid, and decentralised
approaches. Morales et al. [11] propose a centralised norm synthesiser that mon-
itors agents’ behaviours in a traffic scenario and infers and imposes rules at run-
time. An alternative hybrid approach by Riveret et al. [14] marries bottom-up
norm inference and top-down enforcement in which individual agents play sto-
chastic games and individually nominate a preferred normative strategy based on
observed strategy outcomes, which are then put forth as motions, voted on and
implemented based on a collective social choice mechanism. Frantz et al. [5] use
a decentralised approach in which agents infer generalise behavioural patterns
and structural information based on observation and present those in human-
readable form using a generic norm representation.

We will highlight related work in the area of fuzzy sets after introducing the
underlying concept in more detail in the following Sect. 3.

3 Interval Type-2 Fuzzy Sets

An essential novel aspect in this work is the use of Interval Type-2 Fuzzy
Sets (IT2FS) to facilitate the generalisation and synthesis of non-categorical
attributes. Zadeh [16] introduced fuzzy sets as a mechanism to represent uncer-
tain information, the complexity of which he deemed to be in inherent conflict
with precision. Instead of unambiguously classifying information as members of
well-defined (crisp) sets (as exemplified in Fig. 1a), fuzzy sets remove the assump-
tion of unambiguous set associations and instead emphasise a continuous degree
of membership (with boundaries 0 and 1), reflecting the certainty with which
a value is a member of the corresponding fuzzy set (as shown in Fig. 1b). This
flexibility qualifies fuzzy sets for the use in a wide range of application domains
involving classification problems that are characterised by the complexity of
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(a) Crisp Set (b) Type-1 Fuzzy Set (c) Type-2 Fuzzy Set

Fig. 1. Examples for crisp, Type-1, and Type-2 fuzzy sets

input data. Examples of those include micro-controllers [9] and image process-
ing [1], but also social-scientific aspects, such as modelling personality traits [13]
or establishing a fuzzy measure of social relationships [7].

Referring to the examples shown in Fig. 1, crisp sets (Fig. 1a) are charac-
terised by their unambiguous association of input values (here: 3 of the dimen-
sion x) with a given set (here: C), with a degree of membership (μC(3)) of 1.
For the (Type-1) Fuzzy Set K (as shown in Fig. 1b) the degree of membership
(μK(3)) is 0.8.

However, an essential problem associated with Type-1 Fuzzy Sets (T1FS) is
the conception of uncertainty as a discrete value, i.e. the representation assumes
‘certainty about the uncertainty’, here expressed as the degree of membership.
A possible solution to this problem is to represent the degree of membership
as a fuzzy value itself, making it a recursive problem reflected in Type-n Fuzzy
Sets [17] (with n reflecting the order). In this work we concentrate on an interval-
based representation of fuzzy sets, specifically Interval Type-2 Fuzzy Sets. In
this concept second-order uncertainty is expressed as a Footprint of Uncertainty
(FOU) that is delimited by an upper membership function (UMF) and lower
membership function (LMF). Consequently, the degree of membership for a spe-
cific input value is represented as an interval itself. For the exemplified Type-2
Fuzzy Set K̃ in Fig. 1c the degree of membership for the input value 3 is μK̃(3)
= [0.3, 0.8], determined by the input value’s intersections with UMF (K) and
LMF (K).

More than reflecting a philosophically more accurate representation of uncer-
tainty, the use of IT2FS lends itself well for the representation of systems in which
the global state is an emergent property of its constituents’ interactions. This
enables the inspection on multiple levels of analysis, with the emerging FOU
being an essential construct to quantify aspects such as social coherence – an
aspect that we exploit in this work. To our knowledge IT2FS have found limited
application for the purpose of social modelling, with the exception being their
use to quantify the concept of normative alignment [4].
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4 Generalising Social Structure

To showcase the use of IT2FS to infer information about social characteristics,
we introduce a set of assumptions about the structure of observable informa-
tion. We assume that each individual carries attributes or markers of numerical
(or at least ordinally-scaled) nature, such as their specific age. The correspond-
ing attribute (e.g. ‘age’) must furthermore apply to all individuals, i.e. each
individual must have an age. Individuals must be able to perceive such marker
instance values, either based on public display or some form of inference on the
part of the observing individual (e.g. gauging another individual’s age relative
to oneself). Individuals reduce cognitive load (see Sect. 2) by allocating their
observations in ordinally-scaled categories of given dimensions (such as the cat-
egories ‘low’, ‘medium’, and ‘high’ for the dimension ‘wealth’). These categories
are then expressed as value intervals. Following the motivation of this work,
intervals are shaped by the individuals’ experiences, with interval centre values
bearing higher certainty values than boundary values.1 However, the proposed
generalisation approach is agnostic about the origin of those value intervals.

The devised process exploits the strength of IT2FS to systematically com-
bine individual varying value ranges on arbitrary levels of aggregation. However,
to apply IT2FS generation to social systems, we need to take the potential con-
flicting analytical objectives of both into account. The IT2FS generation process
(which we explore in more detail at a later stage) aims to produce a coherent sin-
gle membership function that describes a category of interest while attempting to
produce a minimal FOU (i.e. minimising uncertainty about the fuzzy set bound-
aries) by applying statistical corrections in order to isolate (presumed) irrelevant
data or outliers as shown in Fig. 2 (individual input intervals are represented in
grey colour; the bold red trace reflects the UMF; the green trace represents the
LMF). However, social systems exhibit, if not promote, broad stratification or
even polarisation of observed characteristics (as seen for the clustered intervals
on the far left in Fig. 2) such as individual or social markers, attitudes, and opin-
ions. Coercing those into a uniform macro-level construct in order to increase
coherence (by filtering outliers, etc.) would prevent the comprehensive represen-
tation of the existing social landscape and limits explorative analysis, and thus
rendering the application of the otherwise appropriate mechanism questionable.

We thus devise preliminary steps that adapt the use of fuzzy sets for the
purpose of social systems by preempting MF generation with steps for both
supervised and unsupervised identification of relevant social clusters. The com-
plete process involves

– the collection of individuals’ interpretations of categories for given dimensions,
i.e. the numeric intervals describing specific categories (e.g. low, medium, high)
within given dimensions (e.g. wealth),

1 For example, ‘low wealth’ could comprise the interval 0 to 50 ([0, 50]), medium wealth
[50, 100], and anything above 100 considered as ‘high wealth’. The membership of
boundary values (e.g. 50) with specific sets is of lower certainty than interval centres
values (e.g. 75).
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Fig. 2. Exemplified operation of MF generation on widely-spread input intervals

Fig. 3. Process overview

– the identification of interval clusters for given categories (intra-category clus-
tering),

– the clustering of interval clusters across all categories within a given dimension
(inter-category clustering), and finally,

– the generation of the IT2FS.

We conceive two mechanisms to group this functionality, with the first three
steps being managed by the Clustering Module, and the remaining ones by the
IT2FS Module.
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Figure 32 schematically visualises the overall process. The process is initi-
ated by the injection of collected action observations, and ultimately produces
IT2FS membership functions, allowing its interfacing with agent architectures
that produce the inputs, and coordination mechanisms that consume the gener-
ated membership functions (e.g. to model collective decision-making).

4.1 Collecting Intervals

As an initial step, category intervals are collected by the interval preprocessor.
Assuming the potential operation in open systems, associated tasks involve the
sanitisation of input by testing for invalid intervals (such as inverted interval
boundaries, infinite or null values). Sanitised intervals are organised by dimension
and corresponding categories.

4.2 Clustering Intervals

Clustering (Intra-category Clustering). As exemplified in Fig. 2, the identifica-
tion of a unique set of intervals based on conventional statistical operations
cannot accommodate widely-spread input intervals. Instead, we apply density-
based clustering in order to identify grouped intervals that may be indicative for
a shared conceptual understanding of a given term, i.e. the varying conceptions
of ‘low wealth’ between different individuals (intra-category clustering). To allow
the unsupervised identification of clusters we rely on the DBSCAN [2] algorithm
that operates on the principle of identifying core points that have at least a spec-
ified number of neighbouring points (minPts) within a maximum permissible
distance ε. For clustering operations explored in the experimental evaluation we
consider three as the minimum number of members (minPts) to constitute a
cluster. As distance metric for intervals we use specified minimal range intersec-
tions of intervals, with 0 indicating complete overlap of interval ranges (i.e. either
identical interval ranges or one range encompassing the other), and 1 indicating
no interval overlap. A distance or ε value of 0.3 would thus imply a minimum
proportional overlap of 0.7 to consider two intervals clustered.

Meta-Clustering (Inter-category Clustering). The clustering of intervals occurs
independently for individual categories in order to characterise varying interpre-
tations for specific categories (e.g. ‘low wealth’). However, the individual cate-
gories (e.g. ‘low’, ‘medium’, ‘high’) of a given dimension (e.g. ‘wealth’) do not
exist in isolation if we want to characterise social clusters based on their concep-
tual understanding. We thus perform a meta-clustering operation to integrate
the understanding across all category clusters as indicated in Fig. 4. Exempli-
fied interval clusters are identified by colour; the horizontal lines highlight the
cross-category relationships.
2 Grouped boxes indicate system components along with elementary processing steps,
whereas individual boxes with italicised labels signify processing artefacts such as
inputs (e.g. intervals) and outputs (e.g. membership functions). Dashed boxes indi-
cate the optional nature of the operation (e.g. statistical correction).
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Fig. 4. Meta-clustering across categories

The meta-clustering step is based on the assumption that all individuals
hold conceptions across all categories of a given domain. However, that does not
imply that individuals with similar conceptions within a given category need
to maintain those across all categories of a given dimension. To facilitate the
identification of inter-category clusters, each interval iv maintains a reference
to the originating individual ivorig. In an effort to reduce the number of meta
clusters (for larger number of clusters), we devise an optional algorithm. As
a first step, all possible cluster combinations across all categories are identified.
Following this the proportional intersection of individuals linked to the clustered
intervals (relative to the mean size of combined clusters) is determined (with
{iv, . . . } as individual category clusters):

xcombination =
count(∩ ({ivorig, . . . }1, . . . , {ivorig, . . . }k))
μ(count({iv, . . . }1), . . . , count({iv, . . . }k)) (1)

The combination with the largest proportional intersection for each cluster
is the most representative meta cluster for a given individual cluster.

4.3 Membership Function Generation

The identified meta clusters provide an overview of the presumed social structure
based on the differentiated generalised interpretation of conceptual dimensions,
but do not make the individual clusters analytically accessible. Here we invoke
Interval Type-2 Fuzzy Sets as introduced in Sect. 3. The essential purpose of
IT2FS is to transform the clustered intervals into a uniform representation that
generalises the certainty with which a given input value for a dimension is asso-
ciated with a category.

Levels of Analysis. The process of generalising IT2FS is challenged by the trade-
off between representativeness (quantity of represented intervals) for the entire
category – represented by the UMF – and the IT2FS’s quality, i.e. its ability to
extract a shared understanding of the proximate intervals by introducing some
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level of certainty – represented by a small FOU (i.e. the difference between UMF
and LMF). The quantitative notion of Representativeness is thus defined as

Representativeness :=
count(totalIntervals)− count(excludedIntervals)

count(totalIntervals)
(2)

The qualitative notion of Alignment is expressed as the relative difference in
area under the LMF relative to the area captured by the UMF (with a value of
1, i.e. identical LMF and UMF, representing highest possible alignment):

Alignment :=
LMF

UMF
(3)

From a sociological perspective this corresponds to the differentiation into macro-
and meso-level analysis (with individual intervals reflecting the micro level).
Macro-level analysis thus considers all input intervals for a given category,
whereas meso-level analysis concentrates on individual clusters. The selection
of meso-level clusters depends on the analytical objectives (e.g. the focus on
majority or minority groups), such as the selection of largest, smallest, most
central or most extremal clusters.

Statistical Corrections. In addition to the coarse-grained trade-off based on ana-
lytical levels, individual clusters can be refined by statistical corrections inspired
by Liu and Mendel [8] to remove noise, emphasise central cluster regions, and
enforce at least a minimal aligned understanding. Corresponding non-parametric
corrections include

– the filtering of intervals that lie outside a given factor of the interquartile
ranges, (to emphasise central intervals), and

– the filtering of non-overlapping intervals (to ensure the establishment of a
LMF).

Generating Membership Functions. At this stage the intervals have been selected
based on analytical strategy and potential further statistical corrections. As indi-
cated at the beginning of this section, we assume that the individual intervals
themselves express conceptual understanding of varying certainty, with (full) cer-
tainty at interval centres and (in our case linearly) decreasing certainty towards
the interval boundaries (e.g. because of overlapping interval regions or dynami-
cally changing boundary values).

Based on the input intervals, the UMF μS(x) (for an IT2FS S) is determined
as the highest degree of membership for each input x, and LMF μS(x) as lowest
degree of membership for each input x (see Sect. 3). The corresponding FOU is
then determined as the area between UMF and LMF [10], or union of differences
between UMF and LMF membership degrees across all values in X, expressed as:

FOU(S) =
⋃

x∈X

[μS(x), μS(x)] (4)
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(a) Macro-Level Analysis (b) Statistical Adjustments (c) Meso-Level Analysis

Fig. 5. Configuring IT2FS generation

Figure 5 visualises the effects of analysis levels on the generated membership
function, with macro-level selection shown in Fig. 5a, statistical adjustments
to macro-level selection shown in Fig. 5b (exclusion of intervals outside 1.5 *
interquartile range), and the selection of a specific cluster for MF generation in
Fig. 5c.

The established IT2FSs provide an integrated representation of the chosen
intervals with respect to the previously introduced metrics, and furthermore
generalise the shared understanding of a given term. This allows the invocation
with analytical tools to determine an associated term for a given input across
the considered input intervals.

5 Summary, Discussion and Outlook

In this work we have outlined an approach to extract general information about
social structures from micro-level observations. This includes the initial identifi-
cation of category clusters and the subsequent generation of IT2FS membership
functions. The presented approach is generic and makes few assumptions about
the underlying individuals, which include their ability to represent observations
in a uniform structural representation and the ability to subjectively categorise
numeric variables. It lends itself well for autonomous unsupervised operation
(only required parameters: granularity of clustering (see Subsect. 4.2); choice
of desired analysis level and eventual statistical corrections (see Subsect. 4.3)).
Alternatively, as done in our example, the mechanism can be applied to inspect
emerging social clusters and inform a supervised analysis by modifying the con-
figuration (e.g. analysis level) at runtime.

Currently, the proposed approach operates non-intrusively and is only used
for analytical purposes. Individual agents neither require awareness nor are they
directly affected by their operation. However, looking at future work, the use
of fuzzy sets is not constrained to analytical purposes. IT2FS provide a helpful
metaphor to instil a computationally accessible mechanism that allows individ-
uals to compare and evaluate their own and others’ conceptual understandings.
Beyond this, IT2FS can be used to inject notions of computational social choice
(such as majority-based decision-making), closing the feedback loop between
micro-level entities and emergent meso- or macro-level phenomena.
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Abstract. This paper deals with the question of how one should pre-
dict agent’s psychological opinions regarding acceptability statuses of
arguments. We give a formalization of argumentation-based acceptability
learning (ABAL) by introducing argument-based reasoning into super-
vised learning. A baseline classifier is defined based on an optimization
method of graph-based semi-supervised learning with dissimilarity net-
work where neighbor nodes represent arguments attacking each other,
and therefore, the optimization method adjusts them to have different
acceptability statuses. A detailed comparison between ABAL instanti-
ated with a decision tree and naive Bayes, and the optimization method
is made using each of 29 examinees’ psychological opinions regarding
acceptability statuses of 22 arguments extracted from an online discus-
sion forum. We demonstrate that ABAL with the leave-one-out cross-
validation method shows better learning performance than the optimiza-
tion method in most criteria under the restricted conditions that the
number of training examples is small and a test set is used to select the
best models of both methods.

Keywords: Argumentation · Acceptability learning · Graph-based
semi-supervised learning · Abstract argumentation framework · Accept-
ability semantics

1 Introduction

Argumentation is a human verbal, social and rational activity seen in various sit-
uations. e.g., scientific conferences, judicial contests, domestic quarrels, Twitter,
and so on. Much work has been done to understand and organize argumenta-
tion theory both informally and formally. Today, argumentation is recognized as
a promising approach for wicked, or ill-defined, problems of which one cannot
easily get a complete view, and as communication and computation mechanisms
for networked software agents. One of the most influential work in the study of
formal argumentation is Dung’s theory of abstract argumentation [1] that refor-
mulates consequences of various nonmonotonic reasoning, e.g., Reiter’s default
logic and Pollock’s defeasible reasoning. After his work, argumentation in artifi-
cial intelligence has witnessed quite some research on argumentation frameworks
[2–6] and acceptability semantics [7–11], where argumentation frameworks give
c© Springer International Publishing Switzerland 2016
M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 355–365, 2016.
DOI: 10.1007/978-3-319-44832-9 23
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a description of inconsistent, uncertain, subjective and distributed knowledge,
and acceptability semantics defines consequence notions from such knowledge.
In the context of multi-agent systems, they have provided self-interested agents
with the ability to conduct persuasion, negotiation and deliberation.

In this context, acceptability semantics studies the question of which set of
arguments (i.e., belief) agents should rationally accept. Meanwhile, they do not
aim to answer the question of which set of arguments agents actually and psy-
chologically accept. This observation motivates us to have the research question,
“How should one predict agent’s actual opinions regarding acceptability statuses
of the arguments?” This question is not easy to answer in terms of acceptabil-
ity semantics because agents see arguments as acceptable based on the contents
described in the arguments, whereas acceptability semantics sees arguments as
acceptable based on an attack relation existing between arguments. We think,
however, that acceptability semantics is still useful to predict agent’s actual
opinions regarding acceptability statuses of arguments. This comes from our
hypothesis that agents are likely to have the same opinion on acceptability sta-
tuses of two arguments when acceptability semantics characterizes them as being
in the same position.

In this paper, we deal with acceptability learning, that is a cross-disciplinary
research agenda between argumentation and machine learning. We define
argumentation-based acceptability learning (ABAL) in the form of supervised
learning and an optimization method along the idea of graph-based semi-
supervised learning. Intuitively, ABAL uses extensions, i.e., rational sets of argu-
ments, defined by acceptability semantics to characterize arguments and argu-
ments with the same characteristics are classified into the same acceptability
status. On the other hand, the optimization method propagates acceptability
statuses to neighbors so that they have different statuses. Data used in our exper-
iment are an abstract argumentation framework with 22 arguments extracted
from an online discussion forum, and 29 examinees’ opinions on acceptability
statuses of the individual 22 arguments. We carry out performance analysis
using decision-tree and naive-Bayes classifiers for ABAL and a quadratic cost
function for the optimization method both using leave-one-out cross-validation
(LOOCV) method with machine learning common criteria. The key result is
that ABAL shows better performance than the optimization method in most
criteria under the restricted conditions that the number of training examples is
small and a test set is used to select the best models of both methods.

The contributions of this paper are as follows. First, we give a formal defini-
tion of ABAL (see Sect. 3.1). Second, we formalize an optimization method for
acceptability learning in the form of graph-based semi-supervised learning (see
Sect. 3.2). Third, we compare learning performance of argumentation-based and
optimization-based methods in the context of acceptability learning, and show
that, under some restricted conditions, the argumentation-based method gives
better performance than the optimization-based method (see Sect. 4).
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2 Motivating Example

Before giving a motivating example of acceptability learning, we outline pre-
liminary notions of abstract argumentation. Dung’s acceptability semantics is
defined on an abstract argumentation framework AF = (Arg,Att) where Arg is
a set of arguments and Att ⊆ Arg×Arg is a binary relation on Arg. (a, b) ∈ Att
means “a attacks b.” Suppose a ∈ Arg and S ⊆ Arg. S attacks a iff some member
of S attacks a. S is conflict-free iff S attacks none of its members. S defends a iff
S is conflict-free and S attacks all arguments attacking a. A characteristic func-
tion F : Pow(Arg) → Pow(Arg) is defined as F (S) = {a|S defends a} where
Pow(Arg) is the power set of Arg. Given AF , Dung’s acceptability semantics
defines four kinds of rational sets, called extensions, of arguments. S is a com-
plete extension iff S is a fixed point of F . S is a grounded extension iff it is
the minimum complete extension with respect to set inclusion. S is a preferred
extension iff it is a maximal complete extension with respect to set inclusion.
S is a stable extension iff it is a complete extension attacking all members in
Arg \ S.

Now consider the abstract argumentation framework AF = ({a, b, c, d, e,
f}, {(a, b), (b, a), (b, c), (c, b), (a, d), (d, a), (d, e), (e, d), (e, f), (f, e)}) shown
in Fig. 1 where each node represents an argument and each edge represents an
attack relation between arguments. Consider an agent who observes only argu-
ments b, c, e, and f , and states the opinions that the agent accepts b, c, and
e, but does not accept f . The opinions are represented by the node labels in
Fig. 1 where white means “acceptable” whereas black “unacceptable.” Now, the
question here is whether arguments a and d are acceptable to the agent, or
not. Our hypothesis is that the agent accepts argument a, but does not accept
argument d. This is because we think that an agent is likely to have the same
opinion about acceptability status of arguments when they are defended by the
same extension(s), i.e., characterized similarly by the acceptability semantics. In
the above-mentioned example, AF has 5 preferred extensions {b, d, f}, {c, d, f},
{a, c, f}, {a, c, e} and {b, e}, and accepted arguments b, c, and e can be character-
ized as being a member of {a, c, e} or {b, e}. These two extensions are represented
by the surrounding dotted lines in Fig. 1. This means that these arguments have
the same property that they are defended by at least one of these extensions.

Fig. 1. Abstract argumentation framework AF (directed graph), agent’s actual and
psychological opinions (labels), and two preferred extensions (surrounding dotted lines).
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Table 1. Input examples of argumentation-based acceptability learning.

Argument x Membership relation of x Opinion on x

with respect to {a, c, e} with respect to {b, e}
b 0 1 acceptable

c 1 0 acceptable

e 1 1 acceptable

f 0 0 unacceptable

In other words, the opinions conform to the rule that, for all arguments x, the
agent accepts x iff x is in extensions {a, c, e} or {b, e}. As a result, this general-
ized rule gives the prediction that argument a is acceptable whereas argument
d is unacceptable.

In this paper, we introduce argument-based acceptability learning (ABAL) in
the form of supervised learning. In the above-mentioned example, ABAL assumes
the example data shown in Table 1 where the leftmost column shows arguments
with opinions (i.e., labels), the rightmost shows the opinions, and the center
shows truth values, 1 (True) or 0 (False), of membership relations between each
argument and each extension. Figure 2 shows an output decision-tree obtained
by applying some decision tree algorithm to the data shown in Table 1. Each
node (except leaf) of the tree represents a question, each branch an answer to
the question, and each leaf a decision. For example, the tree classifies argument b
into an acceptable argument in accordance with the following steps: b goes down
to the right branch from the root because it is not in {a, c, e}, and it goes down
to the left branch because it is in {b, e}. It is observed that the tree classifies
all labeled arguments correctly, and moreover, classifies unobserved argument a
(resp. d) into acceptable (resp. unacceptable) argument.

3 Two Approaches for Acceptability Learning

3.1 Argumentation-Based Method

A supervised learning is a subfield of machine learning where some input and
output pairs of an unknown target function are available when trying to find an
approximated function of the unknown target function. More formally, given a
training set of N example input-output pairs (x1, y1), (x2, y2), · · · , (xN , yN ),
where each yi was generated by an unknown function y = f(x), the problem
of supervised learning is to discover a function h that approximates the true
function f . Our idea is to see individual arguments in an abstract argumenta-
tion framework as examples of supervised learning, and characterize them using
extensions defined by the acceptability semantics.
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Definition 1 (Argumentation-based acceptability learning). Let a1,
a2, ..., aN be arguments and E1, E2, ..., EM be extensions of an abstract argu-
mentation framework. The problem of argument-based acceptability learning is
described as follows:

Given. A training set of N example input-output pairs (x1, y1), (x2, y2), ...,
(xN , yN ) where, for all i(1 ≤ i ≤ N), xi = (xj

i )
M
j=1 is a sequence of member-

ship degrees of ai with respect to Ej, and yi ∈ S is an acceptability status of
ai generated by an unknown function y = f(x).

Find. A function h that approximates the true function f .

In Table 1, the membership degrees correspond to the truth values of membership
relations between arguments and extensions. The following definition extends
this by taking into account the number of minimal subsets of extensions that
defend arguments.

Definition 2 (Membership degree). Let a be an argument and E be an
extension of an abstract argumentation framework. A membership degree of a
with respect to E is the number of minimal subsets S ⊆ E such that a ∈ F (S).

Example 1. The membership degree of a with respect to extension {a, c, e} is
2 because a ∈ F ({a}) and a ∈ F ({c, e}), but 0 with respect to {b, e} because
a /∈ F ({b, e}).

Membership relation w.r.t. preferred extension {a,c,e}?

Acceptable Membership relation w.r.t. preferred extension {b,e}?

Acceptable Unacceptable

1 0

1 0

Fig. 2. Output decision tree of argument-based acceptability learning.

Different agents would generally take different credulous and skeptical atti-
tudes about opinions on acceptability statuses of arguments. From the viewpoint
of supervised learning, we want to characterize arguments using only extensions
that are fit to agent’s individual attitudes. We consider a partition of the power
set of extensions that is used to define possible attributes or features of super-
vised acceptability learning. Let (E ,⊆) denote a partially ordered set where E
is a set of extensions of an abstract argumentation framework and ⊆ is the set
inclusion relation. For S ⊆ E and E ∈ E , S is called a strict down-set of E
iff, for all extensions F ∈ E , if F ⊂ E then F ∈ S . We use notation D(E) to
represent the strict down-set of extension E, and D(S ) to represent the strict
down-set of all extensions E ∈ S , i.e., D(S ) =

⋃
E∈S D(E). Di(S ) denotes

i-time iteration of operator D where D0(S ) = S and Di+1(S ) = D(Di(S )).
The notation maxS denotes the set of maximal elements of S .
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Definition 3 (Attribute set). Let C be a set of complete extensions. i-th
attitude set is defined by max Di−1(C ).

A = {max D0(C ),max D1(C ), · · · ,max Dn−1(C )} is the set of n attribute sets
where max D0(C ) = P and max Dn−1(C ) = G . Note that A is a partition of
(C ,⊆), i.e., ∅ /∈ A ,

⋃n
i=1 max Di−1(C ) = C , and, for all E,F ∈ A , if E �= F

then E ∩ F = ∅. Moreover, for all E,F ∈ E , if E ⊂ F then there are i, j(i < j)
such that F ∈ max Di(C ) and E ∈ max Dj(C ). Therefore, for all i, if E,F ∈
max Di(C ) then E �⊂ F , i.e., max Di(C ) is an antichain, for all i.

Example 2. AF shown in Fig. 1 has the partition consisting of the four attribute
sets: {{b, e}, {a, c, e}, {b, d, f}, {a, c, f}, {c, d, f}} (= max D0(C )), {{e}, {b},
{a, c}, {d, f}, {c, f}} (= max D1(C )), {{c}, {f}} (= max D2(C )), and {∅} (=
max D3(C )).

3.2 Optimization-Based Method

Graph-based semi-supervised learning relies on the idea that labels of unlabeled
nodes are predicted from labels of their neighbor nodes based on the structural
information of the graph. It assumes an undirected graph with some labeled
nodes where each labeled or unlabeled node represents a data point and each
edge represents a relationship, e.g., similarity, between data points. This sub-
section focuses on a quadratic criterion optimization used in graph-based semi-
supervised learning and gives a modification to deal with acceptability learning.

Let g = (V,E) be an undirected graph and W be an weight matrix encoding
node similarity where Wi,j is non-zero iff xi and xj are neighbors, i.e., W is
an adjacency matrix of g. Let Yl = (y1, y2, ..., yl) denote a sequence of given
or known labels yi, for 1 ≤ i ≤ l. A sequence of estimated or predicted labels
on both given and unknown labels is denoted by Ŷ = (Ŷl, Ŷu) where Ŷl =
(ŷ1, ŷ2, ..., ŷl) denotes a sequence of estimated labels on given labels and Ŷu =
(ŷl+1, ŷl+2, ..., ŷn) denotes a sequence of estimated labels on unknown labels.
Consistency between the estimated labeling and given labeling can be measured
by the following term [12].

C1(Ŷl) =
l∑

i=1

(ŷi − yi)2 = ||Ŷl − Yl||2 (1)

Minimization of term (1) makes predicted labels consistent with initial labels.
On the other hand, neighbor nodes are assumed to have the same labeling in
similarity graphs. It is often called the smoothness (or manifold) assumption.
Now, let L = D − W denote the un-normalized graph Laplacian where D is a
diagonal matrix of g defined as Di,i =

∑
j Wj,j . Consistency between estimated

neighbor labeling can be measured by the following penalty term [12].

C2(Ŷ ) =
1

2

n∑

i,j=1

Wi,j(ŷi − ŷj)
2 =

1

2

⎛

⎝2
n∑

i=1

ŷ2i

n∑

j=1

Wi,j − 2
n∑

i,j=1

Wi,j ŷiŷj

⎞

⎠ = Ŷ TLŶ (2)
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Minimization of term (2) makes predicted labels of neighbors same. A regulariza-
tion term is also assumed to make predicted labels as simple as possible. Thus,
terms (1) and (2) with the regularization term and an additional balancing terms
give us the following quadratic cost function for similarity graphs [12].

C(Ŷ ) = ||Ŷl − Yl||2 + μŶ TLŶ + με||Ŷ ||2 (3)

On the other hand, we want to deal with an abstract argumentation frame-
work where edges represent a symmetric attack relation between arguments. So,
what is expected in acceptability learning is a quadratic cost function that is
minimized when predicted labels, i.e., acceptability statuses, are consistent with
given labels, but neighbors of predicted labels are different. We thus make a
revision on (2) and (3) and obtain the following terms where M = D + W .

C ′
2(Ŷ ) =

1
2

n∑

i,j=1

Wi,j(ŷi + ŷj)2 = Ŷ TMŶ (4)

C ′(Ŷ ) = ||Ŷl − Yl||2 + μŶ TMŶ + με||Ŷ ||2 (5)

Our goal is to minimize (5). Let S denote an (n × n) diagonal matrix S where
Si,i = 1 iff i ∈ {1, 2, ..., l}. The first and the second derivatives of the function
are given as follows.

1
2

∂C ′(Ŷ )
∂Ŷ

= S(Ŷ − Y ) + μMŶ + μεŶ = (S + μM + μεI)Ŷ − SY (6)

1
2

∂2C ′(Ŷ )
∂2Ŷ

= S + μM + μεI (7)

The second derivative is a positive definite matrix when ε > 0. This ensures that
the cost is minimized when the first derivative is set to 0, i.e.,

Ŷ = (S + μM + μεI)−1SY. (8)

4 Experimental Analysis

SYNCLON [13] is an online discussion forum that provides users opportunities to
argue on various issues with others to explore valid beliefs. It is equipped with a
function by which users can make it explicit an role of their utterances. Such role
can be an attack against, support for, or supplement to a preceding utterance.
We focused on argument on active euthanasia that actually took place in SYN-
CLON and manually extracted 22 arguments and an attack relation between
them where the attack relation is assumed to be symmetric. We conducted an
online questionnaire using Google Forms where 29 people (12 workers and 17 uni-
versity students) were asked to look at the abstract argumentation framework
and choose either “acceptable” or “unacceptable” to express their psychological
opinions about acceptability statuses of the individual 22 arguments. Figure 3
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Fig. 3. Abstract argumentation framework with labeled arguments representing a cer-
tain agent’s opinions on acceptability statuses of individual arguments.

shows the abstract argumentation framework with a certain examinee’s opinions
where a white argument represents his/her acceptance and black unacceptance.

We use ASPARTIX [14] to calculate extensions of the abstract argumentation
framework. It gave 11028 complete extensions, denoted by set C , 354 preferred
extensions, denoted by set P (and the same stable extensions, denoted by set
S ), and one grounded extension, denoted by set G . Note that these extensions
depend only on its graphical structure of the abstract argumentation framework
without depending on people’s opinions on arguments. Our Python program

Fig. 4. Average ROC curves of DT (decision trees), multinomial NB (naive Bayes),
and OPT (optimization). The upper two graphs show discrete methods, while the
lower ones probabilistic. The left two graphs show a membership relation, while the
right ones a membership degree.
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Table 2. Performance summary of discrete decision tree, discrete naive bayes, and
optimization.

Criteria Optimization-based method Argumentation-based method

Decision-tree Naive-bayes

Without degree With degree Without degree With degree

Accuracy 0.522 0.791 0.800 0.751 0.760

Precision 0.810 0.837 0.843 0.836 0.807

Recall 0.458 0.973 0.971 0.979 0.969

F1 0.542 0.838 0.845 0.827 0.827

AUC 0.668 0.760 0.761 0.716 0.667

calculating all attribute sets gave the partition {Ai ⊆ C |1 ≤ i ≤ 11} of C where
|A1| = 354, |A2| = 1361, |A3| = 2480, |A4| = 2802, |A5| = 2163, |A6| = 1191,
|A7| = 481, |A8| = 149, |A9| = 38, |A10| = 8, and |A11| = 1. Note that every two
sets are disjoint, the union of all sets are C . Moreover, A1 = P and A11 = G .

We use the leave-one-out cross-validation (LOOCV) method for the evalua-
tion of learning performance. In LOOCV, each of 21 arguments of the abstract
argumentation framework is used to generate an approximated function, i.e.,
classifier, and it is used to predict an acceptability status of the remaining one
argument. LOOCV fits parameters of the classifier to the training examples dur-
ing this process. 22 times iteration of this process yields predicted acceptability
statuses of all 22 arguments. We instantiate ABAL using decision-tree and naive-
Bayes classifiers. Decision trees are parameterized by a tree-depth ranging from
1 to 5, the number of examples per leaf ranging from 1 to 5, and an attribute
set ranging from A1 to A11. Naive-Bayes are parameterized only by an attribute
set. The optimization-based methods are parameterized by μ and ε shown in
Eq. (8) ranging from 0.2 to 1.0 and from 0.02 to 0.10, respectively. These whole
processes are iterated 10 times to get the average evaluation scores.

Figure 4 shows the average ROC curves of decision-tree classification,
multinomial naive-Bayes classification, and optimization-based methods. The
graphs show that ABAL results in better learning performance than the opti-
mization methods regardless of consideration of a degree of membership and
probability. Table 2 shows learning performance of discrete decision-tree and
naive-Bayes classifications and optimization-based classification, where the best
scores of each criterion are highlighted in bold. In general, introduction of mem-
bership degree does not give a strong effect on improving learning performance.
In fact, it negatively affects on learning performance of naive-Bayes classification
although it positively affects on a decision tree classification.

5 Related Work and Discussions

Some research studies [15–17] have already been tackling research issues across
argumentation and machine learning. They have a common characteristic that
knowledge conveyed by arguments has a crucial role in their problem settings.
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Goldberg et al. [18] extend the idea of graph-based semi-supervised classifica-
tion on a similarity network to deal with a dissimilarity network. Although it
enables us to predict unknown labels on dissimilarity network, it does not aim to
neither give an interpretation nor generalize underlying rules of how labels are
distributed in the network. However, this paper focuses on the issue of how to
generalize a rule of agent’s psychological opinions regarding acceptability status
of arguments merely by addressing the attack relation existing between argu-
ments, without referring to knowledge conveyed by arguments.

A preliminary idea of acceptability learning is presented in the research [19].
It, however, does not lay a foundation of argument-based acceptability learn-
ing in the form of supervised learning. Moreover, it deals with no technique
to improve learning performance. On the other hand, the formal definition of
ABAL in this paper allows us to use other types of argumentation frameworks,
acceptability semantics and classification algorithms. Moreover, this paper gives
an attribute set improving learning performance under the restricted condition
that a test set is used for model selection.

6 Conclusions and Future Work

This paper proposed argumentation-based acceptability learning (ABAL) tak-
ing into account a membership degree, and gave its decision-tree and naive-
Bayes representations. We defined optimization-based acceptability learning
along the idea of graph-based semi-supervised learning. Our small-scale experi-
ment showed that argumentation-based method resulted in better performance
than optimization-based one in most criteria. We are planning to have more
large-scale experiments with a lot of arguments to handle model selection using
not a test set, but a cross-validation set.

Acknowledgments. This work has been conducted as a part of “Research Initia-
tive on Advanced Software Engineering in 2015” supported by Software Reliability
Enhancement Center (SEC), Information Technology Promotion Agency Japan (IPA).
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Abstract. Critical support service operations have to run 24 × 7 and 365 days a
year. Support operations therefore do contingency planning to continue opera‐
tions during a crisis. In this paper we explore the use of fine-grained agent-based
simulation models, which factor in human-behavioral dimensions such as stress,
as a means to do better people planning for such situations. We believe the use
of this approach may allow support operations managers to do more nuanced
planning leading to higher resilience, and quicker return to normalcy. We model
a prototypical support operation, which runs into different crisis severity levels,
and show for each case, a reasonable size of the crisis team that would be required.
We identify two contributions in this paper: First, emergency planning using agent
based simulations have mostly focused, naturally, on societal communities such
as urban populations. There has not been much attention paid to study crisis
responses within support services organizations and our work is an attempt to
address this deficit. Second, our use of grounded behavioral elements in our agent
models allows us to build complex human behavior into the agents without sacri‐
ficing validity.

Keywords: Agent based simulation · Crisis · Business continuity · Disaster
resilience · Human behavior modelling

1 Motivation and Past Work

Crisis arising out of natural disasters include events such as earthquakes, floods, fires,
droughts etc., while manmade causes include events such as riots, terrorism, wars or the
collapse of share markets. The effects of such events have been studied in a wide range
of contexts such as in terms of economic impact [1], humanitarian impact (e.g. after an
earthquake [2]) and organizational impact where organizational responses and strategies
to sudden, disruptive threats are of interest [3]. The focus of the current paper is on the
impact of various crisis intensities on a support services organization, and how various
mitigation strategies may reduce the impact and help return the organization to business
as usual (BAU). Support services organizations provide critical services for clients such
as voice-based customer support across a range of industries such as banking and
finance, insurance, mortgage, healthcare, etc., as well as non-voice support for back
office file processing in several industry domains. Given the criticality of their operations
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for the client’s business, support services organizations follow stringent processes
outlined in the contract between the organization and the client [4]. While most parts of
the contract pertain to business as usual (BAU) situations, a vital part is the business
continuity plan (BCP) which is “a management process that identifies potential factors
that threaten an organization and provides a framework for building resilience and the
capability for an effective response” [5, 6]. In this study we use an agent based simulation
approach to study strategic decision making during a crisis in a prototypical support
services organization. Our goals in this work were two: First, creating a realistic agent
based virtual sandbox for organizational crisis-event management planners to design
crises strategies. Second, to continue our approach of composing grounded agent
behavior models (also described in [7]) applied here to crisis planning and response.
Agent based modelling (ABM) has been used to develop frameworks on organization-
level responses to crisis events such as floods [8] or explore how crisis response strat‐
egies would serve to enhance organizational resilience [9, 10]. A system dynamics model
has been used in [11] to explore how organizations are likely to be prone to major
disasters due to an accumulation of minor interruptions. A parallel stream of research
has focused on development of simulated environments with crisis response as their
focus to help test out crisis response strategies in a less expensive but realistic environ‐
ment [12]. Building on these earlier works, we do granular modelling of an organiza‐
tional crisis.

2 Model of Crisis Management in Support Services

The support services industry is known for its ability to keep operations going 24 × 7
while meeting stringent performance and service quality requirements even in the pres‐
ence of challenges such as unexpected spikes in task arrival. Working under such condi‐
tions is stressful and affects both individual productivity and the productivity of teams.
We have described elsewhere [13] a field study we did in a support services organization
to understand the behavioral drivers behind absenteeism and productivity as well as the
agent model we built using the findings to help the organization understand the dynamics
and implications of the findings. In this section, we describe how we extend that model
for business continuity planning (BCP) during a crisis, and how different strategies
would lessen the impact and ease a quick return to BAU once the crisis ends.

We now define some terms used in the support services industry: (a) Task arrival
rate: Rate at which tasks arrive at the beginning of each day; (b) Backlog: Unfinished
tasks for an employee at the end of each work day; (c) Unplanned absenteeism:
Unplanned leave taken by an employee; (d) Productivity: Capacity of an employee to
do work related tasks per hour; (e) Turn-around-time (TAT): Time duration for a task
from its arrival to completion in hours; (f) Bench strength: A pool of employees that is
assigned work in case of absenteeism or increased workload, and calculated as
percentage of original team size; (g) Crisis team: A pool of employees is formed at a
different location than the original team’s location, after the onset of the crisis and works
only during crises; (h) Recovery time: A metric that quantifies the duration it took the
simulated team to reach normal operation after a crisis event.
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2.1 The Support Service Process – During BAU and During a Crisis

A support services organization receives work from the client’s business environment,
which generates the tasks that are dealt with by the services organization. Within the
support organization, each task is allocated to the specific team that handle that class of
tasks. The task is then added to the work pool for that team. Each task is usually inde‐
pendent of other tasks in the work pool. Given the task pool for a team, tasks may be
allocated either by individuals picking up tasks from the task pool or an automatic allo‐
cation process. Incomplete tasks for end of each day become the backlog for the next
day’s operations. The total team size including bench strength is planned keeping in
mind the mean time taken for each task and the task volume and its variability. While
this is the setup for routine or BAU operation, crisis operations are managed differently
(see Fig. 1). Once the crisis starts, the operation is then executed in whole or in part by
another team called the ‘Crisis Team’. The crisis team may consist of some of the regular
team members who have relocated to a new location, an entirely new team at the new
location or a mix of both. Some part of the Regular team may also continue work from
the original location.

Crisis 
starts

Crisis 
ends

Business 
as usual

Crisis team 
formed

Regular 
team

Crisis 
team

Regular 
team

Crisis team 
disbanded

Fig. 1. Crisis situation plan – crisis team and regular team

Once the crisis ends, the Crisis Team is disbanded and the operations resume in full
in the original location with only the Regular team. From a BCP perspective the question
that a planner may want to understand are: For different levels of crisis intensity, and
for the estimated task arrival during the crisis, what should be the size of the Crisis Team
such that business is able to return to BAU as soon as possible? Faster the system is able
to return to normalcy, better the business resilience.

2.2 Recapitulation of the Behavior Model

We recapitulate the behavior model we discussed in [14] for the convenience of the
readers. The model ties together components of work related stressors, total accumulated
stress, workplace absenteeism, worker productivity and workload. In the current paper,
we use this model to do BCP, which factors in the human dimension. The behavior
model (Fig. 2a) consists of a set of relations, each of which ties a behavior variable (such
as a stressor) to another behavior variable (such as integrated stress) or to an outcome

368 V. Balaraman et al.



variable (such as productivity of an individual). Each relation in our model is grounded
i.e. it comes from an empirical study or observation.

Fig. 2. (a) Behavior model and (b) Impact of coping strategies on productivity (1.0 = 100 %)

Some of the relations are from a field study we conducted at a support services
organization, which looked at the behavior factors driving absenteeism and productivity
[13]. Other relations are from other sources such as by Silverman [15] who proposed an
integrated model of stress combining the Yerkes-Dodson Inverted U model [16] with
the Janis-Mann coping taxonomy [17] to calculate values for the outcome variables of
interest. Our approach (reported already in [14]) combines relations on stress from
Silverman [15] with coping strategies reported in [19]. In this paper we use this model
in the context of crisis management which is appropriate given that the relations in the
integrated model are more closely aligned to the experience of stress in the support
services context than alternative models, such as the JD-R model [20].

Our field study data showed that the three most important stress factors were long
work hours, increase in the daily task arrival rate, and accumulated backlog. Silverman’s
integrated stress model too had three main components – Effective fatigue (EF), Event
stress (ES), and Time pressure (TP). Our domain expert felt that these components map
well to the stressors in our study as follows: Long work hours = Effective fatigue,
Increase in the daily task arrival rate = Event stress, and Accumulated backlog = Time
pressure. Each component varies in value between 0 and 1. We assume that all three
components are additive and carry equal weightage. We define Integrated Stress as:

Integrated Stress = (EF + ES + TP)/3.
Integrated Stress too thus varies between 0 and 1. Integrated Stress feeds into a

decision module, which like in PMFServ, combines the Yerkes-Dodson Inverted U with
the Janis-Mann Coping Strategy Levels to come up with a value for individual produc‐
tivity (as given above in Fig. 2(b)). Integrated Stress thus becomes the predictor of
productivity of an individual. Thus, (if one refers to Fig. 2(b)) when the agent is in State
C the productivity of the agent would be 1.25 times the base productivity and when in
State E, the productivity would be half the base productivity. The productivity of the
individual feeds into the productivity of the team and which therefore then feeds back
into the Workload. The fully composed model is given in Table 1 (fuller details on the
model given in [14]).
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Table 1. Composed behavior model, adapted from [14]

Relation Model
Effective Fatigue (EF) ← Number of work

hours
EF = 0.01054 * (Work Hours) + 0.4536;

Event stress (ES) ← Volume of task arrival ES = (Task Arrival Today/2)/Mean Task
Arrival

Time pressure (TP) ← Backlog TP = (Current Backlog/2)/Mean Task Arrival
Integrated stress ← Effective Fatigue, Event

stress, and Time pressure
Stress = (EF + ES + TP)/3

Productivity ← Stress Productivity = M * Base Productivity
If (Stress <= 0.2) then M = 0.5
If (Stress > 0.2 && <= 0.4) then M = 1.0
If (Stress > 0.4 && <= 0.6) then M = 1.25
If (Stress > 0.6 && <= 0.8) then M = 1.0
If (Stress > 0.8) then M = 0.5

P(Absenteeism) ← Stress If stress > 0.8 then N(0.1, 0.1)

A question could be on why agent-agent interactions are not being modelled. The
reason is that in a lot of the work in support services organization the tasks require just
one person and tasks are independent thus requiring fewer interactions among peers.
We thus model agent-task interactions and not agent-agent interactions. The agents are
autonomous, are driven by the behavior model described above and react to events driven
by a combination of their state, the event and the behavior model.

2.3 Crisis Process Model

The behavior model we have described is embedded in all the agents in our agent model.
There are 2 sets of agents, one representing the regular team and the second, the agents
representing the crisis team Fig. 3.

Crisis 
Starts

Crisis 
On

Distribute workload 
among team

Workload = Backlog 
+ Task Arrival

Task arrival

Compute productivity

For each time unit 
in a work day Do

For each person in 
team Do

If EOD compute 
backlog

Crisis Team + some 
% age of Regular 

Team

Only Regular Team

Yes

No

Crisis Intensity

Fig. 3. Process model

Each agent in both teams is driven by the behavior model given in Sect. 2.3. In the
wake of a crisis, the BCP should regulate business from regular team to crisis team,
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within the ambit of a process model. Following flowchart provides such a process model
used in our simulation experiments.

2.4 Assumptions

In the simulation models we have discussed here as well as earlier work [13], we have
retained only the most necessary environmental, situational and behavioral factors in
the models, by making few assumptions. We simulate single support service workgroup
within a support services organization. The simulated tasks are associated with only one
business process, have the same complexity, and are independent of each other. All
members of the regular team have the same base productivity while members of crisis
team have 80 % of base productivity of the regular team. We felt this was a valid
assumption as regular team members would be more efficient than a new team. All
members of the crisis team become available at the start of crisis. All members of regular
team become available at the end of the crisis. There is no productivity loss for members
of original team who become available for work. Apart from unavailability of people,
the crisis does not affect the organization in any other way, for example, infrastructure
outage.

3 Experiments and Results

We model three crisis intensities using two dimensions: crisis duration and the percentage
of the regular team being unavailable in that duration (see Table 2).

Table 2. The studied crisis scenarios

Intensity % of regular team unavailable Start day Duration
Low 20 % Day 6 2 days
Moderate 50 % Day 6 5 days
High 75 % Day 6 7 days

For each intensity, we varied the crisis team size as a percentage of initial team size
from 0 % to 50 %. For each scenario, we had 10 runs. We used GAMA [18] for its
powerful model specification language, good visualization capabilities and extensibility.

3.1 Time to Recover from Crises Induced Backlog

Due to the unavailability of a part of the team during a crisis, backlog is accumulated.
The accumulated backlog acts as a stressor for the team and leads to lower productivity
levels, which causes more backlog resulting in a vicious cycle. It can take many days
for the accumulated backlog to reach normal levels and break this vicious cycle.
Recovery time can be lessened by increasing the number of team members in the crisis
team. In Fig. 4, we show the recovery time for three crisis intensities as described in
Table 2, when the crisis team size is increased. We observe that, the simulated team
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recovers from low intensity crisis on the same day. However, with the increasing crisis
intensity from low to moderate to high, the recovery time grows quickly. In fact, even
if 50 % of the original team is deployed as crisis team, the recovery time is >0.

Fig. 4. Recovery time for different crisis intensities and crisis team sizes

3.2 Turn-Around Time

Similar to recovery time, the TAT for each task increases in the event of a crisis because
of unavailability of workforce. Figure 5 shows the average TAT achieved by the simu‐
lated team as the crisis intensity and the available crisis team size is varied.

Fig. 5. Turn-around time for different crisis intensities and crisis team sizes

As the crisis intensity increases the TAT increases since more people remain unavail‐
able for work for longer durations, leading to backlog accumulating which leads to an
increase in the average TAT. As the crisis team size increases the average TAT reduces.
We can see that for a high intensity crisis, a crisis team size of 50 % or more may be
required to bring down TAT to BAU levels.
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3.3 Time Spent in the Different Stress Coping Levels

Our behavior model predicts the stress coping level occupied by an agent at a point in
time, which can be used to explain the results in the previous experiments. Since the
backlog induced by a crisis event acts as a stressor for the simulated team the amount
of time spent by the team in different coping levels changes when crisis intensity is
changed. Since a crisis team acts as a bulwark against crisis-induced backlog, an increase
in the crisis team size naturally leads to lower levels of stress among the individuals in
the original team. This lower stress results in the team spending more time in the coping
levels of adaptation and optimal coping leading to corresponding higher levels of
productivity. Our analysis of time spent by the team in the five coping levels for a low
intensity crisis and different crisis team sizes showed an insignificant change in the stress
related coping behavior of the team as the crisis team size increases. This is primarily
because a low intensity crisis event does not cause sufficient accumulation of backlog.
However, for moderate intensity crisis we found that the stress related coping behavior
of the team changes. Figure 6 shows that the change in coping behavior for the team
when a high intensity crisis occurs is significantly different from low and moderate
intensity crises scenarios. During a high intensity crisis if the crisis team is absent, the
team spends a significant amount of time in the avoidance coping level. This results in
sub optimal performance of the available team, leading to high backlog and TAT. As
the size of the crisis team is increased, the overall stress on individual agents in the team
is reduced. As the crisis team size reaches 50 % (half of the original team size), the stress
related coping behavior becomes similar to that in the case of moderate intensity crisis.

Fig. 6. Amount of time spent in various coping levels for a high intensity crisis.

4 Discussion and Conclusion

As summarized in Table 2, the crisis intensity from low to medium to high is attributed
to the number of people unavailable and duration of unavailability. If we call the Impact
Factor (IF) of a crisis as the product of these two numbers (and closely related to person-
days lost), we see the IF of low, medium and high intensity crises as 0.4, 2.5 and 5.25,
respectively. A high intensity crisis thus has more than 12 times the effect of a low
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intensity crisis. Without a crisis team, the original team takes approximately 80 days to
recover from a high intensity crisis. It requires a crisis team 45 percent of the original
team size for the operations to reach and maintain BAU during the crisis. A key takeaway
from this study is in terms of developing a measure for crisis planning, namely, the
Crisis-Team-Factor (CTF), which is a percentage of the original team such that BAU is
maintained even during a crisis. Based on the results of the simulation, this would be
45 % of the original team for the high intensity crisis, 15 % for a medium intensity crisis,
and same day recovery for a low intensity crisis. If the crisis team size is larger than
mandated by the CTF, then it acts as an insurance to deal with more unanticipated
workload.

The contributions of our paper are as follows: a fine grained model that embeds
human behavioral dynamics, the model is ground in that each relation is based on past
research and or studies and finally the creation of a virtual sandbox whose insights can
be used for better planning of crisis responses based on what-if scenarios. In future, we
intend to include factors like personality traits and emotion to drive agent behavior in
an organization. We also intend to study the impact of a team’s network structure on
behavioral drivers like stress and coping. We believe that the combined influence of
these extensions can produce interesting and dynamic agent behavior during crises.
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Abstract. While most robots in human robot interaction scenarios take
instructions from humans, the ideal would be that humans and robots
collaborate with each other. The Defense Advanced Research Projects
Agency Communicating with Computer program proposes the collabo-
rative blocks world scenario as a testbed for this. This scenario requires
the human and the computer to communicate through natural language
to build structures out of toy blocks. To formulate and address this, we
identify two main tasks. The first task, called the plan failure analysis,
demands the robot to analyze the feasibility of a task and to determine
the reasons(s) in case the task is not doable. The second task focuses
on the ability of the robot to understand communications via natural
language. We discuss potential solutions to both problems and present
prototypical architecture for the integration of planning failure analysis
and natural language communication into an intelligent agent architec-
ture.

Keywords: Human-robot interaction (HRI) · Planning · Plan failure
analysis · Natural language communication

1 Introduction

Human-robot interaction is an important field where humans and robots col-
laborate to achieve tasks. Such interaction is needed, for example, in search and
rescue scenarios where the human may direct the robot to do certain tasks and at
times the robot may have to make its own plan. Although there has been many
works on this topic, there has not been much research on interactive planning
where the human and the robot collaborate in making plans. For such interactive
planning, the human may communicate to the robot about some goals and the
robot may make a plan to achieve them. If planning fails the robot may explain
the failure, and the human may use the explanation to make suggestions for
c© Springer International Publishing Switzerland 2016
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Fig. 1. A blocks world example

overcoming the problem. This interaction may continue until a plan is made and
executed. Let us consider an example of such an interactive planning.

Consider the block world domain in Fig. 1 [9]. The robot has its own blocks
and the human has some blocks. The two share a table and some other blocks
on the table. Suppose that the human communicates to the robot the sentence
“Add another blue stack of the same height!.”

Even if we assume that the robot is able to recognize the color of the blocks,
create, and execute plans for constructions of stacks of blocks, such a commu-
nication presents several challenges to a robot. Specifically, it requires that the
robot is capable of understanding natural language, i.e., it requires that the
robot is able to identify that

• the human refers to stacks of only blue blocks;
• the human refers to the height of a stack as the number of blocks on the stack;
• there is a blue stack of the height 2 on the table; and
• it should use its two blue blocks to build a new stack of two blue blocks.

In addition to the above, it is easy to see that the robot cannot accomplish
the task in the situation in Fig. 1 if it is limited to the typical actions in the
block domain (e.g., pick up, put down, or un/stack blocks) and uses only its
own blocks. It is because of its planning process—looking for a plan to create a
stack of two blue blocks—fails. What should the robot do? Can it reply back that
it needs an additional blue block? Can it ask for the blue block of the human? In
this paper, we address this task of plan failure analysis.

Previous approaches to dealing with the planning failure problem have been
proposed. Partial satisfaction planning (PSP) identifies a maximal subset of
the goal (or a sub-formula; or a collection of subgoals with a maximal aggre-
gated ultility) that can be satisfied (e.g., [4]). This approach does not take into
consideration the fact that some actions/fluents are not considered in the plan-
ning process and/or the presence of a human user interacting with the plan-
ner. Applications of planning system in the literature such as mixed-initiative
(e.g., [1,2,14]) emphasize the need for interaction between a human user and a
planning system. However, the human user plays the primary role in the gen-
eration of a working plan. Assumption-based planning [10] assumes that the
planning agent does not have complete information about the world and thus
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focuses on asserting additional facts so that the resulting planning problem has
a solution. Similar to PSP, ABP does not consider the presence of a human
user interacting with the planner. Diagnostic planning and/or replanning (e.g.,
[5,11,12]) also needs to deal with planning failure. The focus of approaches in
this line of research is to address discrepancies between what is observed and
what is hypothetically true after the execution of a sequence of actions.

In this paper, we propose an orthogonal approach to deal with planning fail-
ure within the context of HRI applications. In this type of applications, the robot
understands a basic set of vocabularies for communication with the human user
and is actively engaged in dealing with the failure of the planning process. It will
identify possible reasons for the failure and possible course of actions for recov-
ering from the failure. To achieve this goal, we formalize the planning failure
analysis problem and introduce a notion called a failure analysis of a planning
problem with respect to an extension (Sect. 2). We propose a potential solu-
tion for the natural language understanding problem and describe a system that
translates communications from a human user into an answer set programming
representation (Sect. 3). We discuss how the proposed components can be inte-
grated into an intelligent agent architecture that allows agents to interactively
planning with humans through natural language communication (Sect. 4).

2 Planning Failure Analysis: Formalization

A planning problem is specified by a tuple P = 〈F,A, I,G〉 where F is a set of
fluents (time-dependent Boolean variables), A is a set of actions with their pre-
conditions and (conditional) effects, I describes the initial state, and G describes
the goal state. 〈F,A〉 is often referred to as the domain of the planning problem.

A fluent literal is a fluent f or its negation ¬f . A set of fluent literals S
is consistent if it does not contain f and its negation ¬f . S is complete if for
every f ∈ F , either f ∈ S or ¬f ∈ S. Each action a ∈ A is associated with
a consistent set of literals, pre(a), called the precondition of a; and a set e(a)
of conditional effects of the form ϕ → ψ where ϕ and ψ are consistent sets of
literals. Intuitively, ϕ → ψ says that when a is executed in a state satisfying ϕ
then ψ is true in the resulting state.

A state is an interpretation of F , i.e., a complete and consistent set of fluent
literals. Truth value of a fluent formula in a state is evaluated in the stan-
dard way. If ϕ is true in a state s, we write s |= ϕ. A set of fluent liter-
als is viewed as conjunction of literals belonging to it. For an action a and a
state s, let es(a, s) =

⋃
ϕ→ψ∈e(a),s|=ϕ ψ. The semantics of P is defined by a

transition function Φ that maps each pair of a state s and an action a into
a state denoted by Φ(a, s). Formally, Φ(a, s) is defined as follows: Φ(a, s) =
s \ es(a, s) ∪ es(a, s) if s |= pre(a)where es(a, s) = {l | l ∈ es(a, s)} and
for every f ∈ F , f = ¬f and ¬f = f ; otherwise, Φ(a, s) is undefined. This
function is extended to define Φ∗([a1, . . . , an], s) as (i) Φ∗([], s) = s; and (ii)
Φ∗([a1, . . . , an], s) = Φ(an, Φ∗([a1, . . . , an−1], s)).
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A state is called the initial state of P if it satisfies I. A plan of length n for
G is a sequence of actions [a1, . . . , an] (or a solution of P) if for every state s0
satisfying I, Φ∗([a1, . . . , an], s0) is defined and satisfies G.

Example 1. The block domain in Fig. 1—in the view of the robot—can
be represented by the planning domain 〈Fb, Ab〉 with a set of constants1

denoting the human (h), the robot (r), the set of blocks Blks =
{b1, . . . , b14}, Fb = {on(B1, B2), has(X,B), ontable(B), holding(X,B),
clear(B), handempty, color(B,C)} and Ab = {pick(B), putdown(B),
stack(B1, B2), unstack(B1, B2), takes(B)} where X ∈ {h, r}, C is one of the
colors, and B,B1, B2 ∈ Blks are blocks with B1 �= B2. Preconditions and effects
of actions are defined as usually, e.g., for the action of picking up a block from
the table or taking its own block, they are:

• pre(pick(B))={handempty, ontable(B), clear(B)}
• e(pick(B)) = {∅ → {holding(B), ¬ontable(B), ¬handempty, ¬clear(B)}}
• etc.

We omit the description of other actions for brevity. The planning problem
discussed in the first section can be represented by Pb = 〈Fb, Ab, Ib, Gb〉 with Ib

encodes the configuration in Fig. 1 and Gb be the following formula:

∨

x�=y∈Blks,{x,y}∩{b7,b8}=∅

[
color(x, blue) ∧ color(y, blue)∧
ontable(x) ∧ on(y, x) ∧ clear(y)

]

We will now formally define the planning failure analysis problem. The above
discussion leads us to the definition.

Definition 1. Let P = 〈F,A, I,G〉 be a planning problem. We say that P needs
a failure analysis if it has no solution.

We can easily check that Pb does not have a solution and thus needs a failure
analysis. Realizing that a planning problem needs a failure analysis is identical
with checking whether it has a solution or not. As such, the complexity of the
problem of identifying whether or not a planning problem needs a failure analy-
sis is the same as that of planning. It is known that the complexity of planning
is undecidable in the general case [13]. Under certain assumptions (e.g., finite
and deterministic domains), it reduces to PSPACE-complete [6]. For planning
problems considered in this paper, if we limit the length of plans then the com-
plexity reduces to NP-complete. We will next focus on answering the question of
why the planning process fails and what can one do when the planning problem
has no solution. We start with the assumption that changes can be caused only
by actions. Thus, one way to rectify this problem is to provide additional actions
that could be used in creating a plan.
1 Fluents/actions with variables are shorthands for collections of their ground instanti-
ations. The formalization used in this example is a variant of the block world domain
representation in planning benchmarks and assumes that each block has a unique
color. The goal is simplified to be “build a stack of two blue blocks.”
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Definition 2. An extension to a planning problem P = 〈F,A, I,G〉 is a pair
(Afs, Acts) where Afs is a set of fluents and Acts is a set of actions such that
F ∩ Afs = ∅ and A ∩ Acts = ∅.
Intuitively, Acts is the set of actions that the planning agent (robot) could
execute and Afs could be the set of fluents, which occur in the definition of
Acts and do not belong to F . Observe that Acts could change the fluents in F
and their definitions could introduce new fluents. It can contain actions that the
robot cannot use without permission and/or execute independently. Note that
this is different from planning with preferences, which considers that the actions
are available at the robot’s disposal but the robot prefers not to use them.

In our running example, Acts could be the set with a single action
ask permission whose precondition is empty (true) and whose effect is
that the robot can use the human’s blocks in solving the problem2, i.e.,
e(ask permission) = {{has(h,B)} → {has(r,B)} | B ∈ Blks}; Afs =
∅ since every fluent occurring in the definition of ask permission also
belongs to F . For later reference, we will denote with E1 the extension
(∅, {ask permission}) to Pb. Notice that this extension can be refined by
the extension E2 = (∅, {ask permission(B) | B ∈ Blks}) where, for each
b ∈ Blks, ask permission(b) has the precondition {has(h, b)} and an effect
∅ → {has(r, b)}.

Given an extension E = (Afs, Acts) to a planning problem P = 〈F,A, I,G〉,
what could be a failure analysis for P w.r.t. E? The above discussion suggests
that it could be a pair (Af , Ac) with Af ⊆ Afs and Ac⊆Acts such that P∗ =
〈F ∪ Af , A ∪ Ac, I ∪ Af ∗, G〉 has a solution where Af ∗ is an interpretation of
the set of fluents Af . By this definition, E1 is an analysis for Pb w.r.t. E1 since
P∗ = 〈F,A∪{ask permission}, I, G〉 has a solution. Similarly, we can check that
for every X ⊆ {ask permission(B) | B ∈ Blks} such that ask permission(b1) ∈
X, (∅,X) is an analysis for Pb w.r.t. E2.

The above definition appears reasonable for E1 and E2. However, it allows
the possibility of wishful analysis as in the next example. Let us consider the
extension E3 = ({color(b10, blue)}, ∅), i.e., the robot wishes that the color of
another block in its possession is blue. If we were to use the above definition
then E3 is also an analysis for Pb w.r.t. E3. Clearly, this analysis is not practical
for Pb since the robot cannot change the color of a block. On the other hand,
E4 = ({color(b10, blue), paint available}, {paint blue(b10), buy paint}) where
buy paint causes paint available to be true and paint blue(b10) causes the block
10 to be blue is an extension of Pb and is itself an analysis for Pb.

Definition 3. Let P = 〈F,A, I,G〉 be a planning problem and α = [a1, . . . , an]
be one of its solution. We say that a fluent f changes its value during the execu-
tion of α, denoted by ±f

α→ ∓f , if there exist some 1 ≤ j < n such that f is true
(resp. false) Φ∗([a1, . . . , aj−1], s0) and false (resp. true) in Φ∗([a1, . . . , aj ], s0).
2 Observe that the action ask permission(.) refers to a communication between the
robot and the human user and thus is not included in the initial planning domain of
Pb. Furthermore, we assume that the human is collaborative and thus would grant
the robot the permission to use his blocks.
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If we require that the fluent that are added to the domain change their values
in the plans that could be generated, then E3 cannot be used to provide an
analysis for Pb. Observe that there are situations in which wishful analyses might
be useful. For example, when the robot does not have complete information
about the world (e.g., its sensors are imperfect and the robot know that the
information about the initial state can be incorrect; or the robot executes a plan
and observes something unexpected). This issue has been investigated in [10]
or in the literature on diagnostic planning and/or replanning. As discussed, the
focus of the present work is different.

Definition 4. Let E = (Afs, Acts) be an extension to the planning problem P =
〈F,A, I,G〉. A pair (Af , Ac) such that Af ⊆ Afs and Ac ⊆ Acts is called a plan
failure analysis for P w.r.t. E (or an analysis for P, for short) if there exists an
interpretation Af ∗ of the set of fluents Af and P∗ = 〈F ∪Af , A∪Ac, I ∪Af ∗, G〉
has a solution α such that ±f

α→ ∓f for every f ∈ Af .
When Af = Ac = ∅, we say that it is a no-fault analysis; otherwise, it is a

non-trivial analysis.

By the above definition, we can see that E1 is an analysis for Pb w.r.t. E1

but E3 is not an analysis for Pb w.r.t. E3. Definition 4 characterizes analyses
as those that introduce new fluents and actions into the planning problem so
that they will be useful in creating a solution for the new planning problem.
In general, we prefer analyses that change the planning problem in a minimal
way. For example, (∅, {ask permission(b1)}) could be viewed as better than
(∅, {ask permission(b1), ask permission(b2)}) w.r.t. E2 as the former asks for
less from the human.

Definition 5. Let E = (Afs, Acts) be an extension to the planning problem
P = 〈F,A, I,G〉. Let (Af , Ac) and (Af ′, Ac′) be two plan failure analyses for P
w.r.t. E. We say that (Af , Ac) is a more preferred failure analysis than (Af ′, Ac′),
denoted (Af , Ac) ≺ (Af ′, Ac′), if Ac � Ac′.

An analysis (Af , Ac) is said to be a most preferred analysis for P w.r.t. E if
there exists no other analysis that is more preferred than (Af , Ac).

By Definition 5, it is easy to see that (∅, {ask permission(b1)}) is the most
preferred failure analysis for Pb w.r.t E2. We prove that the relation ≺ is a partial
order over the set of analyses for a planning problem.

Proposition 1. For a planning problem P = 〈F,A, I,G〉 and an extension E =
(Afs, Acts) to P, the following holds: (i) ≺ defines a partial ordering over the
set of failure analyses for P w.r.t. E; and (ii) if (∅, ∅) is an analysis for P then
it is the unique most preferred analysis for P w.r.t. E.

It is reasonable to assume that given a planning problem P = 〈F,A, I,G〉
there exists an extension E to P that covers all possible failure analyses for P
should it need a failure analysis. For example, the robot in our running example
should be able to assume that it can ask the human for permission to use the
human’s blocks in responding to the command (as in E1 or E2); or it has, at its
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disposal, actions for changing the color of a block (as in E4); or all of these (as
in E1 ∪ E2 ∪ E4). However, the fact that the robot cannot make unreasonable
assumptions such as the color of a block could change by itself (as in E3) should
be taken into consideration. Specifying E is therefore problem-dependent and is
out of the scope of this paper. We note that the proposed notion of plan failure
analysis has been proposed by in our earlier work [3]. The formalization proposed
in this paper only shares Definition 1 with the earlier one.

3 Natural Languge to Answer Set Programming (ASP)

The previous section deals with the planning failure analysis problem, assuming
that the robot understands the commands from the human user. Computing
planning failure analyses can be done using logic programming under answer
set semantics [15] and can be implemented similar to the proposal in [3]. For
space reason, we omit the discussion on computing planning failure analyses.
In this section, we focus on providing this capability to the robot. Specifically,
we describe a translation system that represents the communicative signals of a
human in machine understandable terms. It is a relatively well-studied problem
in Natural Language Processing (NLP) and popularly known as semantic parsing
[17]. A semantic parser maps natural language sentences to a formal representa-
tion language (such as) to allow automated inference and processing. Recently
several powerful systems have been developed to build a semantic parser for var-
ied target representations [7,16,18–20,22,23]. In this research, we have trained
the NL2KR system [22] for the task of translation.

In NL2KR, the meaning of words and phrases are expressed as λ-calculus
[8] expressions. The meaning of a sentence is built from the semantics of con-
stituent words through appropriate λ-calculus applications. The parse tree of

Table 1. A set of human commands and their representation in an intermediate lan-
guage. NL2KR has been trained on these sentences to translate new sentences similar
to these sentences. A small program is written to convert the intermediate formal
representation to the syntax of ASP.

Sentence Meaning

Add another blue stack of the
same height.

λx. goal cond(x, op, add) ∧ goal cond(x, is, stack) ∧
goal cond(x, color, blue) ∧goal cond(x, height,
same) ∧goal cond(x, type, another).

Take my blocks. λx. add block(has robot(x), has(human, x) ∧
block(x)).

How about a red stack of the
same height as the blue
stack?

λx. goal cond(x, is, stack)∧ goal cond(x, color, red)
∧ goal cond(x, height, same)∧ goal cond(x, origin,
blue) ∧ goal cond(x, type, another).

Add another stack of the
same height as the tallest
stack.

λx. goal cond(x, op, add) ∧ goal cond(x, is, stack) ∧
goal cond(x, height, tallest) ∧ goal cond(x, type,
another).
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the sentence in Combinatory Categorial Grammar [21] (henceforth CCG) directs
how the words are combined to produce the meaning of the sentence. During
training NL2KR takes as input: (1) a set of training sentences and their target
formal representation, and (2) an initial lexicon or dictionary consisting of some
words, their CCG categories and meanings in terms of λ-calculus expressions.
It then produces a bigger lexicon that is used in translation. For this work, the
training set contained the sentences shown in Table 1. For the translation of a
new sentence into the syntax of ASP, the λ-calculus expression of the sentence
is first obtained. A small program then adds syntactic sugar to the λ-calculus
expression to make it a valid ASP statement.

Consider the sentence “Take my blocks” from the Table 1. Let us say that
the initial dictionary contains two entries as shown in Table 2. The first entry
says that the word “take” with the CCG category “S/NP” has the meaning
λp.λx. use(has robot(x), p @x). The second entry provides a meaning of the
word “blocks” for the category “NP”.

Table 2. A sample initial dictionary containing two entries.

Word CCG Meaning

Take S/NP λp.λx. add block(has robot(x), p @x)

Blocks NP λx. block(x)

Given this information, NL2KR then learns the meaning of the unknowns
i.e. the phrase “my blocks” and the word “my” in the following way. It first
obtains the CCG parse tree (Fig. 2) of the input sentence. A CCG parse tree
shows how the words are combined together to characterize the meaning of the
sentence. For example, the CCG in Fig. 2 indicates that the determiner (NP/N)
“my” takes the noun (N) “blocks” as the input to produce the meaning of the
noun phrase (NP) “my blocks”.

The verb (S/NP) “take” then scoops the noun phrase (NP) “my blocks” to
produce the meaning of the sentence (S) “take my blocks”. With the CCG parse
tree in hand, NL2KR then uses an operation called “Inverse-λ” to obtain the
meaning of the phrase “my blocks” as “λx.has(human, x) ∧ block(x)” from the
meaning of “take” and “take my blocks”. The “Inverse-λ” operator takes two
λ-expressions, H (the root node) and G (the left child or the right child) and
returns the λ-expression F for the other child such that either H = G@F (when
G is the left child) or H = F@G (when G is the right child). Finally, it obtains
the meaning of the word “my” λx8.λx6.has(human, x6)∧x8@x6 by “Inverse-λ”
from the meaning of “my blocks” and “blocks” and saves it in the final dictionary
for use during the translation of new sentences.

Furthermore, NL2KR uses a operation called “generalization” to handle
unknown words. For example, given a new sentence “Use my blocks” NL2KR
will generalize the meaning of “use” by the meaning of “take” to translate it
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take my blocks [S]
#x.add_block(has(robot,x),has(human,x)^block(x))

#x.add_block(has(robot,x),has(human,x)^block(x))

take [S/NP]
#p.#x.add_block(has(robot,x),p^@x)
#p.#x.add_block(has(robot,x),p^@x)

my blocks [NP]
#x1.has(human,x1)^block(x1)
#x1.has(human,x1)^block(x1)

my [NP/N]
#x3.#x1.has(human,x1)^x3@x1
#x3.#x1.has(human,x1)^x3@x1

blocks [N]
#x.block(x)
#x.block(x)

Fig. 2. An augmented CCG parse tree for the sentence “take my blocks” obtained from
NL2KR. Each node shows the CCG category, the text description and the λ-expression
associated with that node. NL2KR treats ‘#’ as ‘λ’.

to “λx. add block(has robot(x), has(human, x) ∧ block(x))”. A λ-to-ASP pro-
cedure will then convert the λ expression to the desired ASP representation,
add block(has robot(S) ← has(human, S), block(S)).

4 Discussion

The components described in the previous sections are developed in response to
the challenge given in [9]. Since a non-trivial analysis represents a reason for the
failure of the planning process, an intelligent agent (robot) working interactively
with a human user can use failure analyses to explain to him/her why it fails
to achieve the goal. In fact, we envision that the proposed components can be
integrated into a general architecture for a robot to interactively working with
a human user as in Fig. 3.

Results

NLP
Module Planner

Executor

Failure
Analysis

Human Commands
Fail

Success

Results

Response

ASP

Analysis

Fig. 3. Schematic integration of planning failure analysis and NLP module into an
intelligent agent architecture

We will next discuss additional tasks that are required for an end-to-end
implementation of the architecture in Fig. 3. The first task is to compute the
plan failure analyses that can be computed using answer set programming.
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The second task is related to the planning component of the robot. In gen-
eral, the planner is supposed to plan for goals of arbitrary formulae over the
set of fluents of the planning domain. Yet, it is expected that a communica-
tion between the human and the robot would sometimes contain directives that
do not belong to the language of the planning domain (e.g., ‘same’, ‘height’,
‘tallest’, ‘another’, etc.). As demonstrated, our translation system can learn new
vocabularies3 and translates these directives to new statements representing in
the language of the planner. We believe that if other state-of-the-art off-the-shelf
planning systems (e.g., FF, Fast Downward, etc.) are used, converting the new
directives to a formula might be more suitable. How to train our translation
system for this task and what is the impact on the performance of the system
are two very interesting questions that we leave for future research.

5 Conclusions

We discuss challenges in development of intelligent agents that interact with
humans in planning. We introduce the notion of a planning failure analysis for a
planning problem given its extension and also show that failure analyses can be
computed using ASP and used for generating responses. We describe a transla-
tion system that can convert natural language communications to ASP goals. We
discuss how the proposed components can be integrated into an overall archi-
tecture for developing intelligent agents that interact with human in problem
solving and describe additional tasks that need to be completed.
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Abstract. An automatic evacuation management system taking advan-
tage of a multi agent based mass evacuation simulator is proposed and
prototyped. The aim of this system is to provide a stepping stone in the
direction of automated evacuation managing. The proposed system is
currently capable of identifying evacuation anomalies, proposing a miti-
gation strategy and providing feedback for human expert evaluation and
query. All the pieces although seamlessly connected are independently
developed. This allows their independent improvement and evaluation.
This paper provides an overview of the developed automatic evacuation
management system and all of its components, a demonstrative example,
and discussion of its current limitations and future development direc-
tion. The demonstrative example shows increases of more than 10 % in
the evacuation throughput by using the proposed system.

1 Introduction

The complexity and scale of mass evacuations provide extensive challenges in
their analysis, management and planning. Due to the inability to perform real
life drills and the scarcity of these events, researchers and planners have opted
to rely on simulations. As the size of the evacuations grow the amount of data
generated by the simulators become impractical for human analysis. Methods
and techniques need to be developed to process this data and provide useful
information for evacuation planners. It is in this context that the usage of an
evacuation simulation tool for automatic evacuation management is studied.

Several automatic evacuation management techniques have been proposed.
Liu et al. assign traffic considering real time data, propose a feedback control
system and take advantage of traffic micro simulations [1]. Similarly, Hu et al.
take advantage of micro simulations and search new paths to handle the over-
flow of a specific road link [2]. This paper prototypes an automatic evacuation
management system using a highly scalable multi agent system based evacua-
tion simulator [3] as a micro simulation tool. The evacuation simulator allows
the consideration of environmental details, the heterogeneity of evacuees in large
scale simulations and micro scale mixed mode interactions [4]. Furthermore the
c© Springer International Publishing Switzerland 2016
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search for alternative paths is treated as combinatorial optimization problem,
providing ad-hoc routes based on the individual evacuees properties. This com-
binatorial optimization problem is solved using a genetic algorithm (GA) based
parallel meta-heuristic approach. The GA search is enhanced with a heuristic
capable of incorporating the time history of the state of the road network.

The proposed automatic evacuation management system consists of 3 mod-
ules. The first provides anomaly detection identifying prospective hazardous sce-
narios, problems with the evacuation, etc. This module would ideally rely on
direct user input [5], mobile sensors data [6], urban mobility data projections
[7], etc. For demonstrative purposes, in the proposed system a simple module
is prototyped. The second module evaluates mitigation strategies and provides
the evacuees with alternative evacuation routes through a combinatorial opti-
mization process. The central component of both modules is the evacuation
simulator. Finally the third module provides mechanisms to evaluate the system
knowledge.

The contribution of this paper is the proposal and prototyping of a system
capable of identifying anomalies in an evacuation, providing a mitigation strategy
and presenting feedback to human operators to aid their judgement. Furthermore
it provides description of a heuristic used to take advantage of time history data
condensed from a continuous 2D domain to a graph.

The rest of the paper is structured as follows. Section 2 provides a brief
overview of the evacuation simulator and its multi agent system used as the
base for the different modules. Section 3 presents an overview of the evacua-
tion management system and details on its main constitutive parts. Section 4
presents a demonstrative example. Section 5 discusses the current limitations of
the system and its future development direction. Section 6 concludes this paper.

2 Mass Eavacuation Simulator

The modules proposed for the automatic mitigation system take advantage of a
mass evacuation simulator. This section provides a brief overview of the compo-
nents of this simulator.

The base mass evacuation simulator uses the multi agent system paradigm.
The simulator is time step driven and takes efficient advantage of high perfor-
mance computing infrastructures [8]. Evacuees move in a continuous 2D space.
The underlying logic of the agents is left for the implementers to decide based on
the relevant features for the evacuation being modeled. Predefined functions are
provided to aid the modeling. Details of this workbench relevant to this paper
are included below for the sake of completeness.

Conceptually the evacuation simulator is designed as parallel dynamical sys-
tem for further information please refer to [3]. An agent a is defined as a = {f, s},
where s represents the agents state (internal and external) and f denotes its local
update function. A local update function represents all the logic embedded in
the agent, actions, interactions, etc.
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2.1 Environment

The environment represents the dynamic context in which the agents are being
executed. Evacuees movement happen in a continuous 2D space only limited by
the obstacles in the environment. The environment is modeled with a hybrid
vector/raster domain, see Fig. 1.

Details of the surrounding space, obstacles, exits and designated evacuation
areas are provided by a grid. The agents are able to discover and perceive the
domain through their vision. Additionally, traversable spaces are represented
with graph edges. This graph represents the possible knowledge of the agent
about the environment. It is the agents’ mental map of the undamaged domain
and possible traversable routes. By using a hybrid environment the advantages
of raster and vector based paradigms are exploited. Details are represented with
the grid and complex tasks involving past experiences are executed efficiently
with the graph.

Fig. 1. Hybrid model of grid and graph environments. Grid is dynamically updated,
reflecting changes in the environment. The graph is static and represents the path
network before the disaster.

2.2 Agents

Agents are used to model evacuees in the simulation. Heterogeneity in the agent’s
mode of evacuation, characteristics and behaviors is accomplished through the
specialization of an agents f and s.

Basic functionality is provided by constitutive functions g. They provide func-
tionality to perform tasks such as path planning, gpath planning, visually iden-
tify blocked paths, gis path blocked, navigate, gnavigate, avoid collisions, gcoll av,
etc. [9]. These constitutive functions g are used to create an agent’s local update
function f = g1 ◦ g2 ◦ ... ◦ gm, see Fig. 2.

Although several models of pedestrian evacuees are implemented (visitors,
residents, law enforcement) car evacuees are the most relevant for the demon-
strative examples of this paper.

Cars navigate by visually identifying openings and obstacles in the envi-
ronment and using their knowledge about the possible traversable roads in
the network. The road lanes are considered as offsets of the center road line.
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Fig. 2. Local system update function f , and a behavioural specialization example fτ .

The widths considered for each lane are 2.4 m for multi lane roads and 3 m for
single lane roads. Cars are able to manoeuvre inside the road lanes. This is
specially critical in single lane roads to avoid obstacles and other agents par-
tially occupying a lane and provides further details in the interactions. The
surrounding of the intersection is treated as a queue where the flow of incoming
and outgoing vehicles is limited, i.e. additional vehicles can enter the intersec-
tion area once enough vehicles have left this evacuation area. In the simplified
model of intersections the direct interaction between vehicles through the colli-
sion avoidance is disabled. This simplification is used to handle the complexity of
several overlapping road lanes at intersections and the possibility of unrealistic
deadlocks in them.

3 Automated Evacuation Managment System

It is highly desirable to have a system which will analyze real time data, predict
and propose possible means of improving the evacuation. During disasters such
as earthquakes and tsunamis the existing communication networks are expected
to be disrupted. Furthermore the complexity of evacuations and the existence
of unforeseeable issues throughout the evacuation increase the difficulty in the
analysis and the proposal of solutions.

It is in this context where the authors envision an automated evacuation
management system that would make use of the limited connectivity and servers
distributed in the cloud to provide robust advice to authorities and victims in
real time. This system requires further advances in the robustness of the com-
munication networks during disasters, accurate forecasts evaluating the possible
caveats of evacuation scenarios, etc. By no means the prototyped system fulfils
these requirements, but is a stepping stone in that direction.

The proposed system is based on 3 modules (anomaly detection, mitigation
search and system knowledge analysis), each developed individually and seam-
lessly integrated to provide automatic evacuation management, see Fig. 3.
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Fig. 3. Automated evacuation management system sketch containing its main compo-
nents, MAS refers to the multi agent system based large scale evacuation simulator,
SVM refers to a support vector machine used for evaluating the advice provided gener-
ated by the mitigation search module, GA refers to genetic algorithm the meta-heuristic
approach used for the mitigation search.

Anomaly Detection. The anomaly detection module would ideally make use
of the existing early warning sensor data, mobile sensors and users feedback.
Currently a simple anomaly detection module is implemented. It uses the evacu-
ation simulator to perform Monte Carlo simulations of problem free evacuations.
These Monte Carlo simulations are condensed from the continuous 2D simula-
tion to graphs. These graphs provide time dependent average speed thresholds
for every road. This anomaly detection module triggers the mitigation search
module in case a certain projected road average speed falls below the simulated
normal thresholds.

Mitigation Search. The mitigation search module provides evacuation routes
to the people affected by the disaster. Providing routes to improve the evacua-
tion is a complex challenge due to the large amount of combinations of possible
evacuation paths, the interferences of the traffic in these routes and the hetero-
geneity of the evacuees. It is important to highlight that the mitigation search
needs to define the type of advice it will provide to the evacuees in this case,
use the shortest route or use an alternative route. Additionally, for advice on
alternative routes the mitigation search module needs to determine which route
is better from a large number of candidates.

The proposed solution is based on using a Genetic Algorithm (GA) driven
parallel meta-heuristic approach to optimize the proposed routes. The use of
a parallel meta-heuristic approach enables the exploitation of high performance
computing infrastructure. It uses the evacuation simulator to evaluate the fitness
of a given route combination. Furthermore it uses a heuristic with high chances
of providing successful routes. This heuristic is formed by utilizing the results
of the previous generation in the GA evolution and using a modified Dijkstra
Algorithm to find the fastest path, see Sect. 3.2.
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Knowledge Analysis. The purpose of the third module is to enable evacuation
planners to evaluate the quality and feasibility of the advice. It provides a com-
pact representation of the decision making with a lower computational cost to
query than the original search (without the ability to adapt to additional prob-
lems). Currently this module is implemented using a support vector machine.
As the explored scenarios increase in size it must be considered the usage of
techniques that scale better to larger amounts of data, such as artificial neural
networks.

0 min
1 min
2 min
3 min
4 min
5 min
6 min
7 min
8 min
9 min

10 min

0 m/s

15 m/s

undef

Fig. 4. Time extended graph formed from the graphs condensed from the previous GA
generation.

3.1 Time Extended Graph

During the evaluation of a single GA generation fitness (the execution of a simu-
lation) the state of the road network is condensed to the graph every t minutes of
simulated time. This information is further gathered in a time extended graph,
see Fig. 4. This time extended graph provides a time history of the state of each
road. This information coupled with a modified Dijkstra algorithm, see Sect. 3.2,
provides the base for the search heuristic that guides the GA based search.

3.2 Modified Dijkstra

The proposed modified Dijkstra algorithm, see Algorithm1, provides a heuristic
to identify good candidate evacuation routes. It assumes that the network state in
the previous evacuation would remain constant and finds the fastest path under
this assumption. It is evident that this assumption differs from the reality, thus it
is used only as a heuristic. The quality of the guess provided by the fastest route
algorithm is dependent on the differences from the GA generation using this
heuristic and its previous GA generation producing the time extended graph.

4 Demonstrative Application

The aim of this paper is to highlight the importance of the development of
automated disaster management systems. For this purpose a demonstrative toy
example where the difficulty and the complexity of a successful mitigation strat-
egy becomes evident is presented.
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Algorithm 1. Fastest route: Modified Dijkstra algorithm.

input : Starting node a, own average speed sav, boolean functor
IsADestination(),boolean functor IsValid() instantiated with the
minimum width required by the agent wmin and his known to be
blocked paths, positive weighted time extended graph G = (V,E) (each
edge has information about its l-length, w-width, s(t) average crossing
speed at time t

output: path to destination and its length

1 for ∀u ∈ V do time(u)= ∞; parent(u)= −1; // Initialize shortest time

to reach every node to ∞ and best node parent to −1-unknown
2 time(a)= 0;

3 priority queue.add(a,time(a));

4 while not priority queue.empty() do
5 u = priority queue.top();
6 if IsADestination(u) then break();

7 priority queue.pop();
8 for ∀(u, v) ∈ E do

// GetSpeed() Estimates the speed of an agent crossing the

link (u, v) from u given sav and s(t)
9 dt = l(u, v)/GetSpeed(u, v, s, time(u), sav)

10 if time(v) > time(u)+dt and IsValid(u,v) then
11 distance(v)=distance(u)+l(u, v);
12 time(v)=time(u)+dt;
13 parent(v)=u;
14 priority queue.add(v,time(v));

15 if IsADestination(u) then // Extracts the path

16 length = distance(u);path.pushBack(u);
17 while u �= a do u = parent(u); path.pushBack(u);

18 return path , length

Fig. 5. Evacuation area (1.5 km×1 km), white - traversable spaces, gray - untraversable
areas, green - evacuation area. (Color figure online)
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4.1 Setting

A 1.5 km×1 km region in a coastal city in Japan is chosen for the demonstrative
example. This is a densely populated urban area that was highly affected during
the 2011 Great Tohoku Earthquake. The model of the data is automatically
extracted from an on-line map service in 1m × 1m cell resolution, see Fig. 5. Its
flat topography increases the region’s vulnerability to tsunami inundation.

For demonstrative purposes only evacuees using vehicles are considered. The
objective here is to highlight the need of automatic disaster management tools
and not to simulate a realistic evacuation. Even in this simplified example the
necessity of the system becomes evident. The synthetic vehicle population is
divided in fast and slow evacuees. The means of their speed distributions are
initialized to 10 m/s (fast) 5 m/s (slow). The standard deviation is set to 2m/s.
The distributions are truncated outside the 2–20 m/s range. All evacuees are
initialized randomly along the roads. The evacuation involves 500 vehicles during
10 min of evacuation. The time resolution for the evacuation is 0.2 s/timestep.
All evacuees are assumed to try to reach an evacuation area, green in Fig. 5,
from the beginning of the simulation.

4.2 Automatic Managing

The automatic evacuation management is kick-started through the detection of
an anomaly. In this example an anomaly is defined as a case where the through-
put falls below the acceptable thresholds. For the demonstrative example an
evacuation problem is induced in one area as seen in Fig. 6. This problem is then
considered in the mitigation search module.

The optimization module uses a genetic algorithm approach enhanced by
the search heuristic to find better evacuation routes and guide the search.
A mitigation strategy that improves the evacuation throughput in more than
10% is obtained through the optimization process, see Fig. 7(a).

Finally the third module provides visual feedback and introspection on the
advice found through optimization, see Fig. 7(b). This highlights the complexity

Normal Evacuation Induced Problem

0 m/s

15 m/s

undef

Fig. 6. Induced problem for demonstrative example.



Automatic Evacuation Management Using a Multi Agent System 395

0 200 400 600 800 1000 1200 1400
Timestep

0

10

20

30

40

50

60

70

80

90
C

um
ul

at
iv

e
nu

m
be

r
of

ag
en

ts
ev

ac
ua

te
d

(%
)

Best evacuation

Initial evacuation

Fig. 7. (a)-left, GA based optimization results. Best throughput found (black),
Searched space (gray). (b)-right, Support vector machine based decision introspection,
white dots evacuees advised to use alternative roads, black dots evacuees not provided
with advice. (Color figure online)

of the successful solution. The third module can be further queried providing
alternative routes not only based on the geographical location of the agents but
also on their properties. Figure 7(b) shows contiguous agents, differing in their
average speed, being provided with different advice. Through further inspection
it is discovered that the reason why this happens is that the system avoids to
incorporate slow evacuees in fast evacuees flows.

5 Discussion

The proposed system shows that even in a simplified scenario using a simple
system the complexity of the successful mitigation measure is quite high, irreg-
ular boundaries, contiguous evacuees receiving different type of advice, etc. In
its current state this system only serves the purpose of a proof of concept. It
highlights its need and points to many areas of improvement. It is currently
unfeasible to provide quality results using detailed models fast enough as to
provide real time guiding. An alternative to this could be the preprocessing of
scenarios. With preprocessed scenarios and using the query capabilities of the
knowledge analysis module this task could be improved.

The anomaly detection requires to integrate and take advantage of several
information sources. Information sources such as mobile sensor data, user feed-
back, etc. need to be considered. The evacuation simulator used as the core
component of the automatic evacuation mitigation system should be able to
provide realistically accurate simulation of evacuations. This would improve the
quality of the advice. The game theoretic stability of the strategies should be
evaluated and ways to maximize compliance should be researched.

6 Concluding Remarks

A prototype of an automatic evacuation mitigation system has been implemented
and its usefulness has been highlighted through a demonstrative application.
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Through the combination of GA based optimization and a Dijkstra based search
heuristic the evacuation throughput in the demonstrative example is increased
in more than 10%. As the size of the evacuation areas become bigger it becomes
unrealistic to expect human controllers to be able to guide an evacuation. In
the future work it is needed to evaluate the robustness of the strategies to non-
compliance of the advice. Additionally, the evacuation simulator should be fur-
ther developed to consider the behavioral factors of the evacuation to provide
more accurate estimates.
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24760359. Parts of the results are obtained using K computer at the RIKEN Advanced
Institute for Computational Science.
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Abstract. A dialectical proof procedure for computing grounded
semantics of probabilistic abstract argumentation is presented based on
the notion of probabilistic dispute tree. We also present an algorithm for
top-down construction of probabilistic dispute trees.

1 Introduction

It is often necessary to combine normative reasoning with causal and proba-
bilistic reasoning in practical reasoning. For illustration, consider the following
example adapted from Dung and Thang (2010) and borrowed from Riveret et al.
(2007).

Example 1. John sues Henry for the damage caused to him when he drove off
the road to avoid hitting Henry’s cow. John’s argument is:

J : Henry should pay for the damage because Henry is the owner of the cow
and the cow caused the accident.

Henry counter-attacks by stating that,

H1: John was negligent, for evidence at the accident site shows that John
was driving fast.
H2: The cow was mad and the madness of the cow should be viewed as a
force-majeure.

John’s argument is based on a common norm (or law) that owners are respon-
sible for the damages caused by their animals. Henry’s first argument is based on
the causal relationship between John’s fast driving and the accident. Henry’s sec-
ond argument is based on the legal concept of force-majeure and the probability
of the event of a cow getting mad. Can John win the case?

The chance of John winning the case depends on how probable the judge con-
siders Henry’s arguments. Suppose the judge dismisses the madness of the cow
as improbable, then the probability of Henry’s second argument is 0. Therefore
the chance for John to win depends on the probability of Henry’s first argument.
Suppose the judge considers the probability that John was driving fast to be 0.3,
then the probability for John’s argument to stand is 0.7, and John would win
the case. However, if the judge considers the probability of the event “John’s
driving fast” to be 0.6, then Henry would win the case because the probability
for John’s argument to stand is 0.4 only. �
c© Springer International Publishing Switzerland 2016
M. Baldoni et al. (Eds.): PRIMA 2016, LNAI 9862, pp. 397–406, 2016.
DOI: 10.1007/978-3-319-44832-9 27
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The abstract argumentation framework is introduced by Dung (1995). It has
been shown that many frameworks for non-monotonic reasoning are instances of
abstract argumentation like logic programming, default logic, assumption based
argumentation. Many proof theories had been developed for abstract argumen-
tation. Dung and Thang (2010) developed a probabilistic argumentation frame-
work to model applications involving both causal and norm-based reasoning as
in the example above. However until now, no proof theory on how to actually
compute the result, has been offered. This paper will introduces such a proof
theory that could serve as an useful guidance for developing proof theories of
instances of probabilistic abstract argumentation frameworks.

The paper is structured as follows. In Sect. 2, a basic background on abstract
argumentation framework and dialectical proof procedures for abstract argu-
mentation framework are given. In Sect. 3 a proof procedure for a probabilistic
abstract argumentation framework is introduced. The conclusion is in Sect. 4.

2 Background

2.1 Probabilistic Abstract Argumentation Framework

An abstract argumentation (AA) framework introduced by Dung (1995) is a pair
F = (Ar,Att), where Ar is a finite set of arguments and Att is a binary relation
over Ar representing attacks between arguments, with (A,B) ∈ Att meaning
‘A attacks B’.

Let S be a set of arguments. S attacks an argument A if some argument in S
attacks A. S attacks a set S′ of arguments if S attacks some arguments in S′. S is
conflict-free iff it does not attack itself. An argument A is acceptable with respect
to S iff S attacks each argument attacking A. S is admissible iff S is conflict-
free and each argument in S is acceptable with respect to S. An admissible
set S of arguments is called a complete extension iff each argument, which is
acceptable with respect to S, belongs to S. The semantics of argumentation
can also be characterized by a fixpoint theory of the characteristic function
CF (S) = {A ∈ Ar | A is acceptable with respect to S}. As CF is monotonic,
there is a least fixed point. The grounded extension of F is defined as the least
fixed point of CF . It is well known that the grounded extension is the least
complete extension. An argument A is said to be groundedly accepted if it is
contained in the grounded extension.

Note 1. For an argument A, AttackA and AttackByA refer to the set of
arguments attacking A or attacked by A respectively, i.e. AttackA = {B |
B attacksA}, AttackedByA = {B | AattacksB}

The below definitions of the probability space and the probabilistic abstract
argumentation framework are adapted from Definitions 1.1 and 1.2 of Dung and
Thang (2010).
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Definition 1. A probability space Π is a pair (W, P ) such that

1. W is a finite set of possible worlds.
2. P is a probabilistic distribution over W, i.e. P : W → (0, 1] s.t.∑

w∈W
P (w) = 1.

Definition 2. A probabilistic abstract argumentation framework (PAA) is a
triple (F ,Π,�) satisfying the following conditions:

1. F = (Ar,Att) is an abstract argumentation framework.
2. Π = (W, P ) is a probability space.
3. �⊆ W × Ar specifies which arguments are possible with respect to which

worlds in Π.
We often say that A is possible with respect to w when w � A holds for w ∈ W
and A ∈ Ar.

The above defined probabilistic abstract argumentation framework is a single-
agent version of a more general multiagent probabilistic abstract argumentation
framework referred as “Abstract Argumentation framework for Jury-based dis-
pute resolution” (AAJ framework) introduced by Dung and Thang (2010).

Example 2. Example 1 can be represented as a PAA framework (F ,Π,�) as
follows.

– F = (Ar,Att) with Ar = {J,H1,H2} and Att = {(H1, J), (H2, J)}
– The worlds in W are characterized by two events “John was driving fast”

(JF) and “the cow was mad” (CM). Therefore W = {w1, w2, w3, w4} where
w1 = {JF,CM}, w2 = {JF,¬CM}, w3 = {¬JF,CM}, w4 = {¬JF,¬CM}.

– Suppose the judge considers the probability of the event JF is 0.6, and the
probability of the event CM is 0.1. As the event JF and CM are independent,
the probabilities of the possible worlds are calculated as follows P (w1) =
P (JF ) × P (CM) = 0.06, P (w2) = P (JF ) × P (¬CM) = 0.54, P (w3) =
P (¬JF ) × P (CM) = 0.04, P (w4) = P (¬JF ) × P (¬CM) = 0.36.

– Because J is an argument based on legal norms, J is possible in all worlds.
Hence w1 � X iff X ∈ {J,H1,H2}, w3 � X iff X ∈ {J,H2}, w2 � X iff
X ∈ {J,H1} and w4 � X iff X ∈ {J} �

For a world w, the set of arguments possible with respect to w and the attack
relation related to them is denoted by Fw.

Definition 3. Let (F ,Π,�) be a PAA framework, with F = (Ar,Att), Π =
(W, P ), and let w ∈ W.

– The abstract argumentation framework Fw is (Arw, Attw) with Arw = {A ∈
Ar | w � A }, Attw = Att ∩ (Arw × Arw).

– The grounded extension of Fw is denoted by Gw.
– An argument A is said to be groundedly accepted with respect to w iff A ∈ Gw.
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The probability of an argument A to be accepted with respect the grounded
semantic in a probabilistic abstract argumentation framework is defined as the
sum of probabilities of worlds in which argument A is groundedly accepted.

Definition 4. Let (F ,Π,�) be a PAA framework, with F = (Ar,Att), Π =
(W, P ), and let w ∈ W. The grounded probability of argument A is defined as
follows:

ProbG(A) =
∑

w∈W:A∈Gw

P (w)

In Example 2, the abstract argumentation frameworks Fw1 , Fw2 , Fw3 , Fw4

are defined as follows Arw1 = {J,H1,H2}, Attw1 = {(H1, J), (H2, J)}, Arw2 =
{J,H1}, Attw2 = {(H1, J)}, Arw3 = {J,H2}, Attw3 = {(H2, J)}, Arw4 = {J}
and Attw4 = ∅. Therefore, J is not groundedly accepted in three possible worlds
w1, w2 and w3. However, J is groundedly accepted in possible world w4. Hence
the grounded probability of J is ProbG(J) = P (w4) = 0.36.

2.2 A Dialectical Proof Procedures for (Non Probabilistic) Abstract
Argumentation Framework

In a dispute, the proponent starts by putting forward an argument support-
ing his claim. The opponent and the proponent then alternatively present their
arguments attacking the rival’s previous arguments. The proponent wins if all
presented arguments of the opponent are countered by the proponent and the
opponent runs out of arguments.

Note 2. From now, for ease of reference, it is assumed that the proponent is a
man and the opponent is a woman.

In the following, we first recall a proof procedure for grounded semantic for
non-probabilistic abstract argumentation from Thang et al. (2009).

Given a (non-probabilistic) abstract argumentation F = (Ar,Att), a dispute
derivation specifies a proof procedure to determine whether an argument A is
groundedly accepted with respect to F . More formally, a dispute derivation is
a sequence of triples 〈Pi, Oi, PPi〉, where Pi is a set of arguments presented by
the proponent but not yet attacked by the opponent, Oi is a set of arguments
presented by the opponent but not yet countered by the proponent, and PPi

is the set of all presented proponent arguments. Arguments in PPi \ Pi are
arguments already defended by the proponent until step i. At every step, either
the proponent or the opponent makes a move. If the proponent makes a move at
step i, he will select an argument B from Oi and attacks B by an argument from
AttackB . If the opponent makes a move at step i, she will select an argument C
from Pi and attacks C by all arguments from AttackC .
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Definition 5. A dispute derivation for an argument A is a sequence of triples
〈P0, O0, PP0〉 . . . 〈Pn, On, PPn〉, where:

1. Pi, Oi, and PPi are sets of arguments
2. P0 = PP0 = {A}, O0 = ∅
3. (a) Suppose the opponent makes a move at step i and selects an argument

B ∈ Pi for attack, then
Pi+1 = Pi \ {B} Oi+1 = Oi ∪ AttackB PPi+1 = PPi

(b) Suppose the proponent makes a move at step i and selects an argument
B ∈ Oi for attack, then he will select an argument C ∈ AttackB and
Pi+1 = Pi ∪ {C} Oi+1 = Oi \ {B} PPi+1 = PPi ∪ {C}

Definition 6. A dispute derivation 〈P0, O0, PP0〉 . . . 〈Pn, On, PPn〉 is said to be
successful iff Pn = On = ∅.

The following theorem says that an argument A is groundedly accepted iff
there is a successful dispute derivation for A. It is a slightly different version of
Theorem 2 in Thang et al. (2009).

Theorem 1. An argument A is groundedly accepted with respect to a
finite abstract argumentation F iff there is a successful dispute derivation
〈P0, O0, PP0〉 〈P1, O1, PP1〉 . . . 〈Pn, On, PPn〉 such that

1. P0 = PP0 = {A}, O0 = ∅
2. Pn = On = ∅
3. A ∈ PPn and PPn ⊆ GF .

Example 3. Figure 1 shows an abstract argumentation framework F = (Ar,Att)
with Ar = {A,B,C,D} and Att = {(B,A), (C,A), (D,B), (D,C)}. A successful
dispute derivation for A is also shown in the Fig. 1 where the selected argument
is underlined. �

A

B

D

C

〈{A}, ∅, {A}〉

〈∅, {B,C}, {A}〉

〈{D}, {C}, {A,D}〉

〈{D}, ∅, {A,D}〉

〈∅, ∅, {A,D}〉

Opponent moves

Proponent moves

Proponent moves

Opponent moves

Fig. 1. A successful dispute derivation for A
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3 Probabilistic Dispute Trees

Example 4. For an illustration, let us first look at a probabilistic abstract argu-
mentation (F ,Π,�) where F = (Ar,Att) with Ar = {A,B,C} and Att =
{(B,A), (C,B)} (see the left of Fig. 2). Π = (W, P ) with W = {w1, w2, w3, w4}
and P (w1) = 0.432, P (w2) = 0.108, P (w3) = 0.1, P (w4) = 0.36. Thus w1 � X
iff X ∈ {A,B,C}, w2 � X iff X ∈ {A,B}, w3 � X iff X ∈ {B,C} and w4 � A.

A dispute between the proponent and the opponent could proceed as follows.

– At the first step, the proponent puts forward argument A.
– At the second step, the opponent attacks argument A by argument B.
– At the third step, the proponent could defend A from the attack of B by either

using argument C to counterattack B or pointing out that the opponent’s
argument B is probabilistic, and there is world in which B is not possible.
The proponent can win if the grounded probability of A is over 0.5.

A

B

C

〈{A}, ∅, {A}, ∅〉0

〈∅, {B}, {A}, ∅〉1

〈∅, ∅, {A}, {B}〉2 〈{C}, ∅, {A,C}, ∅〉3

〈∅, ∅, {A,C}, ∅〉4

Fig. 2. A probabilistic abstract argumentation framework F (Left) and the probabilis-
tic dispute tree for argument A (Right)

This dispute can be represented by a sequence of quadruple 〈P,O, PP, IO〉
where P , O, and PP are like in Definition 5 before, and IO consists of the
opponent’s arguments characterizing worlds, in which they are not possible. The
above dispute can be represented as on the right of Fig. 2. The branch from
the root to the leaf node 〈∅, ∅, {A}, {B}〉 represents a successful dispute deriva-
tion with respect to a world, in which B is not possible. The branch from the
root to the leaf node 〈∅, ∅, {A,C}, ∅〉 represents a successful dispute derivation
with respect to worlds, in which A,C are possible. In our example, leaf nodes
〈∅, ∅, {A}, {B}〉, 〈∅, ∅, {A,C}, ∅〉 represent worlds w4 and w1 respectively.

Definition 7. A dispute state is a quadruple 〈P,O, PP, IO〉 representing a state
of a dispute where

– P is a set of arguments presented by the proponent but not yet attacked by the
opponent.

– O is a set of arguments presented by the opponent but not yet countered by the
proponent.

– PP is the set of all presented proponent arguments.
– IO consists of opponent arguments characterizing worlds, in which they are

not possible.
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The probability of every branch of the probabilistic dispute tree in Fig. 2
represents a lower bound of grounded probability of A. It could be quite useful.
For example, in civil case, the probability of A only need to be greater than 0.5
for the proponent to win the case represented by A. Thus, it is enough to find a
branch (a dispute derivation) which has a probability greater than 0.5. However,
in many cases we may have to search the whole probabilistic dispute tree for A
because the sum of all probabilities of branches is greater than 0.5, even though
the probability of each of them is smaller than 0.5 (see the above example). This
probabilistic dispute tree is constructed formally for A as below.

Definition 8. A probabilistic dispute tree T for an argument A with respect to
a probabilistic abstract argumentation framework is defined as follows:

1. Every node of T is labeled by a dispute state.
2. The root is a node labeling by the initial dispute state 〈{A}, ∅, {A}, ∅〉.
3. At every node labeled by 〈P,O, PP, IO〉, one argument from either P or O is

selected.
4. Suppose an argument B ∈ P is selected at node N labeled by 〈P,O, PP, IO〉

meaning that the move is an opponent move. Then there is exactly one child
of N labeled by a dispute state of the form 〈P ′, O′, PP ′, IO′〉 where

P ′ = P \ {B} PP ′ = PP
O′ = O ∪ (AttackB \ IO) IO′ = IO

5. Suppose an argument B ∈ O is selected at node N labeled by 〈P,O, PP, IO〉
meaning that the move is a proponent move. Following conditions hold:
(a) Exactly a child of N is labeled by a dispute state of the form

〈P ′, O′, PP ′, IO′〉 where
P ′ = P PP ′ = PP
O′ = O \ {B} IO′ = IO ∪ {B}

(b) For each argument C attacking B, there is exactly a child of N labeled by
a dispute state of the form 〈PC , OC , PPC , IOC〉 where

PC = P ∪ {C} PPC = PP ∪ {C}
OC = O \ {B} IOC = IO

(c) There is no other child of N .
6. There are no other nodes except those given by rules 1–5 above.

Definition 9.

– A successful probabilistic dispute derivation for an argument A is defined as
a branch from the top to a leaf node of a probabilistic dispute tree for A.

– A dispute state 〈P,O, PP, IO〉 is said to be final iff P = O = ∅.
It is obvious that the last state in a successful probabilistic dispute derivation

is always a final state.

Example 5. (Continue Example 4) There are two successful probabilistic dispute
derivations for A in Fig. 2. The first one is the branch from the root to the leaf
node 〈∅, ∅, {A}, {B}〉. This dispute is possible with respect to world w4, in which
A is possible but B is not possible. The second one is the branch from the root
to the leaf node 〈∅, ∅, {A,C}, ∅〉. This dispute is possible with respect to world
w1, in which arguments A,C are possible. �
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Definition 10. Let S = 〈∅, ∅, PP, IO〉 be a final state. The probability of S is
defined as below

Prob(S) =
∑

w∈WS

P (w)

where
WS = {w | PP ⊆ Arw and IO ∩ Arw = ∅}

The probability of a successful derivation D = S0, S1, . . . , Sn is denoted to
be the probability of its final state Sn, i.e. Prob(D) = Prob(Sn).

Lemma 1. Given a successful dispute derivation D for an argument A in a
PAA framework PA, the grounded probability of A in PA is greater or equal
Prob(D), i.e.

ProbG(A) ≥ Prob(D)

Proof. (Sketch) Let D = S0, S1, . . . , Sn where Sn = 〈∅, ∅, PP, IO〉 and w ∈ WSn
.

Hence PP ⊆ Arw and IO ∩ Arw = ∅. It is not difficult to show that A ∈ Gw.
The lemma holds then obviously. �

Definition 11. Let T be a probabilistic dispute tree for an argument A in a
PAA framework PA where leaves are labeled by final states S1, S2, . . . , Sn. The
set WT of worlds of T are defined as below.

WT =
n⋃

i=1

WSi

The probability of T is denoted to be the probability of WT , i.e. Prob(T ) =
Prob(WT )

Example 6. (Continue Example 4) There are two final states S1 =
〈∅, ∅, {A}, {B}〉 and S2 = 〈∅, ∅, {A,C}, ∅〉 in Fig. 2. Thus WS1 = {w4} and
WS2 = {w1}. Therefore, WT = {w1, w4}. Hence Prob(T ) = Prob(WT ) =
Prob(w1) + Prob(w4) = 0.792. �

The correctness of the notion of probabilistic dispute tree is given in the
following theorem.

Theorem 2. Let A be an argument in a PAA framework PA and T be a prob-
abilistic dispute tree for A in PA. Then, the grounded probability of A equals the
probability of T , i.e.

ProbG(A) = Prob(T )

Proof. (Sketch) Let WA = {w | A ∈ Gw}. It is obvious that ProbG(A) =
Prob(WA). It is not difficult to see that WT ⊆ WA.

It is also not difficult to see that ∀w ∈ WA there is a final state S =
〈∅, ∅, PP, IO〉 in T s.t. ∀X ∈ IO : w � X. Therefore, w ∈ WS . Hence
WA ⊆ WT . �
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A top-down construction of probabilistic dispute tree is defined in the fol-
lowing definition.

Definition 12. An extended probabilistic dispute derivation for an argument A
is a sequence of sets S0 S1 . . . Sn, where

1. S0 = { 〈{A}, ∅, {A}, ∅〉 } and Si is a set of quadruple 〈P,O, PP, IO〉.
2. (a) Suppose the opponent moves at step i by selecting δ = 〈P,O, PP, IO〉

from Si and an argument B ∈ P . The dispute proceeds as below.

Si+1 = (Si \ { δ} ) ∪ { δ′ }

where δ′ = 〈P ′, O′, PP ′, IO′〉 and P ′ = P \ {B}, PP ′ = PP , O′ =
O ∪ (AttackB \ IO) and IO′ = IO.

(b) Suppose the proponent moves at step i by selecting δ = 〈P,O, PP, IO〉
from Si and an argument B ∈ O. The dispute proceeds as below.

Si+1 = (Si \ { δ } ) ∪ { δ′ } ∪ S ′

where δ′ = 〈P ′, O′, PP ′, IO′〉 and P ′ = P , PP ′ = PP , O′ = O \ {B} and
IO′ = IO ∪ {B}
S ′ = {δC | C ∈ AttackB} with δC = 〈PC , OC , PPC , IOC〉 and
PC = P ∪ {C}, PPC = PP ∪ {C}, OC = O \ {B} and IOC = IO

Definition 13. Let E be an extended probabilistic dispute derivation S0, . . . ,Sn

for an argument A in a PAA framework where Sn consists of only final states.
The set WE of worlds of E is defined as below.

WE =
⋃

S∈Sn

WS

Theorem 3. Let A be an argument in a PAA framework PA = (F ,Π,�) with
Π = (W, P ). And let E be an extended probabilistic dispute derivation for A in
PA. Then

ProbG(A) =
∑

w∈WE

P (w)

Example 7. (Continue Example 4) The extended probabilistic dispute derivation
for A is S0 S1 . . . S3, where S0 = {〈{A}, ∅, {A}, ∅〉}, S1 = {〈∅, {B}, {A}, ∅〉}, S2 =
{〈∅, ∅, {A}, {B}〉, 〈{C}, ∅, {A,C}, ∅〉}, S3 = {〈∅, ∅, {A}, {B}〉, 〈∅, ∅, {A,C}, ∅〉}

The final states 〈∅, ∅, {A}, {B}〉 and 〈∅, ∅, {A,C}, ∅〉 represent possible world
w4 and w1 respectively. Thus WE = {w1, w4}. Hence, the grounded probability
of A is PE = P (w1) + P (w4) = 0.792. �
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4 Conclusions

Until today, there are many frameworks integrating argumentation with prob-
abilistic reasoning. For example, in frameworks proposed by Li et al. (2011),
Polberg and Doder (2014), Hunter(2013) and Doder and Woltran (2014), prob-
abilities are associated to individual arguments instead of considering a proba-
bility distribution over possible worlds where arguments are possible, as in PAA
framework. Hunter and Thimm (2014), Hunter (2014) propose frameworks, that
are single agent versions of a more general multiagent probabilistic abstract
argumentation introduced by Dung and Thang (2010). Therefore, with slight
modification, our proof theories could be applied to their frameworks as well.
Poole (1998), Baral et al. (2009) propose probabilistic logic programming frame-
works. It could be interesting to see whether their frameworks could be viewed as
instances of the probabilistic abstract argumentation framework that has been
studying in this paper, and how to apply our proof theories in their frame-
works. It is also interesting to see whether our proof theories could be applied
for frameworks by Li et al. (2011), Polberg and Doder (2014), Hunter (2013) and
Doder and Woltran (2014).
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The ethnic diversity in western societies is increasing – at the same time, scholars
observe a rise in anti-immigrant attitudes and in the support for radical right-wing
parties. This fosters scholarly and societal interest in how the spatial segregation of
groups affects opinion polarization in a society. Despite much empirical and theoretical
research, there is little consensus in the literature on the causal link between the spatial
segregation of two groups and the emergence of opinion polarization. We address the
segregation-polarization relationship theoretically by framing the puzzle in a formal
fashion and adopting a generative approach. We study how, when and where spatial
segregation based on a static demographic characteristic leads to the emergence of
opinion polarization. We test different causal pathways by explicating alternative
micro-level mechanisms (i.e. how) under different initial segregation patterns (i.e.
when) and by assessing the extent of opinion polarization between and within demo-
graphic groups both at the global and local level (i.e where). For this purpose, we focus
on two types of models of opinion formation: models that combine positive with
negative influence (hereafter: ‘NI’) [1, 2] and models of persuasive arguments
exchange (‘PA’) [3, 4], both of which root in classic sociological and psychological
theories of polarization processes. We align and compare these two models in a
model-to-model analysis, manipulating the degree of agents’ spatial segregation by
group membership by means of a Schelling-like model of residential segregation [5, 6].

NI models build on classical computational models of social influence, which only
assume positive social influence – that is, interacting individuals tend to reduce their
opinion differences. NI models add that individuals are not only homophilic, but
xenophobic, too: they tend to like similar people and dislike dissimilar ones. In NI
models, being exposed to dissimilar others evokes negative influence, defined as the
tendency of individuals to adjust their opinions in a way to increase opinion differences
to negatively evaluated others. In case of an exogenously imposed segregation of
agents by a demographic characteristic, the intuition is that NI model predict that lack
of group segregation fosters opinion polarization between the groups. The reason is that
members of segregated groups have less chance to be exposed to dissimilar others
(members of the outgroup), and thus less chances to get negatively influenced and
maximize opinion distance to outgroup members.
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Compared to the NI model, the PA model produces the opposite intuition.
It combines the homophily principle and the assumption that individuals sharing
opinions also share arguments supporting such opinions. Two interacting partners with
similar opinions keep on providing each other new arguments supporting their initial
tendencies. Previous modeling work showed how this results in their opinions slowly
shifting towards the extreme end of the opinion scale they initially leaned to. Assuming
that ingroup agents exert a stronger influence than outgroup ones, we expect that the
PA model predicts more opinion polarization for increasing levels of spatial segrega-
tion. This is because, under conditions of spatial segregation based on a demographic
characteristic, agents will be more exposed to their demographic ingroup members and
less exposed to demographic outgroup members. This increased exposure to demo-
graphic ingroup members will lead to a reinforcement of initial opinion tendencies
within a demographic subgroup and to increasing differences between demographic
subgroups.

Simulation results show that the NI model does indeed predict a negative rela-
tionship between spatial segregation and emerging opinion polarization. Simulations
also show a strong alignment of opinions and demographic group membership (that is,
ingroup members tend to develop the same opinion, opposite to the opinion of the
outgroup).

With regard to the PA model, we find little support for a positive relationship
between segregation and polarization. Secondly, the PA model generates less align-
ment of opinion and group membership, and this alignment is shown to emerge only
within individual interaction neighborhoods. Furthermore, we observe that the PA
model generates overall less opinion polarization than observed in previous work - the
reasons behind this lack of polarization are further analyzed in the paper.
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1 Extended Abstract

Assume that you have developed a new explanation for collective uprisings, such
as the Arab Spring. Testing your theory with a representative survey, you find
that your theory is able to explain 95 percent of individuals’ protest behavior.
Would you conclude hat your theory explains why, for instance, the Arab spring
happened? Would you use this theory to predict future uprisings?

Most social scientists, would consider your theory a great explanation. How-
ever, formal models of human collective phenomena suggest that there might
be conditions where even this highly accurate micro-theory makes false macro-
predictions [1–11]. According to these models, misjudgment or trial-and-error
behavior can lead to deviations from individuals’ behavioral patterns that micro-
theories describe. Under certain conditions even a seemingly negligible amount
random deviations can spark a cascade of behavioral changes that fundamentally
change the behavior of the collective. These theories assume that deviations are
random and, therefore, unpredictable. Nevertheless, criteria of stochastic sta-
bility permit to identify the conditions under which deviations lead to system
instability [1]. This suggests that including noise in micro-theories can improve
macro-predictions.

The potentially critical effects of random deviations have been studied in
fields as diverse as physics, chemistry, cognitive science, traffic research, biology,
and economics. Most prominent are certainly the effects of random mutations in
evolution and the effects of the random movement of particles, or temperature,
in gases and liquids [12]. Recently, random deviations have also been studied
in theoretical models of social processes [5, 11]. However, the vast majority of
social science theory is based on deterministic assumptions [13]. What is more,
to date there is no empirical evidence for the macro-effects of micro-deviations.

In two laboratory experiments we tested whether or not micro-deviations can
affect the emergence of social norms, a collective outcome that has been studied
extensively with games of coordination and anti-coordination in networks. In
these games, participants repeatedly decide between several behavioral options
and sometimes establish a shared social norm in the sense that all individuals
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coordinate on one behavior. We studied the effects of micro-level deviations on
collective coordination, because existing theoretical and experimental research
has established a standard theory of individual decision making in these games
[4, 5]. With this micro-model, we could derive hypotheses about the conditions
under which micro-deviations affect the macro-pattern of coordination.

Experiment 1 had two aims. First, we tested the central notion that devi-
ations matter, studying a social setting where a micro-theory that abstracts
from deviations makes very different macro-predictions than the same micro-
theory with deviations. Second, we tested whether the theoretical model with
deviations accurately identifies the conditions under which deviations matter for
macro-outcomes and when macro-outcomes are unaffected by deviations. Exper-
iment 2 challenged the assumption that deviations are random. On the one hand,
the prediction that micro-deviations have macro-effects is most surprising when
deviations are assumed to occur randomly. On the other hand, we show that
sometimes the theoretical assumption that deviations are random leads to very
different macro-predictions than assumptions about systematic deviations from
the prevalent patterns of individual decision-making. Experiment 2, therefore,
empirically tested whether it may be problematic to assume that deviations are
always random.
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Game theoretical study of the emergence of conventions and social norms has
been developed by both computer scientists and philosophers [1, 3–5]. In this
paper we propose a model that supports the emergence of conventions or social
norms which prescribe peaceful behavior via multiagent learning in social net-
works. In our model, individual agents repeatedly interact with their neighbors
in a game called ‘Ali Baba and the Thief’. Our results show that conventions
prohibiting harmful behaviors, such as “don’t rob”, can emerge after repeated
interactions among agents.

The general methodology for studying the emergence of norms in Alexander
[1] is the following:

1. Identify norms with a particular strategy in a two-player game.
2. Use replicator dynamics and multiagent learning to test whether norms

emerge as a result of the repeated play of the two-player game.
3. Test norm emergence with different social networks.

Two-player games studied in Alexander [1] includes prisoner’s dilemma, stag
hunt, cake cutting and ultimatum game. Alexander uses these games to ana-
lyze the emergence of norms of cooperation, trust, fair division and retaliation
respectively. In this paper, we follow Alexander’s general methodology but we
study convention emergence in a game which is not explored in Alexander [1].

As a variant of the famous Hawk-Dove game, Ali Baba and the Thief is a
2-player game, where each agent has two strategies: Ali Baba and Thief. Each
agent has initial utility x. If both agents choose Ali Baba, then their utility does
not change. If they both choose Thief, then there will be a fight between them
and they are both injured. The resulting utility is 0. If one chooses Ali Baba and
the other chooses Thief, then Thief robs Ali Baba and the utility of the one who
chooses Thief increases by d and the other one decreases by d, where 0 < d < x.
We call d the amount of robbery. The payoff matrix of this game is shown in
Table 1.

We identify conventions prescribing peaceful behavior with the strategy of
Ali baba in this game. In our model this game is repeatedly played by a given
amount of agents. Each agent adapts its strategy using a learning rule between
different rounds of play. In general, we say a convention has emerged in the
population if:
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Table 1. Ali Baba and Thief

Ali Baba Thief

Ali Baba x,x x− d,x+ d

Thief x+ d,x− d 0,0

(1) All agents are choosing and will continue to choose the action prescribed by
the convention.

(2) Every agent believes that all agents, who are relevant in its social network,
will choose the action prescribed by the convention in the next round.

(3) Every agent believes that all other agents, who are relevant in its social
network, believe that it is good if the agent chooses the action prescribed
by the convention.

The above three criteria of convention emergence is a reformulation of Lewis’
famous analysis of conventions: “Everyone conforms, everyone expects others
to conform, and everyone has good reasons to conform because conforming is
in each person’s best interest when everyone else plans to conform” [2]. In our
game, we are interested in the rounds where all agents choose Ali Baba. This
can be understood as no agent is willing to be Thief, which shows conventions
like “you should not rob” or “don’t harm others” have emerged.

We use replicator dynamics and imitate-the-best as rules of learning. No
social network is assumed when agents learn using replicator dynamics while
lattice model and small world model are used when agents use imitate-the-best.

Table 2. lattice model, critical point, x = 1000

Amount of robbery (d) Probability of norm emergence

428.57142 1

428.57143 0.16

In both lattice model and small world model, our experimental results suggest
that there are critical points of convention emergence which are decided by the
quotient of the amount of robbery and the initial utility in the Ali baba and
the Thief game. When the quotient of the amount of robbery and the initial
utility is smaller than the critical point, the probability of convention emergence
is high. The probability drops dramatically as long as the quotient is larger than
the critical point. In the lattice model, the probability of convention emergence
drops quickly as long as the amount of robbery is large than 428.57142.
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