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Preface

The last decade has witnessed significant advances in the ability to generate
short light pulses throughout the optical spectrum. These developments have
had a tremendous impact on the field of chemical dynamics. Fundamental
questions concerning chemical reactions, once thought to be unaddressable,
are now easily studied in real-time experiments. Ultrafast spectroscopies are
currently being used to study a variety of fundamental chemical phenomena.
This book focuses on some of the experimental and associated theoretical
studies of reactions in clusters, liquid and solid media.

Many of the advances in our understanding of the fundamental details of
chemical reactivity result from the interplay of experiment and theory. This
theme is present in many of the chapters, indicating the pervasiveness of a
combined approach for eludicating molecular models of chemical reactions.
With parallel developments in computer simulation, complex chemical sys-
tems are being studied at a molecular level. The discussions presented in this
book recount many areas at the forefront of “ultrafast chemistry”. They serve
the purpose of both bringing the expert up to date with the work being done
in many laboratories as well as introducing those not directly involved in this
field to the diverse set of problems that can be studied.

I hope that this book conveys the excitement that both I and the other
authors in this volume feel about the field of ultrafast chemistry.

John D. Simon
1993

J.D. Simon (ed.), Ultrafast Dynamics of Chemical Systems, Vii.
© 1994 Kluwer Academic Publishers.



1. Introduction to Ultrafast Laser Spectroscopic
Techniques Used in the Investigation of
Condensed Phase Chemical Reactivity

PEIJUN CONG and JOHN D. SIMON
Department of Chemistry and Institute for Nonlinear Science, University of California
at San Diego, La Jolla, CA 92093-0341, U.S.A.

1. Introduction

The majority of chemical reactions occur in the condensed phase. This has
spurred a tremendous theoretical and experimental effort towards understand-
ing chemical reactivity in the condensed phase on the molecular level. While
the half-life for a unimolecular reaction can span from picoseconds to years,
the actual time that a molecule spends transversing the potential surface from
reactant to product is very short. In understanding rate processes, the most
crucial stage in a chemical reaction is generally ‘the transitions state,” repre-
senting the structure of the reactant (and solvent) at the point where the reac-
tion crosses from the reactant surface to that of the product. There have been
several elegant studies of transitions states in molecular reactions; however,
it is still the case that most of the knowledge about the structure of transition
state species comes from theoretical calculation. Only with the development
of picosecond and femtosecond laser technology has direct, real-time studies
of the ultrafast dynamic processes in condensed phase become possible [1].
These light sources are used in a variety of clever ways to probe chemical
dynamics.

The purpose of this chapter is to introduce various techniques that are
often used in the field of ultrafast laser spectroscopy to those readers who
are not familiar with the terminology or are new to this field. Special empha-
sis is placed on those methods that are relevant to the discussions in latter
chapters of this book. Even though every effort is made to reflect the state
of the art of the various forms of ultrafast laser spectroscopy, this chapter is
not intended to be a comprehensive review of this field. Instead, we try to
convey the essence of the most current technology, without getting into the
exhaustive details, while leading interested readers to the representative orig-
inal literature and reviews on the relevant techniques. As this book focuses
on condensed phase chemistry, we further restrict the discussion to ultrafast

J.D. Simon (ed.), Ultrafast Dynamics of Chemical Systems, 1-36.
© 1994 Kluwer Academic Publishers.



2 PEIJUN CONG AND JOHN D. SIMON

techniques used in the study of reactions in solution. Ultrafast technology
has also been elegantly applied to gas phase reaction dynamics and various
molecular processes on surfaces. Excellent reviews exist for these applica-
tions and the interested reader can find discussions of these techniques in [2,
3] respectively. The remaining part of this chapter is organized as follows.
First, a short introduction on current methods for generating ultrashort laser
pulses is given. This is followed by descriptions of various techniques of
ultrafast spectroscopy. To organize the discussion, the laser spectroscopies
are loosely classified into the following categories: absorption, emission,
Raman, polarization, and coherent spectroscopies. Each section describes
the essential features of the experiment. Examples of chemical studies that
used these techniques are given.

2. Generation of Ultrashort Light Pulses

The spectral range covered by ultrafast laser spectroscopy is mainly limited
by the ability to generate short pulses at the desired wavelength. Most of
the techniques currently used to produce picosecond and femtosecond pulses
were developed over the last three decades. A comprehensive review on
the technical aspects of ultrashort pulse generation is beyond the scope of
this chapter and interested readers should consult recent reviews [4] and
proceedings of topical meetings on the subject [S]. We will limit our discussion
to a few major classes of lasers that are most widely used.
Synchronously-pumped dye lasers are convenient source of tunable
picosecond (10712 5) and femtosecond (10~15 s) laser pulses. These lasers are
generally pumped by a frequency-doubled mode-locked Nd: YAG or Nd: YLF
laser. These dye lasers can be tuned from 550 nm to the near infrared. QOut-
put pulse durations are typically a few picoseconds without intracavity Group
Velocity Dispersion (GVD) compensation [4]. With GVD compensation, sub-
100 femtosecond pulses have been generated. The pulse energies generated
by synchronously pumped dye lasers are on the order of 1 nJ. Higher ener-
gies are required for many chemical applications. To achieve this, the output
from these lasers is normally amplified in a multi-stage power amplifier. The
pump power for such optical amplifiers is generally derived from either a
low repetition rate Q-switched and frequency-doubled Nd: YAG laser or the
output of a Nd:YAG or Nd: YLF regenerative amplifier. Other optical ampli-
fiers using copper vapor lasers and excimer laser have also been reported.
Amplified pulse energies on the order of milli-joules are easily achieved and
the repetition rate can be up to several kilohertz. In most designs, there is a
trade off between pulse energy and repetition rate. The average output energy
of an amplified, synchronously-pumped laser system is tens of milliwatts.
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One major limitation of these laser systems is the dependability in generating
sub-100 femtosecond pulses.

For the past several years, the colliding-pulse mode-locked (CPM) dye
laser has been the main technique to obtain stable sub-100 femtosecond puls-
es [6]. Most CPM dye lasers are pumped by a continuous-wave (CW) Art
laser and the mode-locking is induced by the counter propagating light fields
colliding inside the saturable absorber jet. Only the pulses that are strong
enough to bleach the saturable absorber can survive in the ring cavity, while
all other modes of lasing are suppressed. Pulses as short as 50 fs can be
routinely generated by the CPM technique. There are two main amplifica-
tion schemes for the CPM laser, one is based on Cu vapor lasers which is
capable of generating ~50 pJ pulses at a few kilohertz repetition rate with-
out much pulse broadening [7]. Another method is based on low repetition
rate, high power, Q-switched Nd:YAG lasers, which can amplify the sub-
nanojoule CPM pulses to 1 millijoule per pulse at repetition rates typically
less than 40 Hz [8]. Pulse broadening is not very significant in either optical
scheme. The major drawback of a CPM laser is its limited tunability, which
can be complemented by white-light continuum generation (see following
discussions on this technique).

The discovery of self mode-locking action in continuous-wave Ti:Sapphire
lasers by Spence ef al. in early 1991 advanced the science of ultrafast laser
research [9]. The impact of Ti:Sapphire lasers is comparable to the introduc-
tion of CPM lasers in the early 1980’s. Like the CPM laser, Ti:Sapphire lasers
are also normally pumped by a CW Ar™ laser. Mode-locking mechanism in
these lasers is induced by Kerr lensing in the Ti:Sapphire crystal. With prop-
er optical alignment and a small external perturbation, the Ti:Sapphire laser
switches from CW to mode-locked operation. Provided the laser is housed in
an environment without excessive external perturbations, mode-locking can
be maintained for an extended period of time without any active element.
Compared with the CPM lasers, these self mode-locked Ti:Sapphire lasers
offer a number of distinctive advantages: tunability from 750 nm to the near
infrared, high average power (which is at least one order of magnitude higher
than the CPM laser), superior stability, and low operating cost due to their
all-solid-state nature. Because of the wide gain profile of Ti:Sapphire mate-
rials, they can support very short optical pulses. The shortest pulses obtained
to date from these lasers is on the order of 10 fs [10]. The possibility of
generating sub-10 fs pulses from these devices is very promising.

Since the discovery of the Kerr-lens-induced mode-locked Ti:Sapphire
laser, numerous methods have been developed to amplify the femtosecond
pulses from a few nanojoules to the millijoule range. In some designs, energies
up to a joule have been reported. At first the general approach was similar to
how sync-pumped dye lasers and CPM lasers are amplified, i.e., a traveling-
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wave multi-stage power amplifier. More recently, Ti:Sapphire regenerative
amplifiers, which can utilize the broad gain profile and long storage time of
Ti:Sapphire, have been developed. Most of the regenerative amplifier designs
involve pulse-stretching, chirped-pulse amplification, and pulse recompres-
sion [11]. Pulselengths of 150 fs with millijoule energies at multi-kilohertz
repetition rate have been generated in a number of different laboratories. The
average outputs from these devices are about an order of magnitude greater
than what was achieved with the amplified synchronously-pumped technolo-
gy. The development of optical amplifiers for Ti:Sapphire lasers is still in an
early stage and even more powerful and versatile methods can be expected
in the coming years.

To achieve the desired wavelength for an experimental study, the easiest
approach would be to tune the laser to the needed frequency. However,
direct tuning of an ultrafast laser is often impossible. In this case, non-linear
optical techniques are used to obtain the necessary tunability [12]. Frequency
doubling and sum frequency generation are frequently used to up-convert
a tunable visible laser into a tunable UV or near-UV source. On the other
hand, difference frequency generation and optical parametric amplification
are often employed to down-convert laser radiation from the visible region
into the infrared. When non-linear mixing techniques are still inadequate to
achieve the desired frequency, white-light continuum generation has been
utilized to extend the tunability of picosecond and especially femtosecond
lasers [4, 5]. In this technique, an intense laser beam is focused tightly into a
liquid medium, commonly, water, or ethylene glycol. A white light continuum
emerges from the medium as a result of a collection of non-linear processes
including self-phase modulation and various high-order Raman processes.
Depending on the peak power and the overall energy of the input ultrashort
light pulse, the white light continuum output can cover a spectral range of a
few tens of nanometers for a picosecond laser to a few hundred nanometers
for a femtosecond pulse. Spectral band-widths that range from the near-UV
to the near-infrared are common for femtosecond continuum. A particular
wavelength can easily be selected from the continuum by a narrow band
interference filter. Selected pieces of continuum light can also be amplified
using the various optical amplifiers described above. The tunability of ultrafast
lasers has been greatly extended by this white light continuum technique.

3. Spectroscopic Techniques and Selected Applications
A. ABSORPTION SPECTROSCOPY

Transient absorption spectroscopy is probably the simplest form of pump-
probe time-resolved spectroscopy, yet it is a powerful technique used by
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many researchers, principally due to its versatility and simplicity. It has been
applied to study a number of important photochemical and photophysical
processes in the condensed phase, e.g., photodissociation and recombination
[13], optical bleaching and recovery [14], photodetachment [15], vibrational
relaxation [16], solvation, and charge transfer (e.g., electron transfer and
proton transfer) [17]. Specific examples will be discussed later.

1. Basic Experimental Principles

Figure 1 shows a typical arrangement for a two-pulse pump-probe transient
absorption spectrometer. In this Michelson interferometric setup, the pump
pulse at frequency w; excites the sample. After a variable delay time, 7,
the second pulse at frequency w; is introduced to the medium to probe the
changes of absorbance at w,. The variable time delay between the pump pulse
and the probe pulse is normally achieved by varying the difference in optical
paths through a high-precision mechanical translation stage controlled by a
microcomputer.

After excitation by a short (pump) laser pulse, the transmitted intensity,
Tirans, of the probe laser pulse, Iprope, in the small signal limit, can be expressed
as follows.

Toans(7) = / Tyobe(t — 7)(1 — AA(T)) dt. )

In the above expression, AA(7) is the time-dependent transient absorption
change induced by the pump pulse integrated over the pump-probe interaction
volume. Equation (1) is only valid when the pump and probe beams are well
separated temporally.

The detected transient absorption change may be classified into three
categories: absorption, bleach, and gain. If the intensity of the probe pulse
decreases in the presence of the pump pulse, then there is an increase in
absorption by the sample. If the intensity of the probe beam increases in the
presence of the pump pulse, but remains less than the intensity of the probe
beam before it enters the sample, then th pump has caused a bleach in the
density of absorbing molecules. Finally, if the intensity of the probe beam
increases in the presence of the pump pulse beyond its incident intensity, the
transient signal is referred to as stimulated gain. In this later case, This latter
signal results from the molecules in the excited state being ‘stimulated’ back
to a lower level by the probe pulse.

The typical pump-pulse-induced relative absorbance change amounts to
far [ess than a few percent of the total absorbance of the sample. Unfortunately,
this is generally less than the pulse-to-pulse fluctuations exhibited by the
lasers used in such studies. As a result, a normalization and signal averaging
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Block Diagram for a Transient Absorption Spectrometer

® BS1 FCD M
AN e .

L Detection
Electronics
y/
FCD

<> | . DD
Optical P 040

w Delay

Lines

BS2 |

Fig. 1. Block diagram for a transient absorption spectrometer. BD, beam dump; BS, beam
splitter; DM, dichroic mirror; FCD, frequency conversion device; M, mirror; PD, photodiode;
SC, sample cell. A femtoseocnd (or picosecond) laser beam at frequency w is splitinto two parts
by BS1. These two beams are then converted into desired pump and probe pulses at frequency
w; and wa, respectively, through FCDs (optional). The FCDs can be a frequency-doubling
nonlinear crystal, or a continuum generation and wavelength selection setup (see Section II for
more details). The laser beam at w» is further divided into two separate parts of equal intensity.
One (probe) beam is recombined with the pump beam (w) at DM and focussed into SC1, while
the other (reference) beam traverses an identical sample cell (SC2) in absence of a pump beam.
The relative timing of the pump and probe pulses incident on the sample is determined by the
difference in optical paths of the two laser beams, which is controlled by a precision variable
optical delay line. The translation stage is typically equiped with a computerized stepper motor
(not shown). PD1 and PD2 detect the integrated intensities of the probe and reference beams,
and the difference in the signals detected by these two photodiodes vs. pump-probe delay time
measures the transient absorption induced by the pump pulse.

scheme is of vital importance to increase the signal-to-noise ratio in transient
absorption experiments. In the setup shown in Figure 1, a reference beam is
employed to reduce the shot-to-shot noise. In this case, the probe laser is spilt
into two beams. One beam overlaps the region of the sample excited by the
pump laser beam, while the other beam traverses through the sample cell in
a region that is not perturbed by the pump pulse. The ratio of the intensities
of the probe beam to the reference beam as a function of the delay time
reflects the evolution of the transient absorbance of the sample. In general,
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multiple laser shots are averaged at a particular delay time in order to achieve
an acceptable signal-to-noise ratio. This technique is ideal for low-repetition
rate laser systems (i.e., less than 50 Hz) coupled with a gated integrating and
averaging system.

A slight variation of this technique is needed for laser systems with medium
to high repetition rates, i.e., greater than 500 Hz. In this case, the pump beam
is modulated by a mechanical chopper to introduce an AC component in the
transmitted intensity of the probe beam. This AC component is then detected
by a lock-in amplifier as a function of the delay time. For a laser system with
a repetition rate beyond a few hundred kilohertz, the mechanical chopper is
often replaced by either an acousto-optic or electro-optic modulation device.
It should be pointed out that the selection of the modulation frequency is not
random. A judicious choice will place the modulation frequency at a position
which is at or near the minimum of the intrinsic noise spectrum of the laser.

In kilohertz laser systems, techniques have been developed to take full
advantage of both of the detection and averaging schemes. In a combination
of these two techniques, a boxcar integrator is employed to integrate the
individual laser pulses and the AC component in this output is then detected
by a lock-in amplifier. Xie et al. [18] was able to achieve a detection limit of
10~° using this technique.

Many detectors are used in transient absorption spectrometer. By far the
most popular are silicon-based photodiodes. These are chosen for their large
linear response range and cost-effectiveness. For cases where the probe beam
is relatively weak, the diodes are replaced by photomultiplier tubes. Both of
these detection schemes are limited to the UV to visible region. In addition to
detecting the changes induced in the light beam, techniques which center on
measuring the acoustic wave generated from the heat released by the sample
cell have been reported [19]. This approach also provides a direct measure of
the sample absorbance. In this case the detector is generally a piezoelectric
microphone that is either attached to or submerged in the sample cell.

For pump-probe absorption experiments in which an infrared probe beam
is used, pyroelectric detectors such as HgCdTe are used. Compared with
the photomultipliers used in the ultraviolet and visible region, these infrared
detectors have a rather low-quantum efficiency and high thermal noise level.
Most infrared detectors consequently need to be operated at liquid nitrogen
temperature. In order to perform transient infrared spectroscopy and avoid
the deficiencies of infrared detectors, Hochstrasser and his co-workers devel-
oped a non-linear optically-gated upconversion technique [20, 21]. In their
experimental arrangement, the pump light is derived from a pulsed pico- or

femto-second light source, but the probe light is a continuous beam from an
infrared diode laser. Time resolution is achieved by mixing the transmitted
infrared light with an ultrashort light pulse in a non-linear optical crystal.
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The resulting sum frequency, which is in the visible or near UV region, is
then detected by a conventional photomultiplier. This technique has been
successfully implemented in a variety of studies including the study of pho-
todissociation of hemoglobin [22, 23] and CpyFe(CO)4 [24] and vibrational
energy relaxation in the azide ion [25].

In addition to detecting light and heat, techniques have been developed to
detect photogenerated ions. This usually involves a multi-photon ionization
(MPI) scheme. MPI is a popular detection scheme in the gas phase, but has
also been applied to solution studies. For example, Braun ez al. used a novel
electric conduction cell to examine Kinetic processes in solution [26].

A very powerful detection scheme that is currently being used centers
on using one- and two-dimensional arrays of charge-coupled devices (CCD)
to record transient spectra. With advances in generating femtosecond white
light continuum, this technique offers the possibility of taking a transient
absorption spectrum over a few hundred nanometers with a single laser shot,
without sacrificing much of the sensitivity. This technique reduces the data
collection time by orders of magnitude, thereby increasing the productivity of
the spectrometer. The collection of transient spectra is not a new technique.
Since the late 1970’s, spectra were recorded by combining white-light con-
tinuum sources with Vidicon and Reticon detectors. However, CCD detectors
are far superior to these earlier array detectors as they substantially increase
the signal-to-nosie levels of spectra obtained using continuum sources.

Transient absorption spectroscopy can not only be used to measure popula-
tion kinetics but also orientational dynamics as well when polarized pump and
probe light pulses are employed (see [1], p. 70). The orientational anisotropy,
AI(t), defined by Equation (2), can be studied directly by making sepa-
rate transient absorption measurements with pump and probe beams having
parallel and perpendicular polarizations.

O Ly() = Iu(2)

MU= 10+ nw

@

where AI(t) is the transient absorption polarization anisotropy. The polar-
ization characteristics of the laser beams are usually controlled by calcite
polarizers and waveplates, and Pockels cells or photoelastic modulators are
used when periodic switching between different polarizations are needed. In
cases when population information is desired, the relative polarizations of
pump and probe pulses are set at 54.7°, which is the so-called ‘magic angle’

[1].
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2. Optical Sampling Techniques

Even though the two pulse, pump-probe interferometric setup has been
the dominant arrangement for transient absorption spectroscopy, the recent
advances in Ti:Sapphire technology will help to popularize asynchronous
optical sampling techniques. The general principle behind this approach is
analogous to the way a sampling oscilloscope works. This method is based on
two mode-locked, independently tunable lasers. Due to a small cavity length
mismatch, the mode-locking frequencies for these two lasers, v; and v;, are
slightly different. If at a given momont, a pair of pulses (one from each laser)
overlaps in time, then the next pair of pulses will not. The pulse from the
laser with the smaller mode-locking frequency laser will arrive later than the
output from the other laser by Av/v? (v = vy = v;), where Av = |v) —va,
is the frequency mismatch. This process will continue until the delay time
between the two pulses reach 1/Aw, at which time the two pulses overlap
again. At this point another sweep of this sampling process begins. If we use
the faster laser as the pump laser and monitor the transmittance of the slower
laser on an oscilloscope, the trace will reflect the transient absorbance changes
indnced by the first laser with a period of 1/Awv. The cross-correlation signal
between these two lasers can be used to trigger the oscilloscope, thereby
synchronizing the scope output to the sampling frequency of the two lasers.
The time resolution is determined by a combination of three factors: (1) the
pulse durations (i.e., cross-correlation), (2) sampling interval (Av/v?), and
(3) the jitter caused by small perturbations in cavity length during one sweep
period (1/Awv). Kafka ez al. reported a 150 fs resolution with such a system
composed of two mode-locked Ti:Sapphire lasers [27]. Luo et al. recently
demonstrated that the excited state lifetime of a laser dye could be determined
using such an approach [28].

3. Selected Applications

Transient absorption spectroscopy is currently used in many laboratories
around the world to study chemical reaction dynamics. Our laboratory has
also utilized transient absorption spectroscopy to study a variety of condensed
phase reactive processes. In the remainder of this section we consider four
examples of transient absorption spectroscopy: (1) the condensed phase pho-
tochemistry of OCIO [29], (2) electron transfer in the mixed-valent transition
metal dimer [30]. [(NC)sRu"CNRu"(NH3)5]~! (3) electronic dephasing of
the dye molecule HITCI in ethylene glycol [31] and (4) the solvation of pho-
togenerated unsaturated metal carbonyl complexes [32].

A. Condensed Phase Photochemistry of OCIO: Chlorine and bromine oxides
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play an important role in the destruction of stratospheric ozone over Antarc-
tica [33]. Recent reports indicate that more than 20% of the ozone decline is
caused by the coupling of chlorine and bromine oxide cycles. Among other
products, this coupling results in the formation of CIOO and OCIO. While the
former is known to destroy ozone through the formation of atomic chlorine
and molecular oxygen, the role of OCIO in the stratospheric ozone balance
is currently a topic of debate. While early photochemical studies of OClO
indicated that excitation dissociates the molecule into CIO and O, recent gas
phase studies established the existence of a competing parallel photochemical
channel, producing Cl and O, [34-36].

By taking advantage of the well characterized electronic spectroscopy
of OCIQ, Cl, CIO, and O, in aqueous solution, the excited state reaction
paths of OCIO can be determined. In solution, unlike the gas phase, chlorine
atoms are easily detected as they readily form charge transfer (CT) complexes
with solvent molecules. This gives rise to a CT absorption, which, for many
solvents, occurs in the near-UV to visible spectral region [37]. In Figure 2, the
absorption spectra of OCIO[33], CIO [38] and C1 [39] in water are presented.
The gas phase spectra of OCIO is shown [39], as no solution spectra has
been reported for this highly reactive molecule. In Figure 3, the dynamics at
various probe wavelengths following the photolysis of OCIO at 355 nm are
shown. A variety of different kinetic processes are revealed by the transient
data. The solid lines through the data are calculated signals assuming a kinetic
model where OCIO undergoes competitive photochemical reactions whereby
90% of the molecules dissociate into ClO and O, and 10% isomerize to CI0O
followed by thermal decomposition into Cl and O,.

Using orbital correlation diagrams as a guide, two allowed reaction chan-
nels exist that can produce Cl atoms from the electronically excited *B; state
of OCIO. These are given by Equations (3) and (4).

OCIO + hv — CIOO(A’ or A”) — CICP) + 0,(’%;) (3)
OCIO + hv — CICP) + 0,(1A) (4)

The first mechanism, Equation (3), occurs by photoisomerization of OCIO to
C100, which can be produced either in the ground state, A’, of the first elec-
tronic excited state, A”. While thermodynamically more stable than OCIO,
CIOO is kinetically unstable and readily dissociates to form Cl and O, (3 7).
The second mechanism involves symmetric dissociation (along a C5, reac-
tion coordinate) producing Cl + O, (1Ag). The electronic state of the prod-
uct oxygen molecule provides an experimental handle by which the relative
importance of these two chlorine producing mechanisms can be distinguished.

To determine the relative extent of the two allowed mechanisms for Cl
generation, the quantum yield for formation of either O, (1Ag) or O (32_;)
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Fig. 2. Left: The 2A; «* B absorption spectrum of OCIO in water solution. Right: The
absorption specta of Cl(aq) and ClO(aq) and C1OO(gas). These spectra were reproduced from
[38] and [39].

is needed. This was determined by measuring the yields of 32; — 1A,
emission of O, following excitation of OCIO at 355 nm in deuterated sol-
vents [29b]. By comparing the intensity of this emission (1270 nm) with
that of sensitizers for which the yield is known, the quantum yield of O,
(1Ag) formation from electronically excited OCIO in DO was found to be
0.005 £+ 0.003. Thus, in water solution, 95% of the Cl is produced from
the isomerization pathway, Equation (3); the remaining 5% results from the
symmetric dissociation, Equation (4). The importance of the symmetric Cy,
dissociation increases with decreasing solvent polarity. The quantum yield of
Cl + O, (1A,) production in C¢Dg (E7(30) = 34.5 kcal/mole) and carbon
tetrachloride ( E7(30) = 32.5kcal/mole) is 0.02 and 0.07, respectively, much
larger than in D,O (E7(30) = 63.1 kcal/mole). The increase in the amount
of symmetric C»,, dissociation with decreasing solvent polarity suggests that
this mechanism may be important in the gas phase chemistry of OCIO. This
conclusion is consistent with translational energy distributions for the O,
product in the gas phase photolysis of OCIO reported by Davis and Lee [40].

The combination of picosecond transient absorption and time-resolved
infrared emission spectroscopy enables one to quantify the photoreactivity of
OCIO in solution. The overall photochemistry is summarized by Equations
(5) to (7).

OCIO + hv — CIOO(A" or A”) — CIC’P) + 0,(*;)  (9.5%) )
— CICP) + 02(1A)) (0.5%)  (6)
— CIO(*IT) + O(*P) (90%) (7
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Fig. 3. Transient absorption signals recorded for various probe wavelengths following the
photolysis of OCIO at 355 nm in water. The dashed lines are calculated absorbance signals
where photolysis results in a partitioning of 90% into CIO + O and 10% formation of C10O0.

The CIOO subsequently thermally dissociates into Cl + O, [29].
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B. Photoinitiated Electron Transfer in [(NC)sRuMCNRu"(NH3)s]~!: Elec-
tron transfer (ET) reactions occupy a central role in chemistry. In 1992, W.
Woodruff and coworkers used picosecond infrared absorption spectroscopy
to monitor the electron transfer dynamics of Equation (8) [30].

hy
[(NC)sRuMCNRY(NH;)s] ™! = [(NCsRu"CNRu (NH;)5]™! (8)

et

The reaction process was initiated by a picosecond pulse at 600 nm.
The sample was then probed by a picosecond infrared laser pulse. Transient
decays for three probe wavelengths, 1954, 1994, and 2034 cm~! are shown
in Figure 4. Using the band at 2053 cm™!, which corresponds to the termi-
nal RuC=N stretch in the ground state of [(NC)sRu" CNRu''(NH3)s]~!, the
dynamics of back electron transfer were found to occur with a time constant
of 6 £ 1 ps. Upon excitation at 600 nm, a new feature was observed at
2110 cm™!, which decayed with a time constant of 0.5 ps. This band was
unambiguously assigned to the metal-metal charge transfer state and provides
direct evidence that back electron transfer occurs on the femtosecond time
scale. The features observed between 1950 cm™! and 2040 cm™!, some of
which are shown in Figure 4, are consistent with vibrational cooling of the
hot [(NC)s Ru"'CNRu'"(NH3)s5]~! molecule. The data show that the rate con-
stant for vibrational relaxation increases with increasing vibrational quantum
number. This study also provides the interesting observation that upon back
electron transfer, a large amount of energy (up to 14,000 cm™!) is placed
into a single vibrational mode: the terminal RuC=N stretch. This remark-
able selectivity in the vibrational relaxation process could not have been
determined from electronic absorption spectroscopy. This study shows the
potential power of ultrafast vibrational techniques for studying the detailed
dynamics of chemical reactions in solution.

C. Electronic Dephasing of HITCI in Ethylene Glycol: The above examples
have focused on measuring population kinetics using absorption spectro-
scopies. This involves measuring the absorption properties of the chemical
systems when the two pulses are well separated in time. When two coherent
light pulses overlap in the sample, additional properties of the chemical sys-
tem can be studied. Such an approach can be used to measure the dynamics
of electronic dephasing, a molecular quantity which is usually quantified by
the time constant 7. In principle, several experimental methods can be used
to probe the dynamics of electronic dephasing [41-44]. All require that the
time resolution of the experiment be competitive with the 7> time. These
studies indicate that the room temperature homogeneous dephasing time of
dye molecules is on the order of tens of femtoseconds.
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Fig. 4. Transientinfrared absorption data following the excitation of the intramolecular charge
transfer band of [(NC)sRu"CNRu™(NH3)s]~! at 600 nm. The dynamics observed at different
probe wavelengths reflect the vibrational relaxation of the molecule following back electron
transfer [30]. Reprinted with permission.

Our approach to measuring dephasing times is to measure the transient
bleaching dynamics of a solute in liquid solution in a degenerate pump-probe
arrangement using variable laser pulse-widths [31]. It has been recognized
for some time that coherent coupling between the pump and probe laser
beams contributes significantly to the transient absorption signal near zero
time delay in such experiments. Thus, the transient absorption measurement
not only contains the usual population bleaching and recovery terms, but also
a coherent coupling spike (sometimes also ‘unfairly’ referred to as a coherent
‘artifact’) in the vicinity of time zero, when the pump and probe pulses are
derived from the same laser and have identical frequencies. Balk and Fleming
were the first to quantify the connection between the shape and amplitude of
the coherent spike and the material dephasing time [45]. Based on a density
matrix formalism [46] and optical Bloch equations [47], these authors derived
a set of equations for the evolution of the probe beam transmittance as a
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function of delay time between the pump and probe light fields. They also
showed via numerical model calculations that the coherent spike is a sensitive
function of the ratio of T, and laser pulse width. With the exception of 7>, all
of the parameters used in their model were experimentally determined. Thus,
comparison between experimental data and theoretical calculations can be
used to quantify the dephasing time.

Figure 5 (top) displays the pump-probe dynamics of HITCI in room tem-
perature ethylene glycol solution as a function of laser pulse-width. The
relative amplitude of the coherent coupling signal to the population bleach is
laser pulse-width dependent. For the shortest pulse used, 23 fs, the data pri-
marily reflects population dynamics. Only a small coherent spike is observed
around zero delay. However, increasing the laser-pulse width to 42 fs and
54 fs results in an increased amplitude of the coherent signal. The domi-
nant molecular contribution to the relative amplitude of the coherent spike to
that of the population dynamics in a pump-probe experiment arises from the
ratio between the time resolution of the experiment (Ar) and the electronic
dephasing time of the excited state being populated (7>).

Figure 5 (bottom) shows a comparison between the experimental data
obtained with 54 fs laser pulses and theoretical predictions for various 75
times. The experimental data can be quantitatively reproduced by a dephas-
ing time of 18 4 2 fs. This study shows that absorption spectroscopy can be
used to provide dephasing information in addition to the population dynamics
of reactive molecules in solution.

D. Solvation of Photogenerated Unsatured Metal Carbonyl Complexes: Many
metal carbonyls have been studied by time resolved electronic and infrared
absorption spectroscopy [32, 48]. As an example of this type of chemistry, we
consider here the molecule Cr(CO);. Excitation of Cr(CQO)g leads to dissocia-
tion of one of the CO groups, forming the unsaturated intermediate, Cr(CO)s.
In solution, a solvent molecule then coordinates to the open site on the metal.
Femtosecond absorption studies reported by Nelson and coworkers report the
observation of electronically excited Cr(CO)g following photolysis by a 70 fs
laser pulse [48]. The ensueing transient absorption dynamics reveal a time
scale of approximately 350 fs for the dissociation into CO and Cr(CO)s. These
results indicate that the reactive intermediate is formed on the femtosecond
time scale. Once formed, coordination of a solvent molecule to the vacant site
on the metal occurs. The time scale associated with this event sheds insight
into the dynamics that occur in the first solvation shell. We examined the
solvation of the photogenerated Cr(CO)s fragment in series of hydrocarbon,
ether, alcohol, alkyl bromide, and alkyl nitrile solvents [32]. The formation of
the solvated complex could be detected by monitoring the temporal evolution
of the absorption band characteristic of the six-coordinate molecule Cr(CO)s5S
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Fig. 5. Top: Pump-probe data for HITCI in ethylene glycol. The dynamics plotted were
obtained with different laser pulse widths (FWHM): (a) 23 fs, (b) 42 fs, (c) 54 fs. With
increasing laser pulse width the coherent spike becomes more evident. These data indicate that
the electronic dephasing time of HITCI is comparable to the laser pulse widths being used. The
insert displays the absorption spectrum of HITCI in ethylene glycol. The arrow indicates the
center of the excitation laser band width, Bottom: The experimental data obtained with a 54 fs
laser pulse is compared with theoretical predictions. The five calculated curves correspond to
different T, times: (----) 10fs, (.. ... Y1515, (——) 1815, (-——-)20fs (—- — - —+ — )25 fs.
A detuning of 400 cm™" is used, reflecting the difference between the absorption maximum
and the central laser frequency [31].
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Fig.6. (A)the S; « Sy transient absorption of t-stilbene in methanol solution. The experimen-
tal absorption signal is a direct measure of the instrument response. (B) The experimentally
measured absorbance at 460 nm following the 300 nm photolysis of Cr(CO)¢ in methanol
solution. The dotted curve is an exponential rise with a time constant of 2.5 ps [32].

(S = solvent molecule). Data for the photolysis of Cr(CO)e¢ in methanol is
shown in Figure 6. The time resolution of this experiment, as limited by the
laser pulse width, is ~ 1 ps. As a result, the dynamics of dissociation of
CO cannot be resolved. The probe wavelength is 460 nm, the maximum of
the absorption band for Cr(CO)s MeOH. For comparison, the rise time of the
Sy « S; absorption of t-stilbene, probed at 460 nm, is also plotted. This pro-
vides an accurate measure of the instrument response. The data clearly show
that the the formation of Cr(CO)sMeOH occurs on a time scale longer than
the instrument response. Fitting the data to an exponential function provides
a time scale of 2.5 ps for the solvent coordination process. These dynamics
were confirmed by the femtosecond studies reported by Nelson, where the
dissociation process as well as the solvation dynamics could be monitored
[48].

Studies in longer chain alcohol, ethers, alkyl bromides and alkyl nitriles
revealed that a distribution of solvated complexes involving coordination
of either an alkane group or the functional group (e.g., nitrile, bromide,
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hydroxyl) of the solvent molecule were formed following photolysis of the
hexacarbonyl. The absorption dynamics revealed that initially formed alkane-
coordinated complexes rearranged to form the more stable intermediate in
which the functional group of the solvent molecule coordinates to the metal
center. A kinetic model for a unimolecular rearrangement mechanism was
proposed to account for the entire set of data. Temperature studies on the
transient absorption dynamics provided information on the barriers associated
with the restructuring of the solvated complexes. The activation energies
obtained were similar to those reported for the syn rotational barriers in
alkanes [32c]. These data were used to develop a molecular mechanism for

the solvation dynamics.

B. EMISSION SPECTROSCOPY

Time-resolved emission spectroscopy is an important and commonly used
tool in the study of chemical reaction dynamics in the condensed phase.
There are three general approaches to obtaining time resolution in emission
spectroscopy: time-correlated single photon counting [49], direct detection by
a streak camera [50], and fluorescence up-conversion [51]. Each of these tech-
niques has its limitations and advantages. The best approach often depends
on the characteristics of the chemical system being studied.

1. Time-correlated single photon counting (TCSPC)

Usual instruments involved in a TCSPC experiment are a picosecond exci-
tation source (normally a cavity-dumped sync-pumped dye laser operating
in the MHz range), a fast photomultiplier, fluorescence collection and dis-
persion (optional) optics, and counting electronics. The laser power must be
sufficiently low such that the probability of producing a detected fluorescence
photon from one laser pulse is much less than one.

The basic idea behind the TCSPC technique is to measure the time between
stop and start light pulses. In many cases, the start pulse is generated by the
excitation light pulse, the stop pulse is generated by a fluorescence photon.
This information is processed by converting the time between the start and
stop pulse into a voltage using a time-to-amplitude converter. Using this
approach, the time-resolved emission is recorded as a histogram of the con-
verted voltage signals. The time resolution of this experiment is determined
by the response time of the photomultiplier. The sharper the rising edge of
response curve is, the better resolution the time-to-amplitude converter can
achieve. Typical TCSPC spectrometer has an instrument response time of
~ 50 ps and a time resolution of >20 ps. Since the fluorescence lifetime of
many molecules falls in the range of nanoseconds, TCSPC remains a popular
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technique for lifetime measurements despite its ‘limited’ time resolution as
compared to other techniques.

For many time-resolved optical experiments, the statistical properties of
the data obtained are not well understood. TCSPC has the advantage that the
signal obeys Poisson statistics. This allows for detailed modelling of the data
using correct weighting factors. As a result, the experimental uncertainties
for lifetimes obtained from TCSPC experiments can be accurately quantified.

2. Streak camera

Over the years, streak camera detection has been a popular approach for
obtaining time resolution better than 100 ps. In some cases, single-shot streak
cameras offer a time resolution of better than 1 ps, but the lack of aver-
aging capacity restricts them to strong signals. Synchroscan streak cameras
have become available recently which allow signal averaging even with a
high repetition rate laser; however, this leads to some deterioration in the
time resolution, with 10 ps being a reasonable practical limit for low level
signals. Another disadvantage of streak cameras is the spectral response of
the photocathode, which typically does not extend beyond 900 nm. In spite
of these drawbacks, streak cameras still enjoy wide spread applications for
time-resolved fluorescence spectroscopy in the 10 ps time domain.

3. Fluorescence up-conversion

With advances in ultrafast laser technology, sub-100 fs pulses are now routine-
ly generated. However, it has been a challenge to obtain time resolution com-
parable to the laser pulse width in time-resolved fluorescence spectroscopy.
The best technique developed to date relies on optical gating of the fluores-
cence emission by nonlinear optical crystals, commonly called fluorescence
upconversion. This technique is currently used to study a wide variety of
chemical phenomena. In the following subsections, this form of spectroscopy
is examined in detail. First, the general principles of fluorescence upcon-
version are introduced. This is followed by a discussion of experimental
implementation. Finally, limitations and problems encountered in working
on the femtosecond time domain are discussed.

A. Basic concepts: The basic ideas of how optical gating techniques in nonlin-
ear optical crystals are used to obtain time resolution in emission experiments
are oultined in Figure 7. The incoherent fluorescence photons excited by an
ultrashort (pump) laser pulse are focused into a nonlinear frequency-mixing
crystal. Another ultrafast, appropriately delayed (probe) laser beam is over-
lapped with the fluorescence spot in the crystal. The relative timing sequence
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Fig. 7. Principle of fluorescence up-conversion (adapted from [51b]). A sum fequency
signal is generated in a non-linear crystal when both of the fluorescence emission and the
optical gating pulse are present. The up-converted radiation intensity is proportional to the
number of fluorescence photons emitted within the window probed by the gating pulse. Thus,
the sum-frequency signal plotted against delay time 7 is an accurate representation of the
time-dependent fluoresence emission. See text for details.
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of the pump, the fluorescence, the probe pulses are illustrated in the lower por-
tions of Figure 7. The crystal is properly oriented to satisfy the phase-matching
conditions for the frequency mixing process. This mixing process is normally
a sum frequency generation (due to the availability of sensitive detectors in
the UV and visible region, i.e., PMTs), however, the discussions also apply to
difference frequency mixing, which has been used to time-resolve UV emis-
sion. The light generated at the sum frequency is then collected and sent into
subsequent light detection and data acquisition devices. The sum frequency
signal can be expressed by the following equation.

Isum(T) = /Iﬂ(T)Iprobe(t — T) dt . )

In Equation (9), Isum, In, and Ipone are the intensities of the sum, the fluo-
rescence, and the probe beams, respectively. Equation (9) clearly shows that
the sum frequency signal is only present when the fluorescence photons and
the probe pulse are simultaneously coincident on the crystal. Since the probe
pulse is typically much shorter than the time-dependent fluorescence, it acts
as an optical gate to the up-conversion signal, analogous to an electronically-
gated boxcar integrator. In principle, this ‘optical boxcar’ has a time resolution
comparable to the probe pulse width. The actual time resolution of the mea-
surement also depends on the temporal width of the pump pulse.

B. Experimental implementation: Figure 8 shows a basic setup for an up-
conversion experiment. At time ¢ = 0, the sample is excited by an ultrashort
laser pulse at frequency w;. The resulting fluorescence, wp, is then collected
and focused on a nonlinear crystal. A second laser pulse at frequency w»
overlaps the fluorescence spot on the nonlinear crystal. The delay time, T,
between the arrival of the fluorescence and the second laser pulse is typi-
cally adjusted by moving a computerized translation stage. The generated
sum-frequency light is detected by a photomultiplier after rejection of stray
and laser light by a monochromator or prism or both. The signal level of
this experiment is usually low due to the small conversion efficiency of the
mixing process and the lack of peak intensity of the incoherent fluorescence
light. This is especially true for a high-repetition rate, low-power laser sys-
tem. In these cases, photon counting electronics are often used to improve the
signal-to-noise ratio.

The fluorescence up-conversion technique can be used to study orienta-
tional dynamics in a similar fashion as transient absorption spectroscopy [52].
The angle between the polarizations of the detected fluorescence and the up-
conversion gating pulse is determined by the type of phase matching in the
sum-frequncy generation crystal (0° for type I and 90° for type II). Therefore
the fluorescence anisotropy can be measured in the same manner as described
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Fig. 8. Schematic for a fluorescence up-conversion instrument. In additon to the abbreviations
defined in Figure 1: MXC, mixing crystal; MONO., monochromator; PMT, photomultiplier.
The fluoresence light, induced by focusing pump laser beam at w; into a sample cell, is
collected by a lens and recombined with the gating pulse at w; in a nonlinear mixing crystal
by another focusing lens. The sum frequency radiation is then spatially filtered and selected by
a monochromator and detected via a photomulitplier. The photodiode detects a small portion
of the gating pulse for normalization purposes. The relative timing between the excitation and
the gating pulse is controlled in the same fashion as in transient absorption measurements.

by Equation (2), i.e., measuring separate up-conversion data with parallel and
perpendicular polarizations between the excitation and up-conversion gating
pulse. When only population information is desired, the polarization angle
between the pump and probe lasers should be set at 54.7°. Care must be exer-
cised in selecting fluorescence collection optics that maintain polarization
properties.

C. Limiting factors on the time resolution obtainable in up-conversion: In
practice, the time resolution attainable in an up-conversion experiment is
always longer than the probe laser pulse width. There are two main mecha-
nisms that are responsible for this lengthening of the time resolution: (1) GVD
of the emitted fluorescence photons through the sample and collection optics,
and (2) group velocity mismatch between the probe pulse and the fluores-
cence light in the mixing crystal [51]. The first mechanism can be alleviated
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by using all-reflective (non-dispersive) optics, e.g., a double-Cassegranian, to
collect and focus the fluorescence into the up-conversion crystal [51b]. A thin
sample cell also helps in reducing the fluorescence dispersion. The second
mechanism, however, is unavoidable. The group velocity mismatch physical-
ly arises from the fact that the probe laser wavelength and the fluorescence
wavelength are different. In order to minimize this effect, a low-dispersion,
thin nonlinear crystal is needed. Unfortunately, a low-dispersion crystal often
has a low nonlinear susceptibility as well, e.g, KDP, resulting in inefficient
mixing. The nonlinear mixing signal scales with the thickness of the crystal,
so the desire to obtain the shortest time resolution needs to be balanced with
the fact that a reasonable signal level is required to have a useful experi-
ment. Two ways to reduce the group-velocity mismatch are to keep the probe
wavelength as close as possible to the fluorescence wavelength and use type
I phase matching (e + € — 0; or o + 0 — €) whenever possible.

In some applications, the excitation laser pulse is obtained by frequency
doubling the fundamental laser light [51a]. In this case, the doubling process
may place some severe limits on the shortest pump pulse that can be obtained.
This then limits the overall temporal resolution of the up-conversion exper-
iment. To keep the pump pulse broadening to a minimum, one not only has
to consider the GVD of the fundamental laser pulse, but more importantly,
one has to take into account the GVD of the second harmonic light. For
normally-dispersing materials, the refractive index increases with increasing
frequency. As GVD scales both with frequency and the change in refractive
index with frequency, it will be greatest in the ultraviolet region. Another
limiting factor in generating short pulses at the second harmonic frequency
is the band-width limit of the crystal as determined by phase-matching con-
ditions. This effect is especially pronounced for sub-50 femtosecond pulses.
Recently innovative schemes have been developed to circumvent this limit
[52]. The broad spectral profile also complicates the resolution of the fluo-
rescence emission from the possibly overlapping probe laser wavelengths.
In general, the fluorescence wavelength must be displaced from the central
pump wavelength by at least the FWHM of the pump spectral band width.

4. Selected Examples

In this section we consider some examples of chemical dynamics that have
been studied by time resolved emission spectroscopy. The examples recount-
ed below focus on two applications of femtosecond time-resolved emission
spectroscopy that utilized the technique of fluorescence up-conversion.

A. Solvation Dynamics: Time-Dependent Stokes Shift: What are the time-
scales associated with the inertial, rotational and translational times of
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molecules in liquids? This question has spurred a tremendous experimen-
tal and theoretical research effort during the last decade [17]. Understanding
the individual and collective dynamics of molecules in liquids is central to
developing comprehensive conceptual and quantitative models of chemical
reactivity in solution. Prior to using ultrafast spectroscopies to examine the
dynamic response of a liquid, time scales for solvent relaxation were deter-
mined from dielectric loss measurements coupled to continuum theories for
the liquid [54]. More recently, measurement of the time-dependent Stokes
shift (TDSS) of an electronically excited solute molecule [17] has been used
to elucidate the time-dependent response of a liquid to small perturbations.

TDSS studies involve monitoring the evolution of the emission spectrum
of a dye molecule that is electronically excited by an ultrashort light pulse.
Formation of the excited state occurs more rapidly than nuclear rearrangement
of the solvent molecules. As a result, the excited state molecule finds itself
initially in the equilibrium solvation of the ground state. With increasing
time, the solvent restructures itself in response to the charge distribution of
the excited-state of the probe molecule. This results in a time-dependent
stabilization of the energy of the electronically excited molecule, reflected in
a corresponding dynamic red-shift in the emission spectrum.

TDSS data have been recorded for many probe molecules in numerous
solvents and at varying temperature. A variety of techniques have been used,
depending on the time-scale of the measurements. Early measurements by
TCSPC or streak camera detection were restricted to a time resolution of
greater than 10 ps. These studies reveal that the average solvation time is
close to that predicted by dielectric continuum models [55]. However, the time
dependence of the solvent response is not accounted for by bulk dielectric
models. Nonexponential solvent relaxation is observed for liquids that are
adequately described by a (single time scale) Debye dielectric response [55].

Computer simulations were the first to reveal a large amplitude (~50%),
ultrafast (10’s of fs), initial component in the TDSS response [56]. These
results were interpreted in terms of librational motion in the case of water
and inertial relaxation in a variety of nonprotic solvents. However, before one
could invoke such ultrafast relaxation behavior as important in solution phase
chemical reactivity, experimental verification was required. Measurement
of dynamics on this time-scale is only possible using femtosecond lasers
coupled with up-conversion detection. In 1991, Rosenthal et al. reported
the experimental observation of an ultrafast relaxation component in the
TDSS of the dye LDS-750 in acetonitrile [55]. That component accounted
for ~80% of the amplitude and could be well described by a decay time of
70 fs. The slower tail, accounting for the remaining 20% of the relaxation
dynamics, was exponential with a time constant of 200 fs. The agreement
between experimental data and predictions from computer simulations was
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nearly quantitative. The computer simulations showed that the majority of the
relaxation (~70%) was through interaction with the small number of solvent
molecules that sit in the first solvent shell around the solute. The simulations
further suggested that the rapid contribution results from independent single
molecule motion. This comparison of data obtained from ultrafast emission
spectroscopy with molecular dynamics computer simulations facilitated a
molecular-based understanding of the dynamics of solvation.

B. Intramolecular Electron Transfer: Many recent experiments focus on
the rate constants of excited state intramolecular charge transfer reactions
[57]. The molecules studied contain donor and acceptor groups which are
covalently linked. Such molecular structures enable the study of electron
transfer kinetics in the absence of diffusion. The reaction is initiated by
an ultrashort light pulse. The reaction dynamics can generally be followed
through emission spectroscopy. We consider here the molecule bianthryl
(BA) [58]. The excited-state intramolecular charge transfer reaction of BA

is characterized by low activation energies, AGH < RT. One of the aims
of the research on this molecule is to determine the relative importance of
solvent dynamics and intramolecular vibrational effects on the magnitude of
the charge transfer rate. Clearly, assessing the importance of solvent motion
on charge transfer processes relies heavily on the time-scales discussed in the
previous section.

Considering the results of the TDSS studies, to examine a chemical reac-
tion that occurs on a time-scale comparable to solvent motion requires fem-
tosecond time resolution. The dynamics of the charge transfer reaction of
electronically excited BA in solution was determined from time-resolved flu-
orescence dynamics. The emission dynamics revealed the time dependence
of the reactant population, thereby providing a direct measure of the electron
transfer rate. The reaction dynamics were examined in a variety of polar apro-
tic solvents. In contrast to many previous reports on related intramolecular
charge transfer reactions, Kang er al. reported that there was a very poor
agreement between the experimentally measured electron transfer rates and
the solvent relaxation times as determined from dielectric continuum theory
[58]. However, an improved agreement was observed between the electron
transfer rates and the inverse of the solvent relaxation times obtained from
TDSS studies. This later observation strongly supports the conclusion that
the reaction process is solvent controlled. The data indicated that the simple
relationship from dielectric continuum ideas may not be valid.

Kang et al. showed that the dynamics of charge transfer in BA could be
quantitatively accounted for by a theoretical model which incorporated four
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important features: (1) an Onsager cavity and semi-empirical treatment for the
solvent coordinate, (2) an electronically adiabatic description of the mixing
between the reactant and product states, (3) a generalized Langevin equation
for treating the motion along the reaction coordinate and (4) an empirical
solvatochromic/vibronic description for predicting fluorescence and absorp-
tion spectra [58]. Excellent agreement was observed between calculated and
experimental steady-state absorption and emission spectra and time depen-
dent emission spectra. The observed agreement between theory and experi-
ment provided convincing evidence that polar solvation dynamics control the
electron transfer rate for BA.

C. RAMAN SPECTROSCOPY

Transient Raman spectroscopy can be classified into two classes, incoherent
(spontaneous) Raman and coherent Raman, depending on the nature of the
Raman scattering process. In this section, we briefly examine spontaneous
Raman spectroscopy.

1. Spontaneous Raman Spectroscopy

The use of transient spontaneous Raman spectroscopy to examine chemical
dynamics on the picosecond time scale has only become productive during
the past five years. The low signal levels of these experiments provided an
experimental challenge that required advances in both the laser light sources
and optical detection. Due to recent advances in generating stable high rep-
etition rates of ultrashort light pulses and optical detectors, e.g., CCD’s,
Raman spectroscopy is quickly becoming an important tool in the study of
chemical processes. Typical experimental setups are similar to a transient
absorption arrangement, except the detected signal is a Raman signal instead
of a transmitted laser beam (see Figure 1). Time resolved spontaneous Raman
spectroscopy is currently being used by several research groups to measure
population kinetics. Raman spectroscopy, in principle, is a more powerful
experimental tool than either of the two electronic spectroscopies previously
described. In addition to providing information on the dynamics of reactive
intermediates, Raman data can be used to extract information on vibrational
relaxation processes and molecular strutcure.

2. Examples

In a series of elegantly designed experiments, Mathies and coworkers studied
the photo-induced concerted ring-opening reactions of cyclopolyenes in hex-
anes [59]. From the time evolution of the Raman bands that are characteristic
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of the ring-opened products, these authors showed unequivocally that ring
opening was completed in 8 to 10 ps.

Hopkins and colleagues have performed a series of resonant Raman exper-
iments on a variety of photodissociation reactions, e.g. I [60], Cr(CO)g [61],
carbonmonoxyhemoglobin [62], CH3I [63]. Their data have been used to
extract information on chemical processes such as geminate recombination
(caging), and vibrational cooling.

Several workers have used transient Raman spectroscopy to study the
excited state isomerization of ¢-stilbene and related molecules [64, 65]. For
example, a recent report by Gustafson and coworkers examined the ground
and excited-state Raman spectra of trans-4,4’-diphenylstilbene [66]. Many of
the vibrational modes associated with the biphenyl portion of the molecule
exhibited solvent-dependent intensities. These effects were attributed to vari-
ation in the Franck-Condon overlap between S; and Sy as a result of dif-
ferences in the planarity of the biphenyl moiety in different solvents. The
dynamics suggested that dielectric stabilization of S; by the solvent, not bulk
viscosity, controlled the conformational dynamics.

D. POLARIZATION SPECTROSCOPY

A time-resolved polarization experiment is similar in many aspects to a tran-
sient absorption experiment. Both are two-wave mixing processes. In both
cases the probe laser beam intensity is monitored as a function of the rela-
tive delay time with respect to the pump pulse. However, in a time-resolved
polarization experiment, the polarization properties of the probe beam are
monitored as well. The polarization of the light pulse can be affected by
both the real and imaginary parts of the refractive index, unlike an absorp-
tion experiment in which only the imaginary part of the refractive index is
monitored.

Transient polarization experiments can be further separated into two class-
es, depending on whether linear or circular polarization changes are measured.
These two cases are discussed separately below.

1. Transient linear birefringence and dichoism

In a normal linear polarization spectroscopy configuration (see Figure 9), a
linearly polarized pump pulse at frequency w; is focused on an isotropic sam-
ple. The pump pulse induces an anisotropic polarization, which in principle
can be both birefringent and dichroic. This induced polarization, especially
for the case of birefringence, is commonly known as the Optical Kerr Effect
(OKE) [67]. Subsequent to the passage of the pump pulse through the sample,
a linearly polarized probe pulse, at frequency w, and polarized at 45° from
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Experimental Setup for Optical Kerr Effect Measurements
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Fig.9. Experimental setup for OKE measurements. The pump and probe pulses are derived in
similar manners as in transient absorption experiments. OC is an optical chopper that modulates
the pump beam intensity and provides a reference frequency for the lock-in amplifier. WP and
P1 are a waveplate and a polarizer, respectively, that are used to rotate and select the polarization
of the pump beam such that it is 45° relative to the probe laser polarization, which is controlled
by P2. The detection polarizer P3 in front of the PMT is oriented at 90° & 6° relative to P2 (see
text for more details). The insert shows the polarization relations among the pump, probe and
detection polarizers. The detection scheme is homodyne when § = 0 and heterodyne when

§#0.

the pump field polarization, is incident on the excited region of the sample.
The transmitted probe pulse is detected through an analyzer polarizer oriented
at —45°. (This detection scheme is often referred as homodyne detection, in
contrast to heterodyne detection, which will be discussed later). If the sample
medium were isotropic no light would be transmitted through the analyzer
polarizer. However, because of the anisotropic polarization of the medium
induced by the pump laser, some of the probe intensity is transmitted through
this analyzer. As the sample anisotropy relaxes (by electronic and vibrational
dephasing, population decay, rotational relaxation, or other mechanisms) the
probe intensity transmitted by the polarizer decreases.

The sensitivity of polarization spectroscopy can be enhanced by exploiting
the methods of optical heterodyning [68]. In this detection scheme the probe
light field transmitted through the analyzer polarizer (the signal field Eg) is
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mixed with a second light field (the so-called local oscillator field E7p) at
the same frequency. The signal that is detected by the photodetector, I, can
then be expressed by Equation (9).

Ip=1Is+1I50+ Z—;Re[E;go . Es]. (10)

If Ito > Ig the third term in Equation (10) dominates (the I term can
easily be removed by using a mechanical chopper combined with lock-in
detection). Such an approach has the effect of increasing sensitivity and
linearizing the signal (the signal is now proportional to the signal field instead
of the squared modulus). A detailed signal-to-noise analysis has been carried
out by Eesley et al. to determine the optimum magnitude of the local oscillator
[69]. Depending on whether E' 1 is chosen as linearly or elliptically polarized,
the heterodyne method will selectively detect the dichroic or birefringent
contributions to Ig [72].

Polarization spectroscopy is extremely sensitive to the polarization prop-
erties of the probing light field. Thus the pair of crossed polarizers in the
probe beam must be of high optical quality providing an extinction ratio
of better than 10~°. Small birefringences in optical components can distort
the signal significantly, especially when the signal is composed primarily of
birefringence. Care must be exercised in interpreting the experimental decay
curves to avoid being misled by small external birefringences induced by the
focusing lens, the beam splitter or other optical elements with poor polariza-
tion preserving properties. Waldeck and colleagues developed a procedure
in which the dichroic term can be extracted without the interference from
the birefringent term by taking the difference of two scans with the same
magnitude in-phase local oscillator but of opposite sign [70]. This technique
has greatly improved the accuracy of the extracted population information
from these heterodyne optical Kerr experiments. Cho et al reported a similar
procedure for the birefringent case where the dichroic terms were cancelled
out [71].

Since the first time-resolved polarization experiment reported by Shank
and Ippen [72], numerous groups have further developed and refined the
technique and applied it to a wide variety of problems including, for exam-
ple, rotational dynamics of dye molecules in fluids {70, 73, 74], molecular
reorientation of simple liquids [75], inter- and intra-molecular librational and
vibrational dynamics of neat liquids [76], predissociation and vibrational
dynamics of a diatomic molecule in solution [77], intramolecular electronic
excitation transfer dynamics [78}, and the transition-state spectroscopy of O3
photodissociation [79].

The high sensitivity of OKE measurements as compared with conven-
tional transient absorption experiments arises from the fact that OKE is a
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background free signal. This high sensitivity is demonstrated by Lotshaw et
al. for OKE measurements on neat acetonitrile [76]. In their experiments,
excellent signal-to-noise ratios were observed for off-resonant excitation of
the transparent sample by a 15 mW CW mode-locked dye laser. The tran-
sient birefringent response from the neat liquid was attributed to the coherent
excitation of intermolecular oscillators, except for an instantaneous electron-
ic contribution which followed the cross-correlation between the pump and
the probe pulse. McMorrow and Lotshaw analyzed their OKE data with
a Fourier-transform technique and obtained the intermolecuiar vibrational
spectrum of acetonitrile. These authors emphasized that the femtosecond
transients probe the role of the intermolecular potential energy surfaces in
shaping the short-time vibrational aspects of the intermolecular dynamics in
this liquid and discussed possible connections between OKE experiments and
solvation dynamics. Recently, Cho et al. quantified the connection between
OKE experiments and dynamic fluorescence Stokes shift measurements in the
same liquid [80]. The latter experiment was carried out with a fluorescence
up-conversion apparatus and was discussed above.

Scherer et al. reported an elegant transient absorption measurement of the
predissociating B state of /; in liquid hexane recorded by optical heterodyne
detection [77]. From the decay of the amplitude of the vibrational quantum
beats originating from the B state, these authors were able to conclude that the
predissociation (i.e., curve-crossing) occurs within 200 fs (three vibrational
periods). The power of optical heterodyne detection is further demonstrated
by Chen et al. in their study of the photodissociation dynamics of Oz in
the Chappuis band (~600 nm) [79]. With the help of the zero-background
high-sensitivity detection offered by optical heterodyning and multiplexed
broad band probe (over 300 nm), these workers were able to directly observe
the wave packet motion on complicated potential energy surfaces during
dissociation. What is even more remarkable is that this experiment was carried
out in a 50 torr gas cell, where the number density was much lower than that
normally encountered in condensed phase experiments.

2. Transient circular dichroism

In a circular dichroism experiment the differential absorption of left and right
circularly polarized light is measured. In 1988, Xie et al. developed a polar-
ization modulation device that enabled one to measure the temporal evolution
of circular dichroism signals in the spectral region from 355 nm to 800 nm.
The technology developed involved coupling polarization modulation tech-
niques with a high repetition rate tunable picosecond laser. The details of the
experiment [81] and the associated optical theory [82] have been published.
This technique was used to characterize the evolution of the circular dichro-
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ism spectrum of two photoinitiated biological processes: photodissociation
of CO from carbonmonoxymyoglobin and carbon-monoxyhemoglobin [83],
and electron transfer in photosynthetic bacteria [84]. In principle, this exper-
imental technique can be used to study the evolution of geometric changes of
any reacting molecule that is chiral.

E. COHERENCE SPECTROSCOPIES

Many forms of coherence spectroscopy have been used to examine chem-
ical dynamics in solution. Included in this group of techniques are coher-
ent Raman spectroscopy [85], impulsive stimulated scattering [86], transient
gratings [87] and photon echo [88]. In addition, it is important to note that
new experimental techniques have emerged that enable one to study reac-
tion dynamics of the surfaces of liquids. Researchers in this latter field have
exploited the anisotropic nature of a surface to study dynamics using second
harmonic and sum frequency generation. Applications of these techniques to
a wide variety of chemical processes have occured during the last few years
and the work has recently been reviewed [89]. Instead of providing a detailed
discussion of the wide range of ultrafast coherence spectroscopies that are
currently being used in the study of chemical reaction dynamics, we focus on
a new technique that is emerging as a powerful new approach for studying
reaction dynamics, phase-locked pulse spectroscopy.

Phase-Locked Optical Spectroscopy: Several experiments designed to carry
out pump-probe spectroscopy with phase-locked pulse pairs have been report-
ed. As early as 1978, Salour used a HeNe laser to control the relative phases
of two pulses at fixed time delays [90]. These puises were used to demon-
strate a two-photon optical Ramsey fringe spectroscopy. Diels and coworkers
examined the effect of phase-stabilized multiple pulse excitation on multi-
photon excitation processes [91]. Fayer and co-workers used phase-locked
picosecond pulses to measure the free induction decay of sodium vapor [92].
In 1990, Fleming and coworkers reported the first study of ultrafast molecular
dynamics in a gas phase sample using phase-locked femtosecond pulses [93].

Controlling the relative phases of two femtosecond pulses (pump and
probe) is not a trivial task. When the pulses are temporally overlapped,
the interference pattern (or second harmonic signal) can be used to provide
information on the relative phases of the two pulses, which without some
sort of stabilization will randomly vary from pulse to pulse. However, if one
wants to measure the dynamic evolution of a chemical system, it is necessary
to control the relative phases of the two pulses at time delays where there
will be no overlap. This task was cleverly solved by Scherer et al. by taking
10% of the pump and probe beam intensities and linearly chirping them in
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a monochromator [93]. This process temporally broadens the laser pulses.
The linear dispersion of the monochromator preserves the phase relationship
between the pump and probe pulse. Thus, setting the phases of the chirped
pulses (which do temporally overlap), determines the phase relationship of
the original femtosecond pulses (which do not temporally overlap). Using
this approach, the relative phase of the two optical pulses can be set for delay
times that are nearly 1000 times the pulse duration.

The ability to carry out phase-locked measurements was demonstrated on
a gaseous sample of /;. The wavelength of light used (centered between 608
and 613 nm, and of duration 50-70 fs) is resonant with the B «— X absorption
band of /. The experiment involved measuring the fluorescence following
excitation of the molecule by a pair of phase-locked pulses that are separated
by a variable time delay. In such an experiment a positive signal reflects an
increase in the excited state population with respect to the two one-beam-
only contributions to the population. This effect arises from the wave packet
interference that results from the fact that the phase-relationship between
the pulse-pair is controlled. A negative signal indicates that the excited state
population is decreased by such wave packet interference. The observation
of interferences in the time resolved data was discussed in terms of various
theoretical models. Although this spectroscopic technique was demonstrated
on a gas-phase sample, the potential applications to condensed phase systems
are exciting.

6. Summary

This chapter has presented a discussion of many of the ultrafast experimental
techniques that are being used to study the chemistry of condensed phase
systems. Most of the remainder of this book deals with the detailed study of
chemical systems using these transient spectroscopic techniques. The field of
ultrafast chemistry is rapidly growing. With new developments in both the
generation and manipulation of ultrashort light pulses and detector technolo-
gy, new experiments are becoming possible.
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1. Introduction

Photoinduced electron transfer is a fundamental chemical process. Following
the transfer of an electron from an electronically excited donor to an acceptor,
the resulting radical ions can go on to do useful chemistry. Electron back
transfer (geminate recombination), however, quenches the ions and prevents
further chemistry from occurring. The initial steps of photosynthesis involve
excitation of a donor followed by electron transfer. Electron back transfer to
the primary donor would stop the photosynthetic process. However, a spe-
cialized spatial array of consecutive acceptors eliminates the back transfer
problem and is responsible for the efficiency of photosynthesis [1-3]. In sys-
tems of randomly distributed donors and acceptors (liquid or solid solutions)
geminate recombination can be very rapid [4]. In liquid solutions, geminate
recombination competes with diffusional separation of the photoinduced ions
and limits chemical yields. Therefore, understanding phenomena which influ-
ence back transfer is not only an important basic problem, but is a problem
of considerable practical significance.

In a system of dilute donors and more concentrated acceptors, the initial
electron transfer is into a random distribution of acceptors. In solid solution,
the positions of the donors and acceptors are fixed. The rate of forward electron
transfer depends on the distance-dependent transfer rate that is determined
by the intermolecular interactions between the donor and acceptor [5-10].
The transfer rate falls off very rapidly with the separation between donor and
acceptor; therefore transfer occurs to acceptors that are relatively close by (a
few tens of A at most). However, contact between the donor and acceptor is
not required for transfer to occur.

The back transfer problem is more complex than forward transfer. The
distribution of radical-ion pair separations formed by forward transfer is not
random, but rather determined by the details of the forward transfer distance-
dependent transfer rate and the acceptor concentration. This leads to a com-
plex averaging problem in the theoretical analysis of the combined forward
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and back transfer dynamics. At short time, donors with nearby acceptors will
transfer an electron. Because of the resulting small separation of the ions,
back transfer will also be rapid. At longer times, donors with acceptors some-
what further away will transfer an electron. Because of the larger separation
between the ions that are generated, back transfer will be slower. By the time
ion pairs are formed with large separation, recombination of ions formed
with small separations will have occurred. Over time, ion pairs at smaller
separations are formed and have time to recombine, while ions at greater
separations are only beginning to be formed. This process continues as time
increases, and the result is that the probability distribution of separations of
ions in pairs moves out as a wave.

In liquid solution, prior to electron transfer, neutral donors and acceptors
will undergo spatial diffusion. The rate of diffusion is determined by the vis-
cosity of the liquid and the size of the molecules. The motion of the particles
increases the complexity of the dynamics of both forward transfer and gemi-
nate recombination. Initially, an excited donor may be far from any acceptor.
In solid solution, either electron transfer would be very slow or no transfer
would occur. However, in a liquid, diffusive motion can move an acceptor
close to an excited donor. If the viscosity of the liquid is reasonably low,
the rate of diffusion can be rapid, and diffusion will have a profound effect
on forward electron transfer. The rate of transfer and the yield of electron
transfer is greatly increased by significant diffusion of the particles. If the
donor and acceptor are initially neutral, electron transfer generates opposite-
ly charged particles. The charged particles will be attracted to each other by
their Coulomb interaction. Since the forward transfer is relatively short range,
the Coulomb attraction can be very strong. This modifies the random diffu-
sive motion. The particles are drawn toward each other, enhancing geminate
recombination. However, the diffusive motion makes it possible for the ions
to avoid geminate recombination, although the probability for escape may be
very small. '

It is also possible for the particles to repel each other. If the donor is initially
a doubly negative ion and the acceptor is neutral, then following electron
transfer both particles will have single negative changes. Now the Coulomb
interaction pushes the ions apart, enhancing the probability for escape. In
liquid solutions, back transfer competes with diffusional separation of the
radical-ions and may have a non-obvious influence on chemical reaction
yields [4, 11, 12].

As discussed briefly above and demonstrated by the results of many exper-
imental investigations on a wide range of systems, there is more to photoin-
duced electron transfer than electron hopping [5, 6, 13—19] between molecules
in intimate contact. It has been shown that electron transfer depends not only
on the distance between donors and acceptors [5-10] but also on factors
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such as exothermicity [20-22], reorganization energy [2, 13], temperature
[14, 15, 23], solvent polarity [24], molecular spacer (for intra-molecular elec-
tron transfer)[7, 13], and electric field [3, 25]. This has motivated theoretical
investigations into the dependence of the electron transfer rate on each of
these factors [7, 20, 23, 26-29]. The purpose of this article is to give exper-
imental and theoretical insights into the statistical mechanical aspects of the
dynamics of photo-induced electron transfer and geminate recombination in
liquid solution. The standard quantum mechanical model for the distance-
dependent transfer rate between a donor acceptor pair (neutrals or ions) is
used. This transfer rate falls off exponentially with distance [5, 6, 8, 10].In a
system of donors and acceptors that are initially randomly distributed and are
undergoing diffusive motion, properly performing the spatial averages over
configurations is complex. This problem has been treated successfully theo-
retically [30-34]. However, the difficulty of the problem is greatly magnified
when geminate recombination is included. The experimental and theoretical
descriptions, given below, of photoinduced electron transfer and geminate
recombination in solid and liquid solutions provide a detailed explication of
the current understanding of this field.

In Section 2 a model is developed for a system of low concentration
donors and high concentration acceptors in solid solution. The donors and
the acceptors are in fixed positions. This is the simplest situation, and the
theoretical model can be solved exactly. Considerable insight into the nature
of the problem is obtained by examining the problem in the absence of
diffusion. The time dependent ion pair populations, the spatial distribution
of the separations of ions in the pairs, and experimental observables are
calculated. In order to put this theory into perspective, it is compared with
other formulations of the problem, and the ranges of applicability of each are
discussed.

In Section 3, the theory is extended to include diffusion of the particles
in liquid solutions. The lifetime of photo-generated ions in solution depends
on the forward and back electron transfer parameters [1], the concentration
of acceptors, the interaction potential between the ions, and on the diffusion
[35-39] constants of the donors and the acceptors. The theory provides a
comprehensive description of the competition between electron back trans-
fer and separation by diffusion. When the particles are allowed to diffuse
following electron transfer, the Coulomb interaction can greatly influence
the dynamics. To illustrate the important situations, three different donor (D)
and acceptor (A) combinations will be explored that result in an attractive,
a repulsive, or no Coulomb interaction. In addition to other properties, the
reactive state survival fraction, i.e., the fraction of ions that escape geminate
recombination by diffusing apart, is calculated. The results are compared to
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previous models that considered only the fast or slow diffusion limits [30-34,
40-43]and electron transfer only at contact [44—47].

In Section 4, the models presented in Sections 2 and 3 will be compared to
experiments. Steady state fluorescence yield and time resolved fluorescence
measurements are used to determine the population of the donor’s excited
state, and pump-probe experiments are used to measure the population of
ion pairs produced as a result of electron transfer. Since electron transfer
quenches the fluorescence from the excited state, fluorescence provides a
direct observable for the yield and time dependence of the forward electron
transfer process. The pump-probe observable is proportional to the population
that is not in the ground state of the system. In the systems studied here, there
are only two other states involved, the excited state and the reactive state
(the ion pair produced as a result of forward electron transfer). Since the
time-dependent excited state population is obtained from the fluorescence
measurements, the time-dependent reactive state population is determined
by combining the results of the pump-probe and time-resolved fluorescence
experiments. An important aspect of this work is that the experiments were
performed in both solid and liquid solutions on the same donor-acceptor pair.
The solid and liquid solvents were chosen to have very similar dielectric
properties. Therefore, within the context of the theoretical model, the only
difference between the solid and liquid is the rate of diffusion.

The comparison between solid and liquid solutions provides an important
control for judging the applicability of the statistical mechanics theoretical
treatment. For a solid solution (fixed donor and acceptor positions), the nec-
essary spatial averages can be performed exactly [36, 37]. Measurements
as a function of the acceptor concentration in solid solution yield the for-
ward and back electron transfer parameters. Then, in principle, experimental
results from liquid solution can be analyzed using the same transfer parame-
ters and the theory that now includes diffusion. In the experiments presented
below, the forward transfer data, obtained from time resolved and steady state
fluorescence, are in remarkable agreement with theory. The forward transfer
parameters obtained from liquid solution are virtually identical to those found
in solid solution. The back transfer dynamics in solid solution, obtained from
pump-probe experiments as a function of acceptor concentration, show very
good agreement with theory. When the solid solution back transfer parameters
are used in the liquid solution theory, very good agreement with experiment
is again found without adjustable parameters if the high frequency relative
permittivity is used. The use of the low frequency relative permittivity results
in very poor agreement between theory and experiment, regardless of how
the back transfer parameters are varied. The use of the high frequency relative
permittivity is discussed in terms of the time and distance scales involved in
the electron transfer dynamics.
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2. Solid Solutions

In a system in which there are neutral donors (low concentration) and neutral
acceptors (high concentration) randomly distributed in asolid solution, optical
excitation of a donor can be followed by transfer of an electron to an acceptor
[1]. Once electron transfer has occurred, there exists a ground state radical
cation (D) near a ground state radical anion (A™) (this pair represents the
reactive state). Since the thermodynamically stable state is the neutral ground
state D and A, back transfer will occur. In liquid solution, back transfer
competes with separation by diffusion. Here the focus is on a system of
donors and acceptors which are in fixed positions. This permits the ensemble
averaged dynamics of the coupled forward and back transfer processes to be
isolated from the influence of molecular diffusion.

A great deal of effort has been devoted to modeling the microscopic
electron transfer rate [1, 2, 20, 26, 48, 49]. It has been shown [5, 6, 8, 10]
that a transfer rate which is exponentially dependent on distance works well
for electron transfer over a considerable range of distances. This form of the
microscopic electron transfer rate is employed to describe both the forward
and back electron transfer for a particular donor-acceptor pair.

The forward transfer process is relatively straightforward to model [5, 6,
10, 50-53]. The forward transfer process involves the interaction of a donor
with acceptors which are randomly distributed in space. For a donor-acceptor
electron transfer rate which falls off exponentially with distance, Inokuti and
Hirayama [50] have developed a statistical mechanics theory describing the
time dependence of the ensemble averaged forward transfer for the case of
point particles.

The back transfer problem is more complex. The distribution of distances
between the ions Dt and A~ is not random. It is determined by the details of
the forward transfer process. The distribution will be strongly biased toward
small separations. After electron transfer, the system consists of a cation near
an anion. Transfer from the anion to a neutral acceptor is not included since
there is no net driving force for the transfer [2]. Transfer from the anion to a
cation which was not the original source of the electron is not included because
the concentration of the donors is assumed to be low and the concentration of
the donor cations is even lower. The statistical mechanical theory presented
below is an exact solution to the model problem outlined above. The theory
calculates the time-dependent probabilities that the donor is excited, that it is
a cation (the reactive state), or is a neutral in its ground electronic state. From
these results, the average ion-pair separation as a function of time and the
average ion-pair (reactive state) existence time are calculated. The effect a
particular acceptor has on the reactive state probability, with the influence of
the other acceptors properly accounted for, as a function of time and distance
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is also calculated. The results provide an excellent picture of the dynamics of
an ensemble of electron transfer systems. The results of this model have been
compared to other approximate solutions of this problem.

A. THEORETICAL DEVELOPMENT

In this section, the donor excited state population function, {Pex(t)), and the
donor reactive state (ion-pair) population function, (Pr(?)), are derived. In
the model, low concentration donors and high concentration acceptors are
randomly distributed and held fixed in a rigid matrix. It is assumed that the
donor has only one accessible electronic excited state, and the acceptor has
only one acceptor state. All states are singlets. The concentration of donor
molecules is low enough that donor-donor electronic excitation transfer does
not occur.

At time ¢t = 0 an ensemble of dilute donors is optically excited. In
the absence of acceptors, the probability of finding the donor still excit-
ed at time ¢, (Pex(t)), decays exponentially with excited state lifetime T,
(Pex(t)) = exp(—t/7). When acceptors are present the probability decreases
more rapidly due to the addition of the electron transfer pathway for quench-
ing the electronic excited state. Electron transfer creates a ground state radical
cation (D7) near a ground state radical anion (A-). Since the thermodynam-
ically stable state consists of the neutral ground state of D and A, electron
back transfer will occur. A schematic illustration of these processes is shown
in Figure 1.

The rate constants for excited state decay (k), forward electron transfer
(ks), and electron back transfer (k) are:

1
1 R;—R

ki(R) = ;exp( f(Zf ), 2
1 R,— R

ks(R) = ;exp( — ) 3)

where R is the donor-acceptor separation. Ry and R, are used to parametrize
the distance scales of forward and back electron transfer [5, 10, 50]. a; and ay
characterize the fall off of the electronic wave function overlap of the neutral
donor and acceptor states and of the ionic states, respectively [5, 10, 50]. 7 is
the donor fluorescence lifetime. While the lifetime 7 is not inherently related
to the forward or backward electron transfer processes (Equations (2) and
(3)), this factor is used as a relative clock by which to follow electron transfer
temporally.
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Fig. 1. (A) A diagrammatic representation of forward and backward (geminate) electron
transfer. This model depicts the situation studied here, i.e., a neutral excited donor surrounded
by a higher concentration of neutral acceptors. (B) A level diagram showing the three states:
the ground (DA), excited (D* A), and reactive (Dt A™) states. The three rate processes are
represented by their rates, 7, ks(R), and k»(R), which are the fluorescence lifetime of the
donor, the forward, and the back transfer rates, respectively.

The differential equations describing the processes for a donor and n
acceptors having a fixed configuration of donor-acceptor separations given
by the set of distances Ry, ..., R, (R), in a volume V are:

9
ot

QPQ (R t) = kf(R’i)PeX(Ra t) - kb(Rl)PrZe(Ra t)a i = 17 (RS TL(S)

Pux(R,1)

ll

[ +Zkf(3} P (R, 1), 4)

where each R; is the distance from the donor to the ith acceptor. Pey (R, 1) is
the probability of finding the donor in its excited state. P%, (R, t) is the prob-
ability of finding the donor in its reactive (cation) state with the ith acceptor
in its anion state. Summing the solution of Equation (5) over all 7 gives the
total probability of finding the donor in its cation state. The terms multiply-
ing Pex(R,t) in Equation (4) account for processes which remove the donor
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molecule from its excited state. In Equation (5) the factor k¢(R;)P*(R,t)
describes electron transfer which takes the donor to its cationic state. This
is also the rate of ion formation on the ¢th acceptor. Similarly the term
—ky(R;)PL(R,t) accounts for electron back transfer from the ith acceptor
(anion) to the donor (cation), returning the donor cation to its neutral ground
state.

The solution of Equation (4) is straightforward:

Pex(R,t) = exp(—t/7) exp (— Zn: k?f(Ri)t) . (6)
1=1

The decay described by Pex( R, ) depends on the particular acceptor config-
uration considered. The ensemble average over all possible configurations is
(Pex(t)). At low concentrations (Pex(t)) is given by Inokuti and Hirayama
(IH) [50]. The IH theory does not include excluded volume effects. These
will be included below. Initially the molecules are taken to be point particles.
The IH result is

(Pex(t)) = exp(—t/T)exp (—47TC/ [1 — exp(—k;(R)t]R? dR) Q)]
0

where C is the acceptor concentration.

Instead of directly solving Equation (5) for Pi(R,t), then performing
the ensemble average and passing to the thermodynamic limit, the average
over all possible spatial configurations of n - 1 acceptors in a volume V is
performed for each term in Equation (5):

(%Pﬁ;(&t»n—l = (k(R)Pex(R, 1)1 — (ks (R) Peo( B, t))n-1, (8)

where (), denotes an average over all spatial coordinates except the ith
spatial coordinate (the subscript on R has been dropped). (PL(R, )}, is
the probability of finding the donor in its reactive (cation) state at time ¢, with
an acceptor at R in its anion state. Since the spatial distribution of acceptors
at different points is uncorrelated and the ensemble averaging procedure is
independent of the time derivative, Equation (8) can be rewritten as

0, :
7\ Lre( By t))n—1 = kg (R){Fex (R, )1 = ks (R){Fre( B, 1)1 (9)

Casting the problem in the form of Equation (9) has an important advan-
tage. It reduces the many particle problem in Equation (5) to a two particle
problem. This is the key step which makes the exact solution of this problem
tractable.
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The solution of Equation (9) is now straightforward:

(PRt = [ k(R P By
0

x exp(—ky(R)(t —t')) dt’. (10)

Equation (10) is an exact expression for the probability of a donor molecule
being a cation with an anion at position R. k(R){ Pex(R,1')),—1 (under the
integration sign in Equation (10) is the rate of an excited donor transferring
an electron at time ¢’ (the rate of reactive state formation), and the exponential
term exp(—ky(R)(t — t')) is the reactive state survival probability at time ¢ of
an ion-pair that was created at time . Hence the total probability of finding
the system in the reactive state at time ¢ with the anion at R is the product of
the rate of reactive state formation with the reactive state survival probability
integrated over all times from zero to z. Equation (10) was obtained for the
initial condition that at ¢ = 0 all the molecules are neutral, (P5(R, 0)),_1 = 0.

The explicit expression for (Pi(R,#)),_ is obtained by first averaging
Equation (6) over all acceptor coordinates except the ith acceptor coordinate.
The result is:

(Pex(B,¥'))n—1 = exp(—t'/T) exp(—kg(R)t)

Ry n—1
4
- / [1 - exp(—k;(R)Y)|R2dR| a1

0

where V' = 47 R3/3 is the volume in which the acceptors are distributed.
Equation (11) substituted into Equation (10) gives:

(Pe(R,1))nr

t

= [ k() exn(~/7) exp(~Fk(R)Y) exp(~hu(R)(1 ~ 1))
0

n—1

X 1——/ [1— exp(—ks(R)R*dR|  dt' (12)

The total time-dependent probability of a donor molecule being a cation
is found by averaging over the last spatial position R, and summing over all
n acceptors:

Ry
(Pe() = 3 T [ (PA(R, )1 R dR a3
i=1 0
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Each term in the sum is identical thus

Ry
4mn

(Pe() = 57~ | (Bl Ro 1)1 B dR. (14)
0

At this point the thermodynamic limit is taken (the limit as the number of
acceptors n and the volume V go to infinity while keeping their ratio constant).
In this limit, n/V becomes the concentration of acceptors C. The result gives
the total probability that the donor is a cation:

(Palt) = 47C [ [ ks(B) exp(=hs(R))(Pes(?)
0 0

x exp(—ky(R)(t —t')) dt’ R* dR. (15)

Equation (15), which involves a double integral over space and time, can be
readily evaluated numerically.

The theory developed above uses a model of point particles distributed
randomly in a solid solution. In a real molecular system, the donor and the
acceptor molecules occupy finite volumes. When the results given above are
modified to include donor-acceptor excluded volume and acceptor-acceptor
excluded volume [40, 54, 55], Equations (7) and (15) become, respectively,

(PeX(t» =

4 0
exp(—t/T) exp :;3—[ / In[1 — p+ p exp(—k;(R)t]R*dR | , (16)
R

exp(—ks(R)t)
(Pre(t)) = 4”C/ _/1—p+P exp( fkf(R)t')

><<Pex(t'>> exp(—ky(R)(t — 1)) i’ R? dR, a7

where R,, = Rp + R4, where Rp is the radius of the donor, R 4 is the
radius of the acceptor. R,, is the distance at which the donor and acceptor are
in contact. p = C'd3 and d is the diameter of the acceptor excluded volume.
The electron transfer rates in Equations (2) and (3) depend exponentially
on distance. Therefore electron transfer is a relatively short range process.
The distance scale is on the order of R; and R,. The short range nature
of the transfer rates has led some to believe that only the single nearest
acceptor is important in determining the dynamics of electron transfer and
recombination [6, 52, 53]. In this sense, the problem would reduce to a one
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acceptor calculation. Using the results given above, it is possible to address
the question of the many particle nature of this problem.

Prior to passing to the thermodynamic limit, the problem is cast in terms
of a finite number of acceptors. Equation (15) gives the cation probability
for an ensemble having an infinite number of acceptors and concentration C.
Equation (14) can be used to obtain the same quantity for any finite number
of acceptors » in a volume V such that their ratio is C. Thus Equation (14)
gives the probability that the donor is a cation as a function of time and
the number of acceptors. It has been shown [11, 56] that for even moderate
concentration the convergence is quite slow. Thus, an accurate calculation
requires the thermodynamic limit.

The results given in Equations (16) and (17) will be used below to calcu-
late observables and analyze experimental data. However, it is interesting to
examine the reactive state probability in another way that is not experimental-
ly accessible. For a system of randomly distributed donors and acceptors, it is
possible to look at the influence of a particular acceptor on the reactive state
probability as a function of time and the donor-acceptor separation. To inves-
tigate the effect of the sth acceptor, it is necessary to average over the positions
of all other acceptors, since they in part determine the rate of electron transfer
to the 7th acceptor when it is at location R. The expression for this probability,
(PL(R,t))n—1 (the reactive state distribution function), for a finite number
of point particles is given by Equation (12). In the thermodynamic limit the
expression is

(Prle(Ra t)>n—1

= [ ky(R) exp(=ks(R)Y)Pult) exp(~k(R)(t ~ ¢)) &t (18)
0

(PL(R,t)),—1 given in Equation (18) is the time dependent probability that
the ith acceptor, located at R, is an ion. { P5(R,1)),—1 vs. distance for a unit
volume element about R is displayed in Figure 2 for the time, ¢, varying from
0.01 ns to 100 ns. The electron transfer parameters are ay = 1.0 AR i =
10.0 A, ap,=1.0 1&, and R, = 10.0 A. The concentration, C, of the acceptors
is 0.1 M, and the excited state lifetime is 16 ns. For a given time, the curves
show the probability of having ion pairs with various ion separation distances.
Consider one of the curves for a particular time, ¢. If each point on the curve
is multiplied by 47C R? and the curve is integrated, the resulting value is the
reactive state probability at the time z.

In Figure 2, for each time, there is a most probable cation-anion separation,
and this distance increases as t increases. At short times, most ion pairs that
are created have very small ion separations. These pairs are created quickly,
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Fig.2. Thereactive state population (P (R, t))n—1 versus distance for values of time varying
between 0.01 ns to 100 ns. The electron transfer parameters are ay = ap = 1.0 A, Rf=Rp=
10.0 A. The concentration of acceptors C = 0.1 M, and the excited state lifetime = 16 ns. Each
curve shows the probability of an ion pair existing at the given time at a separation distance
R. As time increases, ion pairs formed at small separations have time to recombine, while
ion pairs at larger distances are slowly beginning to be formed. The result is that the spatial
distribution of ion pairs becomes weighted to greater distances at larger times.

but because of the small separations, recombination is very rapid. As time
increases, it becomes more probable that ions will be created which are further
apart, and the distribution of ion separation distances becomes larger. As can
be seen from the figure, it is as if the distribution of separations moves out as
a wave. Pairs with small separations are created and vanish. Then pairs with
larger separations are created and vanish. It can also be seen from the figure
that for a given set of parameters, there is an effective maximum separation.
This arises because of the excited state lifetime which acts to cut off very
slow, long range transfer events.
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B. COMPARISONS WITH OTHER METHODS

In this section, three other methods that appear in the literature for calculating
the radical-ion probability for a donor surrounded by a random distribution of
acceptors in solid solution will be compared to the exact result given in ILA.
Details of the comparisons and the methods are given in reference [57]. The
methods are the one acceptor approximation (OA) [56], the nearest neighbor
approximation (NN) [52, 53, 58], and the one acceptor series approximation
(OAS) [59]. The exact result is labeled ER. High (1.0M), medium (0.1M),
and low (0.01M) concentrations of acceptors were used to find where each
theory is useful by comparing it to the exact results. For the purposes of
comparison, a reasonable set of forward and back transfer parameters were
used. To simplify computations, the forward and back transfer parameters are
identical, k7(R) = ki(R). The parameters used for the rates are 7 = 20 ns,
Ry = Ry =10.0 A, ay = ap =0.5 A, and the excluded volumes are zero
(R, =d=0).

Figure 3 shows the reactive state population as a function of time and
concentration. For Figure 3A, the concentration is very low, C = 0.01M. The
OA and OAS results are the same and lie slightly above the NN and ER results.
The OA method and the OAS method are virtually the same except that the
OAS is a power series in the OA result. The OA and OAS results overcount the
number of radical-ions. Since the time-dependent excited state probability is
the same for all the curves at this concentration [57], the differences between
the methods at low concentration is only the description of the recombination
dynamics. The NN and ER results are the same.

At moderate concentration (C =0.1M, Figure 3B) we see that all the curves
are different. The OA and OAS results are above the NN and ER results, and
the differences are now large. At high concentration (C = 1.0M, Figure 3C)
we see something different. The OA result rises and falls within 1 ns. At this
high concentration, the OA method considers a volume that is too small to
catch all the possible electron transfer events and so undercounts the number
of radical-ions. It is possible to improve the OA result by modifying it to
include an infinite volume. This is shown as a fifth curve labeled OA*°. The
OA® curve is similar to the OAS curve. Both of these curves are profoundly
in error as can be seen by comparing them to the exact result, curve ER. On
the other hand, the NN curve is a reasonable approximation to the exact result
for this set of transfer parameters.

The OA and OAS methods are only reasonable at extremely low con-
centrations where there is virtually no electron transfer. In contrast, the NN
result is a reasonable approximation, but its validity for a given set of transfer
parameters must be tested against the exact result.
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Fig. 3. The reactive state population as a function of time, P (). The calculations were
performed at three concentrations: A is 0.01 M, B is 0.1 M, and C is 1.0 M. The electron
transfer parameters used are Ry = Ry =10.0 A, a; =ap =05 A, and 7 =20.0 ns. OA is the
one-acceptor approximation, OAS is the one acceptor series result, NN is the nearest neighbor
result, and ER is the exact result (Equation (17)). In C, OAoc is the OA result with the upper
limit of integration extended to infinity.

3. Liquid Solution

In this section, the theory of photoinduced electron transfer and geminate
recombination in solid solutions 156] is extended to include diffusion of
the donors and acceptors. This makes the theory applicable to liquids and
provides a comprehensive description of the competition between geminate
recombination and separation by diffusion.

The nature and role of diffusion in chemical systems has been studied for
many years [58, 60, 61]. More recently, a considerable amount of work has
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been done on the influence of translational and rotational diffusion on excita-
tion transport among molecules in liquids [30-34,40-43]. In these treatments,
the assumption of a slow or fast diffusion process relative to the transfer time
is assumed to make the mathematics more tractable. The influence of diffu-
sion on electron transfer has also been studied both experimentally [4, 46, 62,
63] and theoretically [12, 44-47, 64—68]. In these studies various assumptions
have limited the general applicability of the theoretical results. In one study,
the limit of low acceptor concentration was used to obtain information only
on forward electron transfer [12]. In other studies, transfer is allowed only at
contact between the donor and acceptor [44—47, 66].

Here, the problem of photoinduced electron transfer and geminate recom-
bination is treated for the full range of diffusion constants and concentrations
and for any combination of forward and back electron transfer parameters.
The model encompasses the three situations that illustrate the full range of
possibilities. Case 1 has as its excited state a neutral excited D* molecule
with a neutral A molecule. Its reactive state is an ion pair of opposite charges
(D1t A7), while the ground state is the neutral D and A. Case 2 has an excited
state composed of a neutral donor and an acceptor A% with a +2 charge,
a reactive state with like charges on the molecules (Dt A™), and a ground
state which has the neutral donor D and dication acceptor A™*. In Case 3
the model has an excited state comprised of an excited neutral D* with a
positively charged A*. The reactive state has a neutral A with a positively
charged D, and the ground state has a neutral D with a positively charged
AT, The cases were chosen because they cover an attractive, a repulsive, and
no Coulomb interaction, respectively, following electron transfer, and there
is no Coulomb interaction between the initial species. Therefore, it is reason-
able to take the initial distribution of donors and acceptors as random. The
material presented below can be applied to non-random initial conditions by
performing the appropriate spatial average.

A. THEORETICAL DEVELOPMENT

The excited state, (Pex(t)), and reactive state, { Pre(¢)), populations will be
derived. The probabilities of finding the donor molecule in its excited or
reactive state for a system containing only two molecules, the donor DD and
the acceptor A, in solution is solved first. These results are then extended to a
system that has many acceptors, and the ensemble average is performed over
all acceptor positions.

At t =0, the donor is optically excited. In the absence of the acceptor,
the probability of finding the donor excited decays exponentially with the
excited state life time, 7, where (Pex(t)) = exp(—t/7). When an acceptor
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is present, the probability decreases more rapidly due to the addition of the
electron transfer pathway.

The survival probabilities of the excited, Sex(R,t), and reactive states,
Sre(R, t), for solid solution [56, 65, 69] are given by the following equations
for one acceptor in the absence of fluorescence:

Sex(Rat) = exp(—kf(R)t)a (19)
Se(R,t) = exp(—ky(R)D). 20)

These are the probabilities that the state (excited or reactive) will still survive
after a time ¢ with a donor-acceptor separation of R in the absence of fluo-
rescence. To include fluorescence one multiplies the survival probability by
exp(—t/7).

In liquid solution, the situation is more complicated because the positions
of the particles are not static. The donor and acceptor molecules undergo
diffusive motion characterized by their corresponding diffusion constants
Dp and Dy4. It is convenient to describe the position of the acceptor in
a reference frame whose origin coincides at any instant with the center of
mass of the donor. In this reference frame, the acceptor undergoes diffusive
motion relative to a stationary donor characterized by the diffusion constant
D = Dp + D4 [34, 39, 46, 66]. For the three cases introduced above, there
are no significant intermolecular forces between the donor and acceptor prior
to electron transfer. This means that the donors and the acceptors are randomly
distributed and are freely diffusing. The survival probabilities for the excited
and reactive states in liquid solution are [46, 47]:

)

gsex(t | Ro) = DV%,Sex(t | Ro) — k(Ro)Sex(t | Ro), (21)

Sex(0] Ro) =1, (22)

4B D=2 g (t, Ro) | =0 (23)
m 6R() ex\ly L0) |Ry=Rm — Y

9 +

572t | Ro) = L, Ste(t | Ro) — ko(Ro)Sre(t | Ro), (24)

S(0] Ro) = 1, (25)
I

47 RZ D——Se(t | Ro)|Ry=R., = 0, (26)

mﬁa
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Where V%‘) for the spherically symmetric case considered here is

) 2 0 d?
R=Z% a5 T am
V(R,) is the interaction potential between the donor and the acceptor in the

reactive state divided by KgT'. Here V(Rp) is a Coulomb potential and is
given by:

@7

—— | 5 28
4repe, KpT | R’ (28)
where Zp and Z4 are the numbers and signs of the charges on the donor and
the acceptor, respectively, e is the charge of the electron, ¢ is the permittivity
of free space, ¢, is the relative permittivity of the solvent, K p is Boltzmann’s
constant, and T is the temperature. LI';O is given by [46, 47]:

V(RO):{ ZpZ4e } 1

1 d d

L} = R—%exp(V(Ro))a—l%DRg exp(—V(Ro))a—Rg. (29)
Equations (21) and (24) for the excited and reactive state survival probabilities
cannot be solved analytically. There are, however, analytical solutions for
very small [67] and very large diffusion constants [68] and for transfer only
at contact [46, 47]. Here, the equations for the survival probabilities will
be solved numerically since the diffusion constants explored in this work
are intermediate between the small and large diffusion limits, and electron
transfer occurs over a range of distances with a distance-dependent rate.

The partial differential equations describing electron transfer with dif-
fusion for a donor and N acceptors having an initial configuration of Ro;
(j=1,...,N)and aconfigurationof B; ( = 1,..., N)atatime¢ are given
below for an infinitely long excited state fluorescence lifetime:

0
EPCX(RI,- * '7R‘n7t I R017 o '7R0N)
N
= Y [DVi - ks(R;)]
J=1
XPeX(RI’"'aRNat|R01a"'aR0N)7 (30)
~r 6(R; — Ro;)
Pex(R1,--+,RN,0| Roy, -+, Row) = [[ —L2=—2, (31
j=1 47TR0]

0
47"R%—LD§Pre(R1,"',RN,t | Rot1,- -+, Ron) |R;=Rm = 0,
J
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0
825 re(Rla"'vRN7t[ROlv"'aRON)

— ZLRJ re Rlv . 7RN7t|R017"'7R0N)

~k‘b(Ri) Py(Ry,--, Rn,t | Roy,- -+, Ron)
+kf(R;)Pex(R1,--+, Rn,t| Roy,- -+, Ron)
(t=1,---,N), (33)

PrZe(Rla7RNaOlR0177R0N):O7 (12177N) (34)

452, exp(=V (By)) 5 exp(V (1)

XPre(Rla"'7RN7t l RO], "7RON) IRj:Rm = 07
(j=1,---,N), (35)

where Pex(R1,..., BN, t| Ror,... Ron) is the excited state probability with
the initial condition given by Equation (31) and boundary condition given by
Equation (32). PL(Ry,...,RN,t | Roi,..., Ron) is the probability that the
system is in the reactive state and the ith acceptor has the electron. L Rj 1s the
Smoluchowski operator [46, 471:

0
Lp, = Ea_R—jDR? exp(—V(R; ))ﬁ exp(V(R;)). (36)
The initial condition is given by Equation (34), and the boundary condition
is given by Equation (35). This is only exact in the limit of Dp =0, but is a
very accurate approximation in three dimensional systems [66].
The solutions to the above equations for the state populations in the ther-
modynamic limit are:

(Fex(t)) =
ar T )
exp(~1/r) exp | 5 [ Inft = p+ pSun(t | Ro)| 3 dRo | , 37)
ERm

where d is the acceptor diameter, p = C'd>, and C is the concentration of
acceptors in number density units.

- Sre(t =t | Ro){Pex(t"))
{ Fre(t)) = 4rC // I~ p+ pSex(t IRO)

3Sex(t |R0)
% [_ ot

] dt’ R3 dR,, (38)



ELECTRON TRANSFER IN SOLUTION: THEORY AND EXPERIMENT 55

where { Pex(1)) is given by Equation (37).

The probability that the system is found in any one of the three states,
ground ((Pg(¢))), excited ({ Pex(2))), or the reactive ((Pr(t))) state is unity.
Therefore, the ground state population is:

(Per(1)) = 1 = (Pex(1)) = (Pre(t))- (39)

B. MODEL CALCULATIONS

In this section, the excited state (Equation (37)) and reactive state (Equa-
tion (38)) population functions will be displayed for a variety of parameters.
The reactive state survival fraction will also be calculated. The partial differ-
ential equations for the survival probabilities were solved numerically. The
formal treatment presented in the last section performed some of the neces-
sary averaging analytically [70]. It also formulated the problem in a manner
amenable to numerical analysis. The Crank-Nicholson method [71] was used
to solve these differential equations, and Gaussian quadrature [71] was used
for numerical integration. In each case, great care was exercised to ensure
the accuracy of the numerical procedures [70]. It was necessary to choose
small enough distance and time steps to give stable and accurate solutions.
The reactive state probability (probability of finding ion pairs) is plotted in
Figure 4 as a function of time and diffusion constant for each of the three
cases defined above. The back transfer parameters are equal to the forward
transfer parameters: The parameters are a; = ap =1 A, Ry =Ry=12 A, T=
20ns, R, =9 A, d=17.2 A, and C = 0.3 M. All calculations were performed
using a temperature of 298 K. Case I has an attractive Coulomb potential,
case II has a repulsive Coulomb potential and case III has no potential. The
relative permittivity, ., is 78.5, the value for water. Following ¢ = 0, forward
electron transfer creates ion pairs, and back electron transfer destroys them.
As the diffusion constant increases, the probability of finding an ion pair at
long time increases for this set of transfer parameters. Even for D = 1 A2/ns,
the results are significantly different from the solid solution (D = 0). D = 100
A?/ns approaches infinitely fast diffusion. For D = 0 and D = oo, the three
cases of Coulomb interactions give the same results. In solid solution the par-
ticles are fixed. In the case of infinite diffusion constant, the particle motion is
so fast that the reactive state once created moves far away from the donor and
does not back transfer. For diffusion constants of 1, 10, and 100 AZ/ns, the
three cases are different. Faster back transfer results in a lower reactive state
probability at any time. The repulsive case gives the highest reactive state
probability, while the attractive case gives the least. The differences among
the curves are not great because of the high value of the relative permittivity
used in the calculations.
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Fig. 4. The reactive state probability as a function of time. The back transfer parameters are
equal to the forward transfer parameters: The parameters are ay = ap = 1.0 AR =Ry =
120 A, 7=20.0 ns, R, =9.0A,d=7.2 A, and C=0.3 M. Case I has an attractive Coulomb
potential, case I has a repulsive Coulomb potential and case III has no potential. e, =78.5, the
value for water. As the diffusion constant, D, increases so does the reactive state probability.

In Figure 5 the reactive state survival fraction, f,(t), is plotted as a function
of diffusion constant. The parameters are the same as those used for Figure 4
except €, = 24.3, the value for ethanol. The survival fraction is defined as the
fraction of all reactive states formed that still survive at a time . The reactive
state probability is obtained from Equation (38). The total number of reactive
states formed by time ¢ is given by Equation (38) in the limit that the back
transfer rate goes to zero, (Pr(t))xs = 0. The survival fraction is given by:

(Pre(1))
fs(t) = =t (40)
D= Blhis
In the limit of long time, this gives the reactive state escape probability. This is
the fraction of all reactive states that did not undergo geminate recombination.
In the figure, the survival fraction at ¢+ = 100 ns is plotted as a function
of diffusion constant for the three cases. In all three cases, the survival
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Fig. 5. The reactive state survival fraction at # = 100 ns as a function of diffusion constant.
The parameters are the same used in Figure 4 except with ¢, = 24.3, the value for ethanol.
Case I has an attractive Coulomb potential, case II has a repulsive Coulomb potential and case
III has no potential. For all cases, as the diffusion constant increases, the survival fraction also
increases.

fraction increases rapidly between D = 0 and 20 A2/ms. At larger diffusion
constants, the survival fraction increases more slowly. Thus, not only are
more reactive states generated with larger diffusion constants, but a greater
percentage of them survive. Case I, which has the attractive potential, has the
smallest survival fraction, while case II, which has the repulsive potential,
has the largest survival fraction. At higher relative permittivities, the curves
calculated for the three cases would be closer together, while at smaller
relative permittivities they would be further apart.

In Figure 6 the survival fraction is plotted as a function of relative per-
mittivity for a diffusion constant of D = 10 A?/ns with the other parameters
the same as Figures 4 and 5. As can be seen, the no potential case (III) is
independent of £, and lies between the repulsive (I} and attractive (I) cases.
At sufficiently large relative permittivities, the three cases should converge
to the same result since the Coulomb interaction is effectively screened. As
seen in the figure, the three cases get closer together and more symmetric
about the no potential case at large relative permittivities. At smaller relative
permittivities the cases become quite different. For the attractive case, the
survival fraction falls to zero, while the survival fraction for the repulsive
case goes almost to one as the relative permittivity goes to zero. This dramat-
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Fig. 6. The reactive state survival fraction at ¢ = 100 ns as a function of relative permittivity.
The parameters are the the same as in Figure 4 except D = 10 A%/ns. As the relative permittivity
increases the three cases get closer together while at small relative permittivities they diverge.

ically illustrates the importance of the Coulomb interaction in determining
the extent of geminate recombination.

Figure 7 presents a comparison between the theory for electron transfer
and geminate recombination presented here and other methods that have been
employed. In Figure 7, the reactive state probability given by Equation (38)
is plotted (no potential, case III), along with two approximate models for
the reactive state survival probability. In all curves, the excited state survival
probability, Sex(t | Rp), and the excited state probability, ( Pex (£)), were cal-
culated using Equations (21) and (37), respectively. Thus the differences will
be associated with the manner in which geminate recombination is handled.
The parameters used in the calculations are the same as those used for Fig-
ure 4 except that D = 1 A%/ns. In Curve A, Se(t | Ro) (used in Equation (38))
is calculated using the Collins and Kimball model [46]:

R,, k
Srelt | Fo) =1 Ry [k+47rRmDJ

RO_Rm> 2
X lerfc | ————— | —expla“Dt + o|[Ry — R,

x erfc <ax/D_t+ R%\/;_%ﬂ , (41)
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Fig. 7. The reactive state probability as a function of time for various models for the reactive
state survival probability, Sw(t | Ro) for the no potential case (III). The rate of reactive
state formation is given by the model developed here. Curve A uses the Collins and Kimball
model for Si(t | Ry), curve B has Se(t | Ro) given by Equation (24), and curve C uses the
Smoluchowski model for Si.(¢ | Ro). The parameters are the same as used in Figure 4 except
D= 1.0 A%ns and k = 1275 A/ns for the Collins and Kimball model and was calculated using
Equation (43). The Smoluchowski model underestimates the reactive state probability while
the Collins and Kimball model overestimates it.

where

_4rDR,, + k

= T4rDRZ, (42)

It is necessary to choose a value for k consistent with the detailed theory.
k is given by:

k= 47r/ k;(R)R*dR (43)
Rm

which, for the parameters used here, is k = 1275 A3/ns. Curve B uses the
theory presented here (Equation 24), and curve C uses the Smoluchowski
model in which:

Ry,

Sre(t| Ro) =1 — —— erfc (M) .
Ry

V4Dt @
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As can be seen in the figure, the Smoluchowski model underestimates the
reactive state probability, while the Collins and Kimball model overestimates
it. The Collins and Kimball model, although further from curve B than the
Smoluchowski model in these calculations, is better at higher diffusion con-
stants. As the diffusion constant becomes smaller, the Collins and Kimball
model will increasingly underestimate the amount of back electron transfer.
This is because all the electron transfer happens at contact in the Collins and
Kimball model, while the model presented here allows transfer at separations
other than contact. Also, the disagreement between the curves in Figure 7
would be greater had the rate of ion formation been calculated using the
Smoluchowski model in C and the Collins and Kimball model in A. The
agreement was improved by using a more accurate description of the forward
transfer. Furthermore, if data taken as a function of diffusion constant were
fit with either the Collins and Kimball or Smoluchowski model, the electron
transfer parameters arising from the fits would not be consistent from one
diffusion constant to another. It is interesting to note that the Collins and
Kimball model is better at short time, while the Smoluchoski model is better
at long time.

4. Comparison of Theory and Experiment

In this section, an experimental study is presented on the influence of molec-
ular diffusion on photoinduced electron transfer and the experimental results
are compared to the theory presented above. Steady state fluorescence yield
and time resolved fluorescence measurements were used to measure the pop-
ulation of the donor’s excited state, and pump-probe experiments were used
to measure the population of ion pairs produced as a result of electron transfer.
Since electron transfer quenches the fluorescence from the excited state, fluo-
rescence provides a direct observable for the yield and time dependence of the
forward electron transfer process. The pump-probe observable is proportional
to the population that is not in the ground state of the system. Since there are
only two other states involved, the excited state and the reactive state (the ion
pair produced as a result of forward electron transfer) and since the excited
state population is obtained from the fluorescence measurements, the reactive
state population is obtained by combining the results of the pump-probe and
time resolved fluorescence experiments.

Experiments were performed in both solid and liquid solutions on the
same donor/acceptor pairs. In solid solution, the viscosity is infinite; there is
no molecular diffusion. Thus, the data will be analyzed using the state popula-
tions derived in Section 2: In liquid solution, the molecules are diffusing and
the state populations derived in Section 3 will be used. The results of Section
2 are the limiting case of the Section 3 results. The solid and liquid solvents
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were chosen to have very similar dielectric properties. Therefore, within the
context of the theoretical model, the only differences between the solid and
liquid is the rate of diffusion. Thus, although they have vastly different dif-
fusion constants, the solid and liquid solutions should yield similar electron
transfer parameters from the data fits. The experiments provide a detailed test
of the theory and concepts presented above.

A. EXPERIMENTAL PROCEDURES
1. Samples

The samples are composed of rubrene [RU], the donor, and duroquinone
[DQ], the acceptor, dissolved in gither sucrose octaacetate [SOA], or diethyl
sebacate [DES]. SOA is a glass at room temperature while DES is a liquid. In
the presence of light and oxygen, RU in solution will irreversibly oxidize. The
presence of dust particles in samples increases the amount of scattered light
and noise in the data. Concentration inhomogeneities in the samples would
lead to inconsistent results. These problems shaped the sample preparation
technique [72].

For solid solution, the glass, SOA, was twice recrystallized in ethanol. DQ
was twice sublimated. RU is difficult to sublimate or recrystallize, and instead,
a small amount of RU was dissolved in a degassed (with argon) solution of
SOA in spectral grade acetone in the dark. This solution was filtered through
a 0.2 pm filter into a 1 mm path length optical cell. The cell was connected to
a vacuum line and the pressure in the cell was gradually lowered to evaporate
the acetone. The sample was then melted (under vacuum, = 10-6 torr). The
cell was removed from the vacuum line, and DQ was added. The sample
was placed back on the vacuum line and sealed off. The sample was melted
to dissolve the DQ. While molten, the sample was shaken. This step was
repeated several times to ensure a homogeneous distribution of DQ. The
concentrations of DQ and SOA were determined spectroscopically for the
solid solution.

The liquid samples were made using serial dilution to obtain the desired
concentrations for RU and DQ. Typically the RU concentration was 10~*
M, corresponding to an optical density (OD) of = 0.2 at 532 nm. The DQ
concentration ranged from O to 0.5 M. The solvent diethyl sebacate was
filtered. Each sample was placed into a 1 mm optical cuvette. The samples
were freeze-pump-thawed (3 to 5 cycles) to remove oxygen to prevent RU
decomposition and sealed under vacuum. The RU concentration (10~* M)

was chosen to eliminate dimer formation, reabsorption, and energy transfer
[72].
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The viscosities of pure DES and DQ/DES solutions were measured with an
Ubbelohde viscometer. At the highest concentrations of DQ, the viscosities of
the solutions differed from the pure solvent by a small amount. The measured
viscosities were used.

2. Fluorescence Measurements

The reduction in the RU fluorescence quantum yield as a function of the DQ
acceptor concentration was measured in the following manner. Single puises
at a 1.0 kHz repetition rate from a CW pumped acousto-optically mode-locked
and Q-switched Nd: YAG laser were doubled to 532 nm. Green single pulses
(fwhm =~ 100 ps) were used for sample excitation. A sample holder was
constructed to ensure that each sample was reproducibly illuminated with
the same amount of light and the same solid angle of fluorescence collected.
The fluorescence was collected by a lens, and the light went through a set
of 532 nm cutoff filters to eliminate scattered excitation light. The broad
band fluorescence was detected by a phototube, and the signal was sent to a
lock-in amplifier. To obtain the relative yield accurately, all the samples were
positioned the same way relative to the excitation-detection setup. For each
sample, a corresponding yield was measured for a sample that just contained
RU and solvent (SOA or DES). Dividing the fluorescence intensities of the
RU/DQ/solvent samples by the plain RU/solvent sample after correcting for
small RU OD differences gave the relative fluorescence yields.

The time resolved fluorescence decays of the RU/DQ/DES solutions were
measured by time-correlated single photon counting. The laser system and
the single photon counting instrument have been described in detail [73].
Briefly, the frequency-doubled (532 nm) output from an acousto-optically
mode-locked YAG laser is used to synchronously pump a cavity dumped dye
laser. The excitation wavelength was 555 nm. The fluorescence is detected
in a 60 nm window centered at 590 nm. Scattered light is blocked from
entering the detector (a multichannel plate). The broad spectral bandwidth of
this arrangement essentially eliminates the influence of solvent relaxation on
the time dependence of the emission. The instrument response of the system
is & 70 ps. The output of the instrument is transferred to a computer for
data analysis. The detection polarization was set to the magic angle from the
excitation polarization to remove the influence of rotational relaxation of the
donor molecules on the time dependence of the fluorescence.

The time resolved fluorescence decays of the RU/DQ/SOA solutions were
measured on a different apparatus (before the single photon counting setup
was available). However, the same monochromator and multichannel plate
setup was used, and fluorescence was detected at the magic angle. Excitation
pulses (532 nm) came from the laser described above for the fluorescence
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yield measurements. The output of the multichannel plate went to a boxcar
averager. The sampling window of the boxcar was positioned in time by a
10 V ramp, giving a time range of 100 ns. The digital output of the boxcar
was added to the data from previous shots by computer until an adequate
signal to noise ratio was obtained. The overall time response of the system
(1.2 ns) was measured by observing the excitation pulse. The system impulse
response was recorded and used for convolution with theoretical calculations
to permit accurate comparison to the data.

3. Pump-Probe Experiments

The laser used in the fluorescence yield measurements was also used for the
pump-probe experiments. For the pump-probe experiment a single green pulse
(532 nm, fwhm = 100 ps) is selected and split. One pulse is the excitation
pulse and it passes through a halfwave-plate and polarizer before passing
through the sample. The half-wave-plate and polarizer permit adjustment of
the intensity and polarization of the pump beam. The probe pulse passes
down a mechanical delay line then through a half-wave-plate and polarizer
before it impinges on the sample. The probe is set to the magic angle relative
to the pump beam. The signal is detected through another polarizer set to
the same angle as the probe beam. The spot sizes were 200 and 150 pm for
the pump and probe, respectively. The angle between the beams was about 3
degrees. The signal is detected by a large area photodiode. A second probe
beam passes through a different spot in the sample. This probe, which is not
affected by the pump pulse is detected by a second, identical photodiode.
This second probe beam is constantly measured to remove any fluctuations
in the signal due to temporal variations in laser intensity. The outputs of
the two photodiodes are inputs into a differential amplifier. The output of the
differential amplifier is sent to a lock-in amplifier. The pump beam is chopped
so that the signal recorded is the difference between the transmitted intensity
of the probe with and without the pump. As the ground state recovers, less
intensity is transmitted and the signal decreases. The intensities of the pump
and probe beams were chosen such that there were no intensity artifacts. This
was achieved by lowering the laser power until no further change in the shape
of the signal was observed. The intensity of the pump beam was typically >
20 times that of the probe.

4. Physical Parameters

The dynamics of electron transfer and back transfer in solid and liquid solu-
tions are determined by ten parameters. In addition to the RU excited state
lifetime, 7, there are four other rate parameters; the forward electron transfer
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rate parameters, iy and ay, and the back electron transfer parameters, Ry,
and ap. There are two molecular sizes: the radius of the donor, Rp, and the
radius of the acceptor, R 4. The contact distance is givenby R,, = Rp+ R4
and the acceptor diameter, d = 2R 4. There are three other parameters: the
sum of the donor and the acceptor molecular diffusion constants in DES,
D, the relative permittivity of DES, ¢,, and the concentration of DQ, C, in
the various samples. There are other parameters involved in constructing the
observables such as absorption and stimulated emission cross-sections for
the RU ground and excited states; these will be discussed further below. The
electron transfer parameters will be obtained from fits to the data. All of the
other parameters can be obtained from independent measurements.

The fluorescence lifetimes of RU in SOA and DES were measured using
time resolved fluorescence with samples that contained only RU and solvent.
The diffusion constants were obtained from measuring the viscosity of DES
and using the Stokes-Einstein equation. The relative permittivity of DES was
obtained by capacitance measurements, and the concentrations of the samples
were obtained spectroscopically.

The molecular sizes were obtained from X-ray crystallographic data [74].
The values used for the analysis are the donor-acceptor contact distance R, =
9 A and the acceptor diameterd =7.2 A. These were calculated by dividing the
volume of the crystallographic unit cell by the number of molecules per unit
cell for each molecule. This procedure gave the molecular volumes. Space
filling models of the molecules were also constructed, and the molecular
volumes agreed with the numbers obtained using the X-ray crystallographic
data. The molecules are taken to be spheres.

The viscosity of DES was measured as a function of DQ concentration.
For the concentrations of DQ used, the following diffusion constants (D =
D4 4+ Dp were obtained from the viscosities and the molecular volumes: C
=0.031 M, D =18.3 A?/ns; C=0.110M, D = 18.4 A%/ns; C=0.210M, D =
18.6 Azlns; and C=0.330M, D =188 A2/ns. These diffusion constants are
on the same order as those obtained for similar molecules [46, 75].

The relative permittivity of DES was measured using a capacitance bridge
and an air gap capacitor [76]. The measured ¢, was 5. This was also performed
as a function of DQ concentration and no variation was found.

The measured life times of RU in SOA and DES are 15 and 14.4 ns, respec-
tively. These numbers fall in the range of values measured by others [75]. At
room temperature RU has virtually unit quantum yield for fluorescence [75,
77]. Thus, there is no significant triplet formation.
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Fig. 8. The natural log of the relative fluorescence yield plotted as a function of the acceptor
concentration for the solid solution. From this plot, one of the two forward transfer parameters

is determined. Ry = 13.1 A.

B. RESULTS

There are three basic issues to address. (1) Can the statistical mechanical
model describe the data, i.e., can the shape and concentration dependence be
reproduced with a single set of fitting parameters? (2) Is there a consistency
between the parameters obtained for the solid and liquid solutions? (3) How
do the dynamics in the solid and liquid solutions compare?

1. Fluorescence Experiments

Figures 8 and 9 display the fluorescence yield data taken on solid and liquid
solutions respectively. As the acceptor concentration increases, the amount
of electron transfer increases, decreasing the fluorescence yield. The relative
fluorescence yield was calculated using:

¢ex =

N =

/ (Pex(t)) dt. (45)
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Fig. 9. A Stern-Volmer plot of the relative fluorescence yield data for liquid solution. Error
bars are shown for two points. For the other data points, the error bars are smaller than the data
squares. The best fit (solid line) gave a; =0.22 A and B; = 12.8 A.

“The solid solution data is displayed as a Perrin plot [1, 46, 75]. It is a plot
of the natural log of the relative fluorescence yield vs. concentration of the
acceptor. The data from the liquid solution is a Stern-Volmer plot [1, 46, 75].
It is a plot of the inverse fluorescence yield vs. concentration of the acceptor.

Inokuti and Hirayama [50] found that the Perrin plot is essentially linear
and its slope is related to the Ry parameter. In the data analysis here, Equa-
tion (45) was used to fit the data, using Equation (16) for the excited state
population. In principle, Equation (45) depends on the two forward electron
transfer parameters, Ry and ay, and the concentration of acceptors, C. How-
ever, Inokuti and Hirayama [50] have found that ¢y is not sensitive to large
changes in a; for the calculations without excluded volume. Calculations
with excluded volume show that this is still true. Therefore, by comparing
steady state fluorescence yield data to ¢,y obtained from Equation (45), the
Ry value for solid solution is uniquely determined. The solid line through the
data in Figure 8 is the best fit. This gives a value of Ry = 13.1 A for the solid
solution. This is a single parameter fit.

The liquid solution data (Figure 9) is given as a Stern-Volmer plot. In the
limit that diffusion is infinitely fast, the data would fall on a straight line. In the
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limit that the reaction is diffusion limited, the initial slope is related to the rate
parameters [1, 46, 75]. The experimental results are between these two limits.
Equation (45) was used to fit the data using Equation (37) for the excited state
population. For each concentration, the measured diffusion constant (given
above) was employed. In Figure 9, the solid line is the best fit; the symbols
are the data. Error bars are given for the two highest concentrations. For the
lower concentrations, the error bars are smaller than the symbols. The fit is
highly sensitive to the values of both a; and ;. It is not possible to pick an
arbitrary value of one of the parameters and obtain a fit by varying the other.
As can be seen, the curve goes through the middle of the error bars. The fit is
obtained when a; =0.22 A and Ry = 12.8 A,

The time resolved fluorescence quenching data in the solid and liquid
solutions are presented in Figures 10 and 11, respectively. The calculated
excited state population Pex(?) given by Equation (16) for solid solution or
Equation (37) for liquid solution is convolved with the instrument response
function and then compared to the data. The appropriate equation is

S(0)= [ TR(=1)Pult)) dt, (46)

where [ R(t) is the measured instrument response. For the solid solution, only
one parameter, a ¢, was adjusted to fit the data. An a; = 0.22 A was obtained.
In Figure 10, the data and the theory agree quite well. (At long time there is
a small bump in the data caused by an instrumental problem).

For the liquid solutions, either a; or R or both can be adjusted to fit the
experimental data (Figure 11). All of these procedures were used to analyze
the data. The fits are shown in Figure 11 as the solid lines through the data.
The data and fits are in such close agreement that it is difficult to distinguish
them in some of the curves. The fits were very sensitive to the values of both
ay and R;. Because of the high quality of the data and the sensitivity of the
fits to the parameters, it is possible to determine them accurately. The best
fits yield ay.= 0.22 Aand R ;=128 A. These are identical to the parameters
obtained from the fit to the fluorescence yield data.

Comparing the solid (no diffusion) and liquid (diffusion) results shows
that the ay values are identical and the Ry values differ by ~ 2%. as and R
are molecular parameters describing the forward transfer dynamics. Since
the electron transfer dynamics are affected by the solvent reorganization
energy [1], it is not surprising that these parameters are slightly different from
one solvent to another due to small differences in the solvents’ dielectric
properties. The fact that almost identical electron transfer parameters are
obtained for liquid diethyl sebacate (ay = 0.22 A and Ry = 12.8 A) and rigid
sucrose octaacetate (ay = 0.22 Aand R ;=131 A) solutions demonstrates
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Fig. 10. Time-resolved fluorescencedata and theory for solid solution for four concentrations.
The circles are the experimental data, and the lines are the theoretical curves. The concentrations
for plots A, B, C, D are 0.105 M, 0.134 M, 0.224 M, and 0.470 M, respectively. The best fit is
obtained with a; =0.22 A and R = 13.1 A. a; was the only parameter adjusted. The bump
in the data at very long times is due to instrumental error.

that a; and R; are not arbitrary fitting parameters, but rather they are good
molecular parameters that characterize the forward transfer process.

It can be seen by comparing Figures 10 and 11 that the excited state
populations decay much faster because of electron transfer in the liquid
solutions than in the solid solutions. Figure 12 shows a calculation of the time-
dependent donor quenching by electron transfer for the solid (A) and liquid
(B) solutions. The excited state decay is not included so that the differences in
forward electron transfer can be seen clearly. The parameters used are taken
from the experiments and are given in the figure caption. The difference is
dramatic. At short time (< 5 ps) the diffusion of the molecules in the liquid is
negligible and the curves are identical. At longer time, diffusion leads to more
electron transfer events and a faster depletion of the excited state. Diffusion
of the molecules has a profound influence on the transfer process in spite
of the fact that the transfer parameters, as and R, are virtually identical in
the two systems. This can be understood qualitatively. In a solid, acceptors
that are too far away from the excited donor to receive an electron within
the donor lifetime do not participate in the transfer dynamics. In a liquid, an
acceptor too far from a donor at ¢ = O can move in at later times and receive
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Fig. 11. Time-resolved fluorescencedata and theory for liquid solution for four concentrations.
The concentrations for plots A, B, C, D are 0.031 M, 0.11 M, 0.21 M, and 0.33 M, respectively.
The best fit is obtained with ay = 0.22 A and Ry = 12.8 A.

an electron. Because of this motion, more acceptors pass through the range
within which transfer is likely (during the life time of the excited state) than
would normally be there in solid solution. The net result is that, all other
things being equal, depletion of the excited state will increase with diffusion
rate.

2. Pump-Probe Experiments

In the simplest situation, the pump-probe observable is proportional to the
population that is not in the ground state. This is the situation if the only
absorbing state is the ground state and there is no stimulated emission or
excited state-excited state (ES-ES) absorption. The pump-probe observable
is then given by:

S(t) = A[<Pex(t)> + <Pre(t)>]7 @7)

where A is an arbitrary constant. Equation (47) comes from conservation of
probability (see Equation (39)).

Stimulated emission will occur if the probe wavelength is in the spectral
region of the fluorescence of the donor. Because of stimulated emission, there
is amplification of the probe intensity as it passes through the sample. This
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Fig. 12. Calculation of the time dependence of donor quenching by electron transfer for the
solid (curve A) and the liquid (curve B) solutions. Lifetime decay of the excited state is not
included so that electron transfer can more directly be compared. The parameters are C = 0.27

M, a5 =022 A, R; =130 A and for liquid solution D = 18.6 A%ms. Diffusion results in a
large increase in electron transfer.

extra signal is proportional to the excited state population and the stimulat-
ed emission cross-section. The contribution to the signal from removal of
population from the ground state is proportional to the ground state absorp-
tion coefficient (cross-section). The inclusion of stimulated emission in the
analysis is accomplished by adding the ratio of the stimulated emission cross-
section to the ground state absorption cross-section to the coefficient in front
of the exited state population [78]. This gives:

S(1) = A[(1.0 + 5)(FPex(1)) + (Pre(1))], (48)

where £ is the ratio of the stimulation emission cross-section to the absorption
cross-section at the wavelength of interest.

Following optical excitation, ground state depletion and stimulated emis-
sion increase the detected probe intensity. Conversely, excited state-excited
state (ES-ES) absorption decreases the probe intensity. This effect can be
included in the same manner as stimulated emission. The ratio of the absorp-
tion cross-section for the ES-ES absorption to the ground state absorption
cross-section is subtracted from the coefficient in front of the excited state
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population. The observable is:

S(t) = A[(1.0+ B — 7)(Pex(t)) + (Pre(1))], (49)

where 7 is the ratio of the ES-ES absorption cross-section to the ground state
absorption cross-section.

In both SOA and DES at 532 nm, excited RU has a significant amount of
stimulated emission and ES-ES absorption [77]. Although these two effects
work in opposite directions on the signal, they do not completely cancel. The
[’s were measured in both SOA and DES at 532 nm [72]. The 3’s obtained
for SOA and DES are 0.5 £ 0.1 and 0.3 £ 0.1, respectively. These are similar
to those measured by others [77, 79]. A recent study [77] was able to measure
the ES-ES absorption of RU at 532, yieldinga v = 1.0 & 0.2. The RU* and
DQ~ ions do not absorb at 532 nm [80] and therefore do not need to be
included in the analysis.

For accurate comparison to the data S(t) is convolved with the appropriate
pulse shape functions of the pump and the probe. The signal, () is given by
the convolution:

tl

I(t) = / Goprobe(t — 1) / Gpump(t")S (¢ — ") dt” dt’, (50)

[ee]

where Gprobe(t) and Gpump(t”) are Gaussians whose full width at half maxima
are determined by autocorrelation.

Since there is a significant uncertainty in the coefficient in front of the
excited state population in Equation (49), the procedure used to fit the data
involved adjustment of this coefficient within the error bars of 3 and 7.

Figure 13 displays pump-probe data taken on solid solutions for four
acceptor concentrations. At short time the data is dominated by a coherence
artifact. Measurements of the instrument response show that after 0.5 ns
the data is not influenced by the coherence spike. For this reason, the data
fitting was done at times greater than 0.5 ns. As can be seen in Figure 13,
the theory fits the solid data very well using a single choice of the back
transfer parameters. The only noticeable deviation is a slight mis-match at
intermediate time in the highest concentration (D). The fits yielded the back
electron transfer parameters: By = 12.3 Aanda, =09 A. Spanning the region
within the error bars of 3 and =, the best fit was obtained with a 8 = 0.4 and
a v = 1.2. Within the error bars of 3 and v, the best fit R varied by less then
2% and a; did not vary. Although the parameters did not vary significantly,
the quality of the fits at other values of 3 and v were clearly inferior. Thus
the choices of the 8 and + parameters do not degrade the reliability of the
electron transfer parameters.
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Fig. 13. The pump-probe data for the solid solution. The curves labeled A, B, C, and D have
the following concentrations: 0 M, 0.051 M, 0.098 M, and 0.23 M, respectively. The peak at
short time is due to a coherence artifact. The parameters that fit the data are R, = 12.3 A and
ay =09 A.

In fitting the forward transfer data in the solid and liquid solutions, it was
determined that the forward transfer parameters were virtually identical in
the two media. In fact, if the solid transfer parameters had been used without
modification, the agreement with the liquid data would be virtually the same
as that displayed in Figure 11. The excellent agreement between theory and
data shows that it is possible to handle the diffusion of the particles accurately.
Comparing the back transfer in the solid and liquid is fundamentally different
because of the Coulomb interaction between the ions. In the solid solution,
the ions are immobile, so the fact that the particles are charged does not
change the ability of the statistical mechanical theory to do the averaging
over the non-random spatial distribution exactly. In the liquid, it is not only
necessary to account for diffusive motion, but also the non-diffusive motion
caused by the attractive Coulomb interaction. This interaction is mediated
by the dielectric properties of the solvent (see Equation (24)). In the theory,
the dielectric properties come in through a single parameter, the relative
permittivity.

The data for liquid solutions are presented in Figure 14. It shows the
pump-probe observable for several concentrations, 0 M, 0.04 M, 0.13 M, and
0.22 M (Curves A-D, respectively). The spike around ¢ = 0 is a coherence
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Fig. 14. The pump-probe data for liquid solution. The curves labeled A, B, C, and D have
the following concentrations: 0 M, 0.04 M, 0.13 M, and 0.22 M, respectively. The peak at
short time is due to a coherence artifact. The smooth lines are the fits using the back transfer
parameters obtained for solid solution, Ry =123 A and ay =09 A, and ¢, = 2.

artifact. As the acceptor concentration is increased, the signal decays much
faster. The signal depends both on the forward and back transfer rates. At
higher concentration the rate of forward transfer is increased (Figure 11).
However, due to the distance dependence of the transfer parameters, the
ion spatial distribution changes as well. With larger acceptor concentration,
the ion density is shifted toward smaller ion pair separations. This larger
concentration results in an increase of both forward and back transfer, causing
the ions, on average, to be created closer together. In other words, the ratio
of number of ions being formed at small separations to the number formed at
large distances varies directly with the concentration of acceptors.

The solid lines shown in Figure 14 are calculations using the back transfer
parameters measured in the solid solution, i.e., R, =12.3 Aand ay=0.9 A.The
ratios of the stimulated emission cross-section and the ES-ES cross-section
to the ground state absorption cross-section were adjusted within their error
bars to obtain the best fit. Like the solid solution, this improved the agreement
between the data and the calculated curves, but as discussed below, did not
change the back transfer parameters that gave the best agreement with the
data. The values are § = 0.4 and v = 0.8. The relative permittivity used in
the calculation is €, = 2. This is the high frequency value [81]. As can be
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seen from the figure, the agreement between theory and experiment is quite
good. This is particularly true considering the fact that there are no adjustable
parameters in the calculation. The forward transfer parameters were obtained
from the fluorescence measurements, and the back transfer parameters are
those measured from the solid solution. However, the high frequency relative
permittivity was employed.

Figure 15 again shows the data but with calculations using the low frequen-
cy relative permittivity [81], e, = 5; all other parameters are identical. The
agreement between the data and the calculations is poor. Extensive fitting of
the data using the low frequency relative permittivity was performed. R; and
ap were varied, both independently and together, so that their ratio remained
constant, over an extremely wide range, including values that are unphysical.
The agreement could not be improved and became increasingly worse as the
parameters were adjusted away from the values measured in solid solution.
The calculated curves have fundamentally the wrong shape. Clearly the use
of the low frequency relative permittivity underestimates the strength of the
Coulomb interaction. When the high frequency relative permittivity is used,
the calculated curves have close to the correct functional form and are able to
reproduce the concentration dependence observed in the data. This suggests
that the use of the high frequency relative permittivity is appropriate. Inter-
mediate values of the relative permittivity were also used, and it was found
that the data were more and more closely fitted by the calculated curves as
the high frequency value was approached.

The relative permittivity has two contributions. Ultrafast polarization of
the solvent electrons as well as certain restricted motions of molecular sub-
stituents will occur much faster than the time scale of the electron transfer
being observed in these experiments. The second contribution involves reori-
entation of the solvent molecules to align their dipoles with the fields generat-
ed by the sudden formation of the ions. This will occur with essentially the rate
of orientational relaxation of the solvent molecules. The orientational relax-
ation time, 7,,, was calculated approximately by making a molecular model,
determining its volume, V, and using the Debye-Stokes-Einstein equation,

7. = Vn/KT, (628

where 7 is the viscosity and T is the absolute temperature. DES can assume
a wide variety of conformations. The various conformations have different
volumes, and therefore different 7,.’s. From models, the volumes of various
conformations were determined. The slowest 7, is 600 psec, while the fastest
is 150 psec. Typical values are in the range of 400 to 500 psec.

The pump-probe data shown in Figure 14 decays more slowly than 7,

particularly at low acceptor concentration. However, the long decays are
in part due to the rate of forward transfer. The correct comparison of time



ELECTRON TRANSFER IN SOLUTION: THEORY AND EXPERIMENT 75

Pump —probe signal

shadin Al R ST ey

-2 2 6 10 14 18 22
Time [ns]

Fig. 15. The pump-probe data for liquid solution shown in Fig. 14 and fits using ¢, = 5. All
the other parameters are the same as those used for the fits in Figure 14. The curves labeled A,
B, C, and D have the following concentrations: 0 M, 0.04 M, 0.13 M, and 0.22 M, respectively.
The smooth lines are the fits using the same back transfer parameters as those obtained for
solid solution, Ry = 12.3 A and ap = 0.9 A.

scales is between 7, and the life time of ion pairs once they are created.
This comparison can be made by calculating the average survival time using
the excited state (Equation (21)) and reactive state survival probabilities
(Equation (24)). The average survival time is obtained by calculating the
probability that the ions exist at time #:

T Se(R| )47CEs(R) [ Sex(R | #')(Pex(t')) dt’ B2 dR
(P(t) = Tm— = L(52)
T axCki(R) | Sex(R|¥)(Pu(t')) dt' B2 dR
Rm 0

This probability decay curve can be defined as having a characteristic lifetime
given by the time at which it has fallen to e~! times its original value. This
lifetime is taken to be the average survival time of the reactive state pairs.
Given that a reactive state pair is formed at time ¢ = 0, the average length
of time which this pair lives before geminately recombining is the e~! point
of the (P(t)) curve. The value obtained from the calculation of (P(t)) is
approximately 500 ps. This value is somewhat skewed to long time due to
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the small fraction of ions which escape recombination. This escape acts to
increase the survival probability, thus increasing the lifetime of ( P(t)).

This characteristic lifetime of the ions is on the same order as the orienta-
tional relaxation time 7,. While this result is not conclusive, it suggests that the
high frequency relative permittivity may give an appropriate description of
the Coulomb interaction between the reactive ions in solution. The agreement
between the data and calculations using the high frequency relative permit-
tivity with no adjustable parameters indicates that additional aspects of the
overall system should be taken into account. The orientational relaxation time,
T, that was calculated is for DES as a bulk liquid. However, the orientational
relaxation time of interest is actually that of DES in close proximity to the RU
cation and the DQ anion. These molecular ions will make a significant pertur-
bation of the local DES liquid structure. An increase in 7, locally would make
the high frequency relative permittivity appropriate. Another consideration is
the distance scale associated with the ion pair Coulomb interaction. Typical
distances for the initial ion pair separations are 12 to 13 A center-to-center.
This is only 3 to 4 A edge-to-edge. While the electric field is not strictly
directed along the line connecting the molecular centers, there are very few
solvent molecules participating in screening the Coulomb interaction. There
will only be one or two solvent molecules between the ions. In contrast, the
relative permittivity is a bulk property. For the short distances that are impor-
tant in electron transfer, the molecularity of the solvent can be important [4].
The experimental results presented here are consistent with a solvent that
mediates the Coulomb interaction in a manner that can be characterized by
the bulk high frequency relative permittivity, most likely because of a com-
bination of the time scale for solvent reorientation and the short distances
involved.

The forward and back electron transfer parameters obtained by fitting
the data yield theoretical curves that are consistent with the experimental
results over a range of concentrations in both solid and liquid solutions. This
demonstrates the ability of the statistical mechanical model to handle the
influence of diffusion on electron transfer. The accurate description of back
transfer, which involves diffusion modified by the Coulomb interaction with
non-random initial conditions, is significant. While any form of the distance
dependence of the transfer rate can be used in the theory, the exponential
form employed here provides a reasonable description for this system as
demonstrated by the agreement between theory and experiment. However, the
very shortest range transfer events, which occur faster than the experimental
time scale (50 to 100 psec), are not probed.
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5. Concluding remarks

In this paper we have examined photoinduced forward electron transfer and
back transfer (geminate recombination) in both liquid and solid solution. The
focus has been on the comparison of experiments with a statistical mechanical
model [69, 70] of the role of donor and acceptor diffusion on electron transfer
dynamics. In this regard, the contrast between liquid and solid solutions is
particularly important. Previously, theoretical treatments of the combined
forward and back transfer problem have been given for solid solution [52, 53,
56, 58, 59, 70] (no particle diffusion), for diffusion in the limiting cases of very
fast diffusion and very slow diffusion [30-34, 40-43, 67, 68], and for diffusion
with electron transfer only at contact between donor and acceptor [44-47].
Here, the experiments and theoretical calculations addressed the more general
situation of distance-dependent electron transfer with an intermediate rate of
diffusion.

The forward transfer data and theory agree extremely well. There is excel-
lent agreement between the data and theory for a variety of acceptor concen-
trations in liquid solution. In addition, the results in liquid solution produced
almost the identical electron transfer parameters as those obtained from the
solid solution experiments. The spatial averages performed to describe the
solid solution system are exact. The agreement between the electron transfer
parameters obtained in solid and liquid suggests that these are not arbitrary
fitting parameters and that the approximations used in doing the spatial aver-
aging with diffusion are accurate.

In the type of solid solution considered here (no acceptor self-exchange),
all forward electron transfer is followed by geminate recombination since
there is no possibility of ion escape by diffusion. The forward transfer param-
eters obtained from fluorescence measurements are used in the calculations
of the pump-probe experimental data. The pump-probe data then yields the
back transfer parameters. The agreement between the calculations and the
data for several acceptor concentrations is very good, although not quite as
good as in the case of forward transfer.

The most important aspect of this work is the investigation of geminate
recombination in liquid solution following photoinduced forward electron
transfer. The forward electron transfer produces a radical cation and a radi-
cal anion. Since the separation of the ions at the time of formation is small,
the Coulomb interaction is significant, even in solvents with large relative
permittivities [69]. In the system studied here, the solvent has a low relative
permittivity, and the Coulomb attraction dominates the motion of the parti-
cles. Simple diffusion describes the particie motions for the neutral donors
and acceptors involved in the forward transfer, but the diffusive motion is
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significantly modified by the Coulomb attraction of the ions undergoing back
transfer.

Comparison between pump-probe data in liquid solution and the theoret-
ical model, using no adjustable parameters, was found to be good when the
high frequency relative permittivity was used in the calculation. The back
transfer parameters were obtained from experiments on solid solutions. In
the theoretical model [69], the properties of the solvent come in through the
relative permittivity. The proper choice of the value to be used for the relative
permittivity is complex. It is necessary to compare the solvent’s orientation-
al relaxation time to the ion survival time. In the system studied here, it
was found that the average ion survival time is approximately equal to the
orientational relaxation time. This indicates that the low frequency relative
permittivity is not appropriate. Perturbations of the local liquid structure and
the molecularity of the solvent on the small distance scale involved in electron
transfer may move the appropriate value of the relative permittivity further
toward the high frequency value.

The agreement between experiments and calculations and the consistency
of the results obtained from liquid and solid solution data strongly support the
validity of the statistical mechanical model. Therefore, experiments combined
with the theory can provide considerable insight into the competition between
geminate recombination and separation of ions by diffusion. In the future,
examination of a variety of donor/acceptor systems and solvents will elucidate
the molecular and solvent properties that control geminate recombination.
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General Introduction

The understanding of chemical reactions at the microscopic level correspond
to fundamental challenges for the physical-chemistry and the biophysics. The
elementary steps of a reaction often correspond to very short lived transitional
states between reactants and products [1-8]. At the molecular level, the life-
time of transient steps (¢ < 10712 s) correspond to angstrém or subangstrém
displacements.

Reaction dynamics in dissipative condensed phase media (rare gas solu-
tions and molecular liquids) may be observable on the time scale of molec-
ular motions i.e. on a subpicosecond time scale. In liquids, the time scale
for reactions can occur through several order of magnitude and ultrafast
intramolecular electron transfer can be determinant for the behavior of intra
or intermolecular energy transfers at longer time. At the molecular level,
vibrational and rotational motions correspond to the fundamental parame-
ters which influence reaction dynamics through chemical bonds. One of the
main fundamental question on chemical reaction in molecular environment
of polar on non polar liquids is to understand and explain how environment
assist or impede a reaction. A key point to understand concerns the role of
the microscopic dynamics of the solvent during charge transfer reactions.
For instance, regarding redox reactions in molecular liquids there has been a
great deal of discussion over the meaning of frequency factor and the relative
role of the collisional and dielectric components solvent friction [9-14]. The
role of solvent frictions in the definition of frequency factors of reactions
encompass the development of high time resolution photochemical studies
and computational solution chemistry.

The understanding of reaction dynamics require to observe in real time the
nature of transitions states by using high-time resolution technics. Ultrashort
optical pulses offer the opportunity of a direct discrimination of the short
lived nonequilibrium configurations using diftferent spectroscopic methods
[15, 16]. The recent technological advances in the generation, measurement

J.D. Simon (ed.), Ultrafast Dynamics of Chemical Systems, 81-136.
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of ultrashort laser pulses and high-time resolution spectroscopy have allow
to push investigations of chemical reaction down to the picosecond and even
the femtosecond time scale [17-20]. Consequently, direct informations can
be obtained on the dynamics of ultrafast radical reactions linked to charge
transfer, intramolecular and intra-ionic processes. The experimental works
performed in the femtosecond time domain can mixe different spectroscopic
technics involving the frequency domain (fluorescence, hole burning, four
wave mixing, polarization) Raman spectroscopy, or different versions of the
excited-probe configurations. The best time resolutions are in the range 30—
100 fs.

During the last ten years, significant advances in the understanding of
chemical dynamic have been obtained. These advances encompass simulta-
neous progresses in experimental works and computational chemistry. Time-
resolved measurements permit to obtain detailed informations on chemical
reaction dynamics. The comparison of experimental data with the predic-
tions of suitable classical, semi-classical or quantum mechanical theories
become possible and constructive. The performances of different generations
of computer with vector or parallel architectures are not stange to the devel-
opment of theoretical chemistry in condensed phases including Monte Carlo
(MC) or Molecular Dynamics (MD), quantum path integral MC (QPIMC),
quantum path integral MD (QPIMD) or splitting operator method (SOM).
The theoretical works involve structural computations of liquid or dynamical
comportment of solvent molecules during solvation reactions [21-28].

The objective of this chapter is to focus on recent experimental works of
chemical reactions in liquid phase. We restrict our considerations to chem-
ical reaction dynamics in molecular liquids and more particularly in polar
protic liquids. The description of primary events involving ultrafast coupling
between single charges and molecular liquids can help to extend our knowl-
edge on (i) physical picture of transition states, (ii) chemical reactions at the
microscopic level, (iii) the relationship between nonequilibrium configura-
tions and the statistical physics of protic solvents.

The manuscript is organized as follow: the first section deals with con-
siderations on recent developments of time-resolved electron relaxation and
solvation dynamics in polar liquids. The section II will cover investigation of
ultrafast electron transfers (electron attachment and reactivity of nonequilib-
rium electronic states) considering the influence of solvation dynamics. In the
section III we will center our attention on ultrafast reactions which involve
concerted electron-proton transfer reactions. The last part of this chapter will
be devoted to the conclusions.
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1. Electron Relaxation in Molecular Liquids
1.A. SOLVATION DYNAMICS AND CHEMICAL REACTIONS

The understanding of solvent effects on charge transfer reactions require to
obtain detailed informations on the solvation dynamics of single charge or
excited states of molecules. The importance of dynamical solvent effect on
the rate of charge transfer reactions is particularly evident for small activation
barrier reactions: activationless, solvent-controlled fast intramolecular elec-
tron transfer for which the free energy (AG') of the reaction is small compared
to kT [8, 27]. The solvent part is dominant in the contribution of the free acti-
vation energy. When the coupling between reactants and products is weak,
the energy profiles for the electronic wave functions of the initial and final
states (¥;(¥s)) cross in single zone. That means that the equalization of the
energies for the reactants and the products are occasional and due to solvent
fluctuations (non-adiabatic coupling). In this limit case, it is now well estab-
lished that there is no involvment of solvent dynamics in the rate determining
step. The other limit corresponds to the adiabatic case for which the coupling
between the reactants and products are strong; the reaction zone is large and
defines a single potential energy surface. Most of the classical theories predict
that the rate constant k¢ is proportional to the inverse of the longitudinal time
(T;") or the experimental solvation time (Ty;1) [9, 14, 29-31].

Electron transfer kinetics in solutions have often been analyzed and inter-
preted in the frame work of the general adiabatic theory of Marcus [3].
Although electron-transfer dynamics are not always characterized by a classi-
cal rate constant [32], a general formulation of the chemical reaction concerns
the rate constant & which can be expressed as:

k = vegg Keil'y, exp(—AG/kpt), ¢))

where v is the effective frequency for motion along the reaction coordinates,
K, the electronic transmission factor, I',, the nuclear tunelling factor, AG the
free energy of activation, kp the Boltzman constant and 7' the temperature
[8].

The dynamical solvent effects involve friction parameters (collisional or
dielectric origin) which appear in the three frequency prefactors of equation.
The electronic transmission coefficient K can be expressed from the prob-
ability for a transition from the initial state to the final state diabatic energy
surface through the crossing region:

Ko = 2P0/(1 + P()) 2

with Py = 1 — exp(—m): the surface hopping probability. The non-adiabatic
limit is characterized by the following expression of K [3, 271

ko = 2| Hy |* 73/ hvegkpTE)> (3)
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in which Hjs is the transfer integral and £, the reorganization energy.

The investigations on solvent effects during chemical reactions and espe-
cially charge transfer processes have been mainly directed toward the study of
the time-dependent response of a polar protic or aprotic solvents to a transient
change of charge distribution of solute or elementary charges. The discrim-
ination of time-resolved emission spectrum of a molecular probe permits to
analyze the relaxation of non-equilibrium configurations of solute/solvent
mixtures {9, 13, 18, 33, 34]. The studies on the time dependent fluorescence
shift (TDFS) of an excited molecular probe, give significant informations on
the dynamics of solvent cage formation. Molecular probes are chosen when
the dipolar moment of the excited state is higher than the fundamental state
So. Consequently, during the solvation process of the solute, the molecules
of solvent reorganize around the new dipole moment. The emission spectrum
of the probe shifts to higher wavelengths during this polarization induced
solvent cage reorganization.

The first classical models used to analyze the experimental correlation
function C'(t) have been developed considering the macroscopic properties
of the solvent. In the classical models, the solute is equivalent to a point dipole
and the solvent is characterized by a dielectric continuum with the frequency
dependent complex dielectric constant [35]. The potential energy linked to
polar interactions () is function of the time dependent reaction field R(%)
and the dipole moment of the solute p(%):

E(t) = R(t)p(?). “4)

The nonequilibrium transition between the ground and excited states of the
solute correspond to measurable fluorescence Stokes shift dynamics. The
determination of R(t) is obtained by Fourier transform of the frequency
domain reaction field R(w).

The simple continuum model predicts an analogy between the longitudi-
nal relaxation time of the solvent and the correlation function C(t) [9, 18].
However, the predictive analogy between the correlation function C(t) and
the monoexponential relaxation time of the solvent is not often confirmed.
Many experimental data have demonstrated that the dynamics of solvation of
moiecular probes (Zons) is more complex and can deviate significantly from
the longitudinal time 77, [10, 18, 29]. The discrepancy between macroscopic
predictions of the continuum theory and picosecond or femtosecond experi-
mental data may be due to several factors: the inhomogeneity of the electronic
excitation of the probe, the molecular shape of the probe (molecular factor);
the local dielectric saturation of the solvent [13, 36]; the cooperative effects
of the solvation response, the specific solute-solvent interactions involving
the local hydrogen bonding lattice.
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More refined approaches on the solvation dynamics of molecular probes
have been developed taking into account some molecular aspects of the
Debye solvent and particularly the inhomogeneous character of the medium.
In this way, the generalization of the continuum theory by the Mean Spherical
Approximation treatment (MSA), have been developed by Wolynes and pre-
dicts the existence of a hierarchy of solvation times [37-39]. This hierarchy
of solvation times is due to the influence of the electric field in the vicinity of
the molecular probe on the dynamical response of solvent molecules. In the
vicinity of the molecular probe, the solvent cannot be seen as a continuum
because the relaxation is more relevant of a single particule time (7p). The
relaxation process of the solvent my be due to more complexes motions such
as translational motion of the solvent dipoles [36], solvent viscoelasticity or
non markovian effects [39]. This later case has been considered when the
ratio ‘P’ (P = (D - Tp/a®)) involving the solvent self diffusion coefficient
(D), the solute radius ‘e’ and the Debye time (7'p) is greater than 1.

To analyse solvation effects on charge transfer reactions, computation-
al Molecular Dynamics simulations have been performed for polar solvents
(water, alcohols) and apolar media (acetonitrile) [40-42]. Most of these MD
simulations consider the linear response theory (LR): the non equilibrium
response of the solvent around the molecular probe which undergoes a large
variation of its charge distribution can be predicted from equilibrium dynam-
ics of the solvent in the vicinity of the ground state of the probe. This linear
response breaks down when specific molecular motions are linked to the
early solvation step. For instance, in alcohols, the MD simulation of molecu-
lar probes solvation need to consider complex solvent responses such as the
predominant role of O-H motions.

1.B. ELECTRON RELAXATION IN NEAT LIQUID WATER

Let us now focus on the fundamental chemical problem which concerns
the transfer of elementary charges in liquids. From a more general point of
view, the femtosecond spectroscopy of non-equilibrium states of elementary
charges (electron, proton) in polar protic liquids permit to investigate primary
steps of charge transfer: formation of the hydration cage around an electron,
encounter pair formation, ion-molecule reaction, electron attachment to sol-
vent molecule, early electron-ion pair recombination.

Dynamical comportment of excess subexcitation electron in polar liquids
(alcohols, water), is of particular interest because this elementary charge
implicates fascinating issues on its coupling with the solvent molecule (Fig-
ure 1). Bound states exist only through the interaction with the surrounding
medium. Since the discovery of the hydrated electron by Hart and Boag [43],
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Fig. 1. Sequential events of ultrafast one-electron transfer processes in molecular liquids.

issues concerning the mechanisms involved in the electron-water molecules
interactions have remained unresolved during two decades [44—48].

In polar and nopolar liquids, the electron can be used as a microprobe to
test the local structure of the environment through investigation of dynam-
ical electron-molecules couplings {49]. Indeed, when an excess electron is
injected in a polar solvent, the following early steps (thermalization, local-
ization, trapping and solvation) are expected to include contributions for
charge induced polarization and/or preexisting configurational order of the
liquid. Concomitantly to the experiments on solvation in water, structural
models of molecular liquids have been developed by statistical mechanisms
or molecular dynamics computer simulation. Numerous theoretical works on
electron localization and solvation in polar bulk have used dielectric contin-
uum or semicontinuum models and more recently semi-quantum approaches
[50-55].

The role of water molecules in charge transfer reactions can be linked to the
microdynamic properties of this polar protic liquid: change in the hydrogen
bound networks, existence of clathrate-like holes. In this way, the chemical
and physical properties of liquid water would have a determinant influence
on charge transfer processes and the quantum nature of the hydrated electron
is of great interest to investigate electron transfer reaction at the submolecular
level [56-58].
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Fig. 2. Representation of spatio-temporal events linked to energy transfers and charge-solvent
interactions in neat polar or non polar liquids.

The femtosecond spectroscopic investigations of the early events in liquid
water (physical and chemical stages) permit to obtain unique informations on
ultrafast reactions which occur at the temporal shell of molecular motions.
The discrimination of time-dependence of electron-water molecules coupling
offer the opportinity to analyze the transient fluctuations of the liquid con-
figurations around the spatial distribution of charge (Figure 2). In this way,
the single charge can be used as a microprobe of the local structures which
fluctuate in the librational or vibrational time domain.

The time scale of physical and chemical events involved in the absorption
of energy by water molecules extends from 10716 s (formation of excited or
ionized state of water) to 10~!2 s (thermal orientation of water molecules) and
to 10~7 s (formation of molecular products). Considering the specific case
of water molecules, the energy exchanges which follow the initial energy
deposition result in the formation of several intermediate states including
quasi-free or dry electron (ey;), thermalized electron (ey, ), localized electron
(€1oc OF €iryp), hydrated electron (epyq) and prototropic species (H;0™, OH).
Several non-equilibrium states of electron has been recently identified in the
femtosecond regim.

The direct photoionization of water molecules by short laser pulses is pos-
sible in specific conditions because light can be absorbed through a nonlinear
process. Indeed, neutral water molecules can absorb high intensity light puls-
es (I > 102 W cm™2) by two photons process [59]. In the UV spectral region
(190-310 nm) where water does not absorb a photon, the two absorption coef-
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ficient becomes non negligible when dealing with multigigawatt peak power
pulses: 4 x 10713 m W~ at 310 nm. In the case of a wave plane propagation
through the sample, a two photons absorption process can be expressed by
the equation:

oI 1\ oI )
6m+<v> o~ P! ©)
with I the radiation intensity, B the two photons absorption coefficient and v
the light velocity in the medium. The absorbed energy — incident energy ratio
(Eaps/ Eo) permit to determine the two photons absorption coefficient. For
instance, in the case of a gaussian shape and for a small optical path length,
B is expressed as follow:

Eaps/Eo = BEy - 1/22(/27,8. (6)

In pure liquid water, regarding the physical reasons for the existence of
complex photochemical channels we must consider the photophysics of water
molecules. Although several uncertainties remain about the estimate of the
ionization potential of water molecules in liquid phase Iy jq = I Py + PT+V,
with TP, the ionization potential in the gaseous phase, P the adiabatic
electronic polarization of the medium by the positive ion (H,O") and V;
the conduction band edge energy of the solvent [60]. The existence of a
low dissociation channel for H,O molecules has been suspected to compete
with the direct ionization of the A™ state (1b;y — 3sa; for instance) [61,
62]. Theoretically, the estimate of the energy required to generate electron
through vertical ionization (Born-Oppenheimer) is around 8.5 eV within the
uncertainty about the value of V [60, 63]. Experimentally several works
have suggested that the threshold energy for the formation of photogenerated
hydrated electron through one or two photons will be around 6.5 eV [59,
61]. In our femtosecond photochemical experiments which use ultraviolet
pulse (E = 4eV) and high energy density, the two photons absorption is
above the estimate of the ionization potential. This leads to the generation
of subexcitation electron with excess energy of about 1.5 eV. Of course, the
important point to discuss concerns the ionization process which can occur
at energy lower than the vertical ionization threshold.

During the interaction of ionizing radiation with an aqueous phase, the
absorption of energy initiates the ionization process. This step is followed
by energy exchanges between excess electron and the molecules of solvent
[64]. The energy exchange inside a local region leads to complex couplings
between the elementary charge or water cation and the protic solvent (Figures
2 and 3).

The ultraviolet multiphotonic ionization of water molecules leads to the
formation of several transient species including prototropic and electronic
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Fig. 3. Set of time-resolved absorption data for different test wavelengths following the
femtosecond photoionization of water molecules by ultraviolet pulses (Egxcit. 4 €V, 310 nm) at
294 K. In the red spectral region the absorption signal is due to the fully hydrated state of the
electron. The transient infrared signal represents the non equilibrium state of localized electron
(eir). In the near ultraviolet (410 nm), the transient short lived component is assigned to the
relaxation of the water cation (X,O%, X = H,D) through an jon molecule reaction (reaction 8).

entities (reactions 7-9).
X0 + (hv310nm) — ky — [X20]* — X0 + ¢
X=H, D(k =1/T1) (7)

X0t + X0 — ky — X307 +OX  (ky = 1/T2) (8)
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e + X200 — ks —eg — ks — ey (k3 =1/T3 ks =1/T3). (9)

Femtosecond spectroscopic investigations in the visible and infrared have
permitted to demonstrate that electron hydration in pure liquid water proceeds
through at least one intermediate state (localized or prehydrated electron)
whose the lifetime is in the femtosecond regime [65]. One non-equilibrium
electronic configuration is characterized by an infrared absorption band
extending above 1250 nm. This infrared band is build up with a rate constant
of 9 x 102 s~ in H,O. Its relaxation follows a monoexponential law whose
the rate constant (K; = 1/T4 = 4 x 102 s71) is similar to the appearance
of an absorption band in the visible spectral region (Figure 4). In agreement
with previous pulse radiolysis experiments, this long-lived state exhibits a
maximum optical transition at 1.7 eV and a 0.8 eV bandwith [66a]. The very
fast appearance of e, q is at a time comparable to any nuclear motion, sol-
vent dipole orientation or thermal motion of water molecules and its implies
that efficient mechanisms involved in the localization process do not require
large molecular and dynamical reorganization. The ultra-short lived infrared
tail has been assigned to the existence of a prehydrated electronic state [65]
and its relaxation to an internal transition (non adiabatic transition) of the
excited hydrated electron toward a fully relaxed state [67-69]. Moreover, the
absence of a significant continuous shift between the infrared and the visible
bands demonstrates that the relaxation of water molecules in the vicinity of
excess electron involves extremely small water motions.

The relaxation of the transient infrared electronic state would involved
limited molecular reorganization such as librational and/or OH vibrational
motions. We have proposed that this precursor is a state where the electron
is still spatially extended [65]. Is it already a thermalized state? This would
imply that the excess kinetics energy of the electron has been transfered to
the water molecules in less than the risetime 7' of the infrared spectrum.
Such ultrafast thermalization is quite possible if we take into account the
existing numerous mode of vibration of the solvent and particularly the most
energetic vibrational mode OH (antisymetric stretch). Previous theoretical
works have yeld thermalization time of electron in liquid water to be in the
range Ty, = 2.4—4 x 1071 5 [70]. The measured initial electron trapping time
(110 fs) is longer than these estimates. This would suggest that if the early
energy loss rate of electron in water is about 10'3 eV s~!, electron would
get thermalized before being localized. In the appearance of a prehydrated
state (e ), the efficient role of shallow traps i.e. (Vj =0.58 ¢V) for a cross

prehyd
section around 20 A2 would correspond to a spatially extended electron-trap
of about 4 A. This size is larger than the radius of the fully hydrated electron
(r =2.3-2.8 A) [64]. These first femtosecond experiments cannot permit to
establish if during the trapping time electron creates its own trapping site
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in pure liquid water at 294 K. An isosbestic spectral range can be defined from these data. B:
Energy diagram showing the different photochemical channels involved the photoejection of
low energy electron following the femtosecond ultraviolet excitation of a neat aqueous phase.

(self trapping mechanism) or searchs for pre-existing shallow traps identified
as small structural fluctuation or miniclusters. The important question was to
precise whether localized electron are self trapped entities or their localization
is favoured by pre-existing trapping sites present in the liquid.



92 Y. GAUDUEL

Additional spectroscopic investigations performed in heavy water (D,0O >
99.95%) have permitted to observe that the trapping time ratio between D,O
and HyO (T'y(p,0)T'1(n,0) does not exceed 1.09 [71]. This value is lower than

(i) the ratio of energetic vibrational mode (OH vs OD) which is v/2 times
greater in H,O than in D,O [72], (ii) the estimate of the ratio of the energy
loss rate [50]. If the rate of energy loss for the photoejected election during the
thermalization and trapping steps is dependent on the coupling with the most
energetic vibrational mode of the OX bond (antisymetric stretch), the time
necessary for complete energy dissipation during localization would increase
in the same proportion as the ratio of energetic vibrational mode (OH/OD).
As the H/D isotope effect on trapping time is lower than this value (v/2), we
have concluded that the thermalization step in DO remains very fast and is
not the limiting factor in the prehydration step. The monoexponential relax-
ation dynamics of the infrared electronic state remains largely independent of
the physical properties of the polar solvent. Moreover, there is a discrepancy
between the prediction of the Debye theory and the experimental data [65,
71]. The absence (i) of significant H/D effect on the relaxation dynamics
of the infrared electronic state, (ii) of a continuous shift between the long
wavelength tail (infrared trapped electron: €prenya) and the broad visible band
due to fully hydrated state (enyq) support the conclusion that the epithermal
electron reaches its hydration state without a dominant dielectric response of
the water molecules (Figure 4). Accompanying femtosecond investigations
on electron solvation dynamics, there have been intense computed simula-
tions of excess electron in clusters and bulk for which the excess electron
is described as a quantum particle and water molecules are treated classical-
ly with rigid or flexible molecular models: SPC, ST,, MCY, T P4 P, RWK2
models [54, 73-75]. The electron-water interaction is modelized by a pseudo-
potential which includes Coulomb polarization, exclusion and exchange con-
tributions [53-55, 74, 76]. In liquid water, quantum statistical studies have
permitted considerable progress on nonequilibrium electronic states, calcula-
tion of eigenstates, eigenwaves, transient optical spectroscopy and relaxation
dynamics of electron in aqueous phases. In neat liquid water (bulk), computed
simulations predict the existence of initial pre-existing trapping sites which
are arising from statistical fluctuations and molecular clustering. In particular,
these computer simulations predict a repartition of electronic eigenstates for
an excess electron in the absence of solvent reorganization. The density of
shallow traps is more favorable for the initial excess electron localization
in liquid water. These sites are due to fluctuations of the electronic density
or solvent molecule orientation and correspond to a range of potential well
depth extending from 0 to —32.2 Kcal.mol™! [53, 74]. The distribution of
pre-existing sites behave monotonically in energy down to —1.4 eV. If we
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take into account the estimates on the distribution of statistical fluctuations
from molecular dynamics simulation, this does not mean that all the solvent
configuration intervene in an ultrafast electron localization.

Computational transient spectroscopy of electronic eigenstates in the
infrared are compatible with experimental femtosecond spectral data at short
time (¢t < 200 fs). However, the adiabatic quantum simulation of the electron
solvation in pure liquid water (ground state dynamics via adiabatic transi-
tions) predict solvation times which are faster than experimental data: an
initial localization with energy drop (~ 2.5 eV) occurs in 30 fs through con-
tinuous spectral shift and narrowing for initial step; A second component
would occur in 200 fs and correspond to heat dissipation and translational
reordering of the medium [74]. Similar computed dynamical characteristic
are obtained for adiabatic electron solvation in water clusters [75]. Finally,
the theoretical adiabatic simulations of electron trapping and solvation in
pure water suggest that different populations of non-equilibrium electronic
configurations (prehydrated states, excited solvated state, trapped electron
by pre-existing deep traps) can contribute to the infrared signal before the
electron gets its equilibrium state (hydrated state).

In pure liquid water, the physical view of the electron solvation as an
internal conversion process (non-adiabatic transition of an excited hydrated
state) has been considered by developing computational quantum simulations
of nonadiabatic electronic transient relaxations. Direct comparisons between
experimental data and theoretical predictions would permit to obtain detailed
understandings of fast electron-water molecules couplings in liquid phase.
Femtosecond photochemical investigations performed in pure liquid water at
room temperature have permitted to discriminate the existence of additionnal
non-equilibrium electronic configurations during the electron solvation steps
(Figure 4). These experimental works concern the detailed mechanisms of
an electron relaxation in a polar protic solvent and more particularly the
influence of energy transfer processes in the vicinity of prototropic species.
This important aspect of electron relaxation in polar protic liquid and its
physical meaning at the microscopic level will be discussed at length in
Section 3.

1.C. SOLVATION DYNAMICS IN IONIC SOLUTIONS
1. Charge Separation and Ionic Strength Effects

The investigation of ionic aqueous solutions by flash photolysis have allowed
the understanding of excess electron solvation in an ionic environment and

the influence of ionic strength on the bimolecular rate constant of reactions
[66b, 77].
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Electron Couplings

1: With Free Water Molecules
2: With Solvation Shell of Chlorine Atom
3: With Solvation Shell of Cation (Pairs)
4: Electron-Cl Recombination

5: Electron-Cation Recombination

Fig. 5. Representation of different ultrafast electron relaxation channels and early recombi-
nation reactions in ionic aqueous solution of XCl (X = Na, Li, H). For explanations see the
text.

The femtosecond photochemistry of ionic aqueous solutions have been
recently developed to investigate charge transfer dynamics in function of the
ionic strength and the nature of counterions [46, 78, 79]. The photodetachment
of subexcitation electron from a halide, can been achieved by pumping with
ultraviolet pulses via a charge transfer to solvent (CTTS) i.e. through a highly
excited state of the anion. This transient state dissociates to give an epithermal
electron and a chlorine atom. Considering the transient absorption spectra
obtained on the subpicosecond time scale, different channels of electron
coupling with water molecules or ions have been discriminated (Figure 5).
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The primary steps which follow the energy deposition in a solution cor-
respond to the photoejection, localization and solvation of excess electron or
to an early deactivation of nondissociative excited states.

ClI” + hv — (CI7) — Cl+ex— (Cl---e7)in0
— (Cl-+ e )0 — kr — (C17 )0 (10)

egr T n(H20) — Localization (T7) — Solvation (T2) — ep 4. (11)

The femtosecond photochemical investigations on ionic aqueous solutions
(XCI) have permitted to obtain fundamental informations on dynamics of
electron trapping and hydration and early electron-atom recombination.

In dilute ionic aqueous solutions (NaCl = 0.4M), the photodetachment of an
electron from C1~ has been performed with ultraviolet femtosecond pulse and
the subsequent hydration process of excess electron studied by femtosecond
absorption spectroscopy. At ambient temperature, electron relaxation pro-
ceeds through at least one intermediate state. This transient species absorbes
in the infrared and rises with a time constant of 120 fs. This transient species
(€prenya) Telaxes then towards the fully hydrated electron following a pseudo
first order [71]. The best computed fit of the experimental curves taking into
account the convolution of the apparatus time with the infrared electron pop-
ulation evolution leads to conclude that we see the transition of a single state
towards a fully hydrated state. The lifetime of this transitional state equais
250 fs in dilute solution but increases in more concentrated solutions of NaCl
(Figure 6). Similarly to pure liquid water, the IR band relaxation is concomi-
tant to the risetime of a broad visible band assigned to a fully hydrated state.
This state is characterized by a binding energy around 1.7 eV.

The spectroscopic investigations of time-dependent absorption spectra of
subexcitation electron in ionic aqueous media exhibit a significant effect of
the ionic strength on the high energy tail band. In concentrated aqueous solu-
tions of XCI (X =Lit, Nat) the amplitude of the infrared signal assigned to a
non fully hydrated electron decreases [80]. Indeed, when the number of water
molecules approaches the limit for hydration of Nat counterions and chloride
ions (NaCl 6M at 294 K), the solvation shells of Na* and Cl~ are character-
ized by high activation energies for the sodium or chlorine relaxation process
and the rotational correlation time of water molecules. In this favorable dis-
tribution of ionic clusters, there is a disruption of the usual hydrogen-bonded
structure (a regular tetrahedral structure) that is generally observed in liquid
water [81, 82]. Femtosecond infrared spectroscopy demonstrates, that in a
such concentrated aqueous solution, electron relaxation dynamics is longer
than in non saturated sodium chloride solutions.

Figure 7 shows the influence of the ionic strength (0—11 M) on electron
trapping and hydration dynamics and on transient spectra of non-equilibrium
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Fig. 6. Upper part: Time dependence of induced absorbance in the near infrared (1250 nm)
and visible (720 nm) following the femtosecond ultraviolet photoinization of sodium chloride
aqueous solution. The dotted lines represent the best computed fits of experimental data and
give 71 = 120 fs and 73 = 260 fs. Lower part: Effect of ionic concentration (NaCl 0-6M) on
the infrared electron relaxation at 294 K.

electronic states. The electron localization step dynamics (77) remains inde-

pendent on the nature and the concentration of the ionic species. The most
significant ionic strength effects are observed on the second step of electron
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hydration dynamics (71%) and the nature of the transient electronic states. The
spectral characteristic of the hydrated electron at short times (600 fs) are
dependent on the ionic strength. When the hydration shell around Lit or
Cl~ correspond to thigh bound water, [H,OJ/[LiCl] = 5, an important band
peaking in the red spectral region can be observed. Compared to the previous
spectrum of ey 4 in pure water, a blue shift of about 0.2 eV is observed in
concentrated lithium chloride solution. This shift is attributed to a change
of the electron hydration energy induced by the presence of the cation [83].
Transient spectral data performed in the visible and infrared permit to assume
that in such concentrated ionic aqueous solutions the density and configu-
rational fluctuations provide potential well into which the excess epithermal
electron may be directly hydrated. The favorable spatial distribution of deep
traps created by the presence of stable counter ion (Na* or Li*) would rep-
resent a specific order of the liquid for direct electron capture and subsequent
stabilization.

At high ionic strength, the rotational correlation time (7’) obtained by 'H
NMR is longer than in bulk water [81] whereas the 'H NMR relaxation time
T is significantly reduced by slow motions of water molecules. Femtosecond
data demonstrate that the electron solvation dynamics remains independent
on the relaxation time of the ionic atmosphere but is largely faster than the
formation time of ionic atmosphere all around the hydrated electron (7,), as
estimated by the Equation (12) [84]:

T, =[3.55x 107° Y Z;]/[u Z Aj]. (12)

In this expression, T, is expressed in picoseconds and A; represents the
equivalent conductance of each type of ion in the solution.

These femtosecond spectroscopic data tend also to indicate that in con-
centrated ionic aqueous media (Nat or Li™), the electron hydration dynamics
remains largely independent on macrospopic physical properties such as the
dielectric constant, the viscosity and the kinematic viscosity but is likely
influenced by the trapping sites configurations linked to the presence of ionic
entities.

Recent experimental and theoretical studies on femtosecond molecular
motions in liquid water have proposed that the librational motion of water,
representing the configuration disorder of the ‘frozen’ liquid at the 10~!* time
scale, will be involved in the initial electron localization process. The effects
of ionic species on the configurational disorder of molecular liquids remain to
be clarified, in particular the role of local ionic strenght and electronic field on
the fluctuations due to translational and reorientational motions of the water
molecules and on the oscillator strength of the non fully solvated electron.
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The investigation of early steps following the femtosecond photoionization
of halide (C17) in ionic aqueous solution has permitted to demonstrate the
existence of specific photochemical channels which are dependent on the
ionic concentration and on the nature of the counter ion. These channels
are represented in Figure 5 and the different characteristic times can be
summarized as follow:

1 Electron Localization and Relaxation: 171, 1>

2 Electron Localization and Relaxation: 77, T}

3 Electron-Radical Pairs Formation: 1%:

(Long lived Pairs: X* =Na™, Lit)
(Short lived Pairs: X+ = H+: Tgp
4 Early Electron-Chlorine Atom Recombination (1D): 7).
A(t) ~ erf (T,/t)!/?
5 Ultrafast Reaction of hydrated electron (3D): T
(X* =H")
A(t) ~ exp(—t/Ts)'/?

2. Direct identification of electron-ion pairs

In concentrated ionic aqueous solutions, it has been suggested that excess
electron can react with counterions via the formation of electron-ion or radical
pairs. An ion of particular interest in the domain of chemical reactivity is the
hydronium ion or hydrated proton.

In water the reaction of hydrated electron with the hydronium ion (reaction
13) exhibits a rate constant of 2.3 x 1019 M1 s~ [85, 86]. This value is
about 30% of the estimate for a diffusion controlled reaction using a reaction
radius of 5 A, and diffusion coefficients of 9 x 1075 cm? s~! and 4.7 x 103
cm? s~! for hydronium ion and hydrated electron respectively [85, 87]. This
reaction will be not diffusion controlled but influenced by the efficiency of
reaction during electron-radical pairs formation.

H;0t + epya < [Encounter Pair]? — H + H,O
(kpxp ~ 2.3 x 1010 M~ 571, (13)

In acid media, the reaction rate between the hydrated electron and pro-
ton (hydronium ion, H3O%) is also smaller than the calculated bimolecular
rate defined as the diffusion controlled limit process [86]. Furthermore, the
hydrated proton does not reduce the initial yield of hydrated electron [88].
This phenomena represents an important exception to the empiric relationship
between Cz7 and k(e + H3Om) and will be attributed to the formation of an
encounter pair (H30" : €™ )pyq [88].
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Several years ago, Czapski and Peled [89] have suggested the existence of
a relationship between the lifetime of suspected encounter pair (e ... H30™)
and the rate constant of the reaction 13. The lifetime of this encounter pair
would be one of the limiting factor of the electron-proton reaction.

The investigation of the primary steps of a fast photoinduced sin-
gle electron transfer in aqueous solution containing high concentration
of hydronium ion (HCl 11 M) have permitted to identify an encounter
pair (eljyd ...H3O+)hyd at ambient temperature [90]. When the number
of water molecules involved in the solvation of ionic species is very low
([H,O)/[H30"] = 5), the transient absorption spectra exhibit three charac-
teristic bands (\L,, < 1eV, A2, = 1.35eV, A} = 1.72 eV) which are
assigned to an a non fully hydrated electron (Cprenya)> an encounter electron-
ion pair (H30" : ™ )pyq and an electron stabilized in solvent cage (€7 )hyd
respectively (Figure 7).

The important structureless spectral distribution clearly observed between
800 and 1000 nm has been assigned to the fact that a significant fraction
of excess electron can be localized within the solvation shell of the cation
[(H30+)n1,0)]. The formation of the encounter pair (¢~ :H30 ™" )pyq is found to
follow a rate constant of 4 x 102 s~! and the one exponential law relaxation
(time constant of 850 fs) corresponds to the deactivation of this transient
encounter pair; the cleavage rate constant [(H307" : e )ni,0 — H2O + H]
equals 1.17 x 10'2 s~! at ambient temperature. Indeed, the encounter pair
deactivation dynamics is faster than the average lifetime of H3O™ but remains
comparable to the H-bond time scale [90-94]. These data clearly demonstrate
that the single electron transfer: e_; + n HyO + H30" — (¢7 ... H30 T )pyq
occurs prior the electron hydration phenomenon and probably corresponds to
a localization of the electron in shallow traps within the solvation shell of the
cation [(H;O™),, 1,0)] (channel 3 of Figure 5).

In these conditions, the probability P’ that an excess electron becomes
localized inside the encounter volume is not negligible when [H,O]/[H;07]
=5:

P' =1 — exp(—4mr2[S]/3 x 10%). (14)

Let us check this point: the effective reaction radius has been calculated from
the expression related to the Cz; values [88]:

rer = 7.35 C; /> (15)
In water, the C37 value of H30™ equals 11 M and the estimate of 7 is 3.41 A.
Reporting this value in expression 14, we obtain P’ =0.84 for the probability
of an encounter pair formation in aqueous hydrochloric acid solution ( [H,O)/
[HCI] = 5). Consequently the channel corresponding to electron localization
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and solvation outside the hydration shell of H30™ represents about 16% of
the single electron transfer [90].

The three modes of electron couplings in concentrated hydrochloride solu-
tions can be summarized as follows:

[C17, H30%5(m0) + b —
(C1: H30 M )nya +er — —k1, ka2 — (¢ )nya + Cl (16)

(H3O+)hyd + eq_f — k3 —
[(H30% : ¢ )hya < (H30)f 4] — —kep — H+H,0 (17)

with k1, ko, k3, kegp = 1/T1, 1/T2, 1/T3 and 1/kEp respectively.

The understanding of the couplings between electron-hydronium ion pair
and water molecules needs to define whether the relaxation of these transient
states are triggered by intracomplex structural changes (geometrical pertur-
bations of the hydration cage) owing to the fact that pairs relaxation occurs
at a very short time i.e. before that diffusion of proton becomes appreciable.
In acid solutions, the torsionnal vibration of the water molecules changes the
potential well of the hydrated proton and the polarization of the hydrogen
bond. The reorientational relaxation of water molecules close to the hydro-
nium seems to be faster than in bulk water. It is interesting to notice that the
cleavage rate constant of the encounter pair occurs at a similar time scale
that the H-bond mean lifetime or average lifetime of the hydronium ion in
liquid water [91-94]. We have suggested that the limiting factor of the deac-
tivation dynamics of the encounter pair correspond to the activation energy
of the radical-ion bond cleavage reaction including either a proton migration
from a hydronium ion to neighbour water molecules or a local polarization
effect on H bonds [90]. In this way, the initial reactivity of excess electron
with hydrated hydronium ion (H30" + ¢~ )nyq would depend both on (i) the
local structure of this cation in the vicinity of water molecules, (ii) the initial
electron-hole pair distributions, (iii) the H bond dynamics between H3;O™
and water molecules or on proton migration from hydronium to neighbouring
water molecules. In this last case, the relaxation of the encounter pair can
be compatible with vibrational modes of water molecules in the femtosec-
ond range: vibrational OH bonds, librational and translational modes of the
hydronium ion.
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2. Electron Attachment and Solvent Effects

2.A. FORMATION AND REACTIVITY OF PRIMARY ANION IN MOLECULAR
LIQUIDS

Femtosecond optical techniques allowing the generation of intense optical
pulses from the near UV to the near IR can be used to perform the investi-
gations of ultrafast photophysical and photochemical reactions in non polar
media. The interaction of excess energy electron with molecular liquids may
lead to solvation phenomena via polarization processes. The preceeding sec-
tion deals with solvation dynamics in molecular liquids. When the solvent
molecules exhibit a high electron affinity, electron attachment to solvent can
correspond to the main coupling process for which an irreversible reaction of
a primary anion yields a secondary anion (Figure 1). Numerous examples in
both groups of liquids have been studied [95]. A particular type of electron-
liquid interactions seems to exist involving both a solvation process and a
direct electron attachment to solvent molecules. Indeed non polar solvent
containing sulfure atom exhibit a high electron affinity which can lead to a
direct electron attachment to the solvent molecules although this molecular
liquid exers a non negligible capacity to solvate subexcitation electron. In
liquid dimethylsulfide (DMS: CH3SCH3), solvated electron and secondary
anion (CH3SSCH;') have been observed at the nanosecond and picosecond
regimes [96]. Up to now, it was suggested that the early formation of the
primary anion (CH3SCHj;) and the localized electron (ef ) result to the
existence of two embranchments involving competitive reactions with a very
shortlived common precursor. The density fluctuations of this liquid would
influence the dynamical comportement of the single charge transfer through
solvation or electron attachment. This implies also that during the reactiv-
ity of the primary anion with surrounding solvent molecules, the SS bond
formation is as fast as the electron solvation itself and would occur at the
femtosecond range [97].

Femtosecond photochemistry of DMS permit to clarify several points
about the chemical reactions for which sulfide atom or disulfide bridge are
involved. The primary events due to the femtosecond photoionization of
DMS by ultraviolet pulse are given in the reactions {18]-[21]. The ionization
potential of DMS in the gas phase being I P = 8.685 eV, the ultraviolet pulse of
100 fs duration, centered around 310 nm (F =4 eV) has been used to initiate
the photodetachment of a subexcitation electron by two photons phenomena
(reaction [18].

Electron Photodetachment:
(CH3)2S + 2hv — (CH3)2S™ + e (18)
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Electron Localization:
e;f + n(CH3),S — €Loc (19)

Electron Attachment (Formation of primary anion):
e~ + (CHj3),S — {Intermediate States} — (CH3),S™ (20)

Ion-Molecule Reaction (Chemical bond formation with
umpaired electron):

(CH3)2S~ + n(CHg)ZS — (CH3SCH3)~_~->I(<n)(CH3)ZS

— CoHg + (CH3SSCH3)(—11~I)(CH3)ZS' 21

Subsequently to electron photodetachment, the primary cation ((CH3),S™)
and the subexcitation electron undergo interactions with surrounding solvent
molecules. In this paragraph, we will not discuss the reactivity of prima-
ry cation by complexation with a second molecule of solvent to yield the
secondary cation ((CH3)ZSS(CH3);) with two-centers-three-electron bonds
(20 /10*) [98]. Experimental works are in progress to understand the mech-
anism of cation-molecule reactions in non polar liquids.

The first infrared spectroscopy experiments performed in neat DMS at
ambient temperature and at the femtosecond time scale have permitted to
establish the existence of an induced absorption in the near infrared (Fig-
ure 8). This absorption exhibits a long lifetime i.e. over several hundred of
picoseconds at 1330 nm. The best computed fits of the appearance time of the
infrared band (1330 nm) give an electron solvation time of Tgg1yation = 120 fs
at 294 K. When an electron scavenger like biphenyl (Ph;: 0.26 M) is added
to DMS, the infrared signal follows a monoexponential decay (pseudo first
order kinetics) with a time constant of 25 ps = 1 ps at 294 K (Figure 9).
The complete decay of the infrared signal at long time (¢ ~ 100 ps) permits
to suggest that the transient infrared component is due to a unique species.
Considering previous results obtained in the nanosecond time scale, it is rea-
sonable to assign the existence of the infrared signal to a localized state of the
electron. In presence of biphenyl, the fast scavenging process can be defined
by the reactions [22], [23].

DMS + 2hv — DMS™T + e (22)

e + Ph, — Ph; (23)

The bimolecular rate constant of reaction 23 can be determined from
infrared experimental data and equals 1.5 £ 0.2 x 10" M~! s=1, The high
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The near ultraviolet absorption exhibits a very short lifetime component which is due to the

reactivity of the primary anion (CH:SCH3).
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bimolecular rate constant is due to the great mobility of solvated electron
in such media (,- = 1.4 x 1072 cm? V—! 571} and is in agreement with
previous experimental data [96]. A quantitative comparison of the signal
obtained in absence and in presence of Ph; also reveals that an early capture
of excess electrons by biphenyl can occur before this charge gets its solvated
state. The fact that the maximum absorbance is lower in presence of Phy
would indicate that even though the cross section of Phy would be very high,
the scavenging efficiency of Phy on the precursors of e is strong enough to
deplete the initial absorbance by more than 50%.

Femtosecond spectroscopy data obtained with neat DMS solution show
that in the near ultraviolet, the time-dependence of induced absorption signif-
icantly differs from those obtained in the infrared (Figure 8). The maximum
of absorbance is particularly intense, almost twice more than in the infrared.
The ultrashort lived component has been tentatively assigned to a precursor
of the secondary anion CH3-SS-CHy [97]. This precursor will be generated
through an ultrafast electron attachment with a DMS molecule and would
correspond to a solvated or complexed form of the primary anion (CH3-S-
CH37). The risetime of the induced component at 380 nm is not short as the
pulse duration (¢ < 100 fs). The analysis of time-resolved data in the spectral
range (380—420 nm) are conducting with a kinetical model which takes into
account the convolution of the pump-probe temporal profile and the expected
signal rise dynamics of transient species. At 380 nm, the transient species
exhibits an appareance time of 180 fs and a lifetime of 260 fs & 10 fs. This
second characteristic time is in agreement with the value obtained at 420 nm
[97]. The pseudo first order kinetics of absorption decay at 380 nm can be
reasonably assigned to the last step of an ion-molecule reaction (reaction 21).
This reaction would involve a primary negative adduct such as the primary
anion ((CH3),S™) or its complexed or solvated states and lead to the for-
mation of a secondary anion (CH3SSCHj3)™ characterized by an umpaired
electron.

Additional experimental investigations on the early reactivity of the pri-
mary anion in neat DMS are of interest to discriminate whether:

— Ultrafast formation of the secondary anion may involve pre-structurated

configurations of the solvent such as dimers with disulfide bridge.

— Early reaction of the primary anion with electron scavenger (Phy) can

occur concomittantly to the formation of a secondary anion.

At this stage, the first femtosecond studies obtained in neat DMS address
the problem of dual behavior of excess electron through localization step
and/or attachment to solvent molecule (reactions 19-21).

In neat DMS, we have seen that a very short lived species is tentatively
assigned to a precursor of the secondary anion and will be generated via an
ultrafast electron reaction with solvent molecules (Figure 8). The femtosecond
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spectroscopy of sulfide compounds in neat liquid DMS or in aqueous solutions
(cystamine) permit to discriminate the influence of a molecular response
during the formation and the relaxation of secondary anion (SS™) and to
extend our knowledge on the reactivity of nonequilibrium electronic states
and primary anions [98].

2.B. REACTIVITY OF NON-EQUILIBRIUM STATES OF ELECTRON

It is now well established that an electron becomes localized or solvated
in a polar liquid involving several nonequilibrium states. An important point
regarding the domain of ultrafast reaction dynamics concerns the existence of
single charge transfers with non fully relaxed electron and the rdle of solvent
dynamics during ultrafast redox reactions (Figure 1).

Femtosecond studies on photochemical initiation of ultrafast monoelec-
tronic transfer have been recently performed in different aqueous media
(homogeneous solutions and organized assemblies) [99]. The Figure 9 illus-
trates some of more significant results obtained with a biomolecule containing
adisulfide bridge (cystamine). In aqueous solution the femtosecond photoion-
ization of cystamine dihydrochloride (RSSR, R = (CH»); NH;’F, Cl) initiates
generation of non equilibrium electronic states before complete hydration
of excess electron (reactions 10, 11). Fully hydrated electron reacts with
cystamine through bimolecular reaction:

ehyd_ + (RSSR)nHZO — (RSSR_)HHzo. 24)

The part A of Figure 9 represents picosecond study of a univalent reduction
reaction (reaction 24 which is limited by the diffusion of reactants. Experi-
mental bimolecular rate constant determined by infrared spectroscopy at the
picosecond time scale equals 2.9 x 10! M~! s~! at 204 K and pH 2.7.
Femtosecond data obtained in the same spectral region (part B of Figure 9)
demonstrate the existence of an ultrafast charge transfer reaction (reaction
25).

[RSSR|pm,0 + € RSSR™|4,0 — [RSSR™|m,0- (25)

non fully relaxed A [

These data establish that the apparent lifetime of the localized electron is
influenced by the presence of a SS bridge. In aqueous solution of cystamine,
an ultrafast reactivity of infrared electron with the biomolecule initiates the
formation of an anionic radical (RSSR). At very short time (¢ ~ 1.5 ps),
the transient spectrum of this radical has been discriminated in biomolecular
systems (Figure 9). The ultrafast formation of the anionic radical cannot be
explained by a diffusion-controlled reaction between solvated electron and
the molecular accpetor. More precisely, this electron transfer process occurs
within the solvation time of electron (¢ < 500 fs) and would be linked to an
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ultrafast reactivity of non equilibrium states of excess electron (reaction 25)
[100].

A comparison of data on electron attachment to sulfide molecule
(monomer) and ultrafast reactivity of non equilibirum electronic states with
disulfide bridge (dimer) permits to underline the rdle of molecular response
of a solvent during single electron transfer. Significant computed results are
reported in the Figure 10. In pure DMS, the electron capture on a solvent
monomer and the resulting formation of the primary anionic radical (S7)
occurs within a temporal window (¢ < 1 ps) which is similar to those of
electron localization. Moreover, in aqueous solution of cystamine, the SS™
radical can be identified within the first ps and is in agreement with an ultra-
fast capture of non-equilibrium electronic states by the biomolecule. In these
two situations, the formation of an anionic radical with sulfides is linked
to a single charge transfer reaction and likely corresponds to an electronic
response without significant molecular reorganization of solvent in the vicin-
ity of newly charge distribution. When the anionic radical SS™ is generated
by the reaction of a primary anion (S™) with surrounding molecules (S~ +
S — SS7) femtosecond spectroscopic studies permit to establish that the
appareance time of SS™ is delayed in comparison with that happen when
non relaxed electron reacts with pre-existing SS bridges (cystamine). This
time delay (~ 500 fs) correspond to a specific molecular response of solvent
during primary anion-molecule reaction (reaction 21).

The femtosecond investigations of ultrafast reactions of excess electron
with sulfide compounds would permit (i) to more completely understand the
role of electronic and molecular responses during the formation and solvation
of primary and secondary anion, (ii) to understand the influence of solvent
dynamics and density fluctuations on the reactivity of primary anion, (iii)
to define the nature of the limiting factors during the formation of chemical
bond with umpaired electron (2c, 3e™).

3. Reaction Dynamics and Polar Protic Solvent Effects

The understanding of solvent effects on charge transfer reactions require
to obtain detailed informations on the time-dependent response of solvent
molecules to a change of change distribution. The role of water molecules in
charge transfer reactions is linked to the microdynamic properties of this lig-
uid. Its structure is fluctuating through change in the hydrogen bond networks
and the existence of clathrate-like holes [56].

The femtosecond photophysics of water molecules is a powerful tool for
the investigation of ultrafast primary reactions that occur after an initial energy
deposition and charge separation. During the interaction of ionizing radiation
with an aqueous phase, the absorption of energy initiates several ionization
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Fig. 10. Ultrafast charge transfer with sulfides including electronic and molecular events:
computed appareance time of electronic populations: localized electron (e,,.), primary anion

(S7), secondary anion (SS™) in solutions of organic sulfur compounds at 294 K.

processes. The initial energy deposition in the bulk phase is followed by the
formation of transient electronic states and a water cation. In this way, the
femtosecond spectroscopy of non-equilibrium states of elementary charges
(electron, proton) in liquid water permit to investigate primary steps of charge
transfer reactions in a polar protic solvent: formation of the hydration cage
around an electron, encounter pair formation, ion-molecule reaction, electron
attachment to solvent molecule, early electron-ion pair recombination and to
obtain unique informations on ultrafast reactions which occur at the temporal
shell of molecular motions.

The H/D isotope substitution represents a powerful tool which can be
used to discreminate, at the molecular level, the influence of the energy
vibrational mode (OH, OD) on the early steps of short lived non-equilibrium
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electronic states in the near infrared spectral region. Although some molecular
and dielectric properties of light and heavy water are very similar [101]
significant differences in the microscopic structure of these two solvents can
be mentioned: deuterated water exhibits stronger hydrogen bonds than in
normal water [102], the energetic vibrational mode (OD vs OH) is 21/2 times
lower in D, O than in H,O [103]. Moreover, the lifetime of protropic species is
about two times longer in DO [91]. These differences support the conclusion
than deuterated water corresponds to a more ordered liquid than light water
[104]. The Figure 11 illustrates the possibility that, in neat liquid water,
very short pulses can test different mechanism of early coupling between
electron and prototropic species through short or long range interactions. It is
of particular interest to understand how the initial spatial distribution of the
electron-prototropic species pairs can involve hybride transition states and/or
proton motions.

3.A. EARLY RECOMBINATION REACTIONS

The femtosecond studies of primary events occuring in pure liquid water
permits to investigate the mechanism of early couplings between fully relaxed
electron and prototropic species and offer the opportunity to better understand
the influence of the protic solvent on reaction dynamics. Following the two
photons excitation of water molecules, the initial spatial distribution of the
electron-ion pair and the high rate constants of the recombination of €pyq With
both the hydronium ion or the hydroxyl radical (reactions 26, 27 do influence
the early reactivity of the hydrated electron with these primary prototropic
species [71, 105, 106].

H;0" +ep g = HO+H (k=23x10"M's7 (26)

OH +epg — OH™ (k=3x10"M""'s7h). (27)

Figure 12 shows that within the first picoseconds after the photoionization
of water molecules, a non negligible fraction of the hydrated electron popula-
tion (55%) reacts rapidly with the two possible nearest neighbours (H3O and
OH) produced by an ultrafast ion molecule reaction (Equation (28). Consid-
ering the early electron-hydronium or electron-hydroxyl radical couplings,
it is fundamental to determine whether the ultrafast recombination process
can be analyzed by a classical theory. In the Onsager’s theory, it is assumed
that the charge carriers are brownian particules and their motions under the
action of their mutual Coulomb field are diffusive obeying the Smoluchoswki

equation [107].
nHy0 + (H,0™) — (H30" + OH),,_y(h,0)- (28)
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Fig. 11. Influence of the initial pair distributions on the early couplings between excess electron
and prototropic species (HsOF, OH) in pure liquid water. Two limit cases are considered. 1)
Independent pairs for which the initial radius is longer than the reaction radius (Linit > Rireac);
an early geminate recombination occurs through proton jump. 2) initial pair distribution favor
the existence of hybride electronic states for which L equals the reaction radius (Rieac).
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Early behavior of the hydrated electron following the femtosecond ultraviolet
photoionization of ionic solute (NaCl) or solvent molecules. A comparison of the H/D isotope
substitution effect is also reported. The smooth lines represent the theoretical best fits of the
data. The lower part of the figure represents the proton jump process (1D proton jump) assigned

to the ultrafast recombination reaction in pure water (reactions 26, 27).
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Within the first picosecond following the photoionization of water
molecules, the prototropic species (H3O") and OH can be separated by only
few A i.e. few molecular radius [108]. Consequently, the macroscopic param-
eters of the reaction (radius reaction or coefficient diffusion) cannot describe
the microcopic structure of the reaction area. The analysis of geminate recom-
bination at very short time by a classical diffusive model seems to exhibit
few incertities in regard to the microscopic properties of the solvent: the
short lifetime of the prototropic species (H3O" and OH), the high mobility of
the hydronium ion, the nature of interactions between different pairs [109].
Recent theoretical developments have shown that the Smoluchowski equa-
tion breaks down when the reaction occurs within the Onsager radius (7 Ain
water) [110].

Time-resolved spectroscopic data on the non-homogeneous recombina-
tion process in pure water have been analyzed considering the microscopic
structure of the reaction area (Figure 11). In this kinetical approach, we have
suggested that the electron-radical pairs (H;O™" ... €hyq OF OH .. - €hya) €XE-
cutes a onedimensional (1 D) walk before undergoing an ultrafast geminate
recombination [71, 106]. The lower part of the Figure 12 illustrates the finite
process (proton jump) we have used to analyse the ultrafast recombination
reaction. The analytical solution of a recombination controlled by a finite
process (1 D diffusion) can be expressed by the following expression:

+t dNep T
yd
= 1 —~erf dt/ 29
ehyd / ( e (t — t/) (29)

with:
Ne—nya(t) = No[[1—-1/(To—T1)|- [T2 exp(—t/T2) —Ty exp(—t/T1)]].(30)

In the expression (29), 1 /T, corresponds to the jump rate of the recombination
process: Ty x 1.2 ps (jump rate of 0.83 x 102 s~! in light water (Figure 12).
The random walk law of the early decay explains by itself the kinetics for
all the times and satisfies the time-dependence (1/(t)!/?) of the relaxation
observed at longer time. The jump rate of the neutralization processes is found
to be significantly influenced by an H/D isotope substitution (0.45 x 1012 s~!
in D,O and 0.83 x 102 s~! in H,0) [71, 106].

Let us consider the analysis of the early recombination reaction occur-
ing between hydrated electron and prototropic species (OH, H3O™m) in the
framework of a proton jump characterized by a frequency A over a dis-
tance ‘d’ (diffusive motion by a finite process). For instance, taking into
account the high mobility of the hydroniumion (H3O™) compared to e-pyq
(Dif,o =9 %1075 cm?s™! vs D, | =4.75 x 1073 cm? s~' [108, 111], the

Chyd
proton jump approach emphasizes the role of the dynamical structure of the
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electron-ion pair recombination and would involve the time dependence of
hydrogen bonds polarization. We can consider a limit case of the ultrafast neu-
tralization reaction for which the diffusion coefficient of the hydrated proton
(H307) is defined by the expression D = (A\d?)/6 [108]. In this hypothesis,
for a mean H3OV lifetime of 10!2 S and a reaction radius (Rpeqc) equal
to 5 A we obtain a proton jump distance § of 2.19 A. That means that an
electron-ion pair which have an initial separation length Ly = RReac + 6
of about 7 A can relax through a single proton jump (unidirectional diffusive
motion by a finite process). This initial length (7 A) is also equivalent to
the Onsager distance over which structural characteristic of the solvent must
be remembered [107]. The proton jump rate we suspect to be linked to the
neutralization process (geminate recombination) is found to be significantly
influenced by an H/D isotope substitution [71]. In agreement with previous
pulse radiolysis experiments, this would demonstrate that the initial spatial
distribution of photogenerated hydrated electrons and prototropic species is
slightly broader in DO than in H>O [112]. The initial spatial distribution
of electron and prototropic species can be influenced by the rate of energy
deposition through coupling with the vibrational modes of the polar protic
solvent.

Femtosecond investigations of ionic aqueous solutions underline that ultra-
fast recombination of hydrated electrons with prototropic species are specif-
ically governed by specific molecular motions of the protic solvent around
the electron and newly created radical species (Figure 12). Indeed, an H/D
isotope substitution is only observed when the prototropic species are direct-
ly involved in the electron-radical pair recombination. This is not the case
in diluted ionic aqueous solutions for which the photodetachment of elec-
tron occurs from the halide. Indeed, the limiting factor in the early geminate
recombination would correspond to the activation energy of the hydrated
electron-cation bond cleavage reaction, including a proton jump with a local
polarization effect of the electric field on H bonds.

It is interesting to notice that in aqueous solutions with various concen-
tration of hydronium ion, the initial electron ion-pair distribution influences
significantly the early behavior of the hydrated electron population. The
Figure 13 illustrates this fact with three limit cases: pure liquid water, inter-
mediate concentration of H3O" ([H,OJ/[HCI] = 7) and very concentrated
hydrochloride solution ([H,O)/[HCI] = 5). In pure water, as previously dis-
cussed, the computed best fits of the early decay assumes the existence of
a 1D random walk law. At intermediate concentration ([H,O]/[HCI] = 7),
the absorption decay follows a 3D recombination and the reaction occurs in
an isotropic media. An isotope effect is observed as in pure water. The last
case ([HoO)/[HCI] = 5) corresponds to the deactivation of a transition state
(encounter pair (H3O™ : e7)pyq) according to a monoexponential law [90].
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From NMR studies on characteristic times of prototropic species [91],
comparisons can be made with the present results. 7y is similar to the short
lifetime of hydronium ion. The jump rate ratio (Td)ﬁzlo / (Td)ﬁzlo is in the range
of values defined by the prototropic lifetimes ratio [106]. The existence of
H/D isotope effects on both the dynamics of recombination and the lifetimes
of the prototropic species suggest that one of the limiting step in the recombi-
nation process of the hydrated electron with prototropic species would be the
lifetime of hydrated X30™ or OX. This interpretation supports the analytical
model for which the jump distance equals the initial recombination length.
The model implies that within a (X30™ : OX)nyq . .. (€™ )nya pair a proton
transfer from X307 executes a 1D walk in the vicinity of the hydrated elec-
tron before undergoing recombination (Figure 11). Ultrafast recombination
between electron and prototropic species is governed by specific molecular
motions of the protic solvent around the electron and radical species.

3.B. ULTRAFAST ELECTRON-PROTON COUPLINGS IN WATER
1. The Ion-Molecule Reaction: nH,O + (H,0) — (H;0T + OH)n—l(HZO)

In the past many attemps have been made to identify the water cation in gas-
phase and successful investigations have permitted to observe its absorption
and emission spectra in the range 350-660 nm [113]. Using transient absorp-
tion spectroscopy in the femtosecond time scale, recent experiments have
been conducted in the spectral range 410-460 nm in order to determine if an
induced absorption characterized by an ultrashort lifetime can be tentatively
assigned to the existence of the water cation HyO™" (dry positive hole). The
dry hole reacts with an adjoining water molecule and through an ultrafast
proton transfer gives the cationic ion H3O" (hydrated proton) and the radical
OH (reaction 28) [114]. This reaction is likely one of the fastest which occur
in polar solvent and represents an ideal case to learn more about ultrafast
proton transfer in a protic liquid.

During the initial energy deposition due to femtosecond ultraviolet ion-
ization of water molecules, an instantaneous species absorbing in the near
ultraviolet has been observed to appear in less than 100 fs (Figure 14). This
ultrashort transient absorption has been assigned to the water cation (H,O1)
and its relaxation would then correspond to the ion-molecule reaction (reac-
tion 28) for which the measured cleavage rate constant equals 1013 s—! at
294 K [114]. It is important to note that the precursor of the hydronium ion
and the hydroxyl radical would relax following an ultrafast proton transfer
whose rate constant is faster than the final relaxation step of the trapped elec-
tron. This means that a favorable structured environment (H;O07 . .. OH)hya
can be created before than an electron gets its final equilibrium state. This
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important point concerns the ultrafast electron-hole coupling in liquid will be
discussed at length in the following paragraphs. One important point clarified
by femtosecond spectroscopy is that the ion-molecule reaction exhibits a sig-
nificant H/D isotope effect on the relaxation time of the fastest component.
The effects shown in the Figure 14 demonstrate that the ultrafast proton trans-
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fer from the water cation to water molecule is likely dependent on specific
properties of the protic solvent such as the vibrational energy of antisymetric
stretch. Concerning the physical meaning of a positive hole migration in a
polar protic solvent, we should wonder whether this process involves or not
some important structural changes including geometrical perturbation of the
hydration cage around the water cation or an excess electron.

2. Positive Hole Migration and Non-Equilibrium Electronic States

It is interesting to discuss more at length the relationship that exists between
an H/D isotope effect on the ion-molecule reaction and the formation time
of nonequilibrium electronic state in pure liquid water. The water cation-
molecule reaction observed in the near ultraviolet occurs with a transition
probability of about 103 s~! i.e. few vibrational X—OX periods (X = H,D)
[111, 115]. The limiting factor for the cleavage rate constant of the water
cation XoO™ would be due to the dynamics of hydrogen bonds formation and
the weak activation energy of the ultrafast proton transfer with adjacent water
molecules along the hydrogen bond.

Previous experimental investigations have permitted to estimate that the
migration frequency of the hole was about 21 times greater that the ion-
molecule reaction (reaction 28) [116]. That means that a resonant proton
transfer (X,07 + X,0 — X,0 + X,0™) would occurs with a frequency of
k1/21 ie. ~ 2.1 x 10" s7! in H,0 and 1.23 x 10" 57! in D,0. In light
water, this value remains very comparable to the estimates on the vibration
frequency of the H—OH bond vyy_oy = 1.15 x 10" s~! [117].

In the femtosecond spectroscopic studies of primary events in water, sev-
eral key points concern the role of neutral or charged neoformed prototropic
species (i) in the initiation of ultrashort lived favourable traps for fast electron
localization, (ii) in a solvent cage effect which can limit the probability of the
excess electron to escape far of the primary positive hole (X,01). These two
aspects can be linked to the influence of the behavior of water cation on the
time dependence of the early electron- positive hole or electron-radical pair
couplings in water.

One important question concerns the detailed mechanisms of an elec-
tron relaxation in this polar protic solvent and more particularly the energy
transfer processes that can occur in the coulombic field of H,O1 or H;0T
or within the solvation shell of OH. During the solvation step, the profile
of the energy loss can be influenced by an initial electron-pair distribution
and the solvent relaxation phenomena around prototropic species. Computer
simulations of hydrated hydronium ion at 300K have shown that the relax-
ation of water molecules around a new hydronium 1on would be faster than
the mean lifetime of the ion [118]. Ab-initio calculations on the structural
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characters of water molecules linked to the solvation shells of the hydronium
ion in dilute solutions have demonstrated that the radial distribution functions
g00(7) and goy (r) exhibit a maximum at 2.48 A and 3.2 A respectively [118].
These values are in agreement with structural informations obtained by X-ray
and neutron diffraction [119]. Indeed, over a 7 A distance range around the
hydronium ion two hydration shells can be considered. If an excess elec-
tron is directly trapped in the structured hydration shell of H;O0T or OH, the
initial charge separation distance would be shorter than the Onsager radius
(ro =17 Ain water) but remains very similar to the estimates of reaction
radius: e~ ... H;0*: 5 A, e” ... OH: 6 A [85, 87].

Femtosecond photochemical investigations performed in pure light and
heavy water at room temperature have permitted to discriminate the exis-
tence of a non-equilibrium electronic configuration in the near infrared spec-
tral region (Figures 14, 15) and to precise whether the infrared electron
(prehydrated state) and the neoformed electron-radical pair exhibit a com-
mon precursor. The discrimination of a short lived nonequilibrium electronic
state in the near infrared (around 820 nm) have need to perform a carefull
analysis of kinetical data at very short time (¢ ~ 2ps) and longer time (¢ ~ 10
ps) including the existence of a broad visible band, the long tail of infrared
electrons and the spectral component due to hybride electronic state [120].

Time-resolved data are characterized by very low signal values (A Apax ~
0.05). Their analysis have been conducted considering a kinetical model for
the expected signal rise dynamics which includes all the different transient
species and the convolution of the pump-probe pulses temporal profile (Equa-
tions (31)-(38)). More precisely the induced absorbance at a specific test
wavelength ()\) and for a time delay (7) between the excitation and the probe
beams is defined as the sum of the contribution Af‘ (1) of all the speciesi.e. the
contributions of (1) the infrared prehydrated electrons, (ii) the fully hydrated
electrons populations whose a fraction rapidly recombines with prototrop-
ic species (X301 or OX), (iii) a non equilibrium electronic state assigned
to a neoformed electron-radical or electron-ion pairs [X30™" : e 7:0X, with
X =H,D]. This last transient species would correspond to a transition state for
which the photogenerated electrons would be initially localized in the vicinity
of prototropic species (water cation: X,OV or its derivates: hydronium ion:
X30™" and hydroxyl radical: OX).

ATy =3 AN =3 Cioei- L. (31)

The transient signal triggered by a pump beam (I py7), through a non linear
phenomena (n order), is defined by the expression:

S(t) = /_ T AW — )1y at. (32)

o0



120 Y. GAUDUEL

This signal can be probed by test pulse with p the temporal delay between the
pump ({ py) and probe (I pg) pulses. The time-resolved discrimination of the
physical phenomena A(t) follows the relationship:

+oo +-00 ,

S'(t) = / Tpr(t+7) / A — )Ty dt'. (33)
-0 —00

With the variable change t = t — (p + t), S'(¢) will be defined by the

expression:

—+o0 o0
S@)=[ " AWIrt+7) [ @T)lerlt+). G4
-0 —0o0

The first term represents the response of the molecular system and the second
one to the correlation function between the pump and the probe pulses. The
computed fits of the experimental traces are obtained considering symmetrical
biexponential pump and probe pulses. The time broadening factor occuring
when the pump and the probe wavelengths overlap with different group
velocities is measured on sample for which an “instantaneous” response can
be discriminated:

Ipy(t) = Ipr(t) =exp— | t/Timp | - (35)

The time-resolved data are analyzed taking into account the determination
of the zero time delay and the refactive effect index for the different samples.
This last point is of particular importance at very short time when we consider
the shirp of the zero time delay that occurs between two samples (H,O, D,0)
having refractive index n|(w) and ny(w). The temporal delay between the
two samples of optical length ‘I will be:

At = Tpr —Tpy
_ 1 <[n2(wPU) -~ nz(wPR)] : [m(wPU) — ni(wpr)
C \L na(wpv) - n2(wpr) ni(wpy) - n1(wpr)

).

In the particular case of small signal the time dependence of the different
populations during the pumping and probing follows the relationship:

(36)

+oo
aadny=edt [T G- r) - ) o @7
with:
A oo 2
CMr) :/ Ipr(t+ )15y (t) dt dr'. (38)
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In these expressions, [ is the interaction length, C*(7') the normalized corre-
lation between the probe and the pump pulse, ¢* and C; the molar extinction
coefficient and the concentration of species ¢ respectively.

Figure 14 permits to fully compare the influence of an H/D isotope sub-
stitution on the risetime and the early behavior of the induced absorption
in the red and near infrared spectral regions. At 720 nm the early relaxation
phenomena has been assigned to the existence of an ultrafast geminate recom-
bination between hydrated electron and prototropic entities. At 820 nm, the
data show that a non negligible fraction of the signal disappears faster than
at 720 nm. This fact demonstrates that the relaxation phenomena observed
in the isosbestic spectral range of transient spectra (Figure 4) cannot be only
assigned to the existence of an early geminate recombination between ful-
ly hydrated electrons and prototropic species [67, 120]. The total relaxation
process corresponds to a complex non exponential decay and includes all the
transient components. A short-lived non equilibrium electronic state has been
identified and assigned to the existence of a second photochemical channel:
reaction (39).

n(X20) + hv — (X307 - OX)pya + ez — —ks
— [(X30 - OX)hya] < [(X307T : €™ : OX)nyd]
(ks = 1/T5)
— [(X3O+ e OX)hyd] — — — kg
— X+ X0 (ke =1/T5)
— X307 ...0X?
— epq + (X307 ... 0X)?
— (X20)2e7? (39)

[(X30..0X)ydl

In light water, the appearance time of a near infrared induced aborption (75s)
is very close to that of the infrared electron (73) and its mean lifetime (7s) to
the presolvated electron one (74). The carefull analysis of the H/D substitution
effects on the risetime of the signal at 820 nm permits to discreminate the
existence of a significant H/D isotope substitution effect on the formation
time (T5 = 1/ks) and the mean lifetime (75 = 1/ke) of the nonequilibrium
electronic configurations (X30% : e7:0X, with X = H,D). More precisely,
the transient state assigned to an hybride electronic state appears with a time
constant of 130 20fs in light water and 320420 fs in D, O. The deactivation
rate of the hybride electronic states, defined as kg = 1/T5, is lower in deutered
water than in light water: 1.36 x 102 s~! against 3 x 102 s~! respectively
[121].

The initial yield of fully or non fully hydrated electrons generated by fem-
tosecond ultraviolet excitation of water molecules can be dependent on the
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rate of energy scattering with the vibrational modes of neutral water molecules
or the transient solvent configurations due to prototropic entities. The comput-
ed simulations of the transient populations of electrons (prehydrated states,
electron-radical pair and fully relaxed hydrated states) reported in the Fig-
ure 15 permit to compare the effects of an H/D isotope substitution on the
time dependence of the different populations of prototropic and electronic
species in pure water. At very short time (¢ < 4ps) this figure shows that in
H,0 and D, 0 the ultrashort lived infrared electrons population (prehydrated
state) exhibits a maximum at ¢ ~ 300 fs. An H/D isotope substitution does not
modified neither the temporal dependence of this non-equilibrium electronic
population nor its maximum value (Ce- prehydmax)- It i8 interesting to notice
that the population of fully relaxed hydrated electrons is never at equilibrium.
As previously discussed, this situation is due to the influence of prototropics
species through an early 1D walk geminate recombination (Equations (26),
(27)). Computed data of Figure 15 demonstrate that within the first 2 ps, the
spectroscopic contribution of hydrated electron detected in H,O (D,0) cor-
responds to 90% and (95%) of a saturated population (Ce-pygmax)- In other
word, H/D isotope substitution modifies the early yield of photogenerated
hydrated electrons in liquid phase and 10% (5%) of hydrated electron, can-
not be detected at early time. Indeed, the direct observation of an isosbestic
point is hindered [65, 120]. Additional data reported in the Figure 5 exhibit
significant influence of an isotopic substitution on the population of hybride
electronic state ([(X30™ : € 7:0X)nyal) in the near infrared.

It is interesting to discuss more at length the relationship that exists
between an H/D effect on the ion-molecule reaction (reaction 8) and the
formation time of nonequilibrium electronic state in the near infrared (reac-
tion 39). The water cation-molecule reaction observed in the near ultraviolet
occurs with a transition probability of about 10'3 s=! i.e. few vibrational
X—OX period [114]. The limiting factor for the cleavage rate constant of
the water cation X,O" would be due to the dynamics of hydrogen bonds
formation and the weak activation energy of the ultrafast proton transfer
with adjacent water molecules along the hydrogen bond. The influence of an
H/D isotope substitution on T5/7T, ratio permits to precise that the subexci-
tation electron would probably test several configurations in the vicinity of
prototropic species before to get an hybride electronic state (Figure 4). A
limitation step in the formation of neoformed encounter pairs would corre-
spond to proton motions during the ion-molecule reaction. Femtosecond data
of Figures 14 and 15 show that the migration of water cation in D,O is about
30% larger than in H,O. Similar H/D isotope effect is obtained on the T5/7,
ratio [121]. This result suggests that a positive hole migration can be, at a

microscopic level, a determinant factor for the existence of transient coupling
between electron and prototropic species. This does not exclude that the elec-
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tron can contribute to influence the local environment of prototropic species
with polarization of hydrogen bonds through proton dispersion forces. Monte
Carlo simulations have shown that polarization of hydrogen bonds are three
times more than of water molecules [122].

Numerous discussions have been mentioned concerning the photon energy
required to perform vertical Born-Oppenheimer ionization of liquid water at
ambient temperature [59-61, 63]. Using picosecond pulses, the production
of hydrated electrons can be observed around 6.5 eV i.e. 2 ¢V lower than the
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estimate of ionization potential (8.76 eV) [60]. These experimental data have
suggested that ultrafast internal energy exchange and cage effects, which are
not considered in the macroscopic ionization threshold, can affect the early
charge separation and photoionization quantum yield. It is interesting to notice
that the value 6.5 eV is very near the energy of the first electronically excited
state (A!B1) whose the photodecomposition gives OH (XII) and H(2S) [123].

Experimental studies on liquid water have suggested the existence of a low
energy channel under the energy band gap for which the excitation energy
required to produced hydrated electron and prototropic species equals 5.78 eV
[61, 62]. This charge transfer process can compete with the direct dissociation
of the ~ A state (1b; — 3sa;), and involve transitions from favorable site
geometry to permit the thermodynamic cycle of an autoionization process
(low energy photochemical channel). The cooperative effect of two water
molecules would enhance the photogeneration of electron on short distance
i.e. the trapping of the excess electron would occur in the first two solvation
shells of the prototropic species.

2H0 — (H30™ )nya + (OH)ya + €5 g- (40)

Femtosecond studies on H/D isotopic substitution effects clearly demon-
strates the existence of a low energy photochemical channel. Femtosecond
ultraviolet excitation of water molecules through two-photons process (2x 4
eV) can represent sufficient energy to initiate via lattice vibrations, ultrashort-
lived configurations (electron-radical pair). The kinetical data obtained in
the red and near infrared confirms that the femtosecond ultraviolet excita-
tion of water molecules initiates the formation of early electron-radical pairs
(e ... X30%; e ... OX)nx,0, X = H,D) through transient couplings between
electron and prototropic species (Figures 4, 11). In light and heavy liquid
water, the early charge transfer linked to the ion-molecule reaction (Equa-
tion 28) is fastest that the formation of electron-radical pairs (reaction 39
and Figures 14, 15). This means that very transient favourable structured
environments for electron localization can be triggered by the presence of
neoformed prototropic species (X,O" or its derivates). In this hypothesis,
excess electron would get localized or trapped state after energy scattering
with energetic vibrational mode and vibration frequency (H—OH vs D—OD).
Ultrafast nuclear motions such as proton transfer can favor the existence of
local solvent cage configurations whose the microscopic structure would be
dependent on a concerted phenomena occuring between electron, hydrogen
bonds lattice and prototropic species. Table I and Figure 16 represent concert-
ed and non concerted electron-proton transfers which can be discriminated at
early time in pure water [71, 114, 120, 121].

The significant change observed on Ts (reaction 39 between light and
heavy water underlines the role of a concerted mechanism in the existence
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TABLEI

Primary events linked to concerted and nonconcerted elec-
tron-proton transfers in pure water. Photoexcitation of water
molecules is initiated by ultraviolet femtosecond pulses. Steps are
numbered as in Figure 16

n X0 (X =H,D) + xhv
— Primary Reactional STEPS

STEPS

1 X0 +n(X20) — (X307 )n;x,0 + (0X)n2x,0

2,4 e” +10'(X30) — e — ey,

3 n"(X20) — [0X : e : X30™]wr_5(x,0)

5 [0X :e™ : X301 ax,0) = OX 7, X, 0" X0

6 ey + (0X, X30™) (o, 4m) (x,0) — OX ™, X, n"""X,0

of a low photochemical channel for which a proton transfer and an electron
trapping would be involved to give an hybride electronic state (Rydberg state
or neoformed encounter pair). It is interesting to notice that the formation time
ratio (T5(D»0) /Ts (H,0) ~ 2.4 is very similar to the ratio of predissociation
rate of Rydberg states which has been shown to be dependent on rotation-
al sub level and exhibit significant isotope effect: T(C' ~)p,0T(C ~)m,0
= 2.4 [124]. As previously suggested short-lived configurations of solvent
molecules resulting of electronic excitation would be equivalent to Rydberg
states whose adjacent water molecules can influence their behavior. Initial
configurations involving several water molecules would correspond to favor-
able local trap for which cooperative effects on electron ejection made be
probable under the energy band gap of water. If the energy distribution of
pre-existing traps is defined by fluctuations density of the solvent, then ultra-
fast structural liquid reorganization initiated by short lived prototropic species
would favor electron localization by self trapping phenomena.

An important point to be considered on ultrafast electron transfer in a polar
protic solvent concerns the comparison between the dynamics of formation
(13) and relaxation (73) of infrared electron through a two states activated
model with those of neoformed electron-radical pairs (75, Tg). In pure light
water at ambient temperature (Figure 15), femtosecond spectroscopic data
show that the formation time of early electron-pair () remains similar to the
dynamics of electron localization (13): T5(H)/T5(H) = 1.18. Consequently, it
could be suggested the existence of a common precursor for the infrared elec-
tron (prehydrated electron) and the neoformed encounter pair [120]. However,
the study with H/D substitution permits to clarify this interpretation and to
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water (H.0, D,0) following femtosecond ultraviolet photoionization. Primary reactionnal
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transfers can be clearly discriminated.

conclude that the existence of a competitive process from a commom precur-
sor of presolvated electron and electron-radical pairs is unlikely [121]. The
presolvation of excess electron and the formation of electron-radical pairs do
not involved similar responses of the water molecules.
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3. Transition States and Charge Transfer Dynamics

Femtosecond spectroscopic investigations of charge transfer in pure deutered
water permit us (i) to precise whether several photochemical channels can
lead to electron solvation, (ii) to extend the knowledge on primary reactions
between electron and prototropic species. Figure 16 shows the existence of
two well defined relaxation processes for electronic states in the infrared
and near infrared. The electronic relaxation does not occur in the same way
when excess electron is localized far or in the vicinity of neoformed pro-
totropic species. The experimental data obtained in the near infrared show
the existence of a short-lived electronic component for which the frequency
of neutralization process (Table I, step 5) is significantly dependent on the
protic character of the solvent: ks = 1/Ts = 0.29 x 10'3 s~! in H,0 and
0.13 x 10'3 s~! in D,0. This means that the probability to obtain hydrated
electron from neutralization reaction of electron-radical pairs (step 4 vs step
5 of Figure 16 and Table I) is very low. This figure underlines the existence
of a discrepancy between a non adiabatic relaxation of infrared electron and
an electron-radical pair deactivation.

It is interesting to compare the relaxation frequency of hybride electronic
states assigned to electron-radical pair [(X307 : e~ :0X)nyal with the estimate
of the lifetime of excited molecules produced by ultrafast neutralization of
unrelaxed electron with primary water cation: e~ + X,0" — [X20*Inx,0 —
2X,0 (Figure 17). In absence of surrounding water molecules, the deactiva-
tion of [X;0*] can be estimated by formula of Henly and Johnson [125]:

7! = vy_ou((E* — Eq4is) E*)? (41)

for which E* equals the exciting energy of neutral molecules (~ 6.25 eV)
and Egs ~ 5.11 eV. The H-OH decay channel occurs with a time constant
of 3 x 10713 S i.e. a frequency of 0.33 x 10'3 s~!. The Figure 17 shows
that the deactivation frequency of electron-radical pairs in H,O is similar to
this estimate (k¢ = 1/Ts ~ 0.29 x 10'3 s—! at 294 K). This means that an
early rearrangment of water molecules during the deactivation of encounter
pair (step 6 of Figure 16 and Table I) can be equivalent to a relaxation of
an excited state of water molecule [H,O*],, i,0. Considering that we cannot
obtain direct spectroscopic informations on the ultrafast quasi free electron-
water cation reaction (H,O" + e~ — HyO*, t ~ 10714 S), it is not easy to
determine the quantum yield of electron solvation from virtual excited states
of water molecules. This point is more complex if we consider the existence
of different statistical configurations of hybride electronic states in the near
infrared at very short time (Figure 4). Recent theoretical works on electron
solvation in bulk have suggested that different populations of non equilibrium
electronic states (prehydrated states, excited solvated state, trapped electron
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by pre-existing deep traps) can contribute to the transient infrared signal
[126].

Concerning the behavior of non-equilibrium electron in the framework of
a low photochemical channel, the relaxation process correspond to ultrafast
neutralization between localized states and prototropic species without the
intervention of a significant diffusion process (Figure 17). The existence of
neoformed encounter pairs (¢~:X307:0X) can be dependent on dynamics
of water molecules rearrangments in the vicinity of prototropic entities. The
reorganization of water molecules may require breaking of the hydrogen
bonds for which important parameters such as the OH strech mode will be
concerned. The cleavage rate constant of electron-radical pair occurs at a
similar time scale that the H-bond mean lifetime or average lifetime of the
hydrated proton [93, 94]. Let us discuss the relationship that can exist between

the lifetime of transition states and the electron-proton reaction efficiency
(reaction 42). As previously shon in Section 2, the experimental bimolecular
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rate constant is about 30% of the estimate for a diffusion controlled reaction
[85, 87]. Reaction (42) will not be diffusion controlled but influenced by the
activation rate constant K. The lifetime of the encounter pair would be one
of the main important parameter of the electron-proton reaction (reaction 42).

ehyd + (H30™")n,0 — — — kp — [T. States] « kag
— > H+ (HQO)nﬂzo. 42)

Femtosecond photochemical studies performed in pure liquid water
emphase the existence of nonequilibrium electronic states which have been
assigned to neoformed encounter pairs between electrons and hydrated hydro-
nium ion (X30™) or hydroxyl radical (OX), X = H, D. The mean lifetime of
these transient electronic states in pure water at 294 K (H,O and D,0}) is less
than 1 ps (Figures 14, 16, 17). For a given concentration of hydronium ion, if
we consider that the probability of reaction (42) is dependent on the lifetime
of encounter pair (¢~ . .. H30")nH,O, then the ratio of the pseudo-first order
constant (kgxp. /kTheor) can be expressed as follow:

kexp./kTheor. ~ 0.3 ~ vggEP/vrs ~ (1/Te EP)/(1/T1s)
~ Trg/TexEP. 43)

In this expression, vgg EP = 1/TggE P represents the frequency of forma-
tion of efficient encounter pair. The limit case would correspond to those
for which the lifetime of the encounter pair is limited by the mean lifetime
of hydrated proton (H3O+)hyd. In this hypothesis, the transient states of the
reaction (43) can be characterized either by an activation barrier or by a
tunneling process. The second parameter vrs = 1/Trs represents the mean
formation frequency of efficient and unefficient transition states. In a first
reasonable approximation, this frequency can be defined from the experi-
mental lifetime of encounter pair (€™ :H30™"): Trs ~ TMeangp = Tg: 340 fs
and 750 fs in H>O and D, O respectively [121]. Consequently, the theoretical
ratio Trg/Tgg B P defined by the Equation (43) equals 0.40 in H,O and 0.53
in D,O (Table II). These two values are estimated by defect owing to the
fact that in our experimental conditions, up to now, we cannot decriminate
the respective contributions of X301 and OX in the ultrafast neutralization
process of electron-radical pairs. Consequently, the mean lifetime of electron-
radical pairs we measure at 8§20 nm represents the average lifetime of two
populations of pairs (¢ ":H30™" and e~ :OH) whose the formation probability
would be dependent on transient microscopic structures of solvent cage.
NMR studies have shown that the lifetime of OH (OD) radical is 2 (3.5)
times longer than the H30" (D30%) ion [91]. If we take TEAngP equivalent
to the average lifetime of the two prototropic species (Tx,o+ + Tox)/2 i.e.
1.12 ps in H2O and 3.35 ps in D0, then the 17 /Tgs F P ratios equals 0.26
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TABLE I

Comparison between the macroscopic rate constant of the electron-proton reaction in water
(reaction 26) and the characteristic times of ultrashort lived states identified by femtosecond
infrared spectroscopy

SOLVENT T7s  Teee(EP) Trs/Tere(EP) Toe(EP) Trs[T¥:(EP)
(X;0h)** (X;07F, OX)™*

H,O 340 fs 850 fs 0.40 1.12 ps 0.30

D,0 750fs 1.4 ps 0.53 3.35ps 0.23

*

Experimental lifetimes of transition state (encounter pairs) measured in the infrared
[120, 121].
** Lifetime of prototropic species, X = H, D (from [91]).

in H,O and 0.24 in D,O (Table II). These calculations on the probability of
reaction (43) via the existence of non reactive electron-radical pairs underline
that (i) the lifetime of hybride states of electron in water are shortest than
those of isolated prototropic species in very dilute solution, (ii) the reaction
between electron and proton is not dependent on the lifetime of hydrated
hydronium ion but rather short-lived electron-ion pair.

In future research, we should wonder whether the relaxation of nonequi-
librium electronic states involves intra complex structural changes for which
proton mobility, H bond mean lifetime or average lifetime of prototropic
species will be determinant factors for activation energy of the reaction (42).
Moreover, in a polar protic solvent the importance of many-body effects must
be considered (i) the influence of the Coulomb attraction between electron
and hydronium upon the electron: OH couplings; (ii) dynamical couplings
between proton with neutral water molecules; (iii) the role of cooperative
effects between water molecules [127, 128]. These aspects need to obtain
better understanding of ultrafast reactions considering the microscopic struc-
ture of solvent cage around excess electron or prototropic species and the
physical meaning of solvent coordinates at very short time (Figure 18).

Conclusions

Several key points can be underlined in conclusion of this chapter. within
the physico-chemical stages (10~ 15-10712 5). In molecular liquids, ultrashort
laser pulses allow to initiate selective photochemical processes (photoexcita-
tion of molecular probes, photoejection of charge) to investigate (i) primary
events within the physico-chemical stages (10715210712 g); (ii) early steps
of single charge transfers in connection to solvation dynamics.
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Fig. 18. Reactional regim involving an overlapping of two reactants hydration shells. The
efficiency of the reaction (e 4 + Hh“Lyd — Hiya) is discussed in the framework of transient states

(encounter pair) for which solvent coordinates equal Lint ~ Rer > 5 A. The insert represents a
Gaussian distribution of electron-prototropic species for different standard deviations (¢). The
significant parameters are R.: onsager radius in water, R: mean reaction radius of hydrated
electron with hydronium ion or hydroxyl radical; Req: effective radius of the hydronium ion.

Experimental investigations of non-equilibrium electronic states in polar
protic solvents permit to get unique informations on the dynamics of prima-
ry steps of elementary charge transfer reactions: formation of the hydration
cage around an excess electron, encounter pair formation, ion-molecule reac-
tion, electron attachment to solvent molecule, early electron-proton recom-
bination. In liquid water, transient local configurations linked to the protic
character of this solvent excer major effects on solvent cage reorganization
and reaction dynamics within the non diffusional regime: dry positive hole
reactivity; electron-hole pair neutralization. These cage effects are dependent
on energetic vibrational mode of the solvent and statistical density fluctua-
tions. An improvement in the knowledge of concerted charges transfers would
consist to better describe reaction coordinates i.e. electronic clouds displace-
ments during complexation mechanism. Spectral identification of ultrashort
lived intermediates during concerted electron-proton transfer in water provide
guidance for future developments on transition states theories in condensed
matter.

The recent progress observed in experimental and theoretical works on
ultrafast single charge transfer in liquid phases would lead to a better under-
standing of solvent effects on reaction dynamics. One of the most exciting
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challenge in physical chemistry and biology will be to extend our knowl-
edge of charge transfer reactions at the molecular level keeping in mind the
roles of the microscopic structure of a solvent and the electronic or molecular
responses of the reactional media.
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Y. LIN* and C. D. JONAH*
Chemistry Division, Argonne National Laboratory Argonne, IL 60439, U. S. A.

1. Imtroduction

The importance of the solvent in chemical reactivity has been long
recognized,! albeit the quantification of the various roles that the solvent can
play was not possible. These roles include: supplying or dissipating energy by
acting as a heat bath, confining reactants, and solvation of ions. Solvation will
be important for any reactions in which charge is created, destroyed or trans-
ferred, including intra-molecular charge redistribution, which, for example,
leads to giant dipole formation in excited states.

Some of the earlier measurements of solvation have included electron
solvation in liquids and glasses [2-9]. These results exposed the complexity
that can occur in solvation kinetics. For example both the kinetic behavior and
the rate of solvation processes have been found as a function of temperature
[2-5]. These temperature-dependent studies clearly show that the solvation
occurs by multiple processes with different energetics.

Electron solvation may not be representative of the solvation processes that
are critical in many electron transfer reactions. In electron transfer reactions,
there exists a site within the solution that provides a local minimum for
the electron (an orbital on a molecular framework). The strength of this
attractive potential is modified by the solvation of an ion in the solution but
this modification is not the dominant term.

Dipole solvation studies have taken place using both time-dependent and
time-independent approaches [10-23]. In the time-independent approaches
[20-23], the shift of the absorption and emission spectrum of molecules is
observed as a function of solvent for probing the solvation energy. However
little or no kinetic information can be obtained from these studies. Only the
equilibrium solvation of the ground state is measured. The shifts of fluo-
rescence spectra as a function of time have been recently used to measure
the time dependence of the solvation [10-19]. These experiments have pro-
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vided considerable information on solvation dynamics and such studies are
presently an active field of research.

Little work has been done measuring ion solvation, except for the study
of electron solvation, which, as discussed above, may not be closely related
to molecular ions. Recently, in a review of solvation studies, it was suggested
that information on solvation process can also be extracted from the electron
transfer rates [24]. However because the electron transfer rates depend on
many factors, and not all of these can be well quantified, direct measurement
of the solvation process of ions is clearly the better approach.

In this article we will review both experimental and theoretical studies
of the solvation dynamics in dipolar liquids. Our emphasis will be on our
measurements of aromatic ion solvation using pulse radiolysis. The specific
issues that we will address are: (1) The structure and energetics of the stable
charged species involved in solvation. (2) The dynamical pathways between
the unsolvated species and the solvated species. and (3) The development of
computational model that describes the solvated state.

The arrangement of the article will be: Section 2 will contain a short review
of the literature of the different types of solvation measurements. Section 3
will contain a short summary of the theoretical development in the field. It
is given so that the reader may be able to evaluate the experiments with the
expected results. No quantitative comparisons will be attempted. Section 4
will contain a description of the experimental techniques that will be used
for our measurements. Section 5 will contain a summary of our experimental
data, with the emphasis on the amount of the spectral shift. Section 6 contains
a description of a simple Monte Carlo model that we use to describe our
results. Section 7 will contain a summary of the experimental kinetics of
solvation. Finally, Section 8 will summarize the article. The major portion of
our work will be described in Sections 5-7.

2. Review of the Literature

A number of reviews have appeared recently on electron solvation [25],
experimental studies of dipole solvation [26-28], and intramolecular electron
and proton transfer dynamics [29, 30]. Bagchi has recently reviewed the
microscopic theories of solvation and solvent dynamics [31].

The dynamics of solvation are measured by creating a species that is not
in equilibrium with the solvent on a time scale that is short compared to the
solvent relaxation processes. These species could be an ion, a giant dipole or
an electron. Such a species will create a strong local field on its environment,
forcing the surrounding solvent molecules to rearrange themselves to form
a configuration that will solvate the newly created species. As these solvent
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rearrangements take place, the solvent will perturb the electronic states of the
molecule, and will cause shifts in the solute absorption or emission spectrum.

If an excited state with a large dipole is created, the emission spectram
of the excited state will change as the solvent relaxes around the excited
molecule. The measurement must be made in competition with the decay
of the fluorescent process. Such excited dipole can be formed by optical
absorption or by intramolecular proton transfer or electron transfer reactions.
If an ion is created, its transient absorption spectrum can be measured. These
measurements must be done in competition with the reaction of the ion. lons
can be created by photoionization or by reaction with electrons produced by
radiolysis.

The results of the dipole solvation measurements to date may be sum-
marized as follows: (i) The observed dynamics are mainly dependent on the
properties of the solvent, although there is evidence that the measured dynam-
ics are not independent of the probe molecule [28]. Below we will discuss
the effects on solvation dynamics as the probe changes from an electron to
an anion or to a molecular dipole. (ii) The relaxation process is generally
a non-exponential process and the time scale for solvation is between 7y,
the longitudinal relaxation time and 7p, the Debye relaxation and usually
closer to 77, [26]. The value of 77, reflects the time scale for the collective
reorientation of the solvent molecules while Tp reflects the reorientation of
the individual molecules that are interacting with the probe molecules. Only
for a few cases, involving solvents with very high dielectric constants, are
the solvation times much longer than 77, [13, 17]. This leads finally to (iii):
There appears to be a correlation between the deviation from 7y, and the static
dielectric constant .

3. Summary of Theoretical Treatments

Theoretical treatments of the dynamics of solvation in polar liquids can be
divided by the approaches used. In a continuum model, no cognizance is
taken of the fluid structure. These models make use of well-defined and
well-measured physical parameters [32-35]. Another class of models makes
explicit use of the molecular structure of the fluid and of the solvated molecule.
The extent that the models attempt to simulate the real systems can vary.

The continuum models treat the solvent as a continuous homogeneous
medium whose only relevant property is its bulk, frequency-dependent dielec-
tric correlation function ¢(t), defined by the expression [32-35]:

E(t)— F
(1) = %@: )
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where E(t) is the time-dependent solvation free energy. This energy can be
obtained by evaluating the reaction field of the polar solvent at the site of the
solute. In such models, the dynamics are simply related to the solvent dielec-
tric properties and the detailed solute-solvent interactions are ignored. For
point dipole solvation, the continuum model predicts that the time-correlation
function for solvation is a single exponential with a time constant of [34]

200 +1
d o0
L= (25 +1> 2)

For the solvation of an ion, the continuum model predicts a slightly faster
solvation time, which is equal to the longitudinal polarization relaxation time
of the unperturbed solvent 77,

TL EOETD 3)

where co, and ¢ are the dielectric constant of the solvent in an electric
field of infinite frequency and in static field respectively. 7p is the Debye
relaxation time of the solvent. For typical values of these dielectric constants,
the difference between Tg (dipole) and 7y, (ion) is unimportant. In essence,
the longitudinal relaxation time accounts for difference in the motion of an
unperturbed fluid and the response of the fluid to a charge. The prediction of
the continuum model that the solvation time in a fluid should be equal to 77,
of that fluid has served as an important benchmark against which to compare
experimental data.

Recent experiments of the solvation dynamics occurring around dipoles
have revealed that the correlation function ¢(¢) may be non-exponential in
several solvents [13, 19, 36, 37]. These observations are not consistent with
the predictions of the simple continuum theory. As mentioned earlier, the
experimentally measured rate of decay of c(t) lies between the values of 77,
and 7p but with the value close to 7.

There are many approximations that may lead to the failure of the simple
continuum model to quantitatively predict the experimental data [34, 35].
The assumption of the Debye form of the frequency-dependent permittivity
e(w) may oversimplify the solvent. In practice, one of the following three
functional forms of e(w) is used in describe the experimental data [38].

n
- Z (€0j — £oo5) Multiple Debye (4)
ot 1 +iwTp;
e(w) =€ + _0 " Coo Davidson—Cole Q)
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Cole-Cole. (6)

The effect of the non-Debye form of e(w) was studied using the expression
given in (5) and (6) [39]. It was found that the short time dynamics were
significantly affected even when the deviations from Debye behavior were
small. The continuum model has recently been generalized to an inhomo-
geneous dielectric medium [40-42]. In these studies, the dielectric constant
depends both on the frequency and the distance from the solute site. The
model assumed that the portion of the solvent that is close to solute charge
responds differently than does the bulk solvent. This is physically reasonable
both because of the strong electric field of the ion or dipole and because of the
existence of specific solute-solvent interactions such as hydrogen bonding.

The second group of theories goes beyond a simple continaum represen-
tation by considering the molecular nature of the solvent. One class of such
models was proposed by Wolynes [43] and further developed by Rips et al.
[24] and Nichols and Calef [44]. These theories model the solvent medi-
um as a collection of hard polarizable spheres, whose dynamic properties
are handled by the mean spherical approximation (MSA). The MSA model
demonstrates that solvation dynamics proceeds on multiple time scales. In
most cases the solvation dynamics can roughly be described by biexponential
relaxation. The short time scale corresponds to the bulk relaxation time 7,
while the long time scale is associated with the rearrangement of the first
several solvation layers, being close to 7p. Physically, these different time
scales arise because the solvent will respond at different rates, depending on
the distance from the charge solute. Furthermore, the precise mix of observed
times depends on probe attributes such as size and electronic coupling.

Qualitatively, one might expect that the dynamic MSA model should be
an improvement over the continuum models in predicting solvation in polar
solvents. However this is not always true in practice. Recently, Chapman and
Maroncelli have analyzed the observed dynamics in amide solutions [19].
The measurements were made using the time-dependent Stokes shift of the
fluorescence. Although the correlation function ¢(t) decays nonexponentially,
the average solvation times are in better agreement with the predictions of the
continuum models. The MSA models yield very poor quantitative agreement
with experiment.

A different approach to a microscopic theory of solvation dynamics was
taken by Calef and Wolynes [45] and Bagchi and Chandra [46, 47]. They
derived a generalized Smoluchowski equation to describe the solvent relax-
ation. In this description the dipolar solvent molecules undergo rotational
and translational diffusion in a potential of mean force, while feeling the
mean force of the other surrounding solvent dipoles. In this model, the time-
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dependent solvent polarization is related to the number density of the solvent
by the following expression:

P(r,t) = [ w)p(r,w, 1) do G

where p(r,w, t)is the position, orientation and time-dependent distribution of
the solvent and p(w) is the dipole moment vector. The deviation of p(r,w, t)
from its equilibrium value é p(r, w, t) satisfies the generalized Smoluchowski
equation

%6p(r,w,t) = DrVZ26p(r,w,t)+ DrV26p(r,w, 1)
=[DRrV, - p(r,w,t)Vy + D7V - p(r,w,t)V]BF.(8)

Dpg and D7 are the rotational and translational diffusion coefficients of the
solvent, respectively; V,, and V are the usual angular and spatial gradient
operators. Equation (8) contains the rofational and translational diffusion
terms, a potential of mean force term and a term §F, which contains the
mean-field contribution from intermolecular interactions and an external field
term and is defined in (8')

BF:/ dr’ dw'C(r,w, 7", )6p(r',w', 1) + BUi(p, t). (8"

C(r,w,r’,w’) is the two-particle direct correlation function of dipole solvent
[48]. Uext 1s the external field that comes from the solute ion or dipole whose
solvation is being investigated. The time-dependent solvation energy can be
given by the following expression:

E(t) = -%/ dr D(r) - P(r,1) ©)

where D(r) is the bare electric field of the polar solute whose solvation
properties are being studied, and P(r,t) is defined in Equation (7). Hence the
solution to the Equation (8) provides complete dynamical information of the
physical process.

The solution of Equation (8) predicts the following general feature for the
solvation of ions and the solvation of dipoles [31, 49]. First, in the absence
of a translational contribution, the solvation of dipoles is always slower
than the solvation of ions. This also agrees with the predictions of both the
inhomogeneous continuum model and the dynamic MSA model. Second,
the translational motions of the solvent accelerate the relaxation rate. Third,
the solvation-time-correlation function will generally be non-exponential;
however as the ratio of solute to solvent increases, the model reaches the
continuum limit with an exponential time constant 77,.
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Fig. 1. Schematic of picosecond time-resolved spectroscopy apparatus employing sin-
gle-pulse, picosecond electron beam and stroboscopic detection technique with Cerenkov
continuum emission.

The generalized Smoluchowski equation is normally linearized around the
equilibrium solvent density, which may not be valid if the solvent distribution
is sufficiently distorted around the solute molecule. The recent molecular
dynamics simulations in methanol [50] and acetonitrile [51] indicate that
solvation dynamics cannot be completely described by a linear response
model, especially if the relaxation is around a species where the charge
distribution is created by the shift of a full electron charge.

4. Experimental Techniques

Experimental studies on solvation dynamics are carried out using the pulse
radiolysis pump probe technique [52-54]. As shown in Figure 1, a 20-Mev
electron LINAC delivers a short pulse of electrons. A portion of the electrons
pass through a cell filled with 1 atm xenon to generate a picosecond Cerenkov
continuum for a probe pulse. The remainder of the electrons enter the sam-
ple cell (through which the liquid is flowing to avoid thermal effects and
chemical degradation) as the pump pulse. Spectra and kinetics of transients
are followed by recording the absorption of the Cerenkov continuum as the
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delay time between the probe pulse and the pump pulse is varied using an
optical delay line. The pulse width of this system is approximately 30 ps. The
data acquisition system has a large dynamic range and permits very weak
absorption signals to be reliably recorded from 250-800 nm.

If the solvated electron were present, its absorption spectrum would over-
lap with the absorption spectrum of the probe anion. However, only few
solvated electrons are formed at 0.25 M benzophenone concentration. The
contribution of the solvated electron to the anion absorption has been shown
to be negligible [55].

The overall instrument response time was determined from the hydrated
electron absorption at 600 nm. This electron absorption was monitored before
and after each experiment to ensure no significant beam drift occurred during
the experiment. Because the electron solvation process in water is much
faster than our pump and probe pulses, the fast rise of the hydrated electron
absorption can be used to determine a response function that can be used
for subsequent data analysis. The initial hydrated electron concentration was
approximately 20 zM. The time resolution of the measurements was always
around 30-40 ps.

5. Ion Solvation and Solvent Structure

When a high energy electron beam is injected into a dense polar medium, it
ionizes the solvent molecules and generates quasi-free electrons. The ‘dry-
electron’ (defined as an electron before solvation) can react with an aromatic
solute molecule such as benzophenone to form the corresponding anion. It
has been shown that the ‘dry electron’ (or precursor of the solvated elec-
tron) doesn’t react as a localized electron (the immediate precursor of the
solvated electron — the species whose solvation time is measured) in the flu-
id, but instead the precursor of the localized electron would react with the
benzophenone. Thus, if the formation of the solvated electron is quenched,
one need not worry about the solvation time of the electron in the fluid [56].
As solvation of the charged anionic species progresses, the solvent structure
undergoes a rearrangement, leading to a change in the energy of the probe
ion that is reflected in the change of the emission or absorption spectrum.
The benzophenone anion was selected as the microscopic probe for the fol-
lowing reasons: (1) The anion spectrum is separated from that of the triplet
and excited state and is strongly shifted by a polar solvent. (2) The anion can
be produced very quickly by a reaction with the ‘dry electron’, which can
conveniently be produced by electron beam radiolysis and benzophenone is
sufficiently soluble so that no solvated electrons are formed.

To illustrate what is involved in determining the solvation dynamics spec-
troscopically, typical transient absorption spectra of benzophenone anion is
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Fig. 2. Benzophenone anion absorption at 50 ps, 300 ps and 3 ns after the pulse excitation in
n-octanol solution. The maximum of the absorption spectrum shifts from 675 nm to 635 nm
and then to 625 nm for the three different times.

shown in Figure 2. The data recorded here are the benzophenone anion
absorption at 50 ps, 300 ps and 3 ns after the electron beam pulse in n-octanol
solvent. As shown in Figure 2, the spectrum blue shifts and narrows as a
function of time. The final broad absorption band has been assigned to the
relaxed benzophenone anion absorption in linear alcohol [57-59], while the
spectra at early times are assigned to the anion before the rearrangement
of the solvent [60, 61]. These data demonstrate that the amount of solvent
reorganization strongly affects the electronic structure of the solute ions. The
time-dependent behavior in other linear alcohols is similar, albeit faster for
the smaller alcohols. As shown in Figure 3, the final absorption peak position
and width are practically the same throughout the linear alcohol series, only
the time scale for the blue shift depends on the chain length of the alcohol
solvents. The similarities in the final spectrum of the linear alcohols indi-
cate that the equilibrium local solvent environments are mainly determined
by the structure and functional group of the solvent but not size of the sol-
vent. Hence, the solvation energetics are largely determined by a relatively
small number of molecules in the first solvation shell around the solute. This
observation is in qualitative agreement with the Maroncelli’s results for the
computer simulation of a model dipolar system [62].
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Fig. 3. The transient absorption spectra of benzophenone anion in three different linear alcohol
solvents (n-propanol, n-octanol, and n-decanol) at 3 ns (upper) and 50 ps (bottom) after the
pulse excitation. All three solvents show a very similar final absorption spectrum.

How does the structure of the solvent molecules determine the dynam-
ics and energetics of the solvation? There are a few publications where the
spectral changes in the solvation process caused by varying molecular struc-
ture of the solvent have been investigated [63—66]. In particular, a systematic
exploration of the solvated electron spectrum in a variety of alcohols has
been made by Hentz and Kenney—Wallace (65, 66]. They found that the peak
of the final solvated electron absorption spectrum is sensitive to the number
and size of branches and distance of the branch point from OH group. In a
recent publication, Fujisaki et al. [63] also found that the absorption spectra
of the solvated electron in cis and trans isomers of methylcyclohexanol can
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Fig. 4. The transient absorption spectra of benzophenone anion in n-octanol and 2-octanol
solutions at 50 ps (upper) and 3 ns (bottom) after the pulse excitation.

be different as much as 100 nm, irrespective of the position where a hydrogen
atom on the cyclohexanol ring is substituted for a methyl group.

Figure 4 plots the absorption of the benzophenone anion in n-octanol and
2-octanol solutions. As shown in Figure 4a, the absorption spectra are very
similar for the primary and secondary alcohols at very early times, times prior
to solvation. Both reflect newly created ion species in random (unrelaxed)
solvent configurations. The absorption spectra are very different for the fully
solvated species in a linear alcohol and in a branched alcohol. The shift of the
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Fig. 5. The transient absorption spectra of benzophenone anion in acetonitrile solution at
50 ps, 300 ps and 3 ns after the pulse excitation. The dynamics of the solvation in this solvent
are too fast to be observed. The center of the absorption peak is at 720 nm.

spectrum of the benzophenone anion in 2-octanol is smaller than in n-octanol
and final spectral position is about 35 nm red-shift from what is observed
in the normal alcohol. Similar solvation behavior was also observed in other
branched alcohol system such as 2-butanol and 2-propanol.

In addition to the linear and branched alcohols, we have examined solva-
tion in acetonitrile, dimethylformamide, diisopropyl amine. In this discussion
we shall only include the acetonitrile experiments. The transient absorption
spectra of the benzophenone anion in acetonitrile are shown in Figure 5.
Because the absorption maxima measured at 50 ps, 300 ps and 3 ns are the
same, the time-dependent solvation process in this system is too fast for us to
observe. Using the time-dependent fluorescence Stokes shift, recently Flem-
ing and coworkers measured the solvation time of LDS-750 in acetonitrile to
be approximately 0.1 ps [67], which is faster than our instrument response.
Thus the measurements in acetonitrile described are presumably solvated. The
final position of the benzophenone anion absorption in acetonitrile shows that
the equilibrium solvation structure and energetics in acetonitrile are signif-
icantly different from those in linear alcohols. The absorption spectrum at
3 ns is 90 nm red-shifted compared to those in linear alcohols and 60 nm
red-shifted compared to the branched alcohols. The effect of structure is even
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greater on the solvated electron spectrum. The absorption maximum of the
solvated electron is strongly shifted to the red in 2-octanol or 2-butanol com-
pared to what is observed in the primary alcohols [8]. The solvated electron
absorption in acetonitrile is very difficult to record since the peak of the
absorption is beyond the dynamical range of our detection system. The dif-
ference in the amount of the spectral shift among the solvents and the way
this difference changes between benzophenone anion and solvated electron
reflect the strong effect in the different solvent-solute coupling mechanism,

The physical picture that we use to explain the data can be described as
follows. Before the electron attaches to the benzophenone molecules, the
solvent molecules around the benzophenone are arranged to solvate a neutral
molecule with a dipole moment. After a benzophenone molecule attaches an
electron, the solvent dipole configuration is inappropriate for an anion. As
the ion solvates, the orientation and distance of the solvent molecules from
the solute ion changes, and the coupling between the solvent and solute ion
also changes. These changes will thus lower the total energy of the system
with electron at its ground state, or equivalently, the electron will experience
a deeper effective potential and the level spacing in the anion absorption
spectrum will increase and the anion absorption will shift towards blue. As
ion solvation proceeds, the distribution of the local solvent structure around
the probing anion becomes more organized, the anion sees a better defined
potential and thus the width of anion absorption becomes narrower. These
factors lead to the observation of the blue shift and the narrowing of the anion
absorption spectrum.

The differences between the amount of spectral shift in primary and sec-
ondary alcohols cannot be explained by the dipole densities, because the
dipole density of n-octanol and 2-octanol are the same. The difference can
however be explained from the steric factors that prevent a close packing of
secondary alcohols around an anion. For a primary alcohol, there is only a
single carbon chain attached to the carbon atom bonded to the OH dipole. The
OH dipole can point towards the anion and the carbon chain extends in the
opposite direction. Structurally there will thus be little interference between
alcohol molecules. However, for the secondary alcohol, there are two carbon
chains attached to the carbon atom bonded to the OH dipole. The second car-
bon chain (in the experiments described here, a methyl group) will interfere
with a neighboring alcohol molecule, and thus the OH moieties will not be as
near to the anion for a secondary alcohol as for a primary alcohol. Computer
modeling studies in support of these ideas are given in the next section.
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6. Monte Carlo Simulations of Solvation Energetics

As was discussed above, we ascribe the difference between primary and
secondary alcohols to the differences in the packing of the solvent molecules
around an anion. To confirm this hypothesis, a Monte Carlo simulation of
the system was performed. In this simulation, we use a simple model that
includes the linear and branched chain alcohols and acetonitrile within a
simple framework. With this generic solvent model, we can map out the
energetics of the system as a function of the relevant solvent properties and
thus characterize a given class of solvents.

We have explored the equilibrium properties of the anion solvation process
in a model dipolar cluster consisting of N model solvent molecules around
a central charged entity (anion). The use of the finite cluster approximation
rather than the quasi-infinite system often studied in liquid simulations avoids
the complications introduced in dealing with the truncation of the long-range
dipole-dipole interaction [68]. The characteristics of the solvent arrangement
around the anion that we expect to determine the shift of the anion spectrum,
such as the size of the first solvation shell and the alignment of the nearest
molecules, do not change appreciably as a function of NV (¥ < 1330).

The solvent molecules are modeled as three linearly connected hard
spheres. Three different dipole distributions of the solvent molecules were
used. In the first case, the dipole is at the end of the molecule with the dipole
positive charge at the exposed end. This describes the linear alcohols. The
second case corresponds to the situation in acetonitrile, where the dipole is
at the end of the molecule, and the exposed end is negatively charged. The
third case simulates the situation in the branched alcohols, where the dipole
is located in the center of the molecule (center ball in our model) and is
perpendicular to the axis of the molecule.

The degrees of freedom that are involved in the calculation of the energet-
ics are the position and orientation of the solvent molecules and the position
and orientation of the solvent dipole moments. All electrostatic interactions
among the solvent and solute molecules are considered explicitly. Other
molecular interactions are simply replaced by hard-sphere repulsive poten-
tials that keep molecules from overlapping.

The process of ‘relaxation to equilibrium’ was monitored through the
calculation of the solvation energy V;, which is the electrical potential at
the solute site. V; was calculated as a function of the number of configura-
tions for several different initial configurations. After the system has reached
equilibrium, the values of solvation energy obtained from different initial
configurations are within the statistical fluctuation. The influence of the ini-

tial configuration disappeared after 30,000 configurations. Such complete
calculations have been done for a series of cluster sizes from 26 to 342.
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Fig. 6. Monte Carlo simulation of the distance dependence dipole potential energy for three
different model fluids. (1) Solvent has end dipole group and positive charge terminus. (2)
Solvent has end dipole and negative charge terminus. (3) Solvent has center dipole group. The
parameters usedin these calculations are g0 =-1(a.0.), py = 1.50,T7 = 300Kand N = 124

With the Monte Carlo recipe for generating a series of configurations [68—
71], the probability of the appearance of particular configuration C; in the
series is normalized and proportional to the Boltzmann factor. The ensemble
average for any quantity X is then

K
(X) = lim (%) > X(Cy). (10)
k=1
Details on the method will be given in the references [71].

The potential well arising from the arrangement of the solvent molecules
around the anion was calculated. The results of these calculations are show
in Figure 6. The differences between the potentials are evident for the three
different placements of the dipole group in the model solvent molecule. As
can be seen in the Figure 6, curve 1 (primary alcohol) shows the deepest
and narrowest potential well; hence, the absorption of the anion in this kind
of solvent would occur at higher energy. This indeed is what we observed
experimentally. Curve 2 (acetonitrile) displays a relatively shallow and wide
potential well. Curve 3 (branched alcohols) shows a deeper potential than for
acetonitrile but the potential is not as narrow nor as deep as curve 1. From
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Fig. 7. Radial distribution function of the model solvent systems. (1) Solvent has end dipole
group and positive charge terminus. (2) Solvent has end dipole and negative charge terminus.
(3) Solvent has center dipole group. The parameters used in these calculations are go =—
(@u),p1 =1.5D,T=300Kand N = 342.

Figure 6 a red shift is expected to occur on going from linear alcohols to
branched alcohols to acetonitrile. Our simulation thus qualitatively explains
the observed spectral shift as a function of solvent.

In addition to the potential energy V,(r) arising from the arrangement
of the solvent molecules around the anion, we also calculated the solute
solvent radial distribution function (rdfs). Figure 7 plots the solute-solvent
rdfs for the three model solvents mentioned above, which correspond to
three arrangements of the dipole group in a molecule. These simulations
show that the size of the first solvation shell varies with solute charges and
the distribution of the solvent dipoles. The model 1, linear alcohol, has a
smaller first solvation shell than the other two solvents. The figure also shows
that the number of solvent molecules in the first solvation shell also varies
considerably with the position and orientation of the solvent dipole.

7. Solvation Times and Solvation Dynamics

Figure 8 gives a typical example of the time-dependent behavior of the
absorption of the benzophenone anion in an alcohol. These data are for
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Fig. 8. Time-dependent transient absorption spectra of 0.25 M benzophenone in n-decanol at
various wavelengths. The intensities are scaled to show the rate of the decay.

benzophenone in n-decanol. The lack of significant ion recombination on the
time scale of these experiments is shown by the slow decay of the absorption
at 600 nm. Different kinetics are seen at different wavelengths. The rate of
decay is considerably faster at 800 nm than at 750 nm, which is faster than at
700 nm. Also there is a small growth followed by a decay at 650 nm. Similar
kinetic behavior was also found in all the other primary alcohols {55].

These results clearly show that the time-dependent spectral behavior can-
not be described by an interconversion of one species to another, which
approximates the description of the electron solvation process in room tem-
perature alcohols and in water [7-9, 72, 73]. Instead, the shift of the spectra,
which shows different maxima at different times, suggests that the spectra
are continuously evolving. The different kinetics at different wavelengths are
also consistent with this picture.

As discussed above, the dynamics are described by the normalized
response function, ¢(t) (define in Equation (1)), which describes the tem-
poral evolution of the solvation free energy (E) subsequent to the solute
perturbation. The majority of experimental studies of solvation dynamics
have focused on the shift of the spectral maximum, () as a function of time
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because under reasonable assumptions, as has been discussed elsewhere, the
following expression,

v(t) — v(o0)

1) = L0y = u(oo)

can be shown to be equivalent to ¢(t) [28]. This can conveniently be done
by fitting each fluorescence spectrum with an appropriate lineshape func-
tion and determining its maximum numerically. Alternatively, in a technique
developed by Barbara and co-workers, the fluorescence decay at a single
wavelength, together with the solvent-dependent spectral density function,
can also be used to determine ¢, () [18, 36].

While these techniques are convenient for extracting information from
fluorescence data, alternative approaches are more efficient in extracting
data from the absorption experiments. Because there is no interference from
excited state decay, the kinetics as a function of time are a good measure of
the concentration as a function of time. For this reason, we choose to use
these data to determine ¢(¢).

We assume that the anion ground state relaxes as ¢(t). This means that
the spectral maximum and width will relax with the same time-dependent
function. During the solvent reorganization process, the center and width of
the anion absorption can be described by Equations (11a) and (11b)

A) = Moo + (Ao — Aoo e~/ (11a)

A(t) = Ago + (Mg — Ay )e ™/ (11b)

where \p and A\, are the absorption maxima for the initial unsolvated anion
and the final solvated anion respectively while Ay and A, are the corre-
sponding absorption band widths. Theoretically, the time response of the
system can be approximated over a limited time regime by an exponen-
tial with a characteristic time response 7, (45, 74]. Note that some of the
nonexponential behavior found in the fluorescence experiments may be due
to the change in lifetime as a function of wavelength [28]. The time- and
wavelength-dependent anion absorption can be written as

I\ 1) ! - ;<—AA<t§>22 ~hrt 12
D A ‘ 42

where k£, is the reaction rate of the solvated benzophenone anion. At short
times, this expression must be convoluted with the spectral response function.

The convoluted expression can be fit to the experimental decay curves.
Several of the spectral parameters can be determined from other experiments.
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Fig. 9. Time-dependent absorption of the benzophenone anion at several different wave-
lengths in n-octanol. The lines correspond to the calculations from the Equation (13) and dots
are the experimental data. In these calculations 7, = 55+ 5 ps, Aec = 68 & 2 nm and
(1/kr) =2.840.3ns.
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TABLE I

The characteristic benzophenone anion solva-
tion time, 7., and final spectal line width, A,
for several alcohols. The rates for the subsequent
chemical reaction are also given.

Alcohol Ts (pS) A (nm) k. (1/ns)

n-butanol 35 66 0.5

n-octanol 55 70 0.36
n-decanol 90 70 0.33
2-octanol 57 70 0.45

For example Ay and A are determined from the spectrum of benzophenone
in cyclohexane, a nonpolar solvent while A, is determined from the spec-
trum at 3 ns. The value of A, cannot be conveniently determined from
long time spectrum because of the interference of the ketyl radical and the
triplet benzophenone.®! Figure 9 compares the fits using Equation (12) to the
experimental data for benzophenone in n-octanol. The fitted parameters for
Ts, Ao, and k. are given in Table I for the different alcohols. As expected
Ao is similar for the three linear alcohols, indicating that the energetics of
the solvation is primarily determined by the first solvation shell. The value
of 1/k, is approximately 3 ns, which is two orders of magnitude longer than
the solvation time in the solvent.

While this procedure provides a good reproduction of the experimental
data, differences do exist at early times and for wavelengths shorter than
750 nm. There are several possible reasons for these differences. (1) The
description of the spectral relaxation process as a single exponential process
is almost certainly an oversimplification. The experimental determinations of
¢(t) using fluorescence spectroscopy have shown multi-exponential behavior
[19, 37]. While this behavior may partially be due to a change in lifetime as the
spectrum evolves, the MSA-type theories also predict non single exponential
behavior [45, 49]. Thus the relaxation time derived for the anion transient
absorption data may be a single exponential average of a multi-exponential
response function. (2) The assumption of a gaussian form for the anion
absorption spectrum was made for mathematical convenience. We have found
that the absorption of unsolvated species can be well represented by a gaussian
while the absorption of the solvated species is better described by a form where
the low energy side is a gaussian and the high energy side is a lorentzian.
This form is similar to that used to describe the spectrum of the solvated
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electron in water and in alcohols [75, 76]. (3) Finally, the assumption that
the initial unsolvated species has the same absorption spectrum as the anion
in hydrocarbons is only an approximation. Because the neutral species can
partially align the solvent molecules before the anion creation, one would
expect the hydrocarbon spectrum to be red-shifted from the unsolvated anion
in alcohols. This would most affect the simulation of the early time kinetics
and will tend to make the calculated solvation time too short.

For the three reasons given above, the calculated solvation kinetics is likely
to be at variance from the true dynamics during the first 10 ps. However,
because the slow relaxation dominates the long-chain alcohols, we expect
the solvation time determined from this model should be very close to the
average relaxation time and thus should well characterize the process.

The other charged species whose solvation dynamics have been well stud-
ied is the solvated electron. In both water and alcohols, the experimental data
suggest that the electron solvation process can be described by a two-state
model [7-9, 72, 73]. Shortly after the formation of the solvated electron, an
absorption band in the infrared is observed. This absorption band is assigned
to an electron localized in a preexisting solvent trap. As time goes on, the
infrared band decays and a band grows in the visible with very similar kinetics.
The visible absorption band is characteristic of the solvated electron. The for-
mation of the infrared band is very fast. The growth of the visible absorption
band is slower and takes places over tens of picoseconds in alcohols.

For room temperature alcohols, there is no evidence for intermediate
species; the infrared absorbing species is transferred to the visible band [8,
25]. However there does not appear to be a well-defined isobestic point.
Whether this is due to chemical reactions of the electron or whether it indicates
more complex solvation dynamics is still a matter of conjecture. At lower
temperatures in alcohols there is clear evidence of intermediate species. The
temperature where the added complexity occurs depends on the alcohol [2-6].

For our anion studies, the neutral solute molecule benzophenone traps the
electron. The potential for attaching the electron is dominated by the valence
electrons and the atomic cores of the benzophenone. The potential minimum
will be better defined by the molecular structure of the benzophenone rather
than the fluctuating structure of the solvent dipoles. Hence the presolvated
anion spectrum will be narrower and better defined than that of an electron.

The arrangement of the solvent around the presolvated electron would
be expected to be closer to the final solvation configuration than the solvent
arrangement around the presolvated benzophenone anion. The electron selects
aregion where the solvent is appropriately arranged — if the solvent molecules
were not appropriately arranged, the electron will not solvate there. However,
the benzophenone molecule provides the major attraction for the electron and
the solvent structure will not strongly affect the electron-molecule reaction.
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TABLE 11

Comparison of the solvation time of the benzophenone anion with the solvation
time of the electron and the dielectric relaxation times of the solvent.

Solvent T (ion) 7. (elec) Dielectric relaxation times  Longitudinal
{ps) (ps) ! T ) TLI TL2
n-butanol 35 30 670 27 2.4 127
n-octanol 55 45 1780 39 32 406 30
n-decanol 90 51 2020 48 33 565 42

2-octanol 57

Thus, the presolvated benzophenone anion will be in a solvent region where
any order will be defined by the initial benzophenone-solvent interaction
and not by the anion-solvent interaction. We would then expect that the
electron solvation should be faster because the initial solvent structure is
more appropriate to a negative species.

The appropriate solvent motions and the rates of these motions can be
estimated. Table II compares (1) the benzophenone anion solvation time that
we have measured; (2) the electron solvation time; (3) the solvent dielectric
relaxation times. As expected, the electron solvation time is faster than the
anion solvation. We can compare the measured times to the dielectric dis-
persion times to get an idea of what solvent motions may be responsible for
the solvation. The dielectric dispersion behavior in alcohols is complex. It
has been found that the relaxation processes can be described by three times;
71, T2, and 73 [77, 78]. For decanol these times are 2 ns, 48 ps and 3.3 ps
respectively [77]. Recent measurements of the dielectric constants of some
common polar liquids by Barthel and coworkers show only slight differences
[79, 80]. The time 7 is generally thought to be the time necessary for an alco-
hol molecule to rotate where hydrogen bonds must be broken while 75 is the
time necessary to rotate a non-hydrogen-bonded molecule. The rotation of the
terminal C—OH molecule is described by 73. As Table II clearly shows, the
electron solvation time correlates best with 7, while the benzophenone-anion
solvation time is slightly longer than 7.

The longitudinal relaxation times (77,) as described in Equation (3), are
faster than the Debye relaxation time since they take into account the effect
of a strong charge-solvent coupling in the relaxation process. Because of
the complicated behavior of the dielectric dispersion in alcohols, a single
longitudinal relaxation time does not exist [77]. The value for 77,1 is given in
Table 11 for several alcohols [77,79, 80]. The values for 77, and 77,3 are within
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Fig. 10. The correlation between the experimental measured solvation time 7 and the
longitudinal relaxation time 7z of the solvents. Data set 1 are the electron solvation times
obtained from [8). Data set 2 are the anion solvation times obtained from [12, 69]. Points 3
and 4 are the dipole solvation times obtained from [28, 26], respectively.

20% of m and 73 except for the smallest alcohols. The measured solvation
times both for the electron and the benzophenone anion are considerably faster
than 77,1. As can be seen in Table II, the solvation time of the benzophenone
anion is between 7y,; and 7. These results again suggest that more solvent
motion will be necessary to solvate the benzophenone than is necessary to
solvate the electron.

One of the major advances of the present work is the measurement of the
solvation time of anions in room temperature solvents. Most of the previous
work has involved dipole solvation. Figure 10 compares the solvation time
of anions, the electron and dipoles to the longitudinal relaxation time 7.
For most of the probes, the dipole solvation times are quite close to the
longitudinal relaxation times [26, 28] and thus are considerably longer than
the solvation times obtained from electron solvation and anion solvation
experiments. The great similarity between the solvation time of the anion and
the electron (despite the quantum nature of the latter) shows up clearly as do
the differences between the solvation around an anion and a dipole (despite



160 Y. LIN AND C.D. JONAH

the similar molecular framework). The substantial difference shown in these
measurements indicates that there are fundamental differences between the
solvation of charged entities and dipoles.

Dipole solvation times do not depend only on the solvent; the probe
molecule also will affect the solvation times. Su and Simon [81] compared
the solvation of dimethylaminobenzonitrile (DMABN) and diethylaminoben-
zonitrile (DEABN) in propanol at several temperatures and found a small but
consistent difference in their solvation times. They observed that the solvation
of DMABN is £ 15% faster than DEABN. Recently Maroncelli has exam-
ined a wide range of probes in two reference solvents, n-propanol (253 K) and
propylene carbonate (220 K), and found much larger differences in dynam-
ics [28]. These results show that the solvation dynamics depend both on the
solvent motions and the specific solvent-solute interactions.

8. Summary

In this review we have discussed our recent measurements of the solvation
of anions in alcohols. We have tried to place these results in the context
of present work by reviewing the recent studies of solvation dynamics in
polar liquids. The experimental results can be summarized: (1) The amount
of spectral shift on solvation does not depend on the length of the alcohol.
All primary alcohols show a similar final solvated structure. Instead these
differences depend on the structure of the alcohol. (2) The spectral solvent
dynamics show an apparent continuous shift as a function of time. This
suggests that solvation takes place through many intermediate states. These
results are different from the results obtained for electron solvation. (3) The
dynamics of solvent localization depend on the length of the alcohol and not
on the branched structure of the alcohol. The time scale for solvation is quite
similar to the solvation of the electron in the same solvent and considerably
different from the solvation of a dipole in similar solvents.

From these results we have shown that (1) That a simple molecular sim-
ulation that mimics the structural changes can describe the role of solvent
structure on the energetics. (2) Solvation times and spectral shifts between a
continuum of intermediate states can predict the time-dependent behavior.

With measured solvation times available for anions in room-temperature
fluids, we expect that both experimental and theoretical advances will be
catalyzed. Such studies will provide insight into the energetics of reactions
where charged entities are created.
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1. Introduction

Interfacial electron transfer between a discrete molecular state and a conduct-
ing surface is the simplest of all surface reactions in that no bonds are broken;
it involves only the exchange of an electron. For this reason, we have the
greatest chance of coming to a detailed understanding of this surface reaction
coordinate. In addition to its fundamental importance, research in this area
is strongly motivated by the large number of practical applications involving
interfacial charge transfer. For example, this process is the heart of almost all
modern day imaging (photography and xerography), lithographic processes,
the entire field of electrochemistry, and has been implicated in many sur-
face catalytic processes [1-3]. Interfacial charge transfer also harbours great
potential as an efficient mechanism for solar energy conversion [4]. This latter
application is primarily due to the great facility with which conducting solid
state materials separate charge relative to an all molecular approach. Despite
the great technological importance of this problem, our understanding of sur-
face electronic transitions is lagging well behind the analogous problem of
homogeneous electron transfer. The simple reason for this difference is the
greater inherent experimental difficulties in studying surfaces.

This review will focus on the use of novel time domain spectroscopies
to directly probe the dynamics of interfacial charge transfer. Two different
initial conditions will be explored. For one set of experimental conditions, the
reactive carriers are optically prepared spatially within the solid state. These
studies exploit the properties of semiconductor/liquid junctions as an optical
switch to turn on the charge transfer processes with high quantum yield. In this
case, the overall dynamics of charge carrier lifetimes at the surface are related
to the electronic coupling across the interface and the relaxation dynamics
in both the solid and liquid state sides of the surface. The key photophysical
processes governing the electron transfer step are shown in Figure 1. Of these
processes, the emphasis here will be on studies that probe the acceleration
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Fig. 1. The main figure outlines the possible photophysical processes at an n-type semicon-
ductor interface. Pathway 1 represent ballistic transfer, pathway 2 represents thermalization,
and pathway 3 denotes surface state trapping. W corresponds to the depletion layer, and o'
is the optical penetration depth. SS denotes the surface states and A is representative of some
hole acceptor on the surface. E., Ey, and E; are the conduction band, valence band, and
Fermi level respectively. Interfacial hole transfer can occur at any point in energy depending
on the degree of wave function overlap with the acceptor state and competing dynamics.
The inset shows charge transfer at a metal surface which always occurs near the Fermi lev-
el. Non-equilibrium studies at metals are limited by extremely rapid electron thermalization
through electron-electron scattering.

of photo-generated carriers in the surface space charge region and the carrier
depletion dynamics in the surface region. This information is important for an
understanding of the surface photochemistry and provides a real time view of
the electron trajectory as it crosses the interface. Specifically, the GaAs(100)
surface will be discussed as a model interface for understanding the surface
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reaction dynamics in that it has well characterized electronic, optical, and
electrochemical properties relative to other surfaces [5].

The other initial condition will involve the optical preparation of molec-
ular excited states resonant with conduction band states at dye sensitized
semiconductor surfaces. Electron injection under these conditions probes the
complementary process of electron transfer into an electronic continuum. The
general features are shown in Figure 2. This boundary condition provides a
direct probe of the electronic coupling or wavefunction overiap between a
discrete molecular state and the delocalized solid state electronic levels. The
information gained from these studies provides the closest analogy to the time
evolution of transition states at metal electrode surfaces. The main problem
is to come up with a system which is both well defined and experimentally
accessible. Because of the great importance of this process in the field of pho-
tography, numerous dye-sensitized systems have been explored. However,
even silver halide surfaces suffer from the very photochemical processes that
make them good photographic agents. Other more robust surfaces exhibit
extremely low quantum yields for electron transfer, prohibiting the exten-
sion of the wavelength range of dye-sensitized semiconductors for optical
devices [6]. The recent development and characterization of SnS; surfaces
has enabled studies of electron transfer at nearly perfect surfaces. SnS; is
representative of layered 2D semiconductors which are the only single crys-
tal surface at the present time which exhibits high quantum efficiency for
photoinduced electron transfer (> 80% ) [7]. The high quantum yield, chem-
ically inert nature of the surface, and fortuitous optical properties make this
a model surface for understanding the effects of an electronic continuum on
the electron transfer reaction coordinate. A fundamental understanding of
the electron transfer at this surface should provide the general principles for
maximizing the efficiency of interfacial electron transfer.

Electron transfer at surfaces is unique among reaction mechanisms in that
it is the only reaction type in which a dense manifold of electronic levels is
intimately connected to the reaction coordinate. The different { = 0 boundary
conditions being explored provide critical information concerning the role
that both the electronic continuum and nuclear continuum play in localizing
electrons (or hole carriers) on discrete molecular states at surfaces.

2. General Considerations

At a surface, the electronic coupling is occurring across an abrupt phase dis-
continuity. The very nature of the phase boundary dictates that the electronic
coupling involves states derived from localized molecular potentials (for the
adsorbate) and extended states derived from the periodic potential of the solid
state. For metal and semiconductor surfaces, the extended states are highly
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delocalized and are best described by the crystal band structure as defined
in terms of Bloch plane waves (k states). These electronic states are only
localized by very weak electron-phonon scattering and as such can extend
over 100 A spatial dimensions. The highly delocalized nature of these states
and the enormous number of states that can couple to the reactive coordinate
introduce significant differences in the problem of electron transfer at surfaces
relative to homogeneous electron transfer (discrete two state problem).

In addition to these considerations, the effect of the structure of the sur-
face layer needs to be incorporated explicitly into the problem. Defects and
impurities in the surface structure create surface states that are involved in
the overall electron transfer mechanism. This point is particularly relevant to
semiconductor surfaces. The energetics of the electron transfer step are also
modified by the surface potential. These points and modified versions of them
are the key issues underlying the mechanism of surface electron transfer.

MODELS FOR SURFACE ELECTRON TRANSFER

The emphasis in electron transfer theory has been in correlating the electron
transfer rates to nuclear and electronic factors of the reaction coordinate.
Early works by Marcus [8], Levich [9], and Gerischer {10} have led to rel-
atively simple expressions amenable to experimental tests. The rate equa-
tion, as formulated for the problem of electron transfer at electrode surfaces,
assumes harmonic displacements for the solvent modes involved in solvent
reorganization along the reaction coordinate. These theories are in the weak
electronic coupling limit where the electron transition probability is large-
ly determined by the Boltzmann statistics or activation barrier in attaining
resonance between the two coupled electronic states. For a semiconductor
surface, the problem of charge transfer is simplified by assuming it involves
thermalized charge carriers at the valence or conduction band edges [10].
With these assumptions, the electron transfer rate constant is (k) is given by,

_‘(E - Eredox - /\)2
4kT )\ M

where A is the medium reorganization energy, Ereqdox is the redox potential
of the acceptor/donor redox couple in solution, v is the effective frequency
of the nuclear coordinate or reorganization, and (r) is the distance depen-
dent electronic coupling. This expression is essentially a Fermi Golden rule
calculation where the transition probability is weighted by the Frank-Condon
factors contained in the Boltzmann statistics of attaining resonance.
Perhaps, the most significant understanding gained from the solution phase
studies of homogeneous electron transfer is that the approximation of linear
response (harmonic approximation) for the solvent coordinate is basically

k = vk(r)exp
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correct. It is not evident a priori that the simplest approximation should capture
the essential details of the nuclear coordinate. However, the dependence of
electron transfer rate constants on the energetics has been found to scale
quadratically for homogeneous electron transfer [11, 12] and more recently
at surfaces by Miller and Gratzel [13], and Chidsey [14] using well defined,
chemically modified electrodes. This observation reflects the large number of
nuclear degrees of freedom in the repolarization volume that are part of the
reaction coordinate. All the displacements are small and correspond to linear
regions of the intermolecular potentials. The nuclear barrier and relaxation
can then be approximated to an excellent extent by assuming a dielectric
continuum to calculate A and v — as generally done for Equation (1).

The weak coupling limit given by Equation (1) will serve as a discussion
point. For technical applications in solar energy conversion, it is desirable to
have as small a barrier as possible to the electron transfer process. By proper
choice of redox potentials this can be accomplished; the exponential term
in Equation (1) can be made close to unity. The real issue is the degree of
electronic coupling that occurs between molecular states and extended band
states, i.e., the degree of adiabaticity. If the electronic coupling is large enough,
the x term in also becomes unity, and the electron transfer occurs adiabatically
for a range of k state energy levels within the crystal band structure. In this
event, the electron transfer process would occur on the same time scale as
the fluctuations in nuclear coordinates that lead to stabilization of charge on
the molecular acceptor (v~!). This time scale is approximately equal (but
not identical) to the longitudinal relaxation time of the solution phase [15,
16] adjacent to the surface or the intramolecular vibrational relaxation time
[17-19] for reactions with appreciable intramolecular reorganization. The
time scale of this effective bath mode is on the order of 10™!3 sec for many
molecular systems and will serve as the lower limit for the electron transfer
time. It will also serve as our yard stick to indicate the occurrence of electron
transfer in the adiabatic limit.

The electronic coupling between the molecular potential and the periodic
lattice potential is the fundamental issue. At surfaces, the coupling is com-
plicated by any intervening solvent layer or contamination that would act as
an insulating barrier to the electronic overlap. The electronic coupling has
been estimated by using a triangular potential for the surface space charge
region and a square well model for the molecular potential. This model illus-
trated that, even with an intervening barrier the thickness of the solvation
shell, the electron tunneling time is on the 100 fsec time scale, demonstrating
appreciable electronic coupling. This model was originally used by Nozik
et al. to demonstrate the feasibility of hot carrier transitions at surfaces: for
100 fsec electron transfer times, the transfer step would be faster than the
carrier thermalization dynamics [20]. This time scale is compatible with sol-
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vent relaxation processes needed to stabilize the charge separation. (Note:
If this upper limit for electron transfer can be realized in practice, it would
reduce energy loss in semiconductor liquid junction solar cells and could
approximately double conversion efficiencies.)

In addition, Schmickler has recently reworked the problem for vari-
able electronic coupling at the surface in which the associated Hamiltonian
includes the bath phonons [21]. Using typical electronic couplings observed
for homogeneous electron transfer, it is fairly straight forward to arrive at
solutions in which the electronic coupling is so enhanced at the surface that
it should fall in the strong coupling limit. In comparison to homogeneous
electron transfer, a molecule at a surface has many more electronic levels
which act as sources of electrons. In this case, the process is activationless
and the energy distribution, rather than give the above gaussian distribution
(Equation (1)), is strongly perturbed by the electronic coupling. Thus, there
are well founded reasons to believe that electron transfer at surfaces can occur
in the strong coupling limit on very fast time scales.

Since the early prediction of the possibility of unthermalized electron
transfer, there have been a number of experiments which support the concept
of extremely fast electron transfer at surfaces [22-24]. Without measuring the
dynamics directly, however, these steady state experiments alone are always
subject to speculation regarding other kinetic mechanisms that would give
the same experimental result [25]. It is clearly desirable to observe the car-
rier dynamics directly, which is the major focus of this review. Furthermore,
measurements of the various photophysical processes, as shown in Figure 1,
will enable a kinetic rationalization of the photochemistry observed at semi-
conductor interfaces.

3. Theory: Incorporating the Electronic Continuum

The theory in this section will primarily treat the ¢ = 0 boundary conditions for
the time domain studies in which the electron is localized initially on a discrete
molecular state at the surface. The conditions leading to electron transfer in
the reverse direction are equivalent to the back electron transfer aspects of this
problem. The effect of the electronic continuum on the reaction coordinate
and the role of surface fields will become apparent in this discussion.

The classic starting point in electron transfer theory is the Marcus-Levich
derivation. This theory begins by postulating that the electronic levels of the
donor and acceptor can be modelled as single discrete levels in a potential
well. The nuclear potentials of the reactants and products are assumed to
be parabolic (see Figure 3) with a splitting due to coupling between sites.
In this normal formulation of electron transfer {26-29], a nuclear continu-
um is necessary to stabilize the charge transfer. Dynamically, the electron
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Fig. 2. A general photo-induced charge injection process. CB and VB are the conduction
and valence bands respectively. .5y and S| are the ground state and first excited singlet states
of the chromophore, separated in energy by hv, with e representing the difference in energy
between the injecting level and the conduction band edge. The inset shows an electronic state
representation of the process. The electronic wavefunction of the chromophore is a discrete
state in a single well which is coupled to a huge number of quasi-unbound states in the
semiconductor.

tunnels resonantly from the reactant channel to the product channel and the
resonance is subsequently broken by relaxation in the nuclear continuum of
either species. This nuclear reorganization process plays a crucial role in the
Marcus-Levich theory, providing the upper limit for the electron transfer rate.

For electron transfer reactions between molecular species in solution, this
treatment has been quite successful. Molecular species have a relatively sim-
ple, well defined electronic structure with a very large continuum of nuclear
degrees of freedom supplied by the reacting species and the bath. The situation
is significantly different at heterogeneous interfaces. A molecular species with
a discrete electronic spectrum and a continuum of nuclear degrees of free-
dom exists at the surface of the semiconductor. However, the semiconductor



170 7. LANZAFAME AND R. J. DWAYNE MILLER

PE
Rxn Coord

Fig. 3. The normal Marcus theory diagram of potential energy vs. reaction coordinate. R
and P represent the reactants and products; A indicates the degree of mixing between R
and P, namely the electronic coupling. The absorption of a photon of energy hAv promotes
the system to the adiabatic crossing point between the reactant and product channels. The
multitude of levels in the reactant coordinate is meant to schematically represent the electronic
level mismatch across the interface.

has a quasi-continuum of electronic states, with considerable corresponding
delocalization of the wavefunction over many electronic states.

The semantics of the discussion become critical at this juncture, a charge
placed at one site in the conduction band coherently samples the entire band on
a timescale given by the root mean square coupling of that state to all other
states. This places the charge carrier in a mixed state of all the electronic
states of the band on an incredibly short timescale. This delocalization is
analogous, but not equivalent, to electronic dephasing in the band. True
electronic dephasing is normally taken to be a population renormalization
due to scattering processes. In the delocalization discussed here, there is no
actual population renormalization, the carrier is delocalized due solely to
the volume of phase space the mixed state occupies. This can be viewed as
“scattering free”” dephasing in the sense that coherent recurrence on the initial
site is stretched so much in time by the delocalization that the scattering
processes occur much faster than the recurrences and, hence, the carrier
essentially undergoes “scattering free” dephasing on the timescale of the
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delocalization — not the scattering. However, the charge transfer event is not
deemed to have taken place as long as there is any coherent coupling to
the donor, even if the recurrence time for the charge carrier is years long.
Defining the charge transfer to include the population relaxation dynamics
removes the ambiguity present in the system between a carrier in a mixed
state and a carrier actually changing states.

For a carrier transferring across the interface, the scattering free dephasing
will be much, much faster than the interfacial transfer time. (If it were not, then
the coupling between the donor and the conduction band would be so large
that the donor could no longer be thought of as a distinct species.) The shear
volume of phase space available in the band causes scattering free dephasing,
significantly lengthening the time between coherent recurrences on the donor.
When the scattering processes are much faster, the electronic population
renormalizes, by scattering in the solid phase or nuclear relaxation in the
donor half-space, before it has time to reoccur on its initial site, effectively
localizing the carrier in the semiconductor half-space. In the absence of any
scattering processes, the wavefunction propagation would remain coherent
and the wavefunction eventually recurs at the initial site. Hence, the phase
space delocalization does not obviate the need for some kind of relaxation
process to localize the carrier in the substrate half space. It simply lengthens
the time between recurrences so that the nuclear relaxation of the molecular
species is no longer the rate limiting step. Therefore, even though this model
suggests that the fundamental limit on electron transfer rates need not be the
nuclear relaxation timescales as the Marcus equation implies, relaxation or
scattering processes cannot be eliminated as an integral part of the charge
transfer event.

The earliest theoretical work on charge injection at interfaces centered
around a diffusional model [30, 31] based on the Onsager model [32, 33].
In these models the carrier motion is taken to be diffusive in the band,
once separation from the parent ion has occurred, and is influenced by the
applied field and the induced image potential at the surface. These models are
essentially classical in nature and attempt to determine the current generated
in materials after charge injection. These models do not attempt to answer
any questions about the actual carrier dynamics in these systems.

The system’s dynamics can be discussed in terms of the density matrix
and the complete Liouville equation. With a few simple approximations, the
rate equation can be shown to be essentially Fermi’s Golden Rule in nature.
The nature of these approximations and their effect on the calculated rate is
discussed in depth and justification given for the final expression.

In attempting to formulate an analytical model, the complete molecular
Liouville equation was employed within the Mori- Zwanzig projection opera-
tor formalism {34, 35] to derive the rate equation for the electron transfer. The
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Liouville equation describes the evolution of the density matrix in time, which
is directly correlated to the populations of various electronic states within the
model described here. This approach maps the time evolution of the system,
but requires no detailed knowledge of the eigenvalues and eigenvectors.

The system is modelled as a single electronic level in the molecular half
space [the states denoted by % in space 3] and a dense quasi-continuum of
states in the semiconductor half space [denoted by j in space a]. We can then
write the combined Hamiltonian (within the rotating wave approximation) in
the time independent form:

H =" |ja) Eja(jal + [k8) Exs (kS| + Y lja) Vi (k| @)
jor jor
where E;,, and E}z are the energies of the dye states and the conduction band
states and Vﬁcﬁ is the coupling between the discrete molecular state k3 and
the conduction band electronic states jc.
The state of the system at any time is given by the complete molecular
density matrix, p(t), satisfying the Liouville equation:

dp

dt
where I (L = Lo + L') is the Liouville operator corresponding to com-
mutation of H with the operand. The density matrix contains the complete
information regarding the state of the system at any time, much of which is
redundant or superfluous. Only the populations are pertinent to this discus-
sion, so the reduced equations of motion for these populations are constructed
by projecting the density matrix onto the populations using the following set
of orthonormal molecular operators:

1 . .
Agy = N Z |ig)(id| )

—i[H,p] = —iLp 3)

(Aaon Aﬁﬁ> = Tr(AIzaAﬁﬁ) = 601,ﬁ )

where dy is the number of states in the space ¢, and the summation over ¢
goes from 1 to NV, N being the total number of electronic levels considered
in the spaces o and 8 (N for a, M for 3). The density matrix can now be
expanded as:

p(t) =2 0s(DAss 0/, ¢=a,p, ©)
é
where 04(t) are complex numbers corresponding to the Tr[A; ¢p(t)] and

where p’ is constructed orthogonal to A,. The density matrix is now effec-
tively partitioned into diagonal (3, 04(t) Ag¢) and off diagonal (p’) elements.



SURFACE ELECTRON TRANSFER DYNAMICS 173

The total information has now been reduced to the populations of the
various levels, P4, where:

by = \/@ TrAl,p(t) = \/'«“Tas%(t)- ()

The Mori-Zwanzig projection operator technique is employed to derive the
reduced equations of motion for the populations. The vector & whose compo-
nents are o4, og is now introduced along with the Mori projection operator,
P, whose action on operator p(%) is given by:

Pp(t) =) 04(t) Ay @®)
é
and its complement, ¢}, given by ) = 1 — P. The Mori-Zwanzig formalism
gives exactly the closed reduced equation of motion for our population vector
o (for any choice of P):

do ) ¢
~—:—Mmo—/dﬂR@—ﬂw&) ©)
dt 0

The operator R(t — 7) is a tetradic operator (as is L) given by:
R(t—7)= L exp[—iQL(t — 7)]QL (10)

and the term (X) denotes the Tr(ATx A). For our particular projection P,
PLP = 0, and R(¢t — 7) can be expanded in power series in QL' [see
reference 36] with only the even powers in Q) L' nonzero. This allows us to
write the reduced equation of motion for o :

do__ | “ar(B(t - m)o(r) (11)

(R(t—7)) = (ROt — 7)) + (RW(t — 7)) + ... (12)

For illustrative purposes only, we choose a very simple model for the cou-
pling in the system. The coupling frequency between the discrete molecular
states and all relevant semiconductor states is assumed to be constant, Vj.
This is a reasonable assumption for a narrow energy width of semiconductor
band states. Setting the molecular donor state as the origin, we consider the
semiconductor states between —A and A, and we consider the density of
states to be isotropic over this range. This coupling scheme is illustrated in
Figure 4 for the case in which the S| level of an adsorbed dye molecule is
the origin. If this range is taken as the full width at half maximum of the
Gerischer curve of the adsorbed molecule and lies well above the conduction
band edge of the semiconductor, these assumptions are not unrealistic and
will give a qualitative understanding of the real physics of the system.
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Fig. 4. The coupling scheme for the Mori-Zwanzig formalism. A quasi-continuum of semi-
conductor states is coupled to a Gerischer distribution of dye molecules. The peak of the
Gerischer curve is arbitrarily chosen as the origin.

Constructing the second order terms of (R(¢ — 7)) gives:
(oo pot =) = === YoILg5uslt = ILIGEG(0) + ee]  (13)
\ /d dg T
where c.c. refers to the complex conjugate, and:
LR = (e, jBI L' |kv,16)) (14)
lict, 8)) = lier) (55 (15)
This can also be written:
2
(Rgo)lﬂﬁ(t -7)) = \/E—d— ZVO expliwg;(t — 7)) + c.c. (16)

Assuming the semiconductor quasi-continuum is dense enough to be con-
sidered a real continuum (a fair approximation at room temperature), the
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summation over levels may be replaced with an integration with respect to
energy. The integration is trivial and gives a rate expression, exact to second
order in the coupling:

2
d;rta = Yo 27rﬁp E; )/ 6(t — m)og(r)dr (17)

The populations are related to the vector components of o by the relation

P, =+/d,o0,, so:

dP, V0247rﬁp(E )
7 a5 Pp(t) (18)

This can be considered as a simple rate equation. Consider that in this
model, p(E}) = dg/2A, and one can write the rate of going from space 3 to
@)

space « to second order in the coupling, kaﬁ, given by:
k2 = 4nhVE p(E;) (19)

The higher order terms (R®, R®), ) can also be constructed, but within the
random phase approximation [37, 38] they are zero and the above expression
is exact to second order. This is essentially Fermi’s Golden Rule which is
anticipated once the constant coupling assumptions is made. The key step
in reaching the final equation becomes the §(t — 7) in Equation (17). This
d-function implies that the system equilibrates faster than any net change in
populations ~ the system is nonadiabatic. It is this nonadiabaticity that gives
rise to a single net rate for the charge transfer (Equation (19)). If the system is
adiabatic, then the charges are moving faster than any equilibration is taking
place and the transfer rate cannot be written so simply.

The electron resonantly tunnels across the interface into the very large
electronic phase space of the semiconductor and samples the whole quasi-
continuum of the conduction band on the time scale of the electronic coupling
between band states (10-50 fsec for semiconductors). At this point the elec-
tron exists in a mixed state of all of the relevant coupled band states and
the very large number of these states prevents any recurrence on the donor
molecule before scattering and nuclear relaxation processes break the reso-
nance with the donor.

The transfer rate depends only on the electronic density of states and the
electronic coupling. These conditions are sufficient for the propagation of
the electron into the semiconductor and separation from the initial molecular
site. Further, it is not necessary to invoke the nuclear degrees of freedom of
the system to stabilize the charge transfer event since the transfer results in
delocalization of the electronic wavefunction over the conduction band on
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the sub-50 fsec timescale of the electronic dephasing. In a normal Marcus
approach, the relaxation of the nuclear degrees of freedom, both intramolec-
ular and intermolecular, is the rate limiting step in an electron transfer event
— on the order of 100 fsec for most molecular species [15-19, 39, 40]. The
“scattering free” dephasing described above is significantly faster than typical
nuclear relaxation processes and the limit for the electron transfer is now the
electron dephasing time of the semiconductor (as fast as 10 fsec).

Only four assumptions have been made in the derivation of the rate equa-
tions: rotating wave approximation, random phase approximation, constant
coupling assumption, and the approximation of the system to a continuum.
The rotating wave approximation is made in writing the initial Hamiltonian
for the system. The Hamiltonian used is a common one and there is nothing
about this system that suggests it is anything but perfectly reasonable.

The random phase approximation is a natural conclusion of the continuum
assumption. Clearly, the semiconductor electronic states are virtually a con-
tinuum at room temperature — this is barely an assumption at all. The random
phase approximation should prove equally mild stating that for a high density
of states system, the Fourier components of the density operator:

pr = €eFn (20)
J

are so dense that in the equation of motion of p the different phases of &k
cancel in the cross term and can be neglected. The density of states here is so
high that this is an excellent approximation.

The final assumption is the constant coupling model for the coupling
between molecular and semiconductor electronic states. This is probably the
least physically reasonable assumption, especially if one were to include the
transient fields at the surface or different molecules in an ensemble of donors.
For such an ensemble, near the peak of the energy distribution for the molec-
ular states, this distribution is relatively flat. The inhomogeneous broadening
of adsorbed species, suggests a variety of orientations and environments of
specific dye molecules. The coupling between different dye molecules and
the semiconductor electronic states would reflect these differences in envi-
ronment and would not be ‘“constant”. While such an “inhomogeneously
broadened” coupling would give rise to a distribution of transfer times for
the ensemble, it would not affect the fundamental proposition. The transient
fields would be more problematic and represent a very important dynamical
variable; however, they have been excluded to simplify the mathematics and
allow the investigation of general trends. The coulombic effects can be treated
separately.

The back transfer rate can be written as well, but keep in mind that the
number of semiconductor states is huge relative to the number of molecular
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states. In fact, the molecular state is really only one state within a large
linewidth (2A), this is formally equivalent, for an ensemble of molecules, to
a large number of narrow electronic states. In any case, the forward rate will
be dominated by the number of participating states in the semiconductor and
should be significantly greater than the back transfer rate.

In addition, the back transfer will likely require nuclear relaxation to stabi-
lize the charge transfer event. This is obvious if one examines the most likely
mechanisms for the back electron transfer — thermalized band edge transfer
or electron transfer from an impurity or dopant band. (It would not be the
case if the back transfer were occurring by hole injection into the valence
band, but that pathway should not be energetically favorable.) The density of
states of the molecular species is too small to effectively stabilize the charge
transfer by delocalization alone. The electronic resonance between semicon-
ductor band state and dye molecular state needs some nuclear relaxation
phenomenon to break the resonance and localize the charge transfer — as in
normal Marcus—Levich type charge transfer. In the absence of this relaxation,
the electronic states remain resonantly coupled and the carrier would simply
transfer back to the semiconductor. This has important implications for the
potential use of a system such as this to probe electron transfer as both an
activationless process (forward electron injection) and as an activated process
(back electron transfer).

To make these concepts as transparent as possible, a simulation of the elec-
tron wavefunction propagation was conducted. The model used to simulate
the conduction band is a rigid cubic lattice of IV identical atoms. This system
can be treated quantum mechanically within the Dirac interaction picture
and the time dependence of the system calculated using the time-dependent
Schroedinger equation:

L 0[¥(t)
s = = H |U(1)) (21)

where i = h/2m (h being Planck’s constant), |¥(¢)) is the time-dependent
state function of the system, and H is the Hamiltonian, written:

o= ZHO,TL + Z Vnm (22)

The unperturbed Hamiltonian is Hy ,,, with eigenvalues £,, and eigenvec-
tor ¢,,, and V,,,,, represents the coupling of state m to state n. The summation
is performed over all of the states in the cluster and the eigenvectors are taken
as a basis set for the entire space. Within the Dirac Interaction picture, the
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time evolution of the state vector can be shown to satisfy the following matrix
equation:

s (le V1.1 V]zeiwlzt VlNel:w‘Nt 21
h E .2 =1 Va e'wat Va2 . ‘/ZNeszNt :2 (23)
N : : : : ex
where:
E,—-F
Wnm, = ——E—"l (24)
en(t) = (6n|®(1)) (25)
The solution of a general equation of the form:
0A
—=VA
ot (26)

where A is a vector of dimension NV and V is a matrix of dimension N X N
which can be diagonalized, is given by:

A(t) = XM X714, (27)

where X is the eigenvector matrix whose N columns correspond to the N
eigenvectors of the matrix V and X ~lis its inverse. Ay is the initial condition,
the vector A evaluated at time ¢ = 0, and e is a diagonal matrix whose
diagonal elements, k;;, are given by:

ki = et (28)

with the ¢-th value A corresponds to the :-th eigenvalue of the original
matrix V.

Computationally, the problem reduces to the determination of the eigen-
values and eigenvectors of the complex coupling matrix, V,5,,, of Equation
(24). This is easily solvable using standard computer library (IMSL Library)
routines for solving complex linear equations.

Initially, the cluster is taken to consist of neutral elements only, so there
are no coulombic fields to consider. The electron is placed at one site, i, so
that the initial condition is:

1 n=:

¢n(0) = {o " (29)

In order to demonstrate the concept of “scatter free” dephasing, Figure SA
shows the probability for being on the initial site as a function of time for



SURFACE ELECTRON TRANSFER DYNAMICS 179

Probability

0.0 el V74
0 4 8 12 16 20 24 28 32
Time

1.0, B

o
L

Probability

>

e
o

3

R YLV . 3
AR Y Y Tk N

4 8 12 16
Time

o
(o=

o
5

Fig. 5. Phase space volume delocalization. Graph A shows the probability of being on the
initial site for systems of 2 (thin line), 3 (thick line), and 4 (dotted line) sites coupled in a
linear fashion. Graph B shows the probability of being on the initial site for cubic lattices of
N atoms. The thin line represents 27 atoms (3 x 3 x 3 lattice), the thick line represents 343
atoms, and the dotted line represents a 512 atom cluster. The time scale corresponds to periods

of the lattice eigenvalues.
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2, 3, and 4 atoms arranged in a line. The coupling between adjacent sites is
considered to be equal and constant. The results for the 2 atom problem clearly
demonstrate Rabi oscillations, as would be expected. It must be remembered
that this calculation is completely coherent, there are no dephasing processes
considered. Notice that as the atoms are added to the line, from 2 to 3 to 4,
the time it takes for the electron to recur on its initial state gets progressively
longer. Clearly, if an infinite number of states were coupled, the recurrence
time itself would become infinite. More practically, Figure 5B shows the
results for propagation of the wavefunction in a cubic lattice of 27, 343, and
512 atoms (3°, 73, and 8). The coupling between sites is taken to decrease
exponentially with distance with a 1/e point at the nearest neighbors. The
edge atoms are fitted with periodic boundary conditions to soften the edge
effects. It is clear that for the 27 atom clusters recurrences are large and
frequent, but for the larger clusters the recurrences have become far less
frequent and much smaller. This clearly displays what was termed “scattering
free” dephasing earlier; the recurrence times become infinitely long due to the
phase space volume available for propagation. Eventually, for large systems,
they become longer than all of the normal dephasing processes: scattering,
nuclear relaxation, etc. In all of these simulations, the time axis is delineated
by periods corresponding to the eigenvalues of the system.

The simulation is now performed for a charge transfer process. The semi-
conductor is modelled as a cubic lattice, as above. A single atom is now
placed on one face of the cube, this site represents the absorbed species. The
coupling between lattice sites remains as it was, the external site is coupled
weakly to one site on the face of the cube, the wavefunction is initially local-
ized on the external site. Figure 6A shows representative results fora 512 + 1
site simulation for different couplings between the donor atom and the lattice.
The transfer rate is approximately quadratic in coupling, as one would expect
from the Golden Rule calculation. Notice that for the weaker couplings the
wavefunction never completely vacates the initial site. This can be thought
of in terms of coupled harmonic oscillators with two spring constants, one
between the donor and the lattice and some effective lattice constant. The
harmonic motion of the donor pushes the “spring” that represents the lattice.
If the harmonic motion between the donor and lattice is sufficiently slow
relative to the effective lattice oscillation, the lattice begins pushing back on
the donor before the donor completes its harmonic motion.

To investigate the complementary process of charge transfer from the
lattice to an acceptor on the surface, the same simulation is run, only the
wavefunction is initially located in the lattice. The probability of being on
the acceptor is monitored in time and the initial lattice site is taken to be
two lattice sites removed from the acceptor. The lattice atoms are coupled
as described above and the adsorbate is coupled to one site (adjacent to the
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Fig. 6. Electron transfer across the interface. Plot A shows the probability of being on the
initial site as a function of time for a system consisting of one site coupled to a 512 atom
lattice. The single line corresponds to coupling of the single site to one site on the lattice with
coupling = 1/56 of the lattice atom’s root mean square coupling. The double line corresponds
to coupling = 1/28 the lattice’s rms coupling, and the dotted line corresponds to coupling = 1/14
the rms coupling. Plot B shows the complementary process. The electron is initially located in
the lattice and the graph monitors the probability of being on the single external site which is
coupled to one atom with a coupling = 1/3 the rms coupling.
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initial site) with a coupling equal to one-third that of the root mean square
(rms) coupling of the lattice atoms to each other. It should be remarked that
this is a very strong coupling condition for the adsorbate, much stronger than
for the charge injection simulation discussed above, the results are shown
in Figure 6B. There exist frequent occurrences of the wavefunction on the
adsorbate. They remain, however, on the order of 5 percent at a maximum
and are transient in nature. Since there is no localization process and the
phase space volume of the lattice is over 500 times that of the adsorbate, the
lattice is far too inviting to the wavefunction for it to stay on the adsorbate
for long. This clearly illustrates the need for a Marcus-type deactivation for
the back transfer as discussed above, i.e. some kind of nuclear relaxation in
the adsorbate half-space is required to localize the carrier on the adsorbate
and stabilize the back transfer. Since the occurrences on the adsorbate are
frequent in nature but require nuclear relaxation to stabilize the transfer, the
time scale for the back transfer can be no faster than the nuclear relaxation
phenomena as Marcus theory suggests.

4. Experimental Approaches to a Real Time View of Electron Transfer

From an experimental point of view, one would like to determine the spatial
propagation of an electron across an interface under zero barrier conditions,
i.e., at the adiabatic crossing point of the reaction surface. At this critical point,
the electron transfer time is not determined by the activation barrier which
is well described by Boltzmann statistics. Under zero barrier conditions, the
upper limits to electron transfer can be determined as well as the degree of
electronic coupling between states. This information is related to the so called
promotor modes for the nuclear coordinate (v~! in Equation (1)) and the
wavefunction overlap for the electronic coordinate. The barrierless condition
corresponds to the transition state of the reaction. Optical preparation of a
non-equilibrium electron that is resonant with both band and molecular states
accesses this condition. For metals, the subsequent relaxation is generally too
fast to permit a large enough fraction of reactive events to occur. The bandgap
of semiconductors prevents the complete thermalization and the large electric
fields present within the surface space charge region (absent in metals) act
to spatially direct the electron into the reaction channel. The work discussed
below takes advantage of the photophysical properties of semiconductors
to optically prepare the system at the adiabatic crossing point for electron
transfer.

This model problem must be studied under low electron densities to avoid
excessive electron-electron scattering and coulombic effects between carriers
which have nothing to do with the reaction coordinate but would complicate
the dynamics. This condition will be referred to as the one electron limit
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and necessitates the detection of a reactive flux involving less than 1073 to
10~* of a monolayer of acceptor/donor states. The high sensitivity and time
resolution needed to study these transition state process at surfaces has only
recently become available with the development of proper laser sources and
new optical spectroscopies developed specifically to address this problem.
In what follows is a purely experimental approach to map out the electron
trajectory across an interface.

4.1 SoLID STATE DONOR CONDITION
4.1.1 Surface Restricted Grating Studies of Carrier Dynamics

The problem of sensitivity and time resolution has been overcome by adopting
the transient grating approach to follow the electron dynamics at the surface
[41, 42]. This technique owes its high sensitivity to the optical interferometric
nature of the spectroscopy. The grating experimental setup and pulse sequence
are shown in Figure 7. Two above band gap excitation pulses are used to write
a sinusoidal intensity pattern on the surface which becomes encoded in the
form of electron-hole pairs. There is a very large change in the index of
refraction with carrier formation. In essence, the optically induced carrier
distribution represents a “wire” diffraction grating. The carrier dynamics are
monitored by diffracting a below band gap probe well away from the band
edge to probe the intraband carrier transitions and the carrier populations. Both
the electron and hole carrier contribute to the signal through their independent
contributions to the index of refraction at the probe wavelength.

The key element in this experiment is the space charge field which focuses
the minority carriers, photogenerated within the space charge region, to the
surface on 100 fsec time scales (determined by electrooptic sampling, as
discussed below). For the experimental excitation wavelengths (absorptivity
~ 10° cm™') and space charge widths (~ 10~ cm) this gives more than a
50% surface contribution to the signal. The minority carrier becomes confined
to within 10 A of the surface reaction plane by the surface field. Thus, the
carriers are driven to the surface to within tunneling distance of the molecular
acceptors on the right time scale to observe even unthermalized electron
transfer processes.

The main innovative features of this spectroscopy are: the use of the surface
space charge field to eliminate transport limitations on the determined carrier
dynamics; and the surface grating diffraction geometry for signal detection.
With this approach, the diffracted signal is spatially isolated from the other
beams so the signal is detected against essentially zero background. A small
amount of probe scatter limits the detection at 103 to 10~* of a monolayer of
reactive carrier flux. By direct comparison, the signal sensitivity is found to
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Fig. 7. The Surface Restricted Transient Grating setup. P = polarizer, L = lens, A/2 = half-
wave plate, 2X = doubling crystal, PD = photodiode, PDC = pulse discriminator circuit, ED
= electronic delay, VD = variable optical delay, PC = Pockel’s cell, PM = prism, BS = 50/50
beamsplitter, SCE = saturated calomel reference electrode, PT = platinum counterelectrode,
and C = mechanical chopper. The insert shows the grating pulse sequence, where § denotes
the angle between excitation beams.

be two orders of magnitude better than strictly pump/probe analogues. This
sensitivity is important in minimizing carrier-carrier coulombic interactions
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Fig. 8. Normalized excitation angle dependence of the grating signal for GaAs(100) surfaces.
The grating excitation was 532 nm (2 x 10" photons/cm?) and the probe was 1.064 ;m. The
grating fringe spacing was varied: curve 3 =28 pm, curve 2= 10 pm, and curve 1 =6 pm. The
observed fringe spacing dependence gives an ambipolar diffusion constant of 7 4 2 cm?/sec.
This result demonstrates the grating decay is determined by the carrier population dynamics.

and space charge screening. Grating imaging also allows a clean distinction
between mobile and trapped states.

The different applications of grating spectroscopy to understanding the
surface dynamics [42] are shown in Figures 8, 9, and 10. A grating fringe
spacing dependence at zero surface field shows that the grating is sensitive
to carrier populations (Figure 8). The signal decays faster at narrower fringe
spacings due to spatial transport of the photocarriers parallel to the surface
that washes out the grating pattern. The observed fringe spacing dependence
gives a direct measure of the electron-hole diffusion constant which is exactly
that expected for GaAs. In the study of surface state trapping, studies of n-
GaAs(100)/oxide interfaces found a hundred fold enhancement in the grating
signal (Figure 9). The enhancement was attributed to surface state transitions
near resonance to the probe wavelength that increase the dispersive contribu-
tion (An) of the surface states over the free carriers [42]. The surface state
nature of the signal was confirmed by the effect of surface treatments on the
signal, absence of a fringe spacing dependence (i.e., a trapped state), and
signal saturation at surface state number densities. The main distinction of
this signal component from carrier depletion is that it shows a rise rather than
a decay. The rise time of the surface state related signal was faster than 30
picoseconds. Similar findings have been made using time resolved photoe-
mission to selectively study surface state dynamics at Si surfaces [43]. This
fast surface state trapping time is expected based on the barrierless nature
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Fig.9. Surface state trapping dynamics. The curve represents the surface grating for GaAs(100)
in air at low photocarrier injection (1 x 10'" photons/cm?). At this injection level, there is
substantial surface field present due to oxide induced surface states that drives the hole carrier
to the surface. The surface state trapping of the hole carrier is observable as a rise in the grating
signal. There is a two orders of magnitude enhancement of the grating signal with the surface
state trapping. The solid line corresponds to an excitation angle of 3.1 degrees, the dotted line
corresponds to an angle of 1.3 degrees. The lack of a fringe spacing dependence shows this to
be a trapped state.

of carrier trapping at oppositely charged trapping centers [42]. This trapping
step is only limited by the carrier thermalization.

In-situ studies of charge transfer have been demonstrated for the n-
GaAs(100)/[Se~2/Se '] interfaces. This surface is known to be stabilized
against photooxidation and degradation in the presence of high concentrations
of Se~2 which acts as an efficient hole acceptor to yield an 80% photocur-
rent quantum yield [4]. The grating signal, with and without the Se~2 under
identical conditions, shows a factor of 2 reduction in the signal amplitude at
t = 0, i.e., a decay component exists which is beyond the experimental reso-
lution of the particular laser used in this study. The fast initial grating decay is
assigned to interfacial hole transfer based on the dependence of the signal on
Se~2 concentration (Figure 10A) and on the field dependence (Figure 10B).

The most important finding is that the hole transfer to Se™? is occurring
faster than 30 picoseconds. The interfacial charge transfer is occurring in
competition with surface state trapping and appears to be a direct process as
the enhanced surface component is not observed. The exact branching ratio
between unthermalized versus thermalized and surface state mediated can be
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Fig. 10. Graph A shows the dependence of the grating signal on the concentration of Se?~
under low excitation conditions and an approximate space charge field of 10° V/cm. Curve 1
=0.21M, curve 2 = 0.56 M, and curve 3 = 1 M. The concentration dependence demonstrates
carrier depletion involves the selenium acceptors. Graph B show the dependence of the signal
on applied voltage. Curve 1 = —1.00 V vs. SCE (same as 10A), Curve 2 = -1.5V, and Curve
3 = -1.7 V. The flat band potential corresponds to —1.95 V vs. SCE. The field dependence
demonstrates it is the hole carrier which is depleted in the presence of Se™2 and that field
focusing of hole carriers is achieved.

resolved with higher time resolution. Nevertheless, the observed time scale
is approaching that of solvent relaxation. This result indicates that electronic
coupling at surfaces can approach the strong coupling or adiabatic limit. In
addition, space charge acceleration imparts approximately 1 eV of excess
energy to the hole carriers which should take a picosecond to thermalize with
the lattice. The sub-30 picosecond hole depletion time supports the concept
that at least a small fraction of hole carriers are transmitted across the interface
prior to thermalizing.

The above findings should be compared to other work in this general
area. Cowin et al. using CH3Br at Ni(111) surfaces as a probe molecule
under UHV conditions found evidence for an electron attachment reaction
that competed efficiently with direct photodissociation [24]. The involvement
of an electron transfer step from the metal surface was implicated in a series
of studies using multilayers of CH3Br. Using the approximate dissociation
time of the competing process of photodissociation as an internal clock, this
measurement gave evidence for electron transfer occurring on the 10 fsec time
scale. Work from a number of other groups exploring different adsorbates and
surfaces have found similar evidence for electron induced desorption [44—
48]. The photoproducts are found to come off vibrationally hot and involve
100 fsec time scales for the electron transfer induced desorption [48]. The
quantum yields are generally low such that the observed photoproducts are
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in line with a small fraction of electron transfer processes occurring within
the non-adiabatic limit (weak coupling) in competition with extremely fast
electron thermalization.

Recently a very efficient electron transfer induced desorption process has
been observed by Prybyla et al. for CO on Cu(111) with quantum yields
up to 15% [49]. An elegant experiment using time resolved surface second
harmonic generation to monitor the fraction of surface bound CO found that
the CO dissociation was complete in less than 325 fsec. Based on the non-
linear dependence of the quantum yield, this electron induced desorption is
believed to occur through multiple electron transfer processes involving the
non-equilibrium electrons in the metal and the 27* CO electronic level. The
electron transfers to the CO and back transfers to the metal after partial nuclear
relaxation. Multiple electron transfers are required to deposit enough energy
in the CO adbond to dissociate it. This experiment gives supportive evidence
for electron transfer processes occurring in the adiabatic strong coupling limit.

The other work which should be mentioned is that of Rosetti and Brus
[50], and related work by Kamat et al. [51] using colloidal semiconductors
to follow electron transfer by time resolved Raman and transient absorption
respectively to monitor the product formation. The colloidal systems have
interesting photophysics that distinguish them from single crystal surfaces.
These systems have also been observed to exhibit picosecond interfacial
electron transfer times.

The in-situ surface grating studies, taken together with recent findings from
the UHV community, and studies of interfacial charge transfer dynamics at
semiconductor colloids illustrate that electron transfer processes at surfaces
can occur on very fast time scales.

4.1.2 Space Charge ElectroOptic Sampling of Carrier Transport

As schematically shown in Figure 1, the overall surface photochemistry
involves the field assisted transport of the minority carrier to the surface.
From the above grating studies, it is apparent that the charge transfer dynam-
ics are approaching time scales associated with the carrier transport to the
surface. The surface field also has a dramatic effect on the surface popula-
tions. This aspect of the electron “trajectory” needs to be characterized. The
time resolution of electrooptic sampling has been improved by an order of
magnitude and made surface selective by studying field changes directly in
the surface space charge region [52, 53]. The separation of photogenerated
electron and hole carriers in this region leads to a decrease in surface field; the
dynamics of which is directly related to the spatial transport of the electron
and hole carriers via Poisson’s equation for the field changes.
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Fig. 11. The Surface Field Electro-optic Sampling Experimental setup. B.C. = Babinet
compensator; P1, P2 =polarizers; A/2 = half-wave plates; B.S. = 70/30 beam splitter; PDA,
PDB = 1 cm? silicon photodiodes; D.A. = differential amplifier. The scanneris a galvanometer
delay line and D.L. is a stepper motor delay line with an optical encoder for determining
position.

Hybridly ML CD Dye Laser

By taking advantage of the intrinsic electrooptic effect in GaAs(100),
the field changes are monitored optically through changes in polarization of
either reflected or transmitted probes. The experimental setup is shown in
Figure 11. In this manner, the field changes are monitored exactly where they
occur such that there is no broadening in the time response from transmission
lines. This experiment has attained the highest possible resolution through the
electrooptic effect. The time resolution is dictated by the highest frequency
polar phonon that is displaced by the field changes. For GaAs, this phonon
frequency is 8.55 THz which corresponds to approximately 30 fsec time
resolution. This development is equivalent to having a 10 THz sampling
oscilloscope.

The high time resolution of this new spectroscopy, along with the ultrashort
distances the electron and hole carriers propagate (100 A length scales —
comparable to the electron mean free path) make this technique ideally suited
for the study of ballistic motion of the electrons. In addition, the space charge
transit time is needed to determine the relative energies of the carriers as
they arrive at the surface. Representative results are shown in Figure 12
using fiber optic compressed pulses of 120 femtoseconds. The time evolution
of the field should be biphasic: the higher mobility electrons giving rise to
the fastest component and the lower mobility holes giving rise to slower
components. Only one effective time constant of 200 fsec is observed in the
present experiment which is assigned to the hole carrier motion based on the
factor of 10 lower mobility of the holes relative to the electrons [53, 54].
This result demonstrates that the hole carriers are driven to the surface on a
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Fig. 12. Reflective Electro-optic Sampling (REOS) data for n-GaAs(100)/oxide interface.
The crystal was doped to 7.8 x 10'7 cm™ and the photocarrier injection level was 4 x 10"
cm™>. Graph A shows the dependence of the signal on the crystal orientation relative to the
analyzer polarizer axis. This result demonstrates the signal arises from an electrooptic effect.
The maximum magnitude of the polarization rotation at higher excitation corresponds to .8 eV
of band bending. Graph B shows the REOS signal with fittings to three different rise times:
100, 200, and 300 fs.

hundred fsec time scale. This time scale is faster than carrier thermalization
such that the initial distribution does in fact arrive at the surface with large
amounts of excess energy through field acceleration.

This space charge electrooptic sampling method also provides a contact-
less method of determining the amplitude of the surface fields under in-situ
conditions. The electrooptic signal can be calibrated with the known elec-
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trooptic coefficients of the crystal to directly determine the amplitude of the
surface field and the transient field changes. This is difficult to do by any other
means and may prove extremely valuable for many interfaces which are not
amenable to conventional surface field probes. Most important, the combi-
nation of Surface EO sampling and Surface Restricted Grating spectroscopy
used in conjunction provide a real time view of the spatial propagation of the
electron (or hole carrier) across the interface.

4.1.3 Monte Carlo Modelling of Surface Reaction Dynamics

As can be appreciated from Figure 1, the photophysics and photochemistry
that occurs at semiconductor surfaces are more complex than in molecular
systems. The two biggest differences between molecular and semiconductor
photophysics are the spatial transport and coulombic effects on the excited
state populations. In the case of semiconductors, the problem is concerned
with highly mobile photocarriers whose spatial distribution with the surface
reaction plane is strongly influenced by the transport and transient field effects.
The transient field conditions involve many particle interactions which can
not be treated simply.

To gain quantitative details concerning the carrier spatial and energy distri-
butions, an Ensemble Monte Carlo approach to the problem was undertaken
which explicitly takes into account the band structure of GaAs and includes
the ¢ = O boundary conditions imposed by the short pulse excitation of
photocarriers [55]. Since the carrier distributions are strongly influenced by
carrier-carrier scattering and coulombic interactions between the oppositely
charged electron and hole carriers, the Monte Carlo calculations must be done
with a large number of particles simultaneously. Up to 10,000 electron and
hole carriers were used for the ensemble size. The code keeps track of the
carriers in both k and r space which is essential to the problem. The different
scattering mechanisms that lead to changes in the carrier energy (k) distribu-
tion are included as well as a Poisson equation solver to update the surface
field in 1 fsec intervals. In these initial studies, the electron was primarily
treated, as the hole carrier is essentially stationary relative to the much higher
mobility electron. The parameters were refined and the calculations compare
favorably to experimental studies of carrier thermalization and other more
standard checks.

Calculations of this type provide tremendous insight to the surface dynam-
ics. The different types of information that can be obtained are shown in Fig-
ures 13 and 14. The magnitude and dynamics of the surface field changes can
be correlated to the electron and hole distributions. In addition, the energetics
of the carriers as well as velocity distributions can be obtained. A comparison
of the calculated field dynamics to the electrooptic sampling studies was the
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Fig. 13. The upper graph shows the calculation of the time evolution of the surface potential
at different excitation wavelengths. The lower graph shows the velocity profiles in time for the
same wavelengths.

original motivation for this work. As discussed above, the field changes can
be directly related to the spatial transport of the carriers to the surface. A
comparison of the experimental results to Monte Carlo simulation is found in
Figure 13A (Aex = 590nm). Both the calculated dynamics and the magnitude
of the field changes for the particular excitation conditions are in good agree-
ment with observations. The excellent extent of agreement between the carrier
thermalization dynamics and surface field transport with experiment indicates
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Fig. 14. Plot A shows the time dependent electron spatial distribution in the surface region.
Plot B shows the calculated field distributions. Note that a back retarding field develops due
to the exponential tail in the spatial distribution of hole carriers that extends past the space
charge region. This field is responsible for the velocity overshoot in Figure 13, not the normal
intervalley scattering into low mobility satellite valleys.

the parameters used in the calculation are providing good approximations to
the actual carrier dynamics.

A detailed analysis of the carrier velocity distribution as a function of time
finds the so called “velocity overshoot”. There is an initial rapid increase in
the carrier velocity through field acceleration which is related to the ballis-
tic (scatter free) phase of the motion. This phase of the transport should be
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observable with higher time resolution in the electrooptic sampling studies.!
Following the acceleration by the field, the electron velocity undergoes a dra-
matic decrease (the overshoot). Normally, this phenomenon occurs in GaAs
when the electrons reach a critical energy after field acceleration that places
them isoenergetic with the lower mobility L and I' satellite valleys. Interval-
ley scattering puts them into these lower mobility k states and hence lowers
the velocity. The factor of ten higher density of states in these satellite valleys
keeps them statistically trapped in this low mobility condition. This aspect of
the carrier transport is seen in the calculated wavelength dependence. Howev-
er, what is unique in the surface problem is that the normal velocity overshoot
is dominated, not by intervalley scattering, but by coulombic effects. The
separation of the electrons from the hole carriers creates a transient field that
retards the electron motion away from the surface. The occurrence of the
transient field line and the relation to the carrier spatial distribution can be
seen by comparing Figures 14A and 14B.

Most important, the transient field that develops creates an approximately
0.1 eV barrier at the edge of the space charge boundary to the diffusion of
hole carriers to the surface. This is an important finding as it was not at all
clear why the surface grating and electrooptic experimental studies seem to
measure only a fast component to the surface dynamics without an equally
important contribution from carrier diffusion from outside the space charge
region. The only distributed kinetics that could be related to diffusion occur
on a ten nanosecond time scale. It is clear from the Monte Carlo calculations
that the transient electric field barrier is responsible for this observation. It
acts to greatly retard the diffusion of minority carriers into the space charge
region and thus access to the surface. The coulombic barrier that develops
away from the surface is fortuitous in that it enables a clean distinction of the
reaction dynamics of the minority photocarriers generated within the space
charge region from those generated outside this region. Only the minority
photocarrier within the space charge region undergoes fast enough transport
to the surface to remove transport limitations on the dynamics. This fortunate
occurrence permits a direct correlation of the initially rapid carrier population
depletion to the fundamental processes related to the electronic transition
across the interface.

An important future direction for Monte Carlo studies of carrier dynamics
at surfaces will be to include molecular acceptors on the surface with an r
dependent coupling to the carriers. The energetic dependence for the electron-
ic coupling can be handled through a k dependence on the coupling and an
assumed energy distribution for the molecular acceptors. Given the complex

! Ttis this phase of the electron motion which is needed to understand recent observations
of electron transfer induced desorption at metal surfaces. references [39-44]
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dependence of the overall surface kinetics on surface fields and energetics
in the time scale under investigation, these calculations are needed to gain
insight into the problem. Calculations of this type should play an important
role in improving our understanding of ultrafast surface reaction dynamics.

4.2 EXCITED STATE DONOR CONDITION

Interfacial charge transfer is a two way street. The complementary process to
charge transfer out from a semiconductor (or metal), as discussed above, is
charge injection from a surface species into an appropriate substrate. Dye sen-
sitization provides a molecular species that can be efficiently probed optically,
allowing for picosecond and even sub-picosecond probes of charge injecting
systems. The earliest studies of time-resolved fluorescence decay curves as
probes of interfacial charge injection were performed on dye-sensitized sil-
ver halide by Muenter [56] in 1976. These nanosecond experiments showed
a marked decrease in both fluorescence quantum yield and lifetime when the
dye was adsorbed on AgBr and AgCl relative to the dye alone in gelatin.
Ascribing this decrease to electron injection dynamics, indicated a rate con-
stant for electron injection of 10°~10'° s~ in this system.

Only four years later, in 1980, the first picosecond experiments were per-
formed by Nakashima, Yoshihara and Willig [57] on Rhodamine B sensitized
organic crystals (anthracene, phenanthrene, and naphthalene). They noted
two different types of electron transfer dynamics in the different systems. In
the case of the anthracene crystal, they assign a 35 £ 7 ps fluorescence decay
to electron transfer kinetics alone. The phenanthrene and naphthalene crys-
tals showed much longer electron injection kinetics since the dynamics are
endoenergetic, but they did show significant 50 ps fluorescence quenching due
to energy transfer to dimers at the surface. This work demonstrates the impor-
tance of taking into account the effect of competing dynamical pathways on
the overall observed kinetics. The branching ratios between different decay
channels is much more easily observed in picosecond and sub-picosecond
optical experiments than with the more traditional voltammetric techniques
which have relatively long RC time constants and, therefore, do not discrim-
inate between competing ultrafast kinetics.

Since that time, a large number of researchers have investigated a wide
variety of different photosensitized systems [58-71). These systems employed
a wide range of sensitizers and an even wider range of substrates, from
insulators [58, 59] to semiconductors [60-71]. All of these photosensitized
systems showed fluorescence decays, due to electron injection from the 5
state of the sensitizing dye to the substrate, of 100 ps to 2 ns.

One of the most important of these studies was performed by Kemnitz,
Nakashima, Yoshihara, and Matsunami [61] using Rhodamine B to sensitize
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SiC and GaP single crystals. This study demonstrates that the fluorescence
decay rates for the Rhodamine B are independent of temperature, all the way
down to 4 K. This indicates conclusively that the electron injection is a not an
activated process and, therefore, not subject to the kind of dynamical picture
that would emerge from the Marcus—-Levich equation.

While the observed electron injection rates in the studies mentioned above
(50-2000 ps) are significant, they remain relatively slow relative to the nuclear
relaxation rate which can be as fast as 100 fs. This is likely due to poor
coupling between the sensitizing agent and the charge accepting species. The
nature of the sensitizer and the acceptor may not be compatible with strong
coupling or the coupling may be disrupted by the poor surface quality of the
materials which are sensitized. While metals in ultra high vacuum have very
clean surface constructions, most materials, especially oxide semiconductors,
have a very large surface state density and very poor surface quality.

These considerations are not a factor for a somewhat different type of
semiconductor substrate, SnS,. SnS; is a layered semiconductor with a two
dimensional lattice. The 2-D nature of the material means that all of the
bonds are terminated in each layer. This leaves the surface remarkably inert to
oxidation, preventing formation of oxide surface states, and the perfect surface
construction leaves the semiconductor free from lattice defect surface states.
Typically, quantum yields for photocurrent in dye-sensitized single crystal
oxide semiconductors are on the order of 3 percent per absorbed photon.
The low quantum yields have been attributed to weak electronic coupling
or rapid back electron transfer processes which limit the injection efficiency.
In contrast, the quantum yield for electron transfer and collected current
is greater than 80 percent at SnS; surfaces [7]. The perfect surface quality
suggests that the observed high quantum efficiency for electron transfer arises
from strong electronic coupling between the dye and the surface. In order to
fully understand the reasons for the high quantum yield, one would like to
measure both the forward and backward electron transfer rate constants.

Oxazine 1 sensitized SnS, was studied as a model photosensitized system.
Oxazine 1 had been shown by Kaiser et al. to have a very low aggregation
propensity [72] which should allow for strong dye/semiconductor coupling
without the complication of dimer formation at the surface. In addition,
the first excited single state of the oxazine dye lies approximately 0.35 eV
above the conduction band edge so that the electron injection should be
barrierless (see Figure 2 with € = 0.35 eV). This system was studied using
both time-resolved fluorescence decay curves and the fluorescence quenching
of the oxazine on SnS, versus oxazine on an inert substrate. The fluorescence
quenching is calculated using the Stern-Vollmer formula [73] by comparing
the fluorescence yield for the Oxazine 1/semiconductor system to an Oxazine
1/insulator system.
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Fig. 15. The fluorescence quenching data from the time-correlated single photon counting
setup. The upper decay curve corresponds to oxazine on an inert reference substrate, the lower
decay curve (normalized at the peak) corresponds to oxazine on SnS,. Integration shows a
fluorescence quenching ratio of 9.0 x 10*.

Both the fluorescence decays and the quenching rate [71] were deter-
mined using time-correlated single photon counting to take advantage of its
high sensitivity and low background noise. The instrument response time of
the photon counting electronics was 40 ps. The SnS, samples were uninten-
tionally doped samples with a low donor concentration (less than 10’5 cm™3).
Doped samples are prone to the formation of intense surface space charge
fields. While these surface fields assist electron separation from the parent
cation, enhancing the quantum yield, it also creates a barrier to the ground
state recovery of the dye, effectively bleaching its ground state absorption.
Consequently, knowledge of the timescale of the ground state recovery is
important for verifying that the fluorescence quenching results are not dis-
torted by bleaching of the ground state. Further, the ground state recovery
reflects the back electron transfer which is important for determining the
overall photocurrent yield.

A typical fluorescence decay curve is shown in Figure 15. The decays of
the oxazine on an inert substrate were fit to a single exponential decay with a
2.640.1 nsec lifetime. The decay curves for the dye sensitized semiconductor
are more complex and were fit to two exponentials: an instrument response
limited decay of 40 ps, and a longer decay of 900 4+ 100 ps.

The longer decay shows a concentration dependent intensity and virtually
disappears at low coverages, it is only 1% of the integrated intensity in Fig-
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ure 15. This component corresponds to dye molecules either weakly adsorbed
or not strongly coupled electronically to the surface. These dye molecules are
most likely isolated from the surface either by intervening dye molecules due
to the formation of aggregates or microcrystals of dye, uncoupled surface
sites, or are simply poorly coupled due to orientational effects.

The instrument response limited decay of the SPC fluorescence decay
curves is attributed to the fluorescence from adsorbed molecules strongly
coupled to the surface, indicating that the electron injection rate is signif-
icantly faster than 40 psec. In order to better determine the exact electron
injection rate, the integrated intensity of the fluorescence was studied. When
compared to the oxazine on inert substrate samples, the fluorescence was
found to be quenched by a factor of 9 x 10* £+ 5 x 10*. Assuming electron
injection is the only new nonradiative channel in the semiconductor samples,
this corresponds to an electron injection rate of 3 x 1013 (40 £20 fs). In addi-
tion, the absorption spectrum of the dye on the semiconductor was observed
using both photocurrent detection and with an integrating spectrometer under
the experimental conditions employed. The conserved spectral properties of
the dye at the surface (save slight broadening roughly corresponding to the
estimated excited state lifetime) demonstrate that the S; excited state is local-
ized in the dye and the initially excited state is not a continuum analogue of
a charge transfer band or some other hybrid state [71].

A one color pump-probe experiment was conducted on the oxazine/semi-
conductor system to monitor the important back electron transfer rate. The
experimental setup was similar to that shown in Figure 10. The important
element was the scanning galvanometer which enabled high speed data acqui-
sition at frequencies above the dominant laser noise. Ten minutes of signal
averaging permitted the detection of changes in probe intensity of 10~7. This
level of sensitivity was essential for following the ground state recovery.

The ground state recovery reflects the back electron transfer which is
important for determining the overall photocurrent yield. It must also be noted
that while the theory demonstrates that nuclear reorganization is not the rate
limiting step for the charge transfer, this is not true for the back transfer. If
the back transfer is viewed as occurring from the condition that the relaxation
processes lower the energy of the dye state such that a potential barrier is
created to re-injection of the carrier. Hence, the back transfer step can be used
as a probe of nuclear relaxation processes and their role in interfacial charge
transfer.

The ground state recovery was studied in reflection (see Figure 16A) in
order to prevent bulk dynamics from interfering with the detection of surface
dynamics. The pump excites the ground to first excited singlet state transition,

partially bleaching this absorption. The probe pulse then monitors this same
absorption. The signal has two features of note. The dominant feature of the
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Fig. 16. Graph A shows the ground state recovery of the oxazine dye on SnS; probed by
reflective one color pump-probe spectroscopy. The decay is nonexponential with a fast 10
ps decay and a longer, position sensitive, decay of several hundred picoseconds. Graph B
shows transmissive one color pump-probe spectroscopy of SnS» single crystals. The single
line corresponds to the intrinsic semiconductor (left axis), the thicker line corresponds to a
low As doped sample (right axis). Both signals appear to be the convolution of two different
signals of opposite phase. The As doped sample shows an order of magnitude greater signal.
The fast initial decay is attributed to rapid carrier trapping as confirmed by grating studies of
free carrier lifetimes.

signal is a very fast, approximately 10 ps, decay which appears to be the
dominant recovery time. However, there is also a longer decay of several
hundred picoseconds whose magnitude relative to the fast decay is generally
small and varies, disappearing completely in many cases, as different positions
on the surface are studied. The most logical explanation for this observation is
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that the fast decay is due to the ground state recovery of the strongly coupled
dye molecules and that the longer component is due to the ground state
recovery of less strongly coupled dye molecules, an observation consistent
with both the emission spectra and SPC fluorescence decay curves discussed
above.

The other important feature of this experiment is that the ground state
recovery demonstrates different dynamics relative to those of the excited
state. From the time resolved fluorescence, the excited state life time is
definitely less than 10 ps and estimated to be 40 fsec based on the fluorescence
quenching. The fact that the ground state shows slower recovery dynamics
than the excited state rules out energy transfer to surface state traps as an
alternative explanation for the enhanced nonradiative channel at the surface.
An intermediate state is implicated which involves electron transfer rather
than energy transfer.

If the unidirectional charge transfer is so strongly favored by the density
of states mismatch as discussed in the theory section above, how does the
electron tunnel from the conduction band back to the parent cation of the
dye molecule on the surface? The most likely answer lies in the rapid re-
localization of the electronic wavefunction after the initial forward transfer
and delocalization. Essentially, the fast ground state recovery dynamics imply
that the electron does not propagate far from the surface before it is localized
on a trap state (defect, impurity, bound exciton) or dynamically localized in a
polaron state. This relaxation step would remove the electron from the elec-
tronic continuum and change the problem to an electron exchange between
discrete states. This possibility was investigated by studying carrier lifetimes
in SnSy. The free carriers were generated both by optically exciting impu-
rities and using above band gap excitation. From both pump/probe studies
and transient grating studies, the free carrier lifetime was found to be on the
picosecond to subpicosecond time scale. Representative data are shown in
Figure 16B.

In the above experiments, both the reactant and product populations have
been monitored, as well as the relaxation dynamics. We now have a fairly
complete picture of the electron dynamics at SnS; interfaces. There is a fast
forward electron transfer step from the discrete state defined by the adsorbed
dye. The dynamics of this electron transfer implicate a purely electronic
process. The reaction coordinate at the adiabatic crossing point is displaced
towards product formation by the electronic continuum of the conduction
band. The products consist of a free electron generated in the solid state and
the ionized parent molecule at the surface. For SnS; crystals, the free electron
would become trapped near the surface on a subpicosecond to picosecond
time scale. The subsequent back transfer process from this localized state
regenerates the ground state through a distribution of time scales with a
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dominant component of 10 ps. These recovery dynamics are consistent with an
electron transfer coordinate directed by nuclear relaxation and repolarization.

Since SnS; and other layered semiconductors are the only well defined
single crystal surface that demonstrate a high quantum yield for anodic pho-
tocurrent, it is important to understand the above dynamics with respect to
the role of surface fields in separating the electron from the coulombic trap
of the parent cation. The fast trapping time observed for the electron in prob-
ably important in removing the electron from the conducting state so it does
not spatially sample the large coulombic cross section of the parent cation
and become trapped at the surface. An intense surface space charge field
would impart a travelling wave component to the free electron product state
which would propagate the electron further from the surface than in the zero
field conditions of the above experiments. As long as the electron makes it
outside the Onsager escape distance (10 A typically), the field will prevent
back transfer and the electron current is produced by low mobility electron
hopping processes in an applied field. To understand these surface dynamics
in detail, the missing information is the energetics of the trapped electron
and the relative positions of the parent cation electronic levels with respect
to the surface bands. However, the observed dynamics illustrate the general
guidelines for optimizing surface charge transfer.

5. Concluding Remarks

Two different £ = 0 boundary conditions for electron transfer at surfaces have
been experimentally explored at conditions approximating the time evolution
of the adiabatic crossing point. The SnS; dye sensitization studies correspond
tot = 0O conditions with the electron localized at a discrete state at the interface
under barrierless conditions. The dynamics of electron transfer are consistent
with the involvement of an electronic continuum in promoting unidirectional
passage across the reaction critical point. The electronic continuum in this
case is defined by the dense manifold of extended electronic states of the sol-
id state. For sufficient electronic coupling between the molecular donor and
band acceptor states, the transition can become completely electronic. The
traditional guidelines for the upper limit on the rate constants from transition
state theory for discrete states no longer apply. The rate constant can be com-
pletely determined by the electronic dephasing and not by motion along the
nuclear relaxation coordinate. This concept was supported by a reevaluation
of electron transfer in the presence of a manifold of closely spaced electronic
levels and has been treated in a different context concerning the lifetimes of
hydrogenic states at metal surfaces [75]. The involvement of an electronic
continuum in the reaction coordinate is the feature that distinguishes electron
transfer at surfaces from homogeneous electron transfer.
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The opposite t = 0 boundary condition corresponds to the initial local-
ization of the charge in the solid state. From the principle of microscopic
reversibility, the transmission probability across the interface to a discrete
state should be strongly attenuated by the electronic density of states mis-
match across the interface. This is seen for zero field conditions. However,
systems exhibiting efficient electron transfer have surface space charge fields
which alter the reaction conditions. Based on the SnS, studies and theoretical
analysis, the space charge field must act to break up the electronic continuum
and localize the electron (or hole carrier) at the surface. For typical surface
fields, the electron probability distribution is restricted to 10 A of the surface.
The wavefunction now approximates something closer to a molecular state
and the rate of passage across the critical point becomes controlled by the
nuclear coordinate, i. e. approximates more closely homogeneous electron
transfer. The issue then reduces to the degree of electronic coupling across
the interface for the molecular acceptor and the contributing states of the solid
state. The coupling will decay exponentially with the separation of the accep-
tor from the surface and a wide range of electronic factors and time scales
are expected. Based on the in-situ surface grating studies of hole transfer at
n-GaAS(100) interfaces, colloidal semiconductor studies, recent UHV obser-
vations, and the equivalent back electron transfer observed for oxazine/SnS,,
this electronic coupling can approach the strong coupling limit with charge
transfer dynamics occurring on picosecond and potentially even subpicosec-
ond time scales. There is no fundamental barrier to attaining ultrafast time
scales for electron transfer from surfaces. In fact, since the optical approach
necessitates relatively low carrier densities, this work hints that the actual
electron dynamics at metal electrode surfaces, with high electron donor den-
sities, should exhibit adiabatic processes more as a general feature than the
analogous homogeneous problem.

The current experimental approach has given a real time view of the elec-
tron trajectory across an interface. Both the spatial distributions and surface
populations have been studied. These studies are starting to reveal details of
the electron transfer coordinate that are inaccessible with conventional meth-
ods used in electrochemical approaches. In situ studies capable of giving
structure and energetics are now needed to rationalize the observed dynam-
ics. Even without this information, it is clear that a reexamination of the
various tenets of electron transfer theory as it pertains to surfaces is in order.
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6. Ultrafast Transient Raman Investigations of
Condensed Phase Dynamics
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During the last several years major advances in ultrafast laser technoiogy
have taken place. In the earlier days of this field femtosecond lasers had to be
painstakingly built from scratch in the laboratory. Today, much better lasers
are available commercially. State-of-the-art titanium sapphire lasers routinely
generate 100 fs pulses. Amplification to millijoule pulses at repetition rates
of 1 kHz (and microjuole pulses at 250 kHz) is now routine using titanium
sapphire regenerative amplifiers. These advances in laser technology have
greatly increased the sensitivity of femtosecond spectroscopy. As a result,
powerful new ultrafast spectroscopic methods have been developed.

One of the methods developed by the first ultrafast pioneers was transient
absorption spectroscopy where transients are probed by measurements of the
electronic absorption spectrum. This technique has proven to be extremely
powerful due to its excellent sensitivity. However, absorption spectroscopy
is not ideal since no direct information is obtained about the chemical nature
of the transient. Many questions are difficult to difficult to answer from
absorption data alone. What chemical bonds are being broken and what new
bonds are forming? What conformational changes are taking place? What
affect is the solvent having on the structure and charge distribution in the
transient?

There is another aspect of ultrafast chemistry which becomes increasing
important as shorter and shorter time scales are investigated. Much of ultrafast
chemistry is concerned with photoproducts which are born with internal
energies in excess of the average thermal energy. It is therefore important to
characterize the internal energy of the transient as well as which vibrational
modes contain the energy. Finally, it is also important to understand how the
non-thermal internal energy affects the subsequent chemistry of the transient.
To some extent these questions can be addressed through transient absorption
spectroscopy. However this method is severely limited since it provides no
direct information about the vibrational degrees of freedom.

Ultrafast transient infrared and Raman spectroscopy are relatively new
methods which nicely complement some of the limitations of transient absorp-
tion spectroscopy. Infrared and Raman techniques provide a direct probe of
the vibrational degrees of freedom. In addition, the partitioning of vibra-
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tional energy among the internal modes can be directly measured. Infrared
and Raman spectroscopy are obviously complementary in that the vibrational
selection rules often select different allowed vibrational modes. The advan-
tage of Raman spectroscopy is that very low frequency vibrational modes can
be observed. Whereas, it is currently very difficult to produce short pulses of
infrared light below 2000 cm~!. The advantage of infrared spectroscopy is
that it is generally applicable to all transients that have an allowed infrared
spectrum. Raman spectroscopy however has the added requirement that only
molecules with strong resonant Raman enhancements can be observed. This
has the practical limitation that the resonant electronic transition must be
accessible within the range of tunability of the laser. Secondly, the upper state
of the resonant transition cannot strongly fluoresce. Even with these limita-
tions, ultrafast Raman spectroscopy has proven to be a powerful technique.
Several examples of the application of both infrared and Raman techniques
can be found in this volume.

This article describes the application of ultrafast Raman spectroscopy
to probe photodissociation reactions in the liquid phase. Measurements of
the liquid dynamics on dissociation are made. The internal energy of the
photofragments are characterized. In addition, the effect of the internal energy
on the chemistry of the photoproduct is determined.

Photodisscciation and Geminate Recombination in Iedine

The photodissociation and geminate recombination reaction of iodine in solu-
tion is an excellent probe of condensed phase reaction dynamics. In particular,
ultrafast laser techniques have been extensively used to investigate this reac-
tion [1-7]. Recent elegant experiments by Harris and co-workers [5, 6, 7]
have shown that geminate recombination occurs in < 5 ps. By comparing
transient absorption data to calculated transition strengths, these same exper-
iments have inferred that vibrational cooling is very strongly dependent on
the vibrational energy gap. Following recombination at the top of the X-
state potential it was found that complete relaxation into the lowest energy
vibrational levels occurs on a roughly 100 ps time scale.

Transient Raman experiments in our group have been performed to inves-
tigate this same reaction. The advantage of the Raman technique is that direct
information is obtained about the vibrational coordinates. At the dissociation
limit of the X state potential the energy spacing between vibrational levels is
approximately zero. As vibrational cooling takes place it is expected that time
dependent Raman frequencies will be observed from zero frequency all the
way out to the fundamental I, frequency [8] of 212 cm~!. For a vibrationally
hot I, molecule to relax, it must transfer a quanta of vibrational energy to
the solvent. The beauty of studying vibrational cooling by transient Raman
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spectroscopy lies in the fact that the Raman frequencies correspond directly
to the quanta of energy that must be lost to depopulate the level. The time
dependence of the Raman frequencies can then be used to probe vibrational
energy decay as a function of energy gap. Using the vibrationally resolved
spectrum we have been able to separate several different transients and inves-
tigate vibrational relaxation of the excited electronic A/A’ and ground X
state. These experiments indicate that geminate recombination on the X state
and A/A’ state occurs in less than 5 ps. Vibrational population was detected
in energy levels from 210 cm™! to 9300 cm™! above the vibrationless level.
This indicates that vibrational relaxation is already 42% of the way down the
X state potential in the first 5 ps. This result compares well with theoretical
predictions [11]. These results reveal great detail about vibrational relaxation
mechanisms. In addition, we have investigated the mechanism of the elec-
tronic decay of the excited A/A’ state by measuring the solvent dependence
of electronic relaxation upon isotopic substitution of the solvent.

Figure 1 shows the pure transient difference spectrum (with background
Raman peaks subtracted out) of iodine probed at various times following
photodissociation as indicated in the figure. The band at 107 cm™! in the
100 ps spectrum has been assigned to the transient A/ A’ electronic state which
is also formed as a result of geminate recombination. The frequency of this
band is very close to the gas phase value [13, 14] of 90/105 cm™~ forthe A JA'
electronic state. In addition, this band has the same time dependence found
in earlier transient absorption experiments [4—7] for the species assigned to
these same excited electronic states.

The broad band from 130 to 210 cm™! in the O ps spectrum is assigned to
hot vibrational states in the ground electronic state. Based on gas phase spec-
troscopic constants [8] these states correspond to vibrational energies of 740
to 9300 cm™!. This band appears featureless as a result of Raman scattering
from a large distribution of vibrational states with slightly different frequen-
cies. In fact, the difference in the Raman frequencies expected for the hot
vibrational states can be calculated from the known gas phase spectroscopic
constants [8]. For the vibrational states observed in Figure 1 the frequencies
for Raman scattering from any two adjacent vibrational levels v — v + 1
and v + 1 — v + 2 differ by a maximum of 2.3 cm~!. Since the spacing
between Raman bands from adjacent vibrational levels is so much smaller
than the observed line width of an individual Raman band (23 cm~!), only a
distribution of states is observed.

The arrows in the figure illustrate the dynamics of the vibrational decay.
From O ps to 100 ps the peak of the distribution shifts towards the higher
frequency vibrational levels located in the lower energy regions of the X state
potential. It might seem curious that Figure 1 does not show the eventual re-
population of the lowest energy level with a212 cm™! energy gap. However,
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Fig. 1. Pure transient spectrum of I in cyclohexane obtained by subtracting the one color
probe only background spectrum from the raw two color spectrum. In order to subtract, spectra
have been normalized for transient absorption at 354.7 nm using solvent bands as an internal
reference. Probe is 354.7 nm, 20 pJ/pulse, 0.5 mm beam waist. Pump is resonant with the B-X
transition at 53 nm; 50 pJ/pulse 0.5 mm beam waist. Time delay between pump and probe

lasers is given in the figure. The band labeled A/A’ in each frame corresponds to the excited

electronic states denoted as such. Frequencies are in units of cm™".

it must be remembered that Figure 1 is a subtracted pure transient spectrum
showing only features which are different from the normal relaxed Raman
spectrum. As soon as the distribution cools into the lowest energy levels, the
spectrum becomes identical to the relaxed Raman spectrum and is removed
by the subtraction procedure.

These results prove that the analysis of the transient absorption spectrum by
Harris and co-workers [5-7] is remarkably accurate considering the difficulty
of interpreting the transient absorption data. That is, the chemical dynamics
on the 100 ps time scale is dominated by vibrational cooling on the X state
potential.

The quantum number dependence of vibrational relaxation was investigat-
ed by comparing relaxation rates for the X state and A /A’ state for vibrational

levels with identical vibrational frequencies. In the X state the vibrational fre-
quency near v = 64 has an energy gap of 106 cm™! which is similar to that in
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the A/A’ state near » = 2. Relaxation of the X state v = 64 levels is about 60
times faster than that of the v = 2 level of the A/A’ state. This result strongly
agrees with theoretical models {11, 12] of vibrational relaxation which predict
that the relaxation rate is strongly dependent on vibrational quantum number
due to the larger amplitude motion for the higher quantum number vibration.

The solvent dependence of vibrational relaxation was found to be account-
ed for by the mass dependence of the solvent with the lighter, faster moving
solvents being the more efficient quenchers. In complicated hydrocarbon sol-
vents (pentane, hexane, cyclohexane, heptane) vibrational relaxation rates
become difficult to predict. Relaxation to vibrational modes of the solvent
strongly depends on specific mode couplings. For example, cyclohexane has
no vibrational modes low enough in frequency to be nearly resonant with
the 212 cm™! X state vibration. However, the deuterated analog does have
vibrations which are resonant. The I, relaxation rates are nearly identical in
both solvents suggesting that not all solvent modes have the necessary cou-
pling strengths to be efficient quenchers. This same result was found for the
solvents hexane and neohexane where neohexane has a much larger density
of resonant vibrational modes for I X state vibrations with frequencies near
190 cm~!. However, n-hexane is a far more efficient quencher. Evidently, the
low frequency torsional motions of neohexane are not strongly coupled to
the I, vibration and therefore the solvent modes do not enhance vibrational
relaxation.

The A/A’ electronic state relaxation rate is very strongly solvent depen-
dent. The fundamental mechanism for the electronic relaxation was investi-
gated by several experiments. Raman spectroscopic measurements of vibra-
tional frequencies and anharmonicities provide estimates of the shape of the
potential in various solvents. These experiments indicate that the potential
well is not significantly perturbed and the solvent dependence of the lifetime
of the A/A’ state cannot be accounted for by simple thermal dissociation.
Franck-Condon calculations were performed to determine if solvent shifts
of the X state and A/A’ state could enhance the nonradiative intersystem
crossing rate by creating more favorable vibrational overlap. These calcu-
lations indicated only negligible changes in the respective Franck-Condon
factors. The most crucial experiment was the observation that the A/A’ state
lifetime was significantly enhanced when the solvent was deuterated. This
result suggests that electronic decay takes place through the formation of
solvent exciplexes with the more efficient decay pathways involving higher
frequency oscillators in the solvent. This is the same mechanism responsible
for electronic relaxation in atoms [13, 14].

One way to picture the £/ — V relaxation pathway is to consider the A’
state to be lowered in energy (with respect to X ) by one quanta of the solvent
accepting mode. It is reasonable to presume that curve crossing from the A’ to
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X state takes place at the outer turning point. According to this picture, in the
I, solvent complex the barrier height between the bottom of the A’ state and
the crossing point between the A’ and X states is approximately 425 cm™!
for the C—H stretch in n-hexane. The barrier height suggested from the
temperature dependence is 430 cm™! which is in reasonable agreement with
the (425 cm™") barrier expected for the £ — V relaxation. It is important to
realize that this result is only suggestive since the temperature dependence
may be a combination of an activation factor and a probability for transfer
in the activated region. In addition, we have considered only one quanta
transitions involving solvent vibrations. This simplification would cause the
calculated barrier for E-V relaxation to be higher than actual. For CCly the
barrier height for A’ state decay in the solvent complex is 1404 cm~! and the
experimental value from the temperature dependence 680 cm™!. Here again,
the temperature dependence is consistent with the proposed E-V relaxation
mechanism if multiple transitions in the solvent vibration are considered.

Photodissociation and Geminate Recombination of Hemoglobin

The photochemistry of hemoglobin has been investigated for many years as
a means to first dissociate the oxygen ligand and subsequently observe the
back reaction of ligand rebinding. In this way it is possible to investigate the
effects of protein dynamics on heme chemistry [15-29].

The most studied topics include the photodeligation of the heme, subse-
quent ligand (CO, O, and NO) rebinding with the heme, and the structural
changes in the coupled heme/protein system. Knowledge of the time depen-
dence of the dissociation and recombination processes provides insight into
the potential surface along the heme-ligand reaction coordinate. However
the absorption of a photon by a protein-bound chromophore can, in general,
trigger a very complicated series of events involving electronic, vibrational,
conformational, and photochemical dynamics. All of these types of relax-
ation phenomena will cause transients in the visible and ultraviolet absorption
spectra of a complex biomolecule such as hemoglobin. Therefore, it is often
difficult to confidently link an ultrafast absorption transient with a specif-
ic relaxation mechanism. This difficulty obscures the available information
about the reaction coordinate for ligand rebinding.

However, the mode-specific dynamics provided by picosecond pump-
probe Raman spectroscopy allow us to sort out the complex dynamics in a
large biomolecule, specifically hemoglobin. Raman spectroscopy is an ideal
tool for the study of photoinitiated dynamics in a large molecule, since the
vibrational spectrum is very sensitive to small changes in the structure of the
molecule. In addition, we have recently shown [30, 31] that transient Raman
spectroscopy can quantitatively characterize excess vibrational energy in a
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photoexcited molecule. The spectral signature of vibrational energy relaxation
(VER) in the Stokes and anti-Stokes transient Raman spectra is quite distinct
from the spectral features which result from chemical or conformational
changes in the molecule. It will also be shown that ligand binding has specific
effects on the vibrational spectrum which allow us to further separate ligand
dynamics from other structural changes (such as those in the protein).

Several attempts have been made to characterize the ultrafast dynamics
of vibrational energy dissipation in photoexcited heme proteins [32, 33].
Previous Raman experiments were unable to probe the transient anti-Stokes
spectrum and were interpreted using indirect analyses. An accurate measure-
ment of the vibrational energy relaxation (VER) which follows photoexci-
tation is necessary to correctly interpret ultrafast electronic absorption data.
Our experiment is unique in that it directly and unambiguously detects hot
vibrations in both low- and high-frequency porphyrin modes. We are also
able to estimate the vibrational temperature from anti-Stokes transient data
alone. Confusion also exists in the literature over the time scale for ligand
recombination following photoexcitation. We have applied our mode-specific
picosecond Raman technique to oxyhemoglobin in order to separate some of
the complex vibrational and conformational dynamics.

VIBRATIONAL RELAXATION IN DEOXYHEMOGLOBIN

We have studied deoxyHb by exciting at 532 nm and probing at 355 nm. A
pure transient Raman spectrum is produced by subtracting the background
probe-only components from the spectrum obtained with the pump-probe
sequence. Figure 2A shows the ground state, Stokes resonance Raman spec-
trum of deoxyHb. Figures 2B and 2C show transient Stokes and transient
anti-Stokes spectra at time zero, which only show features due to excited
molecules. Negative transient Stokes bands indicate removal of population
(by the 532 nm pump photons) from those levels thermally populated at room
temperature. Positive transient anti-Stokes bands indicate that there is more
population in the low-lying excited vibrational modes of the photoexcited
heme than in unexcited heme at room temperature. Notice that the frequency-
resolved transient data show opposite and complementary behavior for the
Stokes and anti-Stokes cases.

‘We have observed the VER dynamics of photoexcited deoxyHb by moni-
toring the Stokes and anti-Stokes transient signals for specific deoxyHb vibra-
tional modes as the time delay between pump and probe pulses is varied [31].
Deconvolution of the 8 ps laser pulse width yields a VER exponential time
constant of 25 ps for heme vibrations at 671, 1424, and 1563 cm~!. The
complementary behavior of the Stokes and anti-Stokes transients is illustrat-
ed by the dynamics observed for the heme 1, band (not shown here). That
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Fig. 2. Time zero Raman spectra of deoxyHb in 100 mM phosphate buffer at pH 7.5. This
figure demonstrates the spectral signature of a vibrationally hot deoxyHb transient. Figure 2A
shows the ground state Stokes probe-only Raman spectrum. Figures 2B and C show pure
transient picosecond Raman spectra obtained by subtracting the 355 nm probe-only spectrum
from the two-color spectrum. Figure 2B shows depleted Stokes Raman scattering. Positive
anti-Stokes transient bands at the position of v7, vis, v4, the vinyl mode, v3, v5, and v37 argue
for Boltzmann distribution of heme internal modes, since all observed modes appear to be hot.
Each of the six individual spectra are scaled independently to fill the height of the plot. The
marked bands are assigned as v7 at 672 em™!, v at 755 cm~'(shoulder on quartz band),
broad quartz window bands centered at 790 cm_'(clearly labeled), weak v3; on top of quartz
bands at 790 cm™!, vy at 1359 em™!, a vinyl mode at 1430 cm™', v3 at 1475 cm™', and a
broad group of overlapping bands including v plus v3; plus others centered at 1580 cm™".

is, the anti-Stokes transient signal rises promptly and decays with 2-5 ps
time constant, while the Stokes transient signal drops negative promptly and
recovers to the baseline with a 2-5 ps time constant [31]. Identical cooling
dynamics for vibrational modes widely spaced in frequency implies that the
heme internal modes may be thermal equilibrium with each other. With this
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assumpti