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Preface

This volume of Lecture Notes in Computer Science (LNCS) contains the papers pre-
sented at the 21 International Conference on Application of Natural Language to
Information Systems, held at MediacityUK, University of Salford, during June 22-24,
2016 (NLDB 2016). Since its foundation in 1995, the NLDB conference has attracted
state-of-the-art research and followed closely the developments of the application of
natural language to databases and information systems in the wider meaning of the
term.

The NLDB conference is now a well-established conference that is attracting par-
ticipants from all over the world. The conference evolved from the early years when
most of the submitted papers where in the areas of natural language, databases and
information systems to encompass more recent developments in the data and language
engineering fields. The content of the current proceedings reflects these advancements.
The conference also supports submissions on studies related to languages that were not
well supported in the early years such as Arabic, Tamil, and Farsi.

We received 83 papers and each paper was reviewed by at least three reviewers with
the majority having four or five reviews. The conference co-chairs and Program
Committee co-chairs had a final consultation meeting to look at all the reviews and
make the final decisions on the papers to be accepted. We accepted 17 papers (20.5 %)
as long/regular papers, 22 short papers, and 13 poster presentations.

We would like to thank all the reviewers for their time, their effort, and for com-
pleting their assignments on time despite tight deadlines. Many thanks to the authors
for their contributions.

May 2016 Elisabeth Métais
Farid Meziane

Mohamad Saraee

Vijay Sugumaran

Sunil Vadera
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A Methodology for Biomedical Ontology Reuse
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Abstract. The abundance of biomedical ontologies is beneficial to the
development of biomedical related systems. However, existing biomed-
ical ontologies such as the National Cancer Institute Thesaurus (NCIT),
Foundational Model of Anatomy (FMA) and Systematized Nomencla-
ture of Medicine-Clinical Terms (SNOMED CT) are often too large to be
implemented in a particular system and cause unnecessary high usage of
memory and slow down the system’s processing time. Developing a new
ontology from scratch just for the use of a particular system is deemed as
inefficient since it requires additional time and causes redundancy. Thus,
a potentially better method is by reusing existing ontologies. However,
currently there are no specific methods or tools for reusing ontologies.
This paper aims to provide readers with a step by step method in reusing
ontologies together with the tools that can be used to ease the process.

Keywords: Ontology - Ontology reuse - Biomedical ontology
BioPortal

1 Introduction

Biomedical systems are an integral part of today’s medical world. Systems such
as electronic patient records and clinical decision support systems (CDSS) have
played an important role in assisting the works of medical personnel. One area
that could benefit from the development of biomedical systems is ultrasound
reporting. In ultrasound, reports generated have more value compared to the
image captured during the examination [2]. Variations in ultrasound reporting
impacts the way a report is interpreted as well as in decision making. Thus,
the standardization of these reports is important. In order to achieve this goal,
ontologies are used to understand the reports and structure them according to
a certain format [16] as well as recognizing the relationships between the parts
of the text composing the report.

General and established domains such as medicine have existing ontologies
that cover the general concepts in the domain. Examples of these ontologies
include the National Cancer Institute Thesaurus (NCIT), Foundational Model

© Springer International Publishing Switzerland 2016
E. Métais et al. (Eds.): NLDB 2016, LNCS 9612, pp. 3—-14, 2016.
DOI: 10.1007/978-3-319-41754-7_1
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of Anatomy (FMA) and Systematized Nomenclature of Medicine-Clinical Terms
(SNOMED CT). These ontologies however are often too large to be manipu-
lated or processed in a specific application. Thus, a domain specific ontology
is needed to solve this problem. Building a new domain specific ontology from
scratch would not be efficient since this will cause redundancy and takes a lot
of time. Thus, ontology reuse has been potentially seen as a better alternative.
This paper discusses how ontology reuse has been done before and proposes a
methodology to reuse ontologies together with the existing tools that can be used
to ease the reuse process. The development of the Abdominal Ultrasound Ontol-
ogy (AUO) as the knowledge base for an ultrasound reporting system developed
by Zulkarnain et al. [16] is used in this paper to explain the proposed ontology
reuse methodology.

2 Related Work

Ontology reuse can be defined as a process where a small portion of existing
ontologies is taken as an input to build a new one [3]. The process of reusing
large existing ontologies allows their use without slowing down the process of
an application. Ontology reuse also increases interoperability [14]. Indeed, when
an ontology is reused by several other new ontologies, interoperability between
these ontologies can be achieved much easier since they share several features
such as classes naming method and concept modelling.

Even though ontology reuse brings a lot of benefits, there are currently no
tools that provide adequate support for the ontology reuse process [8,14] which
hinders the effort of ontology reuse. There is also no one specific method agreed
in reusing ontologies. Even so, most ontology reuse methodologies that have
been used in previous works [1,4,5,11,12,14,15] falls along the line of these
four steps: (i) Ontology selection for reuse, (ii) Concept selection, (iii) Concept
customization and (iv) Ontology integration.

The first step for ontology reuse is to select the ontology to be reused. Ontol-
ogy selection is done according to several criteria according to the needs of the
new ontology, for example the language of the ontology, its comprehensiveness
and its reasoning capabilities. Once the ontology for reuse is chosen, the next step
would be to select the concepts that would be reused. One or several ontologies
can be selected for reuse depending on the needs of the new ontology. Russ et al.
[11] in their work merged two aircraft ontologies where most of its concepts were
selected to develop a broader aircraft ontology. Shah et al. [12] on the other hand
reused just one ontology; SNOMED CT where he selected the concepts needed
then adds other relevant concepts not included in SNOMED CT.

Concepts selected are then translated into the same semantic language and
then merged. In Caldarola et al.’s work [4] this includes manually translating
metadata to better understand concepts. Alani [1] in developing his ontology has
merged several ontologies that contain different properties for one same concept
which resulted in additional knowledge representation. Several different concepts
have also been selected from different ontologies which are then compared and
merged. Finally, the ontology will be integrated into the system or application.
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In this research, these four steps serve as a guideline in developing an ontology
reuse methodology for the biomedical domain. The methodology proposed in
this research will allow for the ontology to be reused from multiple existing
ontologies and suggest tools that would help in each step of the methodology.
The ontology developed, Abdominal Ultrasound Ontology (AUO), will serve
two purposes in this research: (i) it will be used to standardize the development
of ultrasound reports and enforce the use of standard terminology and (ii) to
analyse the reports written in Natural Language (English free-text) with the aim
of automatically transforming them into a structured format.

3 The Proposed Methodology

In developing a new ontology by reusing existing biomedical ones, proper plan-
ning and execution are important in order to ensure the modularity of the con-
cepts reused. Thus, the ontology reuse methodology developed in this paper,
adopted the general four steps mentioned in Sect. 2 and summarised in Fig. 1.

Term Extraction

Collect Generate

Corpus List of Terms

[ Ontology Recommendation =

Term to Concept Mapping =

Ontology Evaluation by Domain €

Fig. 1. Ontology reuse methodology

3.1 Term Extraction

The first step in ontology reuse or even in developing one from scratch is to decide
on its scope and domain. In this case of developing the Abdominal Ultrasound
Ontology (AUO), the scope and domain of the ontology is abdominal ultra-
sound. 49 sample ultrasound reports have been collected and used as the basis
of our ontology corpus. These sample reports were obtained from the Radiology
Departments in a large NHS Trust incorporating 4 regionally based hospitals in
Manchester and Salford. Once we have our corpus, the next step is to extract
relevant terms from the corpus to generate a list of terms for reuse. Two biomed-
ical term extraction applications; (i) TerMine! and (ii) BioTex? have been used

! http://www.nactem.ac.uk/software/termine.
2 http://tubo.lirmm.fr/biotex/.
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Table 1. Comparison of biomedical term extraction using TerMine and BioTex

TerMine BioTex
Language English English
License Open Open
POS Tagger GENIA Tagger/Tree Tagger | Tree Tagger
Terms found 241 (GENIA Tagger) 761

232 (Tree Tagger)
Extraction type | Multi-word extraction Multi-word and single-word
extraction

for the extraction. All 49 sample reports were submitted to both applications
and the results are shown in Table 1.

From this comparison, BioTex was chosen as the better biomedical term
extractor in this research because of its ability to extract more terms compared
to TerMine. BioTex is an automatic term recognition and extraction application
that allows for both multi-word and single-word extraction [7]. It is important
that the term extractor is able to extract not only multi-word but also single-
word terms.

For example, if the sentence “Unremarkable appearances of the liver with
no intrahepatic lesions” was submitted to both applications, TerMine will only
extract two multi-word terms “Unremarkable appearance” and “intrahepatic
lesion” while BioTex will extract not only the two multi-word terms but also
“liver” which is a single word term. If single-word terms such as “liver”, “kidney”
and “spleen” were not extracted, the ontology developed would be incomplete.
Terms which are extracted from BioTex were also validated using the Unified
Medical Language System (UMLS) [7] which is a set of documents containing
health and biomedical vocabularies and standards.

3.2 Ontology Recommendation

The next step after obtaining a list of terms for ontology reuse would be to
select the suitable ontology to be reused. Three important criteria were used for
selecting the ontology in this research: (i) Ontology coverage - To which extend
does the ontology covers the terms extracted from the corpus? (ii) Ontology
acceptance - Is the ontology being accepted in the medical field and how often is
it used? and (iii) Ontology language - Is the ontology written in OWL, OBO or
other semantic languages? Initial review resulted in choosing FMA, SNOMED-
CT and RadLex as suitable candidates because of their domain coverage, accep-
tance in the biomedical community and language which is OWL. In order to
verify this, an ontology recommender was developed using BioPortal’s ontology
recommender API? which is an open ontology library that contains ontologies
with domains that range from anatomy, phenotype and chemistry to experimen-
tal conditions [10].

3 http://bioportal.bioontology.org.
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O BioPortal Browse Search Mappings Recommender Annotator Resource Index Projects

Ontology Recommender
Get recommendations for the most relevant ontologies based on an excerpt from a biomedical text or a list of keywords |7

Input Output
Text © Keywords (separated by commas) ® Ontologies ) Ontology sets

Insert sample input
Liver Abdomen Intrahepatic Duct Cholecystitis. Hydronephrosis Common Bile Duct Multiple
Calculi. Simple Cyst. Metastases
Right lliac Fossa Tumour
inal Aorta. Blood Flow. Focal Pyelonephritis Hepatic Metastasis

Edit Input aavanced options

Recommended ontologies

POS.  ONTOLOGY  FINAL SCORE coverace accerTANCE DETAIL SPECIALIZATION | 4yoTaTioNS
1 SNOMEDCT 757 | 59.2 ] S | 15
2 RCD [se.o | 509 | 89.4 | W5 | [54.0 | 10
3 NCIT 50.4 1 14 | 520 1 8

Fig. 2. BioPortal’s ontology recommender

BioPortal has an ontology recommender available on its portal that can be
used to obtain suggestions on suitable ontology to be reused for certain corpus.
The ontology recommender makes a decision according to the following three
criteria: (i) Coverage - Which ontology provides most coverage to the input
text?, (ii) Connectivity - How often the ontology is mapped by other ontologies?
and (iii) Size - Number of concepts in the ontology [6]. When a list of terms is
submitted to the recommender, it will give a recommendation of 25 ontologies
which are ranked from the highest to lowest scores (see Fig.2). The final score
is calculated based on the following formula:

FinalScore =(CoverageScore * 0.55) + (AcceptanceScore x 0.15)
+ (KnowledgeDetail Score x 0.15) + (SpecializationScore x 0.15) (1)

The coverage score is given based on the number of terms in the input that
are covered by the ontology. The acceptance score indicates how well-known and
trusted the ontology is in the biomedical field. Knowledge detail score on the
other hand indicates the level of details in the ontology; i.e. does the ontology
have definitions, synonym or other details. Specialization score is given based on
how well the ontology covers the domain of the input. An example is given in
Fig. 2 where 21 terms where submitted. There is however a limitation in using
it on the portal whereby it only allows for 500 words to be submitted. This lim-
itation has prompted us to develop our own recommender by manipulating the
data from BioPortal’s ontology recommender API. We first develop the recom-
mender that would give 25 ontology recommendations just like how it would be
in the BioPortal’s recommender. However, it seems that 761 terms were too big
for the recommender’s server to handle. Because of this, a recommender that
would suggest ontology for each term was developed.
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A list of terms, in this case the 761 terms that have been extracted, are
submitted to the algorithm that would submit each term to BioPortal’s recom-
mender and get ontology recommendations for each term. Then, the frequency of
each ontology recommended will be counted and sorted from highest to lowest.
The recommender has ranked NCI Thesaurus as the ontology with the high-
est frequency (341) followed by SNOMED CT (140) and RadLex (37). Figure 3
shows an excerpt of the result from processing 761 terms using the recommender
we have developed.

(a) 1 |ontology Name Score | (b) 1 ontology Name
2 I NCIT 0.91 2 NCIT 341
3 |z NCIT 0.882 3 SNOMEDCT 140
4 g NCIT 0.938 4 RADLEX 37
5 | 0 0 5 MESH 30
6 NCIT 0.847 6 LOINC 21
7 s NCIT 0.911 7 RCD 19
8 |k OMIM 0.779 8 MEDDRA 12
9 |portal v NCIT 0.868 9 OMIM 8
10 cbd cco 0.89 10 |CRISP 8
11 |duct NCIT 0.883 11 SWEET 8
12 |dilatation SNOMEDCT 0.85 12 cco 7
13 |lesion NCIT 0.879 13 | bCm 7
14 |yr old male NCIT 0.906 14 |SOPHARM 6
15 |duct dilatation MP 0.78 15 NIFSTD 4
16 |portal NIFSTD 0.855 16 NMR 4
17 |size NCIT 0.851 17 |HUPSON 4

Fig. 3. (a) Ontology recommendation for each term, (b) Ranking of ontology recom-
mended

3.3 Term to Concept Mapping

Once the ontology for reuse has been selected, the next step in building the
abdominal ultrasound ontology is to map the terms extracted to concepts in the
ontology which is done by referring to the result from BioPortal’s Search API.
The API allows us to insert several parameters to perform concept search which
in this case, the parameters used are “q” to specify the term that we would like
to search for, and “ontologies” which specifies the ontology where we would like
to look for the term. Once these parameters have been submitted, the API will
return a concept if there is a match with the term submitted. The concept will
be returned with several other properties such as the preferred label, definition,
synonym, match type and the terms relationship with its children, descendant,
parents and ancestors.

In previous works by Mejino et al. [9] and Shah et al. [13], term to con-
cept mapping was done by referring to the existing ontology and mapping it
into the new one by deleting and adding concepts in the ontology to make it
complete. Using BioPortal’s API consumes less time and work as the terms are
queried according to the provided parameters. This will also ensure the accuracy
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of the relationship between concepts and its children, descendant, parents and
ancestors since there are links that can be clearly seen in the API result.

There was an intention to auto populate these data into Protege (the OWL
editor that was used in this research) by taking advantage of the option of saving
the results in XML compared to JSON. However, there are two reasons why this
is not possible at the moment. The first reason was that data from the API does
not give the complete properties of a concept. For example, parents and ancestors
were provided as links which makes it hard for the data to be manipulated
since the properties of the parents and ancestors can only be obtained after
the link is visited. The second reason is there are terms which matched several
concepts in the ontology. For example, the term “calculus” could mean “branch of
mathematics concerned with calculation” or “an abnormal concretion occurring
mostly in the urinary and biliary tracts, usually composed of mineral salts”.
Thus, it is important to know in which context it is being used in order to adopt
the correct meaning.

PrefLabel
Or Synonym?,

Matched in

Ontology(n)?,
Ontology (n Reuse
Concept
no
Create
New 2o
c Reuse Have Parent
oncept Partial or Ancestors?,
\ 4
Leave Term | Reuse
in Term List Parent or
Ancestor

Fig. 4. Term to concept mapping guide

In deciding whether a term should be reused or not, the term to concept
mapping guide (see Fig.4) was used. Firstly, a term from the term list will be
queried using the Search API in the ontology with the highest frequency which
in this case is NCIT. If there is a match, we will see whether the match is a
preferred label, synonym or partial match. A preferred label (PrefLabel) match
means that the API found a concept that has an exact match to the term while
synonym match means that the term is found as a synonym to the concept.
Partial match on the other hand means that there is no exact match for the term
but there are at least two concepts that match the term. For example, for the
term “intrahepatic biliary”, there are no concepts that match the term exactly.
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However, there is the concept “intrahepatic” which is an anatomy qualifier in
NCIT and the concept “duct” in NCIT which is an organ that matches.

If the match is a PrefLabel or synonym match, the concept will be reused.
If the match is partial, the concepts that make up the term will also be reused.
However, the term would still remain in the term list so that it could be compared
to concepts in other ontologies. After the concept has been reused, we will find
out if the term has a parent or ancestors. If there is, the parent or ancestors
will also be reused. Once all terms have been searched, this process will then be
repeated for the remaining recommended ontologies.

In this research, all terms are first searched in NCIT followed by SNOMED
CT and RadLex. The Abdominal Ultrasound Ontology modelling follows the
modelling of NCIT since it is the main ontology being reused. When merg-
ing ontologies from SNOMED CT and RadLex into the ontologies reused from
NCIT, we would first find a parent that would be suitable for the concept. If no
such parent exists, the parent and ancestors of the concept will then be reused.
This is done to ensure the modularity of the ontology developed. If no match is
found in any of these ontologies, a new concept will then be created with the
help of domain experts. The main objective of using this ontology reuse method-
ology is to achieve as much coverage as possible and reduce the need for domain
experts in developing the ontology.

3.4 Ontology Evaluation by Domain Expert

Once a complete Abdominal Ultrasound Ontology has been developed using the
ontology reuse methodology, it is important that the ontology be evaluated by
a domain expert in order to verify that the relationship between the terms as
well as their definitions are correct. In evaluating this ontology, we have sat
down together with a domain expert and went through the ontology. There are

Annotation Properties | individuals | OWLViz | DLQuery | OntoGraf = SPARQL Query | Ontology Differences

Active Ontology Entities [ Classes I Object Properties Dsta Properties.
Class hierarchy || Class hierarchy (infesrsd) | [ Annctstions | Usage |
Ak =
¥ @ organ Ta definition [type: string]
g:“:;Vmeﬂ A bean-shaped retroperitoneal organ situated below the diaphragm and posterior to the spleen
adder
» ®Duct onialogy
Gallbladder NCIT
» ®Gland
Intestine prafLabel quage @n)
¥ @ Kidney Left Kidney
' Both_Kidneys =
Left_Kidney Syr m  [type
¥ Right_Kidney Entire left kidney (SNOMED CT)
Liver |
Lymph_Node
Pancreas =EE|
Spleen " =
> Organ_System N r
» @& Other_Anatomic_Concept [
b @ Tissue bClass Of
> & wall_of_Organ - Kidney
s Dl | -

To use the reasoner click Reasoner->Start reasoner  [v] Show Inferences

Fig. 5. Snapshot of the Abdominal Ultrasound Ontology
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some corrections that need to be done but overall, the domain expert believes
that the 92.6 % ontology coverage is enough to cover all the important concepts
that an abdominal ultrasound report would need. For the other 7.4 % terms that
have no match in the ontology, some of it were caused by human error whereby
spelling mistakes were made by the reporter. As for the rest of it, the domain
expert will help in giving definitions and suggestions on where it would fit in
the ontology. Out of the 7.4 % terms that have no match in the ontology, there
are also several terms that the domain expert believes we can omit since these
words should not be in an ultrasound report for good practice. Examples of such
words are “comet tail”, “NAD”, and “hepatopetal”. Figure5 shows a snapshot
of the complete Abdominal Ultrasound Ontology.

4 Result and Discussion

The ontology reuse methodology used to develop the Abdominal Ultrasound
Ontology (AUO) has given the highest number of concept match compared to
using only one ontology. This can be proved by performing a term to concept
matching using the 761 terms extracted from the sample ultrasound report cor-
pus. Figure 6 shows the comparison of total matches according to type (PrefLabel
match, synonym match, partial match and no match) between NCIT, SNOMED
CT and AUO. Between NCIT and SNOMED CT, NCIT has the higher concept
match total with 151 PrefLabel matches, 79 synonyms matches and 438 par-
tial matches. SNOMED CT on the other hand has only 98 PrefLabel matches,

500
450
400
L 350 B NCIT
(s}
£ 300 B SNOMED CT
= 250
T 200 AUO
2 150 -
100 -+
B EE BN
0 - g I y Type of Match
PrefLabel Synonym Partial No Match
Match ~ Match  Match
NCIT SNOMED CT AUO
PreflLabel Match 151 98 176
Synonym Match 79 104 111
Partial Match 438 431 418
No Match 93 128 56

Fig. 6. Breakdown of total match according to type against NCIT, SNOMED CT and
Abdominal Ultrasound Ontology (AUO) (Color figure online)
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Fig. 7. Percentage of total match and no match in NCIT, SNOMED CT and AUO
(Color figure online)

104 synonyms matches and 431 partial matches. The reason SNOMED CT has
lower PrefL.abel matches compared to synonyms is because of its naming con-
vention. For example, the preferred label for “kidney” is “kidney structure” and
“entire gallbladder” for “gallbladder”. When writing report, radiologist often
used simpler words like “kidney” and “gallbladder” instead of “kidney structure”
and “entire gallbladder” thus, when term to concept matching was performed,
SNOMED CT returned more synonym matches compared to PrefLabel.

Compared to NCIT and SNOMED CT, AUO returns the highest total match
where it has 176 PrefLabel matches, 111 synonym matches and 418 partial
matches. The reason AUO returns the most number of matches is because the
ontology reuse methodology selects the best match from different ontologies and
merge it into the AUQO. Its exhaustive mapping in several ontologies based on
the ontology rank has ensured that almost all terms in the corpus are covered
by AUO. Whenever possible, a PrefLabel match will be inserted in the ontology.
If not, a synonym match will be added then only partial matches are included
to ensure the ontology has a wide coverage of the corpus.

From the analysis, it can be concluded that it is better to reuse from several
ontologies compared to just one. This is because reusing several ontologies offers
better term coverage compared to reusing just one. Figure 7 shows the percentage
of total match and no match in all three ontologies. If ontology reuse was done by
mapping the 761 terms against NCIT, there will only be an 87.8 % of coverage. If
the mapping were done against SNOMED CT, the percentage of coverage would
be only 83.2 % which is lower than NCIT. However, the percentage of coverage
increases to 92.6 % when several ontologies were reused; which in this case are
NCIT, SNOMED CT, and RadLex.

The percentage of no match is also very small (7.4 %) which means that the
AUO covers almost all the terms in the corpus. After ontology evaluation with
domain expert, the percentage of no match has been reduced to only 5% after
the domain expert included new concepts which before this have no match in any
of the other ontologies being reused. The reason there is still 5% of no match is
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because there are several term in the corpus that the domain experts believe are
poor usage of terms to describe findings in an ultrasound report. The domain
expert believes that this is bad practice and the medical ultrasound experts are
now slowly cutting down the usage of such words thus making it irrelevant to
be in the AUO. Another reason for the 5% of no match is spelling errors made
by ultrasound reporters. This is not a concern for now but for future work, we
could consider using the ontology to also correct and understand these errors.

NCIT has a total of 113,794 classes while SNOMED CT has 316,031 classes.
However, there are only 668 and 633 matches respectively for each NCIT and
SNOMED CT regarding abdominal ultrasound terminology. On the other hand,
AUO has only 509 classes which is less than 0.5 % of either NCIT or SNOMED
CT but still managed to have 705 matches which is more than the matches NCIT
and SNOMED CT each gets. This is because of the specialization of the ontology.
Since the ontology has an intended purpose in an application, it is much better
and more efficient to build a domain specific ontology through reuse. It definitely
would not be efficient to store a large ontology such as NCIT and SNOMED CT
and use only less than 0.3 % of it. This is because it would take a lot of storage
space and it will also slow down the application since the application will need to
go through the whole ontology to find a match. Thus the better way to develop
an ontology based application is to build a new domain specific ontology through
ontology reuse methodology.

5 Conclusion

Ontology reuse can be beneficial in developing domain specific ontologies for
application system whereby it reduces development time and redundancy. The
lack of proper methodology and tools in reusing ontology has hindered this
effort. Thus, this paper proposed a methodology to reuse ontology together with
supporting tools that would make the ontology reuse process much easier. The
development of AUO using this methodology has proven that ontology reuse is
beneficial in developing a small domain specific ontology which has wide cover-
age of the terminology used in the application system compared to using a large
general domain ontology. It is hoped that the proposed ontology reuse method-
ology would encourage more usage of ontology in medical system without the
development of similar domain ontologies that would cause redundancy.
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Abstract. Morphology is the process of analyzing the internal structure of
words. Grammatical features and properties are used for this analysis. Like other
Dravidian languages, Tamil is a highly agglutinative language with a rich
morphology. Most of the current morphological analyzers for Tamil mainly use
segmentation to deconstruct the word to generate all possible candidates and
then either grammar rules or tagging mismatch is used during post processing to
get the best candidate. This paper presents a morphological engine for Tamil that
uses grammar rules and an annotated corpus to get all possible candidates.
A support vector machines classifier is employed to determine the most probable
morphological deconstruction for a given word. Lexical labels, respective fre-
quency scores, average length and suffixes are used as features. The accuracy of
our system is 98.73 % and a F-measure of .943, which is more than the same
reported by other similar research.

Keywords: Tamil - Morphological analyzer - Support vector machine -
Natural language processing - Dravidian languages

1 Introduction

Morphological analysis is the process of segmentation of words into their component
morphemes, and the assignment of grammatical morphemes to grammatical categories
and lexical morphemes to lexemes [1]. Tamil language is morphologically rich and
agglutinative. Each word is pinned with morphemes and during morphological con-
struction, the original form of the word changes, hence making the morphological
deconstruction tough.

Morphological analysis is the basis for many natural language processing tasks
such as Named Entity Recognition, Part of Speech Tagging and Machine translation.
Morphological analysis can provide a wealth of information. For Tamil in particular,
like many other Dravidian languages, a good morphological analyzer can extract many
information about a word ranging from verb or noun to tense and gender due to its rich
morphology.

Previous attempts on morphological analysis for Tamil have been made using three
approaches: rule based, machine learning based, and hybrid approaches that combine
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both the rule based and the machine learning approaches. This paper outlines an
approach that uses a morphological engine encompassing all grammar rules in Tamil
that generates all possible candidates for a word along with the Part of Speech
(PoS) tags for each morpheme. These PoS tags, respective frequency scores, average
length and suffixes are used as features in a Support Vector Machines (SVM) classifier
to select the best candidate out of the candidate list.

Rest of the paper is organized as follows. The next section discusses the previous
attempts on building morphological analyzers for Tamil. Third section describes our
approach and the fourth section gives the evaluation results. Final section discusses
future work and concludes the paper.

2 Related Work

First ever Tamil morphological analyzer was built by AU-KBC Research Centre in
2003 [2]. Since then research on Tamil morphological analysis was continued in two
directions, using machine learning and using rule based approaches. Selvam and
Natarajan [3] carried out research on morphological analysis and PoS tagging for Tamil
using a rule based approach via projection and induction techniques. Another mor-
phological analyzer for Tamil was implemented using the sequence labelling based
machine learning approach [4]. It was a supervised machine learning approach and a
corpus with morphological information was used for training. Another approach used
the open source platform apertium [5]. Apertium tool uses the computational algorithm
called Finite State Transducers for one-pass analysis and generation, and the database is
based on the morphological model called Word and Paradigm. In a very recent
research, a rule-based morphological analyzer was presented [6]. Researchers have
used a set of rules, a postposition suffix word list and a root word dictionary developed
from classical Tamil text. Not considering all the grammar rules coupled with high
ambiguity has been the problem for this approach.

Our approach drew inspiration from morphological analyzers designed for two dif-
ferent languages: first from an Arabic morphological analyzer [6]. In this approach, text is
broken down into each of the hundreds and thousands of possible lexical labels, which
represent their constituent elements including lemma ID and part-of-speech. Features are
computed for each lexical token based on their local and document-level context. Based
on these features the support vector machines classifier is implemented to do the classi-
fication. The second method was from a compound word splitting approach for German
[7]. This approach introduced methods to learn splitting rules from monolingual and
parallel corpora. These rules were then evaluated against a gold standard [7].

3 Our Approach

3.1 Outline

As show in the Fig. 1 the first step is to get all possible lexical units of a single word
and annotate each lexical unit with part of speech tags. In some cases one lexical unit
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Fig. 1. Outline of the morphological analyzer

can have more than one part of speech tag. For example @® (dtu) can mean ‘Roof” and
‘Run’. Morphological rules of Tamil can also affect the spelling of the root.

Consider the following example for the word ¢y errer (Transliteration - Otinan,
Translation — ran) (Table 1).

In the next step, the annotated lexical labels along with other features were fed into
the SVM classifier. The SVM then predicts the best candidate for a certain word. The
reason to choose SVM over other available options such as multilayer perceptron and
boosted is the best trade-off SVM provided between accuracy and training time. This is
explained in detail below in Sect. 4.

Table 1. All possible combinations for the word gpg esrmest (transliteration - 6tinan, translation —
ran)

Morphological Deconstruction Lexical Labels
@6 + @& + gy <v><Idainilai><part>
@19 + art gyer <n><Idainilai><part>
26 + @ar+ g+ ar <v><Idainilai><part><part>
@Iq T &1+ gy + @ <n><Idainilai><part><part>

3.2 Data Sources

To generate all possible candidates, annotate with PoS labels for each lexical label, and
to get the total frequency of each word, we used two sources: a lexicon corpus along
with PoS annotations, and a list of high frequency words along with the frequency
score for each word.
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3.2.1 Annotated Tamil Lexicon Corpus

Annotated Tamil lexicon corpus was obtained from an online Tamil lexicon created by
University of Madras [10]. Initially this corpus had 16 different types of lexical labels
but eventually we reduced to 5 types: verb, noun, adjective, adverb and other. The
purpose of this reduction is to limit the possibilities of combinations of lexical labels
and hence reducing the amount of training data. Table 2 illustrates a sample of how
words and tags are stored.

Table 2. Lexicon words with tag

Word Tag
91560 n
3.5 T 60T n
3G v

3.2.2 High Frequency Words List

The high frequency word list was built using the usage data obtained by crawling Tamil
Wikipedia and other Tamil news websites. Each entry in this list has the word and the
word count. Here the word count was used to calculate the frequency score.

3.3 Morphological Engine

Morphological Engine is the vital part in the system. Encompassing all the grammar
rules regarding morphological construction, this engine generates all possible candi-
dates along with their lexical labels. Some of the rules in morphological engine are
shown in Fig. 2.

As illustrated in the diagram. The word @eaflenw (Transliteration: Kiliyai, Trans-
lation: ‘the parrot’) can be deconstructed under two grammar rules:

Grammar rule 1: 2.uig qpar 2. uilg yemriged (Transliteration — “Uyir munn uyir
punarthal”, Translation: “Vowel on Vowel morphological construction”).

Fafleow - Haf>+ Yakaram> + e

Grammar rule 2: Quiedry jewtid& (Transliteration — “Iyalpu punarchi”, Transla-
tion: “Natural morphological construction”).

Saofleww - Hafl + eow
Fafleww - ofl + ui + a9

Based on the last letter of the first word and the first letter of the second word the
grammar rules define the morphological construction. To ensure that all grammar rules
and all types of morphological deconstruction is covered, two Tamil grammar books
[9, 10] were followed to obtain 14 rules. Using these rules all the candidate are
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Fig. 2. Grammar rules and morphological deconstruction

generated and then lexical labels. To get all the approaches a finite state machine that
uses brute force approach to get all possible combinations was implemented.
The word given in the diagram is relatively easy to deconstruct, now consider a com-
plicated word: g3 86#amrer (Transliteration — Oodichchendran, Meaning — ‘He ran’).
All candidates possible for this is:

o gut<EkaramVallinam>+Ggernt+y e,

o g@+<ldainilai>+#+Geerer

o gut+<EkaramVallinam>+G&erprer

o gp@+<ldainilai>+s+Ggert<ldainilai>+ gy e

¢ a@pt+@+<MellinamVallinamUyirMun>+G6&ssin resr

¢ a@+@+<MellinamVallinamUyirMun>+Geern+ e

3.4 Classifier
3.4.1 Features Set

Frequency Based Scores

This frequency based approach was proposed by Koehn and Knight [8] to split com-
pound words in German. The more frequent a word occurring in a training corpus, the
bigger the statistical basis to estimate translation probabilities, and the more likely the
correct translation probability distribution is learned. This insight leads to define a
splitting metric based on word frequency [8].

Given the count of words in the corpus, the split S with the highest geometric mean
of word frequencies of its parts pi (n being the number of parts) is selected. Here
count(p;) is frequency count the word p; obtained from the high frequency words list.

argmaxs(H count(p,'))ﬁ

Di€S

Consider the following example: g@ug+<EkaramVallinam>+Q e+ oyer
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1
e Frequency scores = (count(gpu;) + count(Qeemy) + count(v»y)mir))3

1
= (550 + 2524 + 120)3
=14.33

Lexical Labels

Other important feature set is the lexical labels generated by the morphological engine.
The morphology engine has been developed for the particular case of Tamil and the
particular set of lexical labels. This tagging order gives more priority to more com-
monly occurring patterns and indirectly covers more subtle grammar patterns in Tamil.

Suffix (QNGH)

Tamil is a morphologically rich language with many morphemes pinned to each word.
But in many cases, certain morphemes do not appear as suffixes for certain type of
words. For example ‘@’ suffix is not present in a verb. In retrospect, the model was fed
with the final suffix of a word as a feature to the system to differentiate verbs, adjective,
adverbs and noun stem based words.

Average Length

This is a new feature that has not been tried in any previous approaches. When the
model was tried on with only the above mentioned features, it was found that for some
compound noun cases, the morphological deconstruction was going a step further.

For example:-
wrpsgseors —wrtpsgitessu (Expected)
- wrtpstrtateou (Output without average length feature)

Therefore, to eliminate this issue, we introduced a threshold feature called average
length. It is obtained by calculating the average length of the lexical parts in the
candidate. This feature was found out based on the factor analysis carried out on the
training data.

3.5 Training Data

Over 70,000 words were manually labelled and used as training data. Correct mor-
phological disambiguation candidate was labelled as ‘Yes’ while mismatches were
labelled as ‘No’.
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3.6 Prediction

Using the training data, a probabilistic model was built using the SVM classifier. The
candidates are then classified using the classifier and the one with highest probability of
classified as “Yes’ is selected. This probabilistic model not only provides us with the
best candidate but also if there is ambiguity the top candidates are displayed. This
feature can come in handy while implementing a Part of Speech tagger for Tamil.

4 Evaluation Results

Upon generating all the candidates, the next step is to feed the data into the classifier to
select the best suitable candidate. We selected SVM because of the best trade-off
between accuracy and time taken to build the model. Table 3 illustrates the comparison
of accuracies between various classifiers.

Table 4 illustrates the difference in accuracy by using average length and not using
average length as features.

Table 5 illustrates the difference in accuracy by using average length and not using
frequency scores as features.

Table 3. Comparisons of accuracy between various classifiers

Multilayer Boosted decision Support vector
perceptron tree machine
Correctly classified 91.236 % 85 % 98.73 %
instances

Table 4. Accuracy difference between with and without using average length

Accuracy without using average length | 92.83 %

Accuracy using average length 98.73 %

Table 5. Accuracy difference between with and without using frequency scores

Accuracy without using frequency scores | 47.36 %
Accuracy using frequency scores 98.73 %

Tables 6 and 7 show the results obtained from 10-Fold cross validation test for over
30,000 words. Table 6 illustrates the overall accuracy of the system while Table 7
illustrates the detailed accuracy by class.
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Table 6. Stratified cross validation

Correctly classified instances | 98.7376 %

Kappa statistic 0.8869
Mean absolute error 0.0265
Root mean squared error 0.1033
Relative absolute error 23.9067 %

Root relative squared error | 43.8834 %

Table 7. Detailed accuracy by class

TP rate | FP rate | Precision | Recall | F-measure | Range of coverage area | Class
0.89 0.01 0.888 0.899 |0.89 0.99 Yes
0.99 0.10 0.994 0.993 | 0.99 0.99 No

5 Conclusion and Future Work

We presented a morphological engine for Tamil that uses grammar rules and an
annotated corpus to get all possible candidates. A support vector machines classifier
was employed to determine the most probable morphological deconstruction for a
given word. Lexical labels, respective frequency scores, average length and suffixes are
used as features. The accuracy of our system is 98.73 %, which is more than the same
reported by other similar research.

Tamil is a morphologically rich language. Computationally, each root word of can
take a few thousand inflected word-forms, out of which only a few hundred will exist in
a typical corpus. This morphological analyzer which uses a different approach from
previous approaches have proved to be effective.

Though the main intention of this approach is to tackle the ambiguity sometimes
this approach fails when encountering name entities. It tends to break into meaningless
morphological disambiguation. This is a pitfall that should be taken care of in the
further researches.

Since most Dravidian language share the same characteristics, hoping that this
approach can be used in other languages to get a highly accurate morphological ana-
lyzer. The analyzer not only outputs the construct the deconstructed morphology but
also the lexical labels.

As future work we intend to build on this approach and along with it build a PoS
tagger and Name Entity recognizer that uses the features extracted from morphological
analyzer. Once these goals have been achieved we eventually hope to build a successful
Tamil machine translator and eventually preserve an ancient endangered language.
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Abstract. Ontologies are crucial for the Semantic Web to flourish. Several
communities are beginning to develop and maintain ontology repositories in
different domains. Although a developer can often find multiple ontologies in
the library that fit a particular domain, he or she then must select which of the
potential ontologies would be most suitable for a specific purpose. Users,
therefore, need a way to assess the quality of the ontologies stored in the library
based upon a broad set of criteria; for example, the level of acceptance by the
community of which it is a part. The history of an ontology’s development and
the authority an ontology receives via links from other ontologies can be used to
assess the level of endorsement within the group that shares its domain. This
research defines metrics for history and authority within a community and shows
how they can be weighted for a particular task. A case study demonstrates the
usefulness of these metrics and discusses why they should be incorporated in
any broad metrics suite that is used to rank ontologies in a library.

1 Introduction

The Semantic Web is “a set of standards for knowledge representation and exchange
that is aimed at providing interoperability across applications and organizations” [1].
The degree of this interoperability between human and software agents depends upon
how many communities they have in common and how many ontologies they share [1].
An ontology, which has been called the third component of the Semantic Web, is
defined simply as a group of consistent and related terms [1] and more formally as “a
formalization of a shared conceptualization” [2]. The latter definition, and the idea that
the conceptualization is “shared” is expanded further by Hepp et al. (2006) who
asserted that “ontologies are not just formal representations of a domain, but much
more community contracts about such formal representations” [3].
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A community consists of a set of relationships between people sharing a common
interest [4]. An online community can then be considered as a community that employs
the Internet for communication among its members [4]. Berners-Lee and Kagal
described the Semantic Web as composed of overlapping online communities of
varying sizes and fractal in nature, as membership in these communities changes
frequently [1]. Many online communities allow members to participate fully in the site
through contributing and accessing information, as well as by commenting on the
information added by other members. The BioPortal ontology repository [5], for
example, considers anyone who uses this portal to be a member and allows them to
actively contribute to the content in the library -— a fact that its designers claim should
increase the quality of that content [7].

This feeling of shared responsibility within a community for the overall improve-
ment of the ontological content is consistent with what Shadbolt and Berners-Lee have
asserted will greatly reduce the effort involved in developing an ontology as the size of
the community grows [6]. Noy et al. contend that the Wisdom of the Crowd could even
replace knowledge experts when a consensus is able to be reached within a community
[7]. Reaching this consensus, however, is not always easy, requiring time and effort, and
a large number of dedicated participants. Therefore, the degree of participation in the
process of revising, adopting, expanding and reviewing of any ontology is a factor in the
assessment of that ontology’s value.

The selection of an ontology from among the options available in an ontology
repository should be made based upon a broad set of attributes that may be weighted
depending upon the requirements of each application [24]. One of the attributes to
include in such a list of criteria should be the acceptance of the ontology within its
community. Metrics to assess this acceptance should include measures of how many
community members endorse the ontology, how long the ontology has been available,
how much active participation has been done by community members in the ontology’s
development. This community acceptance attribute is difficult to assess, with metrics to
measure it not applied successfully in the past [18]. While much work has been carried
out developing metrics related to syntactic, semantic and pragmatic aspects of
ontologies, the social quality of ontologies has not been thoroughly investigated. The
objective of this research, therefore, is to do so.

This research introduces new metrics for social quality assessment, defines them
formally, applies them to existing ontologies, and analyzes the challenges involved in
using them. The result is to show how these attributes provide valuable insight into
ontology quality and should, therefore, be included in any rigorous ontology evalua-
tion. The results of this assessment could promote interoperability between systems and
help progress the use of ontologies in the Semantic Web. Terms related to social quality
assessment used in this paper are defined in Table 1.

The next section provides an overview of prior work on assessing ontology quality
based on its social valuation. Sections 3 and 4 present history and authority metrics for
assessing ontology social quality, and outlines the implementation of these metrics.
Section 5 describes a case study validating the results of the social quality metrics.
Section 6 summarizes the work and suggests future research directions.
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Table 1. Definitions of terms related to social quality assessment

Term Definition References
Authority “The degree of reputation of an ontology in a given Stvilia et al.
community or culture” [8]
Community “A set of relationships where people interact socially for | Andrews [4]
mutual benefit”
History “The way that a particular subject or object has History [9]
developed or changed throughout its existence”
Online “A social network that uses computer support as the basis | Andrews [4]
Community of communication among members instead of
face-to-face interaction”
Revising “The act of thinking, comparing, deciding, choosing then | Sudol [10]
taking action”
Revision “The act of making changes to a written document to Horning and
make it better” Becker [11]
Social “A set of people (or organizations or other social entities) | Wellman [12]
Network connected by a set of socially-meaningful
relationships”
Social “The level of agreement among participants’ Su and
Quality interpretations” Ilebrekke
[13]

2 Related Research

In the decade and a half since the introduction of the Semantic Web [14], much work has
been carried out on ontology evaluation. Many researchers have addressed the com-
plexity of choosing a high-quality ontology for a particular task or domain. Attributes
considered to be valid measures of ontology quality include adaptability, clarity, com-
prehensiveness, conciseness, correctness, craftsmanship, relevance, reusability, richness
and stability as well as many others [14]. Numerous metrics have been developed to
assess these and other aspects of ontology quality. Specific metrics which assess one
particular attribute and broad suites of metrics that attempt to provide an overall picture of
an ontology’s quality have been developed [15-25].

D’Aquin and Noy (2012) defined an ontology library as “a Web-based system that
provides access to an extensible collection of ontologies with the primary purpose of
enabling users to find and use one or several ontologies from this collection” [26].
Although ontologies should reside in libraries and be developed and endorsed by
communities that share a common interest [6], little work has been conducted to
develop a means for assessing the amount of recognition received by each ontology
within a library. To provide a comprehensive picture of an ontology’s quality, factors
such as how much the ontology is being used, how many other ontologies refer to this
one as an authority, and how long the ontology has been in existence, should all be
taken into consideration [18].
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2.1 Ontology Role in Communities

A community can no longer be considered as a physical place, but, rather, as a set of
relationships between people who interact socially for their mutual benefit [4]. An
online community is a social network that uses the Internet to facilitate the commu-
nication among its members rather than face-to-face meetings [4]. These virtual social
networks are frequently used for information sharing and problem solving among
members who share common interests [12].

Ontologies have been defined as formal representations of a domain, but in order
for those representations to be meaningful, they must be agreed upon by the members
of a community [6]. This type of meaningful discourse between members of a group is
a dynamic social process consisting of shared topics being added, expanded, revised or
even discarded. Therefore, an ontology representing the shared communication
between members should not be static, but should be able to reflect the community
consensus of meaning at any particular time [1]. When a community shows its approval
of an ontology by actively participating in its ongoing evolution, the quality of the
ontology is more likely to be high within that community [26]. A way of measuring this
type of active participation would be helpful in assessing community endorsement of a
particular ontology.

2.2 Metrics Suites

The usefulness of metrics to provide a quantified measurement of ontological quality
has long been recognized [19] with many metric suites being created that attempt to
provide a broad picture of many aspects of an ontology’s quality. OntoQA [19],
OQuaRE [25], OntoMetric [17], and AKTiveRank [20] are a few of the most com-
prehensive suites of metrics. Table 2 summarizes these, and other, metric suites cur-
rently available for broad ontology assessment, identifies the number of metrics, and
specifies how many of them measure an ontology’s social importance within a par-
ticular library.

Table 2. Examples of broad metrics suites

Assessment approach Total Social Description of social assessment
metrics | metrics

Protégé-2000 (Noy et al.) [15] Varies 0 none

OntoClean (Guarino and Welty) Varies 0 none
[16]

OntoMetric (Lozano-Tello and 160 3 Assesses whether an ontology fits
Goémez-Pérez) [17] a system’s requirements

Semiotic Metrics Suite 10 2 Assesses History and Authority of
(Burton-Jones et al.) [18] an ontology by counting

ontology links

(Continued)
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Table 2. (Continued)

Assessment approach Total Social Description of social assessment
metrics | metrics
OntoQA (Tartir et al.) [19] 12 0 none
AKTiveRank (Alani et al.) [20] Varies 0 Ranks ontologies based on user
criteria

OQual (Gangemi et al.) [21] Varies 0 none

Biomedical Ontology 8 2 Assesses ontologies based on page
Recommender web service rankings
(Jonquet et al.) [22]

ROMEO (Yu et al.) [23] varies 0 none

(Vrandecic) [24] 8 0 none

OQuaRE (Duque-Ramos et al.) 14 0 none
[25]

2.3 Social Assessment Within Metrics Suites

Although communities should support the development, maintenance and endorsement
of ontologies [6], very few assessment systems have a means by which to measure an
ontology’s value within its community. OntoMetric [17], the BioPortal Recommender
[22], and the Semiotic Metrics Suite [18] are among the few suites that attempt to
assess an ontology’s acceptance within a community as one of the factors to measure
its quality. Unfortunately, none of these assessment suites are able to fully evaluate the
level of acceptance an ontology receives within its community.

OntoMetric [17] contains approximately 160 metrics for assessing ontology quality,
which focus primarily on the fitness of an ontology for a particular software project for
which it will be used. However, only three of its metrics relate to its relationship with
other ontologies. The large number of metrics makes the OntoMetric system difficult to
employ [19]. The OntoMetric system reflects the fact that part of the suitability of an
ontology for a given project is the methodology used to create it. It, therefore, assesses
the social acceptance of that methodology by counting the number of other ontologies
that were created with it, the number of domains that have been expressed with its
developed ontologies, and how important the ontologies developed with this
methodology have become. Unfortunately, in most situations, a user must attempt to
answer these questions (perhaps by conducting additional research) as well as to
provide an answer expressed on a scale between “very low” and “very high,” reducing
the accuracy of the results in this factor’s assessment.

The BioPortal recommender system includes Acceptance metrics as part of the
ranking system that it provides as a tool for choosing an ontology for a particular
purpose [22]. Users enter desired keywords and the recommender system presents a list
of ontologies from the BioPortal repository containing the keywords. The list of
applicable ontologies is ranked in order of each ontology’s score on four individually
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weighted attributes, one of which is the Acceptance of the ontology within the
BioPortal community. The other three attributes that are included in the Recommender
system are Coverage, Detail of knowledge and Specialization. Unfortunately, the
metrics used by the BioPortal recommender system to assess Acceptance are based on
factors such as the number of site visits to the BioPortal website, membership in the
UMLS database and mentions in the BioPortal journal, so those metrics cannot be used
on ontologies in other libraries without access to this information.

The Semiotic Metrics Suite developed by Burton-Jones et al. [18] is based upon the
theory of semiotics, the study of signs and their meanings, and builds upon Stamper
et al.’s [27] framework for assessing the quality of signs. One of the layers of the
framework is the Social layer, which evaluates a sign’s usefulness on a social level by
evaluating its “potential and actual social consequences” and asks the question “Can it
be trusted?” [27]. The Semiotic Metrics Suite includes the Social layer, which measures
an ontology’s recognition within a community by two metrics: (1) Authority which
measures the link from an ontology to other ontologies in the same library; and
(2) History which measures the frequency with which these links are employed.
Unfortunately the calculations for these measurements require information that is not
available for most ontologies. The number of links from other ontologies to a particular
one, and the number of times the linking ontologies have been used for other appli-
cations are usually not provided by ontology libraries, making these metrics difficult to
use for ontology assessment. This research introduces new Authority and History
metrics using information available for most ontologies and includes a case study
demonstrating their effectiveness.

3 Metrics for Assessing Social Quality

Social Quality is “the level of agreement among participants’ interpretations” [27] and
reflects the fact that, because agents and ontologies exist in communities, agreement in
meaning is essential within the community. This research proposes two new metrics to
measure the level of an ontology’s recognition within its community by measuring its
authority within the library and the history of its participation and use in the library.
These metrics can be combined to determine the overall assessment for Social Quality
within the library.

Stvilia defines Authority as the “degree of reputation of an ontology in a given
community or culture” [8]. One way to measure Authority is by the number of other
ontologies that link to it as well as how many shared terms there are within those linked
ontologies. More authoritative ontologies signal that the knowledge they provide is
accurate or useful [18].

Another social metric is the History of an ontology. The history of a conceptual-
ization is a valuable part of its definition [3]. The History metric measures the number
of years an ontology has existed in a library, as well as the number of revisions made to
it during the course of its residence there. Ontologies with longer histories are expected
to be more dependable because each new revision should improve upon the previous
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version showing a pattern of active participation by community members resulting in
additions and modifications.

3.1 Social Quality Metric

The Social Quality metric is computed by the combined weighted scores on these two
measurements defined as SQ. The weights of the History and Authority metrics could
be equivalent, but it is possible for a user to adjust the significance of each for a
particular task by varying the values of the weights.

Definition 1: The Social Quality (SQ) of an ontology is defined as the weighted average of
Authority (SQa) and History (SQh) where w, represents the percentage assigned by the user to
the authority attribute and wy, represents the weight assigned to the history attribute.

SO = w, x SQa+wy, x SQh

3.2 Social Authority Metric

The Authority of a particular ontology is determined by the number of other ontologies
that link to it. By scanning all of the other ontologies in the library looking for links to this
ontology, two counts are determined: the number of total links to the ontology; and the
number of ontologies which include 1 or more references to it. The two counts are
weighted depending on the user’s task and the result is normalized between 0, meaning no
links at all, to a score of 100, indicating that this ontology is the one in the library with the
most links to it. The equation for computing this metric is defined as SQA. External links
can also be considered in the determination of SQA if available. Many ontologies, such as
the Gene Ontology [28], are in multiple libraries. SQA should then take into consideration
all of the links to the Gene Ontology from all of the libraries for which it is a part.

Definition 2: The Social Quality Authority (SQA) of an ontology is defined as the weighted
average of the number of linking ontologies (LO) and the number of total linkages (LT) where
W, represents the percentage assigned by the user to the number of linking ontologies and w;
represents the weight assigned to the total number of links.

SOA =w, x LO+w, x LT

3.3 Social History Metric

History is determined by calculating the number of years that an ontology has been a
member of a community as well as the number of revisions to the ontology that have
been made during those years. The two counts are weighted depending on the user’s
task and the result normalized between 1, indicating only one submission that was
never updated, to a score of 100, indicating this ontology is the one in the library with
the most total revisions over the longest number of years.
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Definition 3: The Social Quality History (SOH) of an ontology is defined as the weighted average
of the number of years it has been in the library (Y) and the number of submissions (including
revisions) that have been uploaded (S) where w, represents the percentage assigned by the user to
the number of years and w; represents the weight assigned to the total number of submissions.

SOH = wy * Y +ws xS

4 Implementation

A system has been developed to assess community recognition of an ontology by
applying the revised Social Quality metrics. This system can be employed by any com-
munity containing an ontology repository, and aids in the selection of an ontology when
multiple options are available. By entering relevant keywords and desired metric weights
into the system, a user retrieves a set of potential ontologies containing the keywords. The
system then assesses the Authority of each of those ontologies by searching all the other
ontologies in the repository counting the number of ontologies that link to each of the
potential ontologies as well as the total number of links. Each ontology in the list of
potential ontologies then has its History assessment computed by counting the number of
years each ontology has been stored in the library and the number of revisions made to the
ontology during that time. The Authority and History metrics are then weighted according
to the metric weights entered by the user and the list of potential ontologies is sorted in
decreasing order of the overall Social Quality score. At this time the user receives a list of
recommended ontologies that contain the desired keywords and that rank high in social
recognition from the community. The specific steps carried out for Social Quality metric
assessment and ontology ranking are shown in Fig. 1.

Metric Weights
. Tnitial Ontology Set+
.Il.lellﬂfy Ontology Set Assess Authority Scores e
Initial Set of Ontology Ontology
Ontologies Authority (A) History (H)

Search

Terms
— T
M " A

— Ontology Set+
Ontology Authority &
Library History Scores

\_’/

Recommended

Ontologies

Ontol Set+
Select . Rank nto gy Set Calculate
Ontology Set Aot SQ Scores
Recommended O il Social Quality
Ontologies Basedon SQ SQ)
Metric Weights

Fig. 1. Social quality assessment and ranking of ontologies
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5 Case Studies

To obtain an understanding of how information about an ontology’s acceptance within
its community could help a user choose an appropriate ontology from a list of options,
two case studies were carried out using the social quality metrics. The BioPortal
ontology library was chosen for both studies as an example of a large, well maintained
ontology repository that has been deemed useful to the biomedical community [5]. The
BioPortal website was also selected because of the availability of additional informa-
tion included in the library that could be used to examine the results of the case studies
with other information on its ontology profile pages. The BioPortal website allows
members of the community to contribute reviews to its ontologies, list projects, and
make suggestions. BioPortal also keeps track of the number of site visits for each of the
ontologies, and provides annotation and term mappings services for its ontologies [7].

The first case study applied the social quality metrics to all 383 of the ontologies
currently in the library, ranking them from highest Social Quality score to lowest. This
case study was carried out to assess whether the highest-ranking ontologies in the
library were in actuality the ones that were most endorsed by the biomedical com-
munity. The second case study searched the BioPortal library for ontologies matching
key terms and determining a list of recommended ontologies ranked by their Social
Quality assessments as well as using our SQ metric. The ontology list for each term
was then examined to ascertain whether the highest-ranking ontologies on each list was
actually more likely to be frequently accessed than the ontologies that showed up later
on the list. In both case studies, all metrics were weighted equally in the overall
determination of Social Quality. It is possible to weight the individual metrics differ-
ently, depending on the particular task requirements. However, for the purposes of the
case studies, all metrics were considered equally.

The two case studies showed that useful information could be obtained from
assessing the ontologies on their level of endorsement within the BioPortal community.
By examining the difference between ontologies high on the list to the ontologies that
ranked lower, a pattern can be easily observed about whether the ontologies are
well-supported by the BioPortal membership.

5.1 Case Study 1

The Authority metrics were first applied to all 383 of the ontologies currently part of
the BioPortal library assigning equal weights to the number of links and the number of
linking ontologies. For each ontology, all other ontologies were scanned for references
to that ontology and counts made of the number of ontologies that included at least one
reference to the ontology, as well as the total number of links to the ontology.

The History metric was then computed for all of the BioPortal ontologies using
equal weighting for the number of years that the ontology has been in the library and
the number of revisions that have been done to each of them, including the original
submission.

The scores for Authority and History were individually normalized between 1 and
100 and then the two scores averaged to generate the overall Social Quality metric for
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each of them. The list of ontologies was ordered from 100 to 1 in order to identify the
most highly ranked ontologies at the top of the list.

Table 3 shows the highest ranked ontologies from the library on the combined
social metrics. Examining other information available on the BioPortal website, it is
clear that the ontologies that scored high on the Social Quality metric were the ones
involved in many biomedical projects and with good reviews from members who have
used them. On the other hand, 70 of the ontologies tested scored only 1 out of 100 on
the combined social quality metrics. Exploring the BioPortal website revealed that
these 70 had no other ontologies linking to them and no revisions after the initial
submission, which was often several years prior, and were not currently involved in
any listed projects.

Table 3. Highest ranked ontologies from BioPortal using History and Authority metrics

Name of ontology Authority | History | Combined metrics
Gene Ontology (GO) 69 100 85
Human Phenotype Ontology (HP) 51 100 75
Mosquito Insecticide Resistance Ontology (MIRO) | 17 100 58
Mass Spectrometry Ontology (MS) 85 27 56
Systems Biology Ontology (SB) 10 100 55
Minimal Anatomical Ontology (MAT) 100 2 51
Sequence Types and Features Ontology (SO) 60 42 51
Human Disease Ontology (HD) 1 100 51
Mammalian Phenotype Ontology (MP) 38 61 50
Plant Trait Ontology (PTO) 7 79 43

5.2 Case Study 2

The BioPortal repository was searched for ontologies containing each of ten prese-
lected keywords. A list of applicable ontologies was generated for each of the key-
words, and each ontology’s Social Quality score determined by applying the method
outlined in Case Study 1. Each potential ontology list was sorted in descending order to
identify the highest results for each of the terms based upon social quality. The key-
word searches each retrieved at least 30 potential ontologies. The results of ranking
these ontology lists in reverse order of Social Quality was used to identify the best
candidates for a possible task requiring each of the keywords. The top three ontologies
recommended for each of the keywords are shown in Table 4.

Additional information provided by the BioPortal website showed that these listed
ontologies are favorably reviewed and frequently accessed. In comparison, ontologies
retrieved by the keyword search but scoring low on the Social Quality metric, were
accessed infrequently, indicating little use within the community. For example, the
Current Procedural Terminology ontology (CPT), which ranked highest for two of the
keywords and obtained an SQ score of 53, received over 35,000 site visits in the last
two years. In contrast, the Bone Dysplasia Ontology (BDO) containing the same two
keywords, received an SQ score of 2 and only received 894 site visits.
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Table 4. Top three ontologies recommended for each term with corresponding SQ scores.

M. McDaniel et al.

Keyword Number of Highest scoring | Second highest | Third highest
potential ontologies
Cell 47 CPT (53) AURA (35) FLU (29)
Temperature | 39 MAT (52) ACGT-MO (51) | MA (40)
Disease 46 ACGT-MO (51) | NMR (43) AURA (35)
Blood 37 MAT (52) ACGT-MO (51) | AURA (35)
Cortisol 30 CPT (53) MESH (9) PMA (21)
Sucrose 33 AURA (35) DDO (34) PR (26)
Water 45 AURA (35) MESH (5) CCONT (25)
Patient 45 AERO (51) ACGT-MO (51) | CTX (27)
Oxygen 31 DCM (37) AURA (35) MESH (33)
Cerebrum | 30 MA (40) CTX (37) MESH (33)

6 Conclusions and Future Work

This research has introduced two metrics for assessing the authority and history of an
ontology within a community and illustrated their effectiveness by applying them to
approximately four hundred of the ontologies in the BioPortal library. Results from that
case study showed that application of the metrics was feasible and provided useful
information regarding ontology recognition within its community.

Future work will consider other factors such as the number of times an ontology has
been viewed or downloaded; user comments/ranking of ontologies; and the usability of
ontologies to gain a more comprehensive view of the social quality metric. In addition,
the social quality metrics need to be incorporated into broad metric suites that assess
various attributes of ontologies. When users select an ontology from a number of
options, a broad overview is required that considers syntax, semantics, pragmatics, as
well as social acceptance, to make an appropriate recommendation to a user. Fur-
thermore, it is necessary for any recommendation system to consider the task for which
an ontology will be needed. Merely matching keywords is not enough to select an
appropriate ontology; the specific characteristics of the actual task to be completed
must also be taken into account.
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Abstract. One purpose of requirement refinement is that higher-level
requirements have to be translated to something usable by developers.
Since customer requirements are often written in natural language by
end users, they lack precision, completeness and consistency. Although
user stories are often used in the requirement elicitation process in
order to describe the possibilities how to interact with the software,
there is always something unspoken. Here, we present techniques how
to automatically refine vague software descriptions. Thus, we can bridge
the gap by first revising natural language utterances from higher-level
to more detailed customer requirements, before functionality matters.
We therefore focus on the resolution of semantically incomplete user-
generated sentences (i.e. non-instantiated arguments of predicates) and
provide ontology-based gap-filling suggestions how to complete unver-
balized information in the user’s demand.

Keywords: Requirement refinement - Concept expansion - Ontology-
based instantiation of predicate-argument structure

1 Introduction

In the Collaborative Research Center “On-The-Fly Computing”, we develop
techniques and processes for the automatic ad-hoc configuration of individual
service compositions that fulfill customer requirements'. Upon request, suitable
basic software and hardware services available on world-wide markets have to
be automatically discovered and composed. For that purpose, customers have to
provide software descriptions. These descriptions are subject to the same quality
standards as software requirements collected and revised by experts: They should
be complete, unambiguous and consistent [11]. To achieve these quality goals,
techniques and approaches are often proposed, which are also used in classical
requirement engineering. Popular examples are controlled languages and formal
methods, which indeed can achieve the goal of clarity and completeness but are
hardly to use for non-experts and therefore miss the target group.
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From the customer’s point of view, natural language (NL) cannot be formal-
ized without partial loss in expressiveness [24]. Even if some details are missing,
native speakers are able to understand what was meant in a concrete situa-
tion. Since the complexity and unrestrictedness of NL makes the automated
requirement extraction process more difficult, we want to support the require-
ment refinement process by filling individual knowledge gaps. We therefore define
incompleteness as missing information in user-generated requirements necessary
for a feasible implementation or selection of the wanted software application.

Besides consistency, clarity and verifiability [9,12], completeness is one of
the fundamental quality characteristics of software requirements. Although the
notion of completeness is widely discussed, there is broad consensus on the neg-
ative impact of incomplete requirements for a software product [8], the prod-
uct safety [10] or an entire project [15,25]. However, users are encouraged to
express their individual requirements for a wanted software application in NL to
improve user acceptance and satisfaction [6]. Therefore, our approach analyzes
unrestricted NL requirement descriptions in order to provide suggestions how to
elaborate the user’s incomplete software specifications where possible.

This paper is structured as follows: In Sect. 2, we provide a brief overview of
related work before we describe by means of a concrete example how an ontology
can help to refine NL requirement descriptions (see Sect. 3). Finally, we present
our next development steps and conclude in Sect. 4.

2 Related Work

The term of incomplete requirements often refers to the complete absence of
requirements within a requirements documentation. Here, we focus on exist-
ing but incomplete requirements, which we call incomplete individual require-
ments [6]. In general, the preparation of checklists for request types as well as
the application of “project-specific requirement completeness guidelines and/or
standards” is recommended for hand-crafted requirement gathering [6]. Other
approaches for the identification (and compensation) of incompleteness are often
based on third-party reviews and are therefore affected by subjectivity, limited
views, and even again inconsistency [17,28]. Especially, the perception of com-
pleteness can widely vary due to explicit and implicit assumptions [1].
Especially NL requirement descriptions suffer from incompleteness if not all
required arguments of a predicate are given. For example, “send” is a three-
place predicate because it requires the agent (“sender”), the theme (“sent”)
and the beneficiary argument (“sent-to”). If the beneficiary is not specified
here, it is unknown whether one or more recipients are possible. But how many
arguments does any predicate require? This information is provided by linguis-
tic resources like FrameNet [2] to enable to automatic recognition of incom-
pleteness [13,14] and its compensation [16]. For instance, RAT (Requirements
Analysis Tool) can deal with incomplete (i.e. missing arguments of predicates)
and missing NL requirements [27]. It therefore uses glossaries, controlled syn-
tax and domain-specific ontologies. Another application is REST (Requirements
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Engineering Specification Improver), which can point out linguistic errors in
requirements by using WordNet [18] and asks the user to give suggestions for
improvement.

Since it remains unclear when some state of completeness will be reached
[6], Ferrari et al. [5] developed the Completeness Assistant for Requirements
(CAR), which is a tool to measure the completeness of requirement specifica-
tions by aligning mentioned requirements to descriptions in transcripts. Here,
completeness is reached when all concepts and dependencies mentioned in the
additional input documents are covered by the user’s statement. This approach
extracts terms and their dependencies from the existing document sources in
order to create a kind of benchmark but without any use of external linguistic
resources (e.g. ontologies).

Incompleteness occurs not only on the requester side (user requirements)
but on the service provider side (service specifications) in software projects. The
reasons therefor range from knowledge gaps on the requester side to conscious
omission of information due to non-disclosure agreements on the provider side
[21,22]. Even the perception of (in)completeness can vary due to explicit and
implicit assumptions [1]. Previous work in the OTF context considered incom-
plete requirements as far as only (semi-)formal specifications — not NL — were
supported as input format [19,22]. Geierhos et al. (2015) consider NL require-
ments and discuss an approach based on domain-based similarity search to com-
pensate missing information. Their goal is to allow unrestricted requirement
descriptions but to support the user by a “how to complete” feature [7]. Here,
NL requirements descriptions that are unique in form and content are reduced to
their main semantic cues and stored in templates for matching purposes (between
requests and the provider’s offers). Another way of reducing incompleteness is
the transformation of NL requirements into formal specifications [4,23], which
goes along with information loss due to the restrictions of the formal language [7].

3 Ontology-Based NL Requirement Refinement

3.1 Customer Requirements as Input Data
Given the following sample NL requirement description by a user:
“T want to send e-mails with large attachments.”

We assume our input to be at least one sentence but do not limit it to a maximum
number of words or sentences. Moreover, we probably have to deal with spelling
or grammatical errors. Furthermore, we expect epistemic modality expressed by
auxiliaries like “want” which is important for the ranking requirements according
to user’s priority. In order to detect the wanted functionality, we have to recognize
the relevant parts of a sentence. We therefore start with the predicate argument
analysis because especially full verbs (i.e. predicates) can be put on a level with
function names (“send”) that developers would choose. Furthermore, the noun
phrases surrounding the predicate bear additional information specifying the
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input (“e-mails”) or output parameters of the same function or hint at another
one (e.g. “large attachments”).

But how can we distinguish between parameters and further specifications
of objects associated with the expressed functionality? For this purpose, we
pursue two directions: predicate argument analysis to identify unspoken but
semantically missing information (see Sect. 3.2) and ontology look-up for concept
clarification and expansion (see Sect. 3.3).

Predicate Argument Analysis Similarity Search Semantic Classification
[...]lo wantto send [...] youg want to send <Argp> |, you, we = {HUMAN}
Rzt mail with large attachments4 p an emaily to multiple p <Arg,> recipients = {HUMAN}
> TO-WHOM?1...] recipientso. It features
IS image attachments [...] v
- Suggestions
Predicate send Predicate send Predicate send
<Argp>l == === m--- < <Argp>You= = = = = - <Argp>{HUMAN}
<Arg1> mail with large attachments 5 <Arg{> email <Arg1> mail with large attachments
User <Argo> <« - - - -| <Argo> multi recipients || <Argo>{HUMAN}

Fig. 1. Processing pipeline for knowledge gap filling during requirements analysis

3.2 Predicate Argument Analysis

In Fig.1, we pick up the idea of semantic dependency [5] and combine it with
external linguistic resources such as PropBank [20] to analyze the predicate-
argument structure of NL requirement descriptions. Based on the results of this
step, we are able to identify missing information and therefor provide similar
instantiated arguments from our messaging ontology (see Fig.2) in order to
generate requirement-specific predicate-argument templates.

Preprocessing. Since NL requirement descriptions vary widely in quality and
scope, further preprocessing is necessary: (1) sentence splitting, (2) filtering,
(3) lemmatization, and (4) POS tagging. First we limit the recognition of a
predicate and its argument(s) to the scope of a sentence, then we separate the
off-topic sentences from the on-topic ones which we lemmatize and annotate
their syntactic structure. We need the morpho-syntactic information to look-up
in the PropBank [20] how many arguments (noun phrases) can be instantiated
for the identified predicate (here: “send”).

Semantic Role Labeling. Per each sentence, a semantic role labeler (SRL)?
assigns iteratively semantic roles such as agent, theme, beneficiary represented
by Argg, ..., Arg, to the arguments of a recognized predicate. In order to identify
the different arguments, we use PropBank [20]. PropBank contains verbal propo-
sitions and their arguments. For the predicate send (“send.01”), we can obtain

2 Curator’s SRL [3] is used because of its convincing results on user-generated text.
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three possible arguments: “sender” (Argp), “sent” (Arg:), “sent-to” (Args). By
matching this information to our sample input sentence given in Sect. 3.1, the
third argument position Args (“sent-to”) remains non-instantiated.

In this case, it is irrelevant to whom (in person) the e-mail should be sent.
However, the number of recipients matters for the functionality of the software
application: addressing a single person or a group of people. Since we cannot
expect the user to specify a concrete number of addressees (e.g. “to a group
of 4 persons”), it is sufficient to distinguish the number (i.e., between plural,
e.g. “to my friends” and singular, e.g. “to Peter”). Of course, it is not helpful to
only point out the user’s mistake without providing concrete suggestions. Based
on the shared user stories, it would be possible to fill the gap with argument
candidates such as “to my friends” or “to Peter”. But if we suggested the user
to elaborate his NL requirement description by replacing the undefined sender
by e.g. Peter, this would be quite confusing. For this reason, we have to learn
different variants for recipients, which will later be classified according to their
semantic type (e.g. human being).

Grouping Argument Candidates. Semantically is the key to an intuitive
user guidance. We therefore gathered 77,649 unique software descriptions and
their corresponding reviews from download.com. Each record contains informa-
tion about the rating, platform, publisher, version and the (sub-)category the
software application belongs to (e.g. “messaging — e-mail”). After preprocessing,
we applied SRL on the texts and received a very long frequency list of possible
arguments for the predicate send per category.

Table 1. Possible instances for Args of send

Arge | Text Category
sent-to | “colleagues” e-mail
sent-to | “all costumers” e-mail

sent-to | “the (...) mailing list” | e-mail

sent-to | “a specified address” | e-mail

According to the predicate argument analysis, send only occurred in 5.7 %
of all texts, but it appeared in 36.3 % of all e-mail app descriptions where Args
was non-instantiated in 60.1 % of these texts. To prove these results, we took a
random sample of 200 texts and manually searched for utterances of send where
arguments were unspecified.

As shown in Table 2, Args is missing in most of the 200 texts. This shows that
e-mail writers premise that there has to be at least one recipient and he/she is
human. For this reason, it does not seem to be necessary to specify the argument
send-to in the category “e-mail”. Even Argg is often skipped. But the object Arg;
is specified in most cases. At this point, we can identify a missing argument and
provide the user with a list of suggestions sorted by frequency.
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Table 2. Absence of Argz in our test set

Argument Absence
sender (Argo) |21 %
sent (Argi) 8%
sent-to (Argz) | 59 %

Ranking of Argument Suggestions. Table 3 shows the top three suggestions
for our sample input in Sect. 3.1 that are provided to the user based on the above
described approach. But why is “multiple recipients” on first place?

Table 3. Suggestions for Args of “send.01”

# | Argument Semantic type

“multiple recipients” | Human

1
2 | “all your customers” | Human
3

“multiple addresses” | Abstract

When we have a look on the most similar customer requirement to this input
sentence, we retrieve the following annotated text as result of the predicate
argument analysis:

“[.] youp,, want to sends,, an e —mailarg, to multiple recipientsarg,.
»3

It features multi [image]ir, [attachments|ig, [...]

Here, three possible arguments for send in the sense Sy (according to Prop-
Bank) were identified because of keywords such as “image” and “attachments”
which specify the meaning of send in our ontology (see next section).

As already mentioned, our approach is also able to semantically group argu-
ment candidates (e.g. suggestion no. 1 and no. 2 in Table 3 are typed as human).
Thus, the user gets one more helpful hint that he or she only has to specify some
kind of human being as Args.

3.3 Ontology Look-Up

Disambiguation. In our sample sentence, the predicate send can also be used
in the sense of faxing (Arg; = fax). This may change the possible instanti-
ations for Arg, because a standard fax is not sent to “a mailing list” or to
“multiple addresses” like an e-mail. This is extremely important because only
context-dependent analysis can lead to precise suggestions. Thus, we created our
own ontology (see Fig. 2) representing messaging functionality with its entities,
relations and corresponding cardinality in order to disambiguate between the

3 See http://download.cnet.com/PS/3000-2369_4-10970917.html for more details.
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concepts or word senses (here: “send”) respectively. When send co-occurs with
“e-mail” or “attachment” in the customer requirement, we can limit the search
to this domain, even if related terms were initially used.

v- ®owl:Thing - dfsabel
v © DomainEntity email
»© Attachment rdfsilabel
File \

Format emails
InformationContentEntity
vt rdfsilabel
message-email

Datatvpes individualy hasAttachment min 0 EmailAttachment
ndividualzbybype hasBody exactly ailMessageBody

hasFromEmailContact exactly 1 EmailContact
hasHeader exactly 1 EmailMessageHeader
min 0

hasToEmailContact some EmailContact

Message I
tvalu
» mhasEmailContact

mhasFile

» mhasFormat
mhasHeader
mhasPart
mhasRole =i ~)

Fig. 2. Snapshot of the ontological representation of an e-mail

Clarification. However, it is still unclear what was meant by “large” in the
context of e-mail attachment. We therefore determined the size limits by auto-
matically extracting the maximum sizes of an e-mail from the help websites
provided by Gmail, Yahoo! and others. In general, 10 MB is considered as the
maximum size of an e-mail but Gmail increased its limit to 25 MB. Thus, we
defined the interval for “large” as greater than 10 MB and smaller than 25 MB.
Figure3 shows that we foresee small, medium and large attachments in our
ontology representing each different intervals and the derived unit is MB in this
domain. So if a customer uses NL to specify requirements for a file upload in the
context of messaging, we can clarify for the developer what was probably meant.

Semantic Typing. We therefore use the OpenCyc Ontology*. That way, we
provide a better ranking of requirement refinement candidates by sorting the
different argument instances grouped by semantic type.

When we have a look at Table3, we can see that “multiple recipients” is
Args in this specific context. In order to determine the semantic type of this
noun phrase, we apply the Stanford CoreNLP dependency parser on this word
sequence to identify the phrase head. In this case, the adjective “multiple” is
tagged as modifier of the head “recipients”. We need the phrase head to look up
its semantic class, subtypes and its attributed term in the OpenCyc Ontology.

4 http://sw.opencyc.org)/.
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vCIass hierarchy I Class hierarchy (inferred) ‘ Class Annotations | Class Usage |

DEEE|

notations

v--® owl:Thing rdfs:label
»> DomainEntity size-medium
v-- @ ValueEntity

hasLimitLower exactly 1 xsd:decimal —

» @ CombinedVvalue
»- @ Qualifiervalue
> Quantifiervalue
V- @ SizeTerm
< LargeValue
® MediumValue} =
© Smallvalue = ————
Equivalent To =]
{EmailMediumValue}
bCl of
SizeTerm
Datatypes | Individuals |  General class axioms
Individuals by type Annotation property hierarchy
Object property hierarchy Data property hierarchy SubClass Of (Anonymous Ancestor)
Object property hierarchy: [L[=[o]=] | hasLimitUpper exactly 1 xsd:decimal

»--m owl:topObjectProperty

Instanc

.e
@ EmailMediumValue

Fig. 3. Mapping vague indications of measurements to sizes for e-mail attachments

Concept Expansion. In order to provide the user with additional suggestions
for requirement refinement, we are currently working on the implementation of
the Concept Expansion Service offered by the IBM Developer Cloud®. It operates
on the basis of predetermined concepts (initial seeds) and searches for similar
concepts (contextual similarity to the input). The public available demo of the
service uses unstructured content extracted from thousands of random websites.
This is a good addition to our domain-specific download.com. The expansion
process starts with “friends” and “family” together with two predefined concepts
(i-e., customers and colleagues) taken from Table 1, which are the heads of Args.

As Table 4 shows, the results are quite close to the input concepts and provide
the user with concrete suggestions how to continue a fragmentary requirement
description. Since the semantic type of the used input concepts is human, the
precision is very high getting results of the same semantic type. But Table 1 also
contains “address” and “mailing list” as more abstract term suggestions.

When expanding these input concepts and others, several domain-unspecific
suggestions are retrieved. As Table5 shows, concepts such as (1) “those”, (2)
“do not involve” and (3) “chapter officers” are part of the expansion. While we
are able to identify (1) and (2) as bad results because they do not contain any
noun, we cannot yet exclude (3) although it is semantically not close enough to
the original input concepts.

5 http://concept-expansion-demo.mybluemix.net.
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Table 4. Other possible human instances for Args of send

Heads Expanded concepts | Prevalence
friends co-workers 0.73
family family members 0.70
customers | coworkers 0.69
colleagues | acquaintances 0.68
extended family 0.66
close friends 0.66
loved ones 0.66
neighbors 0.65

Table 5. Abstract input concepts can lead to poor results

Heads Expanded concepts Prevalence
addresses | e-mail service provider | 0.69
lists distribution lists 0.68
individuals | chapter officers 0.67
anyone those 0.66
do not involve 0.65
information seekers 0.65

We are still working on this issue how to decide whether to suggest an
expanded concept for requirement refinement, especially when the results may
be more confusing than helpful for the user.

4 Conclusion and Future Work

When running out of words, users provide incomplete NL requirement descrip-
tions containing lots of implicit knowledge. In order to assist them with words,
we developed a gap-filling matching approach based on a messaging ontology.
With regard to the requested software domain, context-sensitive solutions for
the instantiation of argument positions of the user input are suggested.

Because no suitable gold standard exists [26], we are building a gold standard
for colloquial requirement descriptions, which allows us to evaluate our method
on a large data base. However, this is a very time-consuming process, because
every sentence must be manually annotated. Unfortunately, our gold standard
for the domain “e-mail” only consists of 645 sentences, which cover the nine
predicates “to answer”, “to attach”, “to create”, “to delete”, “to encrypt”, “to
reply”, “to send”, “to share” and “to zip”. These are the most frequently used
predicates in the e-mail domain from the Download.com data.

As soon as we have enough data to ensure a good coverage, we will perform
such a gold standard based evaluation. Moreover, the approach of the concept
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expansion must be evaluated. For this purpose, first we have to solve the issue
how to decide if an expanded concept for requirement refinement should be
suggested or not, especially when the results may be more confusing than helpful
for the user.
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Abstract. Nowadays, opinions are a ubiquitous part of the Web and
sharing experiences has never been more popular. Information regarding
consumer opinions is valuable for consumers and producers alike, aiding
in their respective decision processes. Due to the size and heterogeneity
of this type of information, computer algorithms are employed to gain
the required insight. Current research, however, tends to forgo a rigorous
analysis of the used features, only going so far as to analyze complete
feature sets. In this paper we analyze which features are good predictors
for aspect-level sentiment using Information Gain and why this is the
case. We also present an extensive set of features and show that it is
possible to use only a small fraction of the features at just a minor cost
to accuracy.

Keywords: Sentiment analysis + Aspect-level sentiment analysis + Data
mining - Feature analysis - Feature selection - Information gain

1 Introduction

Nowadays, opinions are a ubiquitous part of the Web and sharing experiences
has never been more popular [4]. Information regarding consumer opinions is
valuable for consumers and producers alike, aiding in their respective decision
processes. Due to the size and heterogeneity of this type of information, computer
algorithms are employed to gain insight into the sentiment expressed by con-
sumers and on what particular aspects that sentiment is expressed, and research
into this type of algorithms has enjoyed increasingly high popularity over the
last decade [8].

Research has led to a number of different approaches to aspect-level senti-
ment analysis [13], that can be divided into three categories. The first group
consists of methods that predominantly use a sentiment dictionary (e.g., [6]).
Sentiment values are then assigned to certain words or phrases that appear in
the dictionary and using a few simple rules (e.g., for negation and aggregation),
the sentiment values are combined into one score for each aspect. The second
type is categorized by the use of supervised machine learning methods (e.g., [3]).
Using a significant amount of annotated data, where the sentiment is given for
© Springer International Publishing Switzerland 2016
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each aspect, a classifier can be trained that can predict the sentiment value for
yet unseen aspects. Last, some methods based on unsupervised machine learn-
ing are also available, but these usually combine aspect detection and sentiment
classification into one algorithm (e.g., [14]).

Supervised learning has the advantage of high performance, and given the
fact that sentiment is usually annotated as a few distinct classes (i.e., positive,
neutral, and negative), traditional statistical classifiers work remarkably well.
Unfortunately, most of these methods are somewhat of a black box: once provided
with enough input, the method will do its task and will classify aspect sentiment
with relatively good accuracy. However, the inner workings are often unknown,
and because of that, it is also not known how the various input features relate to
the task. Since most classifiers can deal with large dimensionality on the input,
one tends to just give all possible features and let the classifier decide which
ones to use. While this is perfectly fine when aiming for performance, it does not
give much insight into which particular features are good predictors for aspect
sentiment. Knowing which features are relevant is important for achieving insight
into the performed task, but it also allows to speed up the training process by
only employing the relevant features with possibly only a minor decrease in
performance.

This focus on performance instead of explanation is most typically found
in benchmark venues, such as the Semantic Evaluation workshops [12]. Here,
participants get annotated training data and are asked to let their algorithm
provide the annotations for a non-annotated data set. The provided annotations
are then centrally evaluated and a ranking is given, showing how each of the
participating systems fared against each other. Scientifically speaking, this has
the big benefit of comparability, since all of the participants use the same data
and evaluation is done centrally, as well as reproducibility, since the papers
published in the workshop proceedings tend to focus on how the system was
built. The one thing missing, however, is an explanation of why certain features
or algorithms perform so great or that bad, since there usually is not enough
space in the allowed system descriptions to include this.

Hence, this paper aims to provide insight into which features are useful, using
a feature selection method based on Information Gain [11], which is one of the
most popular feature filtering approaches. Compared to wrapper approaches,
such as Forward Feature Selection, it does not depend on the used classification
algorithm. Using Information Gain, we can compute a score for each individual
feature that represents how well that feature divides the aspects between the
various sentiment classes. Thus, we can move beyond the shallow analysis done
per feature set, and provide deeper insight, on the individual feature level.

The remainder of this paper is organized as follows. First, the problem of
aspect-level sentiment analysis is explained in more detail in Sect. 2, followed
by Sect. 3, in which the framework that is responsible for the natural language
processing is described, together with the methods for training the classifier and
computing the Information Gain score. Then, in Sect. 4, the main feature analysis
is performed, after which Sect.5 closes with a conclusion and some suggestions
for future work.
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2 Problem Description

Sentiment analysis can be performed on different levels of granularity. For
instance, a sentiment value can be assigned to a complete review, much like
the star ratings that are used on websites like Amazon. However, to get a more
in-depth analysis of the entity that is being reviewed, whether in a traditional
review or in a short statement on social media, it is important to know on which
aspect of the entity a statement is being made. Since entities, like products or
services, have many facets and characteristics, ideally one would want to assign
a sentiment value to a single aspect instead of to the whole package. This chal-
lenge is known as aspect-level sentiment analysis [13], or aspect-based sentiment
analysis [12], and this is the field this research is focused on.

More precisely, we use a data set where each review is already split into
sentences and for each sentence it is known what the aspects are. Finding the
aspects is a task that is outside the scope of this paper. Given that these aspects
are known, one would want to assign the right sentiment value to each of these
aspects. Most of the annotated aspects are explicit, meaning that they are lit-
erally mentioned in the text. As such, it is known which words in the sentence
represent this aspect. Some aspects, however, are implicit, which means that
they are only implied by the context of the sentence or the review as a whole.
For these aspects, there are no words that directly represent the aspect, even
though there will be words or expressions that point to a certain aspect. Both
explicit and implicit aspects are assigned to an aspect category which comes
from a predefined list of possible aspect categories.

For explicit aspects, since we know the exact words in the sentence that rep-
resent this aspect, we can use a context of n words before and after each aspect
from which to derive the features. This allows for contrasting aspects within the
same sentence. For implicit aspects, this is not possible and hence we extract
the features from the whole sentence. Note that each aspect will have a set of
extracted features, since it is the sentiment value of each aspect that is the object

<sentence id="1032695:1">
<text>Everything is always cooked to perfection, the
service is excellent, the decor cool and understated.</
text>
<Opinions>
<Opinion target="NULL" category="FOOD#QUALITY" polarity="
" from="0" to="0"/>
<Opinion target="service" category="SERVICE#GENERAL"

polarity="" from="47" to="54"/>
<Opinion target="decor" category="AMBIENCE#GENERAL"
polarity="" from="73" to="78"/>

</0Opinions>
</sentence>

Fig. 1. A snippet from the used dataset showing an annotated sentence from a restau-
rant review.
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of classification. An example from the used data set showing both explicit and
implicit aspects (i.e., target="NULL" for implicit features) is shown in Fig. 1.

3 Framework

In this section we present the steps of our framework. First, all textual data is
preprocessed, which is an essential task for sentiment analysis [5], by feeding it
through a natural language pipeline based on Stanford’s CoreNLP package [10].
This extracts information like the lemma, Part-of-Speech (PoS) tag, and gram-
matical relations for words in the text. Furthermore, we employ a spell checker
called JLanguageTool! to correct obvious misspellings and a simple word sense
disambiguation algorithm based on Lesk [7] to link words to their meaning, rep-
resented by WordNet synsets. Stop words are not removed since some of these
words actually carry sentiment (e.g., emoticons are a famous example), and the
feature selection will filter out features that are not useful anyway, regardless of
whether they are stopwords or not.

The next step is to prepare all the features that will be used by an SVM [2],
the employed classifier in this work. For example, if we want to use the lemma
of each word as a feature, each unique lemma in the dataset will be collected
and assigned a unique feature number, so when this feature is present in the
text when training or testing, it can be denoted using that feature number. Note
that, unless otherwise mentioned, all features are binary, denoting the presence
or absence of that particular feature. For the feature analysis, the following types
of features are considered:

— Word-based features:

e Lemma: the dictionary form of a word;

e Negation: whether or not one or more negation terms from the General
Inquirer Lexicon? are present;

e The number of positive words and the number of negative words in the con-
text are also considered as features, again using the General Inquirer Lexicon;

— Synset-based features:

e Synset: the WordNet synset associated with this word, representing its
meaning in the current context;

e Related synsets: synsets that are related in WordNet to one of the synsets
in the context (e.g., hypernyms that generalize the synsets in the context);

— Grammar-based features:

e Lemma-grammar: a binary grammatical relation between words represented
by their lemma (e.g., “keep-nsubj-we”);

e Synset-grammar: a binary grammatical relation between words represented
by their synsets which is only available in certain cases, since not every
word has a synset (e.g., “ok#JJ#1-cop-be#VB#1");

e PoS-grammar: a binary grammatical relation between words represented by
PoS tags (e.g., “VB-nsubj-PRP”), generalizing the lemma-grammar case
with respect to Part-of-Speech;

1 wiki.languagetool.org/java-api.
2 http://www.wjh.harvard.edu/~inquirer.
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e Polarity-grammar: a binary grammatical relation between synsets repre-
sented by polarity labels (e.g., “neutral-nsubj-neutral”). The polarity class
is retrieved from SentiWordNet [1], with the neutral class being the default
when no entry was found in SentiWordNet;

— Aspect features:

e Aspect Category: the category label assigned to each aspect is encoded as

a set of binary features (e.g., “FOOD#QUALITY”).

Note that with grammar-based features, we experiment with various sorts of
triples, where two features are connected by means of a grammatical relation.
This kind of feature is not well studied in literature, since n-grams are usually
preferred by virtue of their simplicity. Apart from the effect of Information Gain,
the benefit of using this kind of feature will be highlighted in the evaluation
section.

With all the features known, the Information Gain score can be computed for
each individual feature. This is done using only the training data. Information
Gain is a statistical property that measures how well a given feature separates
the training examples according to their target classification [11]. Information
Gain is defined based on the measure entropy. The entropy measure characterizes
the (im)purity of a collection of examples. Entropy is defined as:

Entropy(S) = — ZP(Z\S) log, p(i]S)

with S a set of all aspects and p(i]S) the fraction of the aspects in S belonging
to class ¢. These classes are either positive, negative, or neutral. The entropy
typically changes when we partition the training instances into smaller subsets,
i.e., when analyzing the entropy value per feature. Information Gain represents
the expected reduction in entropy caused by partitioning the samples according
to the feature in question. The Information Gain of a feature ¢ relative to a
collection of aspects S, is defined as:

Information Gain(S,t) = Entropy(S) — Z |?|Entr0py(51,)
t

veValues(t)

where Values(t) is the set of all possible values for feature ¢. These values again
are either positive, negative, or neutral. S, is the subset of S with aspects of
class v related to feature ¢. Sy is the set of all aspects belonging to feature ¢. | - |
denotes the cardinality of a set.

In this paper, we will analyze the optimal number of features with Informa-
tion Gain, one of the most popular measures used in conjunction with a filtering
approach for feature selection. This is executed as follows. First, the Informa-
tion Gain is computed for each feature. Next, the IG scores of all the features
are sorted from high to low and the top k% features are used in the SVM.
This percentage k can either be determined using validation data or it can be
manually set.
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Afterwards, the training data is used to train the SVM. The validation data
is used to optimize for a number of parameters: the cost parameter C' for the
SVM, the context size n that determines how many words around an explicit
aspect are used to extract features from, and the value for k that determines
percentage-wise how many of the features are selected for use with the SVM.

After training, new, previously unseen data can be classified and the perfor-
mance of the algorithm is computed. By employing ten-fold cross-validation, we
test both the robustness of the proposed solution and ensure that the test data
and training data have similar characteristics.

4 Evaluation

Evaluation is done on the official training data of the SemEval-2016 Aspect-
Based Sentiment Analysis task®. We have chosen to only use the data set with
restaurant reviews in this evaluation because it provides target information,
annotating explicit aspects with the exact literal expression in the sentence that
represents this aspect. An additional data set containing laptop reviews is also
available, but it provides only category information and does not give the target
expression. The used data set contains 350 reviews that describe the experi-
ences people had when visiting a certain restaurant. There were no restrictions
on what to write and no specific format or template was required. In Table 1
the distribution of sentiment classes over aspects is given and in Table 2, the
proportion of explicit and implicit aspects in this dataset are shown (cf. Sect. 2).

To arrive at stable results for our analysis, we run our experiments using 10-
fold cross-validation where the data set is divided in ten random parts of equal
size. In this setup, seven parts are used for training the SVM, two parts are used

Table 1. The sentiment distribution over aspects in the used data set

Sentiment | Nr. of aspects | % of aspects
positive | 1652 66.1%
neutral 98 3.9%
negative 749 30.0%

total 2499 100 %

Table 2. The distribution of explicit and implicit aspects in the used data set

Type Nr. of aspects | % of aspects
explicit | 1879 75.2%
implicit | 620 24.8 %
total 2499 100 %

3 http://alt.qcri.org/semeval2016 /task5 /.
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Fig. 2. The Information Gain for all features with a non-zero score, in descending order
of Information Gain.

as a validation set to optimize certain parameters (i.e., the C' parameter of the
SVM, k, the exact percentage of features to be kept, and n, encoding how many
words around an aspect should be used to extract features from), and the last
part is used for testing. This procedure is repeated ten times, in such a way that
the part for testing is different each round. This ensures that each part of the
data set has been used for testing exactly once and so a complete evaluation
result over the whole data set can be obtained.

From one of the folds, we extracted the list of features and their computed
Information Gain. As shown in Fig. 2, the distribution of Information Gain scores
over features is highly skewed. Only about 8.6 % of the features actually receives
a NoN-Zero score.

Grouping the features per feature type, we can compute the average Infor-
mation Gain for all features of a certain type. This plot, shown in Fig. 3, shows
how important, on average, each of the feature types is. Given the fact that the
y-axis is logarithmic, the differences between importance are large. Traditional
feature types like ‘Negation present’ and ‘Category’ are still crucial to having a
good performance, but the new feature type ‘Polarity-grammar’ also shows good
performance. The new ‘Related-synsets’ and ‘POS-grammar’ category are in the
same league as the traditional ‘Lemma’ category, having an average Information
Gain. Feature types that are less useful are ‘Lemma-grammar’ and ‘Synset-
grammar’, which are very fine-grained and are thus less likely to generalize well
from training to test data.

In Fig.4, the average in-sample accuracy, as well as the accuracy on the
validation and test data are presented for a number of values for k, where k means
that the top k percent ranked features were used to train and run the SVM. It
shows that when using just the top 1% of the features, an accuracy of 72.4 %
can be obtained, which is only 2.9 % less than the performance obtained when
using all features. This point corresponds to a maximum in the performance on
the validation data. Other parameters that are optimized using validation data
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Fig. 3. The average Information Gain for each feature type.
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Fig. 4. The average accuracy on training, validation, and test set for each of the subsets
of features. (Color figure online)

are C, which is on average set to 1, and n, which is on average set to 4. Note
that since all parameters that are optimized with validation data are optimized
per fold, their exact value differs per fold and thus an average is given. The
picture is split into five different levels of granularity on the x-axis, providing
more details for lower values of k. In the first split, the method start at the
baseline performance, since at such a low value of k, no features are selected at
all. Then, in the second block, one can see that, because these are all features with
high Information Gain, the performance on the test data closely tracks the in-
sample performance on the training data. However, in the third split, some minor
overfitting starts to occur. The best features have already been used, so lesser
features make their way into the SVM, and while in-sample performance goes
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Fig. 5. The average Information Gain score for each of the subsets of added features.

up, out-of-sample performance does not grow as fast. This effect is illustrated
even stronger in the fourth block, where performance on the training data goes
up spectacularly, while performance on the test data actually goes down. The
features that are added here all have a very low Information Gain.

The last block is slightly different because for almost all of these features,
roughly 90 % of the total number, the Information Gain is zero. However, as
is made evident by the upward slope of the out-of-sample performance, these
features are not necessarily useless and the SVM is able to use them to boost
performance with a few percent. This is possible due to the fact that, while
Information Gain is computed for each feature in isolation, the SVM takes inter-
action effects between features into account. Hence, while these features may
not be useful on their own, given the features already available to the SVM,
they can still be of use. This interaction effect accounts for the 2.9 % penalty to
performance increase when using feature selection based on Information Gain.

The diminishing Information Gain is also clearly illustrated in Fig. 5. It fol-
lows roughly the same setup in levels of detail as Fig.4, with this exception
that the first split is combined into the first bar, since not enough features were
selected in the first split to create a meaningful set of bars. Furthermore, while
Fig. 4 has a cumulative x-axis, this figure does not, showing the average Informa-
tion Gain of features that are added in each range (instead of all features added
up to that point). Given that the lowest 90 % of the features has an Information
Gain of zero, there are no visible bars in the last split.

For each of the feature selections, we can also look at how well each type of
feature is represented in that subset. Hence, we plot the percentage of features
selected belonging to each of the feature types in Fig. 6. Features whose propor-
tion decrease when adding more features are generally more important according
to the Information Gain ranking, while features whose proportion increases when
adding more features are generally less important since they generally have a
lower Information Gain. This corresponds to the feature types with high bars in
Fig. 3. It is interesting to see that ‘Negation’ and ‘Category’ are small but strong
feature sets, and that ‘Related-synsets’, while not having many strong features,
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Fig. 6. Proportion of each feature type for each of the cumulative subsets of features.
(Color figure online)

has many features that get a non-zero Information Gain, making it still a useful
category of features.

Analyzing the top ranked features per feature type in Table 3, some of the
features are easily recognized as being helpful to detect sentiment. For instance,
the lemma ‘not’, as well as its corresponding synset in WordNet are good indi-
cators of negative sentiment. Other features, like the ‘SERVICE#GENERAL’
category feature are not so self-evident. These more generic features, while not
directly pointing to a certain sentiment value, are still useful by virtue of their
statistics. Again looking at the ‘SERVICE#GENERAL’ category, we check the
dataset and see that about 56 % of all aspects with this category have a negative
sentiment, whereas overall, only 30 % of the aspects are negative. This is such a
sharp deviation from the norm, that having this category label is a strong sign
for an aspect to be negative. It seems that in the used data set, people tend to
be dissatisfied with the provided service.

Sometimes features that appear in different categories might still represent
(almost) the same information. For instance, the two top ‘Lemma-grammar’
features are basically the same as the two top ‘Synset-grammar’ features, corre-
sponding to a phrase like “some aspect is ok” or “some aspect is good”. Another
example of this is the lemma ‘ok’ and its corresponding synset ‘ok#JJ#1 .

An interesting type of features is the ‘Related-synsets’ category. In Table 3,
we seen that any synset that is similar to concepts like ‘big’, ‘alarming’, and
‘satisfactory’ are good predictors of sentiment, and this corresponds well with
our intuition. Sometimes, a high ranked feature can give insight into how con-
sumers write their reviews. A good example is the ‘CD-dep-$’ feature in the
‘POS-grammar’ category, which denotes a concrete price, such as “$100”, and is
predominantly used in conjunction with a negative sentiment. Apparently, when
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Table 3. Top 3 features for each feature type with their Information Gain based rank.

Category Synsets Polarity-grammar

1 SERVICE#GENERAL 3 | not#RB#1 6 | neutral-amod-positive

40 |FOOD#QUALITY 27 | ok#JJ#1 7 | neutral-amod-neutral

42 | RESTAURANT#PRICES 37 | good#JJ#1 11 | neutral-neg-negative
Related-synsets POS-grammar Lemma-grammar
Similar To big#JJ#1 9 |NN-amod-JJ |28 | ok-cop-be
Similar To alarming#JJ#1 25 | JJ-cop-VBZ 35 | good-cop-be

10 | Similar To satisfactory#JJ#1 | 34 | CD-dep-$ 374 | good-punct-
Synset-grammar Lemma Negation present

29 | ok#JJ#1-cop-be#VB#1 5 |not 4 | Negation present

45 | good#JJ#1-cop-be#VB+#1 22 | do

705 | average#JJ#1-cop-be#VB#1 | 26 | ok

people are upset about the price of a restaurant, they feel the need to prove their
point by mentioning the exact price.

Last, the ‘Polarity-grammar’ features also score well in terms of Information
Gain. The three top features in this category would match phrases such as “good
service”, “big portions”, and “not returning”, respectively. Even the ‘neutral-
amod-neutral’ is used in a positive context about 80 % of the time and is therefore
a good predictor of positive sentiment. The first and third feature are obvious
predictors for positive and negative sentiment, respectively.

In terms of computing time, if we define the training time when using all
features to be 100 %, we find that training with 1% of the features takes about
20 % of the original time, whereas employing only 0.1 % of the features requires
just over 1% of the original time.

5 Conclusion and Future Work

In this paper, filtering individual features using Information Gain is shown to
provide good results. With only the 1% best features in terms of Information
Gain, an accuracy is obtained that is only 2.9 % below the accuracy obtained
when using all features. Furthermore, training the SVM with 1% of the features
takes only 20 % of the time required to train it using all features. Apart from fea-
ture selection, we have shown the effectiveness of a number of relatively unknown
types of features, such as ‘Related-synsets’ and ‘Polarity-grammar’. For future
work, the set of features can be expanded even further to include a comparison
of grammar based features against n-gram based features. Also of interest is the
context of an aspect from which we compute the sentiment score. Currently, this
is determined using a simple word distance around the aspect words, but this
could be done in a more advanced way, for instance using grammatical relations
or even Rhetorical Structure Theory [9].
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Abstract. To enable knowledge access across languages, ontologies,
mostly represented only in English, need to be translated into different
languages. The main challenge in translating ontologies with machine
translation is to disambiguate an ontology label with respect to the
domain modelled by the ontology itself; however, a crucial requirement
is to have translations validated by experts before the ontologies are
deployed. Real-world applications have to implement a support system
addressing this task to help experts in validating automatically gener-
ated translations. In this paper, we present ESSOT, an Expert Support-
ing System for Ontology Translation. The peculiarity of this system is
to exploit the semantic information of the label’s context to improve
the quality of label translations. The system has been tested within the
Organic.Lingua project by translating the modelled ontology in three lan-
guages, whereby the results are compared with translations provided by
the Microsoft Translator API. The provided results demonstrate the via-
bility of our proposed approach.

1 Introduction

Nowadays, semantically structured data, i.e. ontologies or taxonomies, typically
have labels stored in English only. Although the increasing number of ontologies
offers an excellent opportunity to link this knowledge together, non-English users
may encounter difficulties when using the ontological knowledge represented in
English only [1]. Furthermore, applications in information retrieval or knowledge
management, using monolingual ontologies are limited to the language in which
the ontology labels are stored. Therefore, to make ontological knowledge accessi-
ble beyond language borders, these monolingual resources need to be enhanced
with multilingual information [2].

Since manual multilingual enhancement of domain-specific ontologies is very
time consuming and expensive, we engage a domain-aware statistical machine
translation (SMT) system, called OTTO, embedded within the ESSOT system to
automatically translate the ontology labels. As ontologies may change over time,
having in place an SMT system adaptable to an ontology can therefore be very ben-
eficial. Nevertheless, the quality of the SMT generated translations relies strongly
on the translation model learned from the information stored in parallel corpora.

© Springer International Publishing Switzerland 2016
E. Métais et al. (Eds.): NLDB 2016, LNCS 9612, pp. 60-73, 2016.
DOI: 10.1007/978-3-319-41754-7_6
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In most cases, the inference of translation candidates cannot always be learned
accurately when domain-specific vocabulary, like ontology labels, appears infre-
quent in a parallel corpus. Additionally, ambiguous labels built out of only a
few words do not express enough semantic information to guide the SMT sys-
tem in translating a label correctly in the targeted domain. This can be observed
in domain-independent systems, e.g. Microsoft Translator,! where an ambiguous
expression, like vessel stored in a medical ontology, is translated as Schiff? (en.
ship) in German, but not into the targeted medical domain as Gefa3.

In this paper, we present ESSOT with the domain-aware SMT system, called
OTTO, integrated into a collaborative knowledge management platform for sup-
porting language experts in the task of translating ontologies. The benefits of
such a platform are (i) the possibility of having an all-in-one solution, containing
both an environment for modelling ontologies which enables the collaboration
between different type of experts and (i) a pluggable domain-adaptable service
for supporting ontology translations. The proposed solution has been validated
in a real-world context, namely Organic.Lingua,? from quantitative and qualita-
tive points of view by demonstrating the effort decrease required by the language
experts for completing the translation of an entire ontology.

2 Related Work

In this section, we summarize approaches related to ontology translation and
present a brief review of the available ontology management tools with a partic-
ular emphasis on their capabilities in supporting language experts for translating
ontologies.

The task of ontology translation involves generating an appropriate trans-
lation for the lexical layer, i.e. labels stored in the ontology. Most of the pre-
vious related work focused on accessing existing multilingual lexical resources,
like EuroWordNet or IATE [3,4]. This work focused on the identification of
the lexical overlap between the ontology and the multilingual resources, which
guarantees a high precision but a low recall. Consequently, external translation
services like BabelFish, SDL FreeTranslation tool or Google Translate were used
to overcome this issue [5,6]. Additionally, [5,7] performed ontology label disam-
biguation, where the ontology structure is used to annotate the labels with their
semantic senses. Similarly, [8] show positive effect of different domain adaptation
techniques, i.e., using web resources as additional bilingual knowledge, re-scoring
translations with Explicit Semantic Analysis, language model adaptation) for
automatic ontology translation. Differently to the aforementioned approaches,
which rely on external knowledge or services, the machinery implemented in
ESSOT is supported by a domain-aware SMT system, which provides adequate
translations using the ontology hierarchy and the contextual information of labels
in domain-relevant background text data.

! http://www.bing.com/translator/.
2 Translation performed on 2.3.2016.
3 http://www.organic-lingua.eu.


http://www.bing.com/translator/
http://www.organic-lingua.eu

62 M. Arcan et al.

Concerning the multilingual ontology management tools, we identified three
that may be compared with the capabilities provided by MoKi: Neon [9],
VocBench [10], and Protégé [11].

The main features of the The NeOn toolkit* include the management and the
evolution of ontologies in an open, networked environment; the support for col-
laborative development of networked ontologies; the possibility of using contexts
for developing, sharing, adapting and maintaining networked ontologies and an
improved human-ontology interaction (i.e. making it easier for users with differ-
ent levels of expertise and experience to browse and make sense of ontologies).

VocBench® is a web-based, multilingual, editing and workflow tool that man-
ages thesauri, authority lists and glossaries using SKOS-XL. Designed to meet
the needs of semantic web and linked data environments, VocBench provides
tools and functionalities that facilitate both collaborative editing and multilin-
gual terminology. It also includes administration and group management features
that permit flexible roles for maintenance, validation and publication.

Protégé® is a free, open source visual ontology editor and knowledge-base
framework. The Protégé platform supports two main ways of modelling ontolo-
gies via the Protégé-Frames and Protégé-OWL editors. Protégé ontologies can be
exported into a variety of formats including RDF(S), OWL, and XML Schema.

While the first two, Neon and VocBench, are the ones more oriented for sup-
porting the management of multilinguality in ontologies by including dedicated
mechanisms for modelling the multilingual fashion of each concept; the support
for multilinguality provided by Protégé is restricted to the sole description of the
labels. However, differently from MoKi, none of them implements the capability
of connecting the tool to an external machine translation system for suggesting
translations automatically.

3 The Organic.Lingua Project

Organic.Lingua is an EU-funded project that aims at providing automated mul-
tilingual services and tools facilitating the discovery, retrieval, exploitation and
extension of digital educational content related to Organic Agriculture and
AgroEcology. More concretely, the project aims at providing, on top of a web
portal, cross-lingual facility services enabling users to (i) find resources in lan-
guages different from the ones in which the query has been formulated and/or
the resource described (e.g., providing services for cross-lingual retrieval); (i)
manage meta-data information for resources in different languages (e.g., offer-
ing automated meta-data translation services); and (%ii) contribute to evolving
content (e.g., providing services supporting the users in content generation).
These objectives are reached in the Organic.Lingua project by means of two
components: on the one hand, a web portal offering software components and
linguistic resources able to provide multilingual services and, on the other hand,

* http://neon-toolkit.org/wiki/Main_Page.
5 http://vocbench.uniroma2.it/.
5 http://protege.stanford.edu/.
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a conceptual model (formalized in the “Organic.Lingua ontology”) used for man-
aging information associated with the resources provided to the final users and
shared with other components deployed on the Organic.Lingua platform. In a nut-
shell, the usage of the Organic.Lingua ontology is twofold: (i) resource annotation
(each time a content provider inserts a resource in the repository, the resource
is annotated with one or more concepts extracted from the ontology) and (ii)
resource retrieval (when web users perform queries on the system, the ontol-
ogy is used, by the back-end information retrieval system, to perform advanced
searches based on semantic techniques). Due to this intensive use of the ontology
in the entire Organic.Lingua portal, the accuracy of the linguistic layer, repre-
sented by the set of translated labels, is crucial for supporting the annotation
and retrieval functionalities.

4 Machine Translation for Ontology Translation

Due to the shortness of ontology labels, there is a lack of contextual informa-
tion, which can otherwise help disambiguating expressions. Therefore, our goal
is to translate the identified ontology labels within the textual context of the
targeted domain, rather than in isolation. To identify the most domain-specific
source sentences containing the label to be translated we engage the OnTol-
ogy TranslatiOn System, called OTTO7 [12]. With this approach, we aim to
retain relevant sentences, where the English label vessel belongs to the medical
domain, but not to the technical domain, which would cause a wrong, out-of-
domain translation. This process reduces the semantic noise in the translation
process, since we try to avoid contextual information that does not belong to
the domain of the targeted ontology.

Statistical Machine Translation. Our approach is based on statistical
machine translation, where we wish to find the best translation e, of a string
f, given by a log-linear model combining a set of features. The translation that
maximizes the score of the log-linear model is obtained by searching all possible
translations candidates. The decoder, which is essentially a search procedure,
provides the most probable translation based on a statistical translation model
learned from the training data.

For a broader domain coverage of an SMT system, we merged several parallel
corpora necessary to train an SMT system, e.g. JRC-Acquis [13], Europarl [14],
DGT (translation memories generated by the Directorate-General for Trans-
lation) [15], MultiUN corpus [16] and TED talks [17] among others, into one
parallel dataset. For the translation approach, the OTTO System engages the
widely used Moses toolkit [18]. Word alignments were built with GIZA++ [19]
and a 5-gram language model was built with KenLM [20].

Relevant Sentence Selection. In order to translate an ontology label in the
closest domain-specific contextual environment, we identify within the concate-
nated corpus only those source sentences, which are most relevant to the labels

" http:/ /serverl.nlp.insight-centre.org/otto/.
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to be translated. Nevertheless, due to the specificity of the ontology labels, just
an n-gram overlap approach is not sufficient to select all the useful sentences.
For this reason, we follow the idea of [21], where the authors extend the semantic
information of ontology labels using Word2Vec [22] for computing distributed
representations of words. The technique is based on a neural network that analy-
ses the textual data provided as input and outputs a list of semantically related
words. Each input string, in our experiment ontology labels or source sentences,
is vectorized using the surrounding context and compared to other vectorized
sets of words in a multi-dimensional vector space. Word relatedness is measured
through the cosine similarity between two word vectors.

The usage of the ontology hierarchy allows us to further improve the dis-
ambiguation of short labels, i.e., the related words of a label are concatenated
with the related words of its direct parent. Given a label and a source sentence
from the concatenated corpus, related words and their weights are extracted
from both of them, and used as entries of the vectors to calculate the cosine
similarity. Finally, the most similar source sentence and the label should share
the largest number of related words.

OTTO Service in Action. The OTTO service® works as a pipeline of tasks.
When a user invokes the translation service, all labels contained in the ontology
context (where as “context” we mean the set of concepts that are connected
directly or with a maximum distance of N arcs with the concept that has to be
translated) are extracted from the ontology and stored in the message that is sent
to the OTTO service (left part in Fig. 1). When the service receives the transla-
tion request, the service looks into the model for the best candidate translations
by considering the contextual information accompanying the ontology label to
translate. A ranked list based on log probabilities of candidate translations within
the JSON output format (Fig. 1) is generated from the OTTO service and sent
back to the user that will select, among the proposed translations, the one to
save in the ontology.

{ {
"label2translate":"vessels", "possible_translations":{
"concept_context": [ "blutgefdben":-15.8438,
"blood", "gefdben":-2.4100,
"medical", "halsgefdBe":-2.6682
"disease", },
"biomedical", "time":"24 wallclock secs",
1, "source_label":"vessels",
"translate2":"de" "best":"gefdBen"
} }

Fig. 1. JSON representations provided to and from the OTTO system.

8 For more information how to invoke the service, see also: http://serverl.nlp.
insight-centre.org/otto/rest_service.html.
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5 Supporting the Ontology Translation Activity
with MoKi

The translation component described in the previous section has been integrated
in a collaborative knowledge management tool called MoKi °[23]. It is a collabora-
tive MediaWiki-based'® tool for modelling ontological and procedural knowledge
in an integrated manner!! and is grounded on three main pillars:

— each basic entity of the ontology (i.e., concepts, object and datatype proper-
ties, and individuals) is associated with a wiki page;

— each wiki page describes an entity by means of both unstructured (e.g., free
text, images) and structured (e.g. OWL axioms) content;

— multi-mode access to the page content is provided to support easy usage by
users with different skills and competencies.

In order to meet the needs of the specific ontology translation task within the
Organic.Lingua project, MoKi has been customized with additional facilities: (%)
connection with the OTTO service that is in charge of providing the translations
of labels and descriptions associated with the ontology entities; and (i) user-
friendly collaborative features specifically targeting linguistic issues. Translating
domain-specific ontologies, in fact, demands that experts discuss and reach an
agreement not only with respect to modelling choices, but also to (automated)
ontology label translations.

Below, we present the list of the implemented facilities specifically designed
for supporting the management of the multilingual layer of the Organic.Lingua
ontology.'?

Domain and Language Ezxperts View. The semi-structured access mode,
dedicated to the Domain and Language Experts, has been equipped with func-
tionalities that permits revisions of the linguistic layer. This set of functionalities
permits to revise the translation of names and descriptions of each entity (con-
cepts, individuals, and properties).

For browsing and editing of the translations, a quick view box has been
inserted into the mask (as shown in Fig.2); in this way, language experts are
able to navigate through the available translations and, eventually, invoke the
translation service for retrieving a suggestion or, alternatively, to edit the trans-
lation by themselves (Fig. 3).

Approval and Discussion Facilities. Given the complexity of translating
domain specific ontologies, translations often need to be checked and agreed
upon by a community of experts. This is especially true when ontologies are

9 http://moki.fbk.eu.
19 Wikimedia Foundation/Mediawiki: http://www.mediawiki.org.

1 Though MoKi allows to model both ontological and procedural knowledge, here we
will limit our description only to the features for building multilingual ontologies.
12°A read-only version, but with all functionalities available, of the MoKi instance
described in this paper is available at https://dkmtools.fbk.eu/moki/3_5/essot/.
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r— Multilingual component

Select language: English -

Translation in the language: English
Concept name agricultural method

Practices used to enhance crop and livestock health and prevent weed, pest or disease

Concept description problems without the use of chemical substances.

Suggesttranslation

Fig. 2. Multilingual box for facilitating the entity translation

L1 Entity translation

Entity name: agricultural method
Translation:  agricultural method

Suggesttranslation

Vi
Entity Practices used to enhance crop and livestock health and prevent weed, pest or disease problems
description:  without the use of chemical substances.

Practices used to enhance crop and livestock health and prevent weed, pest or
disease problems without the use of chemical substances.
1| Translation:

Fig. 3. Quick translation box for editing entities translations

used to represent terminological standards which need to be carefully discussed
and evaluated. To support this collaborative activity we foresee the usage of the
wiki-style features of MoKi, expanded with the possibility of assigning specific
translations of ontology labels to specific experts who need to monitor, check,
and approve the suggested translations. This customization promotes the man-
agement of the changes carried out on the ontology (in both layers) by providing
the facilities necessary to manage the life-cycle of each change.

These facilities may be split in two different sets of features. The first group
may be considered as a monitor of the activities performed on each entity page.
When changes are committed, approval requests are created. They contain the
identification of the expert in charge of approving the change, the date on which
the change has been performed, and a natural language description of the change.
Moreover, a mechanism for managing the approvals and for maintaining the
history of all approval requests for each entity is provided. Instead, the second
set contains the facilities for managing the discussions associated with each entity
page. A user interface for creating the discussions has been implemented together
with a notification procedure that alerts users when new topics/replies, related
to the discussions that they are following, have been posted.
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List all Concepts

Number of concepts in the Domain Model: 62

Select language: English v Select language: Italiano v
Concept Description Concep.l Description translations
translation
Activity A type of action performed by an agent in attivita 4
general sense.
agricultural Practices used to enhance crop and livestock  agrario le pratiche vegetali e animali usati per )
method health and prevent weed, pest or disease metodo promuovere la salute e la prevenzione delle
problems without the use of chemical malattie, parassiti e infestanti problemi senza |
substances. " uso di sostanze chimiche.
european Agricultural techniques used in Europe metodo le tecniche agricole utilizzate in europa )
agricultural agricolo
method europeo
animal origin ~ Any product of animal origin canned, cooked,  animale e
processed frozen, conc d, pickled or oth g
product prepared to assure its preservation in transport, processed

distribution and storage, but does not include  prodotto
the final cooking or preparation of a food

product for use as a meal or part of a meal

such as may be done by restaurants, catering

or similar list where

Fig. 4. View for comparing entities translations

“Quick” Translation Feature. For facilitating the work of language experts,
we have implemented the possibility of comparing side-by-side two lists of trans-
lations. This way, the language expert in charge of revising the translations,
avoiding to navigate among the entity pages, is able to speed-up the revision
process.

Figure 4 shows such a view, by presenting the list of English concepts with
their translations into Italian. At the right of each element of the table, a link is
placed allowing to invoke a quick translation box (as shown in Fig. 3) that gives
the opportunity to quickly modify information without opening the entity page.
Finally, in the last column, a flag is placed indicating that changes have been
performed on that concept, and a revision/approval is requested.

Interface and Ontology Multilingual Facilities. In order to complete
the set of features available for managing the multilingual aspects of the
Organic.Lingua project, MoKi has been equipped with two further components
that permit to switch between the languages available for the tool interface: to
add a new language to the ontology and to select the language used for showing
the ontology in different views.

Through these facilities, it is also possible to add a new language to the
MoKi interface and to manage the translation of its labels. This module has
been implemented on top of the multilingual features of MediaWiki.

Concerning the ontology, when new labels are added to the ontology, the
OTTO service described in Sect.4 is invoked for retrieving the translations
related to its labels and descriptions. Finally, the Ontology Export functional-
ity has been revisited by adding the possibility to choose the export languages,
among the available ones.
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6 Evaluation

Our goal is to evaluate the usage and the usefulness of the MoKi tools and of
the underlying service for suggesting domain-adapted translations.
In detail, we are interested in answering two main research questions:

RQ1. Does the proposed system provide an effective support, in terms of
the quality of suggested translations, to the management of multilingual
ontologies?

RQ2. Do the MoKi functionalities provide an effective support to the collabo-
rative management of a multilingual ontology?

In order to answer these questions, we performed two types of analysis:

1. Quantitative: we collected objective measures concerning the effectiveness of
the translations suggested by the embedded machine translation service. This
information allows to have an estimation of the effort needed for adapting all
translations by the language experts.

2. Qualitative: we collected subjective judgements from the language experts
involved in the evaluation of the tool on general usability of the components
and to provide feedback for future improvements.

Six language experts have been involved in the evaluation of the proposed
platform for translating the Organic.Lingua ontology in three different languages:
German, Spanish, and Italian. Most of the experts had no previous knowledge
of the tool, hence an initial phase of training was necessary.

After the initial training, experts were asked to translate the ontology in the
three languages mentioned above. Experts used MoKi facilities for completing
the translation task and, at the end, they provided feedback about tool support
for accomplishing the task. A summary of these findings and lessons learned are
presented in Sect. 6.2.

6.1 Quantitative Evaluation Results

The automatic evaluation on label translations provided by OTTO is based on
the correspondence between the SMT output of OTTO and reference trans-
lations (gold standard), provided by domain and language experts. For the
automatic evaluation we used the BLEU [24], METEOR [25] and TER [26]
algorithms.

BLEU is calculated for individual translated segments (n-grams) by com-
paring them with reference translations. Those scores, between 0 and 1 (perfect
translation), are then averaged over the whole evaluation dataset to reach an
estimate the automatically generated translation’s overall quality. METEOR  is
based on the harmonic mean of precision and recall, whereby recall is weighted
higher than precision. Along with standard exact word (or phrase) matching it
has additional features, i.e. stemming, paraphrasing and synonymy matching.
Differently to BLEU, the metric produces good correlation with human judge-
ment at the sentence or segment level. TER is an error metric (lowers scores
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Table 1. Automatic translation evaluation of the Organic.Lingua ontology by the
Microsoft Translator API and OTTO System (bold results = best performance)

English — German English — Italian English — Spanish
System BLEU|METEOR |TER BLEU METEOR|TER |BLEU| METEOR|TER
Microsoft 0.037 |0.196 0.951/0.135 | 0.286 0.871 |0.210 |0.369 0.733
OTTO 0.074 | 0.310 0.991 |0.130 |0.342 0.7880.257 | 0.444 0.667
Microsoft n-best |0.076 | 0.279 0.872/0.145 |0.328 0.829 |0.274 |0.402 0.657
OTTO n-best 0.074 |0.310 1.00 |0.150 |0.408 0.719/0.333 |0.523 0.566

are better) for machine translation measuring the number of edits required to
change a system output into one of the references.

We evaluate the automatically generated translations into German, Italian
and Spanish provided by OTTO and the Microsoft Translator API. Since ref-
erence translations are needed to evaluate automatically generated translations,
we use the translated labels provided by the domain experts. The Organic.Lingua
ontology provides 274 German, 354 Italian and 355 Spanish existing translations
out of 404 English labels. As seen in Table 1, with the help of contextual informa-
tion OTTO significantly outperforms (p-value < 0.05) Microsoft Translator API
when translating English labels into German (51.3 % averaged improvement over
all metrics) or Spanish (51.7 %) and produces comparable results when translat-
ing into Italian (10.5%).

Since both translation systems can provide additional, less probable transla-
tions of an English label, we identify with METEOR the best translation (due the
gold standard) out of a set of possible translations. In this setting, the Microsoft
Translator API provided on average 1.2 translations per label for German and
Italian, and 1.6 for the Spanish, respectively. The OTTO system provided 9.5,
10.4 and 8.9 possible translations for German, Italian and Spanish. This addi-
tional information, seen as OTTO n-best and Microsoft n-best in the last part
in Table 1 allows us to provide better translation candidates of labels. Compared
to the first-best translation evaluation (upper part in Table1), the translation
quality improves for both systems. In the n-best scenario, OTTO demonstrates a
13.7% averaged improvement in terms of the evaluation metrics over Microsoft
and 14.4% over OTTO first-best scenario when translating into Italian. For
Spanish the improvements are 21.8 % and 20.8 %, respectively. Only for German
(—=2.1%; —4.9 %) Microsoft Translator performs better.

6.2 Qualitative Evaluation Results

To investigate the subjective perception of the six experts about the support
provided for translating ontologies, we analysed the subjective data collected
through a questionnaire. For each functionality described in Sect.5, we provide
the information how often each aspect has been raised by the language experts.

Language Ezxperts View
Pros: Easy to use for managing translations (3)
Usable interface for showing concept translations (2)
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Approval And Discussion
Pros: Pending approvals give a clear situation about concept status (4)
Cons: Discussion masks are not very useful (5)

Quick Translation Feature
Pros: Best facility for translating concepts (5)
Cons: Interface design improvable (2)

The results show, in general, a good perception of the implemented functionali-
ties, in particular concerning the procedure of translating a concept by exploiting
the quick translation feature. Indeed, 5 out of 6 experts reported advantages on
using this capability. Similar opinions have been collected about the language
expert view, where the users perceived such a facility as a usable reference for
having the big picture about the status of concept translations.

Controversial results are reported concerning the approach and discussion
facility. On the one hand, the experts perceived positively the solution of listing
approval requests on top of each concept page. On the other hand, we received
negative opinions by almost all experts (5 out of 6) about the usability of discus-
sion forms. This result shows us to focus future effort in improving this aspect
of the tool.

Finally, concerning the “quick” translation facility, 5 out of 6 experts judged
this facility as the most usable way for translating a concept. The main char-
acteristic that has been highlighted is the possibility of performing a “mass-
translation” activity without opening the page of each concept, with the positive
consequence of saving a lot of time.

6.3 Findings and Lessons Learned

The quantitative and qualitative results demonstrate the viability of the pro-
posed platform in real-world scenarios and, in particular, its effectiveness in the
proposed use case. Therefore, we can positively answer to both research ques-
tions, RQ1: the back-end component provides helpful suggestions for performing
the ontology translation task, and RQ2: the provided interfaces are usable and
useful for supporting the language experts in the translation activity. Besides
these, there were other insights, either positive and negative, that emerged dur-
ing the subjective evaluation that we conducted.

The main positive aspect highlighted by the experts was related to the easy
and quick way of translating a concept with respect to other available knowledge
management tools (see details in Sect. 2), which do not enable specific support
for translation. The suggestion-based service allowed effective suggestions and
reduced effort required for finalizing the translation of the ontology. However,
even if on one hand, the experts perceived such a service very helpful from the
point of view of domain experts (i.e. experts that are generally in charge of
modelling ontologies, but that might not have enough linguistic expertise for
translating label properly with respect to the domain), the facilities supporting
a direct interaction with language experts (i.e. discussion form) should be more
intuitive, for instance as the approval one.
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The criticism concerning the interface design was reported also about the quick
translation feature, where some of the experts commented that the comparative
view might be improved from the graphical point of view. In particular, they sug-
gested (i) to highlight translations that have to be revised, instead of using a flag,
and (ii) to publish only the concept label instead of putting also the full description
in order to avoid misalignments in the visualization of information.

Connected to the quick translation facility, experts judged it as the easiest
way for executing a first round of translations. Indeed, by using the provided
translation box, experts are able to translate concept information without nav-
igating to the concept page and by avoiding a reload of the concepts list after
the storing of each change carried out by the concept translation.

Finally, we can judge the proposed platform as a useful service for supporting
the ontology translation task, especially in a collaborative environment when
the multilingual ontology is created by two different types of experts: domain
experts and language experts. Future work in this direction will focus on the
usability aspects of the tool and on the improvement of the semantic model used
for suggesting translations in order to further reduce the effort of the language
experts. We plan also to extend the evaluation on other use cases.

7 Conclusions

This paper presents ESSOT, an Expert Supporting System for Ontology Trans-
lation implementing an automatic translation approach based on the enrichment
of the text to translate with semantically structured data, i.e. ontologies or tax-
onomies. The ESSOT system integrates the OTTO domain-adaptable semantic
translation service and the MoKi collaborative knowledge management tool for
supporting language experts in the ontology translation activity. The platform
has been concretely used in the context of the Organic.Lingua EU project by
demonstrating the effectiveness in the quality of the suggested translations and
in the usefulness from the language experts point of view.
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Abstract. The extraction and the disambiguation of knowledge guided
by textual resources on the web is a crucial process to advance the Web
of Linked Data. The goal of our work is to semantically enrich raw data
by linking the mentions of named entities in the text to the correspond-
ing known entities in knowledge bases. In our approach multiple aspects
are considered: the prior knowledge of an entity in Wikipedia (i.e. the
keyphraseness and commonness features that can be precomputed by
crawling the Wikipedia dump), a set of features extracted from the input
text and from the knowledge base, along with the correlation/relevancy
among the resources in Linked Data. More precisely, this work explores
the collective ranking approach formalized as a weighted graph model,
in which the mentions in the input text and the candidate entities from
knowledge bases are linked using the local compatibility and the global
relatedness measures. Experiments on the datasets of the Open Knowl-
edge Extraction (OKE) challenge with different configurations of our
approach in each phase of the linking pipeline reveal its optimum mode.
We investigate the notion of semantic relatedness between two entities
represented as sets of neighbours in Linked Open Data that relies on
an associative retrieval algorithm, with consideration of common neigh-
bourhood. This measure improves the performance of prior link-based
models and outperforms the explicit inter-link relevancy measure among
entities (mostly Wikipedia-centric). Thus, our approach is resilient to
non-existent or sparse links among related entities.

Keywords: Entity linking + Linked data - Collective entity ranking -
Semantic spreading

1 Introduction

The Web publishes information from many heterogeneous sources, and such data
can be extremely valuable for several domains and applications as, for instance,
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business intelligence. A large volume of information on the Web is made of
unstructured texts, and contains mentions of named entities (NE) such as people,
places and organizations. Names are often ambiguous and could refer to several
different named entities (i.e. homonymy) and, vice-versa, entities may have sev-
eral equivalent names (i.e. synonymy). On the other hand, the recent evolution of
publishing and connecting data over the Web under the name of “Linked Data”
provides a machine-readable and enriched representation of the world’s entities,
together with their semantic characteristics. This process results in the creation
of large knowledge bases (KB) from different communities, often interlinked to
each other as is the case of DBpedia, i.e. the structured version of Wikipedia,
Yago and FreeBase!. This characteristic of the Web of data empowers both the
humans and computer agents to discover more “things” by easily navigating
among the datasets, and can be profitably exploited in complex tasks such as
information retrieval, question answering, knowledge extraction and reasoning.
The NFE recognition and linking task, i.e. establishing the mapping between the
NE mentions in the text to their related resources in KB is of critical importance
to achieve this goal. Such mappings (i.e. links) can be used to provide semantic
annotations to human readers, as well as a machine-readable representation of
the pieces of knowledge in the text, exploitable to improve many Natural Lan-
guage Processing (NLP) applications. The preliminary step in the entity linking
task is identifying the textual boundaries of words, i.e. as a single-word or mul-
tiwords in a document such that the recognized boundary corresponds to an
individual entity (e.g., person, organization, location, event) in the real world.
The detection of entity mentions is currently referred as named entity recogni-
tion. Then, the main challenge of entity linking is to map each entity mention
found in the text to the corresponding entry in a given KB(e.g. DBpedia). More
precisely, the task can be described as follows: given a KB ‘KB’ (e.g., Wikipedia,
DBpedia) and an unstructured text document D in which a sequence of NE men-
tions M = {m1,ma,...,m;,...} appear in the text, the aim of entity linking is
to output a sequence of entity candidates ? ={ct, % ...,ct, ...}, where ¢! € KB
and corresponds to m; with a high confidence score. Here m; refers to a sequence
of tokens which is recognized by NER tools as a NE. If an entity mention m; in
text does not have its corresponding entity candidate ¢! in the KB, it is labeled
as “NIL” [16,31].

The state-of-the-art entity linking systems exploit various features extracted
from the input text and from the knowledge base. The most important feature
is the semantic relatedness among the candidate entities and the effectiveness of
this function is a key-point for the accuracy of entity linking system [3]. Most of
the entity linking algorithms focus on the extensive link structure of Wikipedia
and they consider the overlap of the incoming/outgoing links of entity articles
as a notion of their relatedness. However, this approach has a limitation for the
entities that do not have explicit links. In order to deal with this limitation, in
this paper we answer the following research questions:

! dbpedia.org; www.mpi-inf.mpg.de/yago/; www.freebase.com.
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— How can we configure an accurate entity linking pipeline?

— What is the best approach to deal with non-existent or sparse links among
related entities?

— How does the Linked Data-based relatedness measure impact on the perfor-
mance of the entity linking task?

Taking into account these questions, the main goals of this work are (i) to
investigate and compare several state-of-art approaches proposed in the litera-
ture at each phase of the entity linking pipeline; (i) to introduce and evaluate the
Linked Data-based relatedness measure among the entities that we are proposing
in our approach, and (4i) to compare the effectiveness of this measure against
other state-of-art components in entity discovering task. To address these issues,
we implemented different components for each step of the entity linking task
by employing the open source framework Dezxter [2]. We designed the inference
part as a collective ranking model by constructing the weighted graph among
the named entity mentions and their potential candidates. Finally, we evaluated
the performance of our approach against publicly available datasets, with TAC
(Text Analysis Conference) evaluation tools for the named entity linking task.
The rest of the paper is as follows: Sect. 2 presents the related work. Section 3
introduces our approach, whose features are detailed in Sect.4. In Sect. 5.1 the
dataset is described. Section 5 details the experiments and the obtained results.
Conclusions end the paper (Sect. 6).

2 Related Work

The entity linking task has been widely studied in the last decade ([6] among
many others), and generally consists of 3 steps. The first step is the mention
identification: the NLP field provides NE recognizers which are particularly effi-
cient for persons, organizations, and locations [13]. To avoid the specification
of types of mentions to be recognized, a spotting identification can consider n-
grams of words to be compared to entries of a resources (for instance Wikipedia).
The second step consists in candidate generation which have to be mapped with
entities in a KB. Mapping approaches such as exact string matching and partial
matching are often used based on string similarity with e.g. Dice score, skip
bi-gram score, Hamming distance, Levenshtein, the Jaro similarity. Compared
with exact matching, partial matching leads to higher recall, but more noise
appears in the candidate entity set. In [10] the authors used also the number of
Wikipedia pages linking to an entity’s page.

The last step consists in selecting the relevant URI among the candidates.
The candidate ranking process relies on the context information provided by a
set of features. According to [9] the features can be classified into three groups:
(i) Extracted from the prior knowledge (Keyphraseness, Commonness, Popu-
larity); (i1) Extracted from the text of the document/articles (Local features):
Mention-candidate context similarity: use similarity measure to compare the
context of the mention with the text associated with a candidate title (the text
in the corresponding page); (iii) Based on existing links (Global features [3]).
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In [3], the authors explored the various type of global features as a related-
ness measure among the candidate entities. They showed that the entity linking
algorithms benefit from maximizing the relatedness among the relevant entities
selected as candidates in ranking process, since this minimizes errors in disam-
biguating entity-linking. The key role of effective relatedness function in any
entity-linking algorithm encouraged us to adapt semantic spreading activation
to model another relevancy feature which incorporates multiple types of entity
knowledge from the knowledge base.

3 The Entity Linking Task

The task of entity discovery can be divided into a series of steps [9] (Fig.1):
(i) spotting or mention identification, i.e. detecting the anchors to link, (i) can-
didate generation and pruning, i.e. searching for candidate identifiers for each
anchor and filtering, (i7) candidate ranking, i.e. selecting the best candidate from
the results of the searching step. This section, provides a step by step description
of our approach. Afterward we explain the employed feature set.

Input text Dictionary Candidates Graph Model

c1
c

c2

c3

—— ] tinking

c1

c2

ez

]

- CL &

candidate

spotting b4
or Entity Generation [~~~

Identification Pruning

Fig. 1. Entity linking pipeline

3.1 Spotting or Mention Identification

A mention is a phrase used to refer to something in the world like NEs, object,
substance, event, philosophy, mental state, rule, etc. (e.g., Stanford University,
Berlin, MBA, U.S.Open Tennis). To extract mentions from the text, we imple-
ment the following techniques, and then we select the most appropriate to include
in our approach, based on their performances (see Sect.5.3):

— N-grams linked in lexicon (prior anchor text). An n-gram is a contigu-
ous sequences of n words from an input text (n represents any integer > 0).
Each n-gram is a potential entity mention if it has exact or partial match in
the repository. The spotting step uses a dictionary of NEs or a KB, to extract
possible mentions of NE in the text. It provides the highest recall, but for large
documents it becomes intractable and introduces noise in the mention extrac-
tion. We follow a standard approach [16,25] to create an anchor repository to
address this issue. The token extractor generates a list of possible spots from
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a given document. In the extraction phase, the tool produces all the possible
n-grams of terms (up to six words in our case), afterward the spotter looks
for the matching of each fragment in the spot repository. The filtering process
helps us to discard the meaningless mentions, because even stop words may
match the anchor text. We use the keyphraseness feature [23] to apply this
filtering. Keyphraseness estimates the probability of a term to be selected as
a link to the entities in the knowledge base KB, by counting the number of
times where the term was already selected as a anchor, divided by the total
number of times where the term appeared. These counts are collected from
all Wikipedia articles, permitting to throw out spots that are rarely used as a
mention of the relevant entity. In case of overlap among the fragments, we take
the union of the fragments boundaries, and if one fragment contains another
we consider the longest one as a mention (see Sect. 3.2).

— Named Entity Tagging. To avoid the noise and have precise mentions, sta-
tistics and symbolic-based filtering could be applied. This will have negative
impact on the system recall but will increase the precision. The most promi-
nent named entity tagger for English is Stanford NER [13], which we use to
detect the mentions, and segment the text accordingly, in our approach.

3.2 Candidate Entity Generation

At this step, for each entity mention m; € M, the entity linking system aims
at retrieving a candidate entity set C(m;) = (ci,¢cb, ..., cé, ...) from KB which
contains possible resources that the entity mention m; may refer to. To achieve
this goal, we create a repository which maps strings (surface forms) to entities
represented by Wikipedia articles or DBpedia resources [3,19]. The structure
of Wikipedia supplies useful features for generating candidate entities such as
entity pages (articles), redirect pages, disambiguation pages, bold phrases from
the first paragraphs, and hyperlinks inside the articles. Leveraging these features
from Wikipedia?, we build an offline dictionary D as key-value map < K,V >
between various names as key () and their possible mapping entities as values
(V). We exploit D to generate candidate entities C'(m;). This dictionary compiles
a vast amount of information about possible variation of named entities, like
abbreviations, alternative names, ambiguous terms, misspellings, initial letters.
Based on such dictionary, the simplest way to generate the candidate entity set
C(m;) for mention m; € M is the exact matching between the mention name
m; and the keys (K). If a key is similar to m;, the set of entities mapped to the
key will be added to the candidate entity set C(m;).

Beside exact matching, we apply partial matching between the mention m;,
and the key (K) in the dictionary. If the mention has a strong string similarity
based on Jaro- Winkler distance with the name as key in dictionary, then the set
of entities assigned to that key will be added to the candidate set. Compared
with exact matching, partial matching leads to higher recall, but imposes more
noise in the candidate entity set.

2 English Wikipedia dump downloaded on 2015/07/02.
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3.3 Candidate Entity Pruning

Since the set of candidates is quite large that contains unrelated candidates,
we need to filter some of them to ensure the quality of the entity candidates.
To limit the set of candidate entities C'(m;) to the most meaningful ones, the
commonness property was exploited [3]. The commonness of a candidate c;. for
entity mention m; is the chance of candidate cj- being target of a link by mention
m; as an anchor. It is defined as the fraction between the number of occurrences
of mention m; in KB actually pointing to candidate cj-, and the total number of
occurrences of m; in KB as an entity mention. Setting a threshold on minimum
commonness is a simple and effective strategy to prune the number of candidates,
without affecting the recall of the entity linking process [25]. Moreover, we exploit
the context-based similarity feature (Sect.4.3) to prune the candidates that do
not have any contextual similarity compared to the context of the target mention
in the input text.

3.4 Candidate Ranking

The objective of the ranking module is to create a ranking function f : {c; €
C(m;)} — R, such that for each entity mention m; the elements in its cor-
responding candidates list can be assigned relevance scores using the function,
and then be ranked according to the scores. Several approaches have been stud-
ied to formulate the ranking function in recent years, and we take inspiration
from the successful application of Graph-based model in entity linking problem
(known under various names like “collective entity linking” [16], “Entity linking
via random walk” [15] and “Neighborhood relevance model” [7]). Adopting a
graph based model, let G = (V| E) a undirected graph, in which the vertex set
V = {M U C} contains all entity mentions m; € M in a document and all
possible entity candidates of these mentions 03» € C(m;). The set of edges E
includes all the links that represent the mention-entity and entity-entity edges.
Each edge between a mention and a candidate entity denotes a “local compat-
ibility” relation; each edge between two candidate entities indicates a “global
relatedness/coherence” (Figs.1 and 2).

The goal is to find the best assignment C that is contextually compatible
with mentions in M and has a maximum coherence as the following objective
function:

C* = arg max [P(M,C) +¥(C)]
c
where C* is the best candidate set; (M, C) is the local compatibility of mentions
and candidates, while ¥(C) measures the global coherence of selected candidates.

The local compatibility @ formalizes the intuition that the mention m and
a candidate entity ¢ are compatible when their name matches and the context
surrounding m has terms similar to the context of the entity candidate ¢ in
KB; it has been applied to conventional entity linking approaches [1,6] as dis-
criminative features. Local features work best, when the context is rich enough
to uniquely link a mention, which is not always true. Furthermore, the feature
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Fig. 2. Graph model for entity linking

sparsity problem arises when there is no similarity between the mention and
the related entity to match; therefore no similarity match is applied [15]. With
global coherence ¥, we rely on the idea that the best selected candidates for
the neighbor mentions in the text, would be good clues to disambiguate the
current mention. It takes into account the relation of the candidate with other
candidates within neighbor mentions. In other words, if each neighboring men-
tion of m; is linked to its correct entity candidate c?, k # i, the true candidate
cj» will achieve a high score in ¥ for most of the neighbors cé? . To satisfy the
objective function, the disambiguation is done collectively on all mentions at
the same time. In [16,19,20] authors seek to find a sub-graph embedded in the
constructed graph, in which each mention is linked to a single candidate entity.
However solving the objective function is a recursive problem [14] and is NP-
hard [20], therefore all methods turn to approximate algorithms or heuristics.
To solve this disambiguation problem, we design the two following methods:

PageRank-like method: The problem described above can be addressed by
a PageRank-like algorithm [11]. In PageRank, the objective is to assign a
score of the “importance” to each page. The score (PageRank) of each page
depends on the score of pages linking to it. In essence, the PageRank of a
page is a weighted sum of pageranks of articles linking to it. A page has a
high rank if the sum of the ranks of the pages that link to it is high [27].
In the entity linking problem, we would like to rank the possible candidates
associated with a certain mention in the document. So, it can be said that
a candidate has a high score if the sum of the scores in the document of the
candidates that typically co-occur with it is high. This is formalized as:

VEL = (1 =N« M+ Vi 4+ X% S

Where M is a matrix with (n +m)? dimensions, n as reallocate condition,
is the number of mentions and m is the number of candidates. Mz, j] if ¢
denotes the mention and j denotes the candidate are the local feature value
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¢(m;,c;), and when i, j represent the candidates, its value will be ¢(¢;, ¢;),
otherwise it will be 0. The (n +m) x 1 vector S shows the prior importance
of each mention p(m), and for the candidates it is 0. V' is the (n +m) x 1
preference vector and A € (0,1) is the fraction of the reallocation condition
at each iteration. To find the final preference vector Vs, we use the power
method with k iteration or until convergence condition. The i*" value of vector
V* where i points to the candidate, will be the final rank of each candidate.
It should be mentioned that in each iteration, since we have the preference
score for each mention in previous iteration, we can update the reallocation
vector S with its posterior importance ppost(m;) = Dpripr(mi) * V[i] [16].
Naive method: The expression that we use to select the best assignment C
using the maximum aposteriori decision rule can be formalized like:
For each m; € M the best candidate c’ is:

¢! = arg max a.z(b(muc)‘f‘ﬁ- Z z/;(c,c?)

ckeC ki

Here we compute the local compatibility and coherence individually for each
candidate and solve the problem linearly by assigning the coefficient o and (3,
where a+ 8 = 1. During the annotation process, if there is only one mention
to disambiguate and no need to build a graph among the neighbours, we use
naive method to find the best candidate entity for mention.

In Sect. 4, the local ¢ and global ¥ relatedness features applied in our work are
explained.

4 Local () and Global (¥) Features

In this section, we present the features used in this study. Local features rely only
on compatibility of the mention and its candidates, while global ones compute
the coherence among the candidates.

4.1 Prominence/Prior Feature € &

As a context-independent feature, we choose the commonness feature of candi-
dates based on Wikipedia link anchors [23]. It is the popularity of the candidate
entity with respect to the mention in the text, and has been found to be very
useful in entity linking [19,31]. It tells the prior probability of the appearance of
a candidate entity given the mention term. For each surface form that appears
as an anchor text in Wikipedia, we compute how often it refers to a particular
entity:

Commonness(c;-) _—

Y

where z is the number of times a mention m; links to a candidate entity cé- in
Wikipedia and y is the number of times a mention m; appears as anchor text in
Wikipedia.
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4.2 Feature for Name Variants € @

Variation in entity names is a limitation for information extraction systems.
Poor handling of entity name variants results in a low recall. The name string
comparison between the mention and the candidate is the most direct feature
that can be used. We use approximate string matching based on the Levenshtein
distance to figure out this feature between mention term and candidate’s label.

4.3 Context-Based Feature € &

The key for mapping mentions onto candidates, is the context appearing on
both sides of the mapping. For each mention inside the input text, we construct
a bag-of-words excluding the mention itself in size of the window w (w = 6 in our
case) of text around the mention by removing the stop words and punctuation
marks. We compute the TF-IDF similarity of mentions context regarding to its
candidates context. For each candidate, the context is represented as a bag-of-
words from the whole Wikipedia entity page (content), or the first paragraph of
its Wikipedia article (summary), or the outgoing to other pages in its Wikipedia
page (links). We implement each of these representations in Lucene®, as an
option than can be selected during the linking process.

4.4 Neighbors Coherence Features € ¥

We identify a number of previous methods for estimating the coherence between
two entities in a knowledge base (CB). In [29], the authors use the category over-
lap of two entities in Wikipedia. In [24], the authors use the incoming link struc-
ture, while [3] introduce various asymmetric and symmetric relatedness features
for entity linking. State-of-the-art measures for entity relatedness that perform
well in entity linking are based on the extensive link structure of Wikipedia.
Most particularly, the Milne- Witten and the Pointwise mutual information are
described in the following.

Milne-Witten (MW). It is a co-citation based similarity, that quantifies the
coherence between two entities by the links that their Wikipedia articles share
[24]. The intuition is that entities occurring often together in Wikipedia articles
are related. It takes into account Wikipedia graph structure as its KB (B) and
computes the relatedness between two candidate entities c;, ¢; as:

ling,|)) — log(line, Ning,|)
log(N) — log (mm(|mw | [ine, |))

log (max(|ine,

MW(Ci,Cj) =1-

N is the number of all entities in Wikipedia, |in.| is the number of incoming
links to candidate c.

3 https://lucene.apache.org/.
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Pointwise Mutual Information (PMI): Another similarity metric between
Wikipedia articles to consider, is based on computing the PMI between the sets
of links in the articles to be compared. It is used by [30] for the link-to-Wikipedia
task. It is defined between two candidates ¢; and c; as:

line, Nine,|/N
(line.|/N) (line,|/N)

Furthermore, as indicated in [3,30], both MW and PMI can be computed using
the outgoing links (out.), and both the incoming and outgoing links (in.Uout.).

Wikipedia centric relatedness has no chance to capture the connection
between the entities whose corresponding pages do not have links in common.
In these cases, previous coherence measures (i.e. the milne-witten and PMT), do
not properly capture the semantic relatedness between entities. In the following,
we propose a new measure in order to overcome this limitation.

PMI(Ci,Cj) =

Semantic Spreading (DiscoveryHub): A relatedness measure for link-poor
entities needs to tap into linked open data that is more widely available and
can be gathered with reasonable effort. The linked data semantic richness offers
plenty of possibilities to retrieve, prioritize, discard, and rank the resources by
using the knowledge they contain at the instance and schema levels. To exploit
these possibilities, we base our relatedness function on an algorithm [21] that has
proven its efficiency for information retrieval: spreading activation. We utilize the
spreading activation algorithm adaptation (DiscoveryHub [21]) which leverages
the graph richness thanks to semantic filtering and similarity to devise the proper
relevancy measure between candidate entities.

The algorithm presented in DiscoveryHub aims to explore the graph obtained
from the linked data cloud, namely from DBpedia. It identifies a meaningful sub-
set of resources strongly related to the entity. Then these results are presented
in a set of relevant entities to the target entity. The semantic graph is exploited
thanks to a weight, that is function of the origin entity. It constrains the propa-
gation to certain entity types based on the class-based “semantic pattern” using
rdf:type and rdfs:subClassOf properties. Then, they make use of the dct:subject
property to compute triple-based similarity measure (commontriple), because
the categories constitute a topic taxonomy which is very informative on the
resources. It constitutes a valuable basis for computing similarity. The entities
reached by the propagation and belonging to the same categories as the origin
receive a greater amount of activation. Activation and propagation features of
the algorithm expose the relevancy of entities that are not linked explicitly by
incoming and outgoing links.

Based on Jaccard index, we define DiscoveryHub relatedness measure on the
top of this algorithm:

DiscoveryHub(c;) N DiscvoveryHub(c;)

Dq Hub(c;,cj) = — -
iscoveryHub(ci,¢;) DiscoveryHub(c;) U DiscvoveryHub(c;)
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where DiscoveryHub(c) is the set of explicit and implicit neighbours, obtained
during the spreading algorithm as relevant resources for the target entity c.

5 Experiments

In the following, we describe the dataset we used in our experiments, the exper-
imental setting itself, and the results obtained by our approach.

5.1 Dataset

To compare our approach with other state-of-art methods, we choose two pub-
licly available datasets published in NLP Interchange Format (NIF) [17] and
employed in many other systems evaluations.

OKE: It is provided for the Open Knowledge Extraction challenge at
ESWC2015. It contains the training and evaluation datasets built by manually
annotating 196 sentences. These sentences have been selected from Wikipedia
articles reporting the biographies of scholars to cover NEs for people, loca-
tions, organizations and roles?. It is split into 95 sentences as training set and
101 sentences as evaluation set, by taking into account no overlap between two
datasets and equal distribution of entity types within datasets (see Table1).

KORES50: This small dataset was produced as a subset of the larger AIDA
corpus [19], which is based on the dataset of CoNLL 2003 NER task. It aims
to capture hard to disambiguate mentions of entities and it contains a large
number of first names referring to persons, whose identity needs to deduced
from the given context. It consists of 50 sentences from different domains, such
as music, celebrities and business and is provided in a TSV (Tab-separated
values) format (and converted to NIF format®) (see Table1).

Table 1. OKE and KORES50 datasets overall information

Parameter OKE-training | OKE-evaluation | KORE50
Nb. of sentences 95 101 50
Nb. of mentions 290 428 148
Nb. of mentions linked to DBpedia | 255 321 148

5.2 Evaluation Measures

For the system evaluation, we use the standard metrics of precision, recall and
F1 at each phases on the pipeline, over the above described datasets. The TAC

* https://github.com/anuzzolese/oke-challenge.
5 http://dashboard.nlp2rdf.aksw.org/.
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evaluation tools for NE linking, neleval®, provides a range of linking and cluster-
ing evaluation measures. This tool also provides a number of diagnostic measures
available to isolate performance of system components and compare to numbers
reported elsewhere in the literature. In spotting or mention identification, we
consider the strong-mention-match measure to evaluate this task. Given that it
takes into account all annotations together and gives more importance to docu-
ments with more annotations [5], it is called micro-averaged evaluation of entity
mentions. In this measure if a span of recognized mention matches a gold men-
tion exactly, then it will be counted as a true positive. For the linking evaluation
we choose the strong-link-match measure, that is a micro-averaged evaluation
of entities. A predicted entity by the system must have the same span and KB
identifier as a gold entity in order to be considered as a true positive. This is
equivalent to the strong annotation match presented in [5].

5.3 Experiments and Results over the Training Dataset

In our experiments, we use the English Wikipedia edition (2015-07-02) as the
source to mine entities, keyphrases and corresponding context. We prepared
the Wikipedia data according to [2] using the core module of the open source
framework Dezter and implementing extra methods to meet the requirements
of our approach. We applied different configurations to investigate the effect of
each option in the pipeline of our entity linking approach. The OKE-training
dataset is employed to tune the best setup model for our study. In the first
step, the optimum choice for spotting or mention identification (Sect.3.1) was
explored. As Table 2 shows, Stanford NER, provided by yields better result than
the wiki-dictionary based N-gram spotting. We evaluate this step applying the
strong-mention-match measure described above.

Table 2. Evaluation of spotting phase on the OKE-training dataset

Spotter P% R% | F1%
Named entity tagging 69.9 | 57.2|62.9
N-grams linked in Lexicon | 48.7 | 62.5 | 54.8

According to these results, we chose the NE Tagging method for the spotting
phase inside our pipeline. Then, we study the impact of the other parameters
as the ranking method (Sect.3.4) and the global relatedness (Sect.4.4) in our
approach.

We chose the summary field of Wikipedia article representation in lucene to
compute the context-based similarity feature (Sect.4.3) and filter the candidate
if its commonness (Sect. 4.1) is less than the threshold (§ = 0.05 defined by line-
search). In the candidate ranking phase we define empirically A = 0.1,¢e = 1e~5,

5 https://github.com/wikilinks /neleval /wiki.
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N = 100 (maz-number-of-iteration) and w = 6 (window-size) in PageRank-
like method and o = 0.4,8 = 0.6 in naive method (Sect.3.4). In Table 3, we
can see that the PageRank-like method including the DiscoveryHub as global
relatedness has better results than the other configurations. This result indicates
that the semantic spreading nature of DiscoveryHub relatedness identifies new
links among related entities and PageRank-like method takes advantage of this
favor to assign proper entities to the mentions.

Table 3. Evaluation of candidate ranking on the OKE-training dataset

Candidate ranking | Global relatedness | P% |R% |F1%
PageRank-like |DiscoveryHub |62.6|47.2|53.8
Naive DiscoveryHub 55.8 |48.5 |52.0
PageRank-like MW 60.9 | 46.6 | 53.0
Naive MW 56.6 | 46.0 | 48.6
PageRank-like PMI 55.1 | 479 |51.2
Naive PMI 50.9 |44.3 |47.4

In this phase (see Fig.2) we are trying to find proper links among the
dbr:Martti_Ahtissan as a candidate entity for mention Martti Ahtissar and the
set of candidate for mention YMCA. Modeling the graph with MW and PMI
relatedness returns graph without any links among these sets. However, using
the DiscoveryHub coherence features unveil the implicit connection between
dbr:Martti_Ahtissan and dbr:YMCA, contributing in assigning a higher score
to dbr: YMCA.

It is obvious that the performance on the candidate ranking phase depends
on the result of the spotting process in our pipeline. In order to evaluate the
performance of the scoring function independently, we assume that the spotting
phase extracts the mentions exactly as gold spans (100 % accuracy). Table4
presents the evaluation of our approach with the most favorable setup.

Table 4. Evaluation of selected ranking approach on the OKE-training dataset

F1%
69.9

P %
70.2

R%
69.5

Candidate ranking
PageRank-like + DiscoveryHub

5.4 Comparison with State-of-the-Art Entity Linking Tools

We conduct an experiment with the final configuration of our approach on the
OKE-evaluation dataset. We compare our results to the performances of state-of-
art systems, i.e. Adel (winning system at the OKE challenge for the entity liking
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task), AIDA, TagMe and DBpedia Spotlight (Table5). We use the figures which
are reported in [28] for this comparison, since the authors used the public API
of these tools with default setting on the OKFE-evaluation dataset to compare
their findings. Our experiment shows that the pipeline which we present in this
study outperforms the other systems in the linking task in terms of precision
and fl-measure in OKFE-evaluation dataset.

Table 5. Comparison on the OKE-evaluation dataset

Method Measure | P% | R% |F1%
Adel-without pruning | Spotting | 78.2 | 65.4 | 71.2
Linking |49.4 | 46.6 | 48

Adel- with pruning Spotting | 83.8 9.3 |16.8
Linking |57.9(6.2 |11.1

AIDA Spotting | 55.7 | 49.1 | 52.2
Linking |51.6 |43.9 |47.4
TagMe Spotting | 39.7 | 61.7 | 48.3

Linking |28.5 | 54.9|37.5
DBpedia spotlight Spotting | 40.3 | 52.6 | 45.6
Linking | 28.3 | 45.7 | 34.9
QOur approach Spotting | 87.5 | 57.1 | 69.1
Linking |73.1/46.1 |56.5

We also compare our method by taking into account only the candidate rank-
ing task and assuming full annotation in the mention identification phase, with
respect to the same state-of-the-art entity linking systems over KORFES50 dataset.
In order to make this comparison, we report the facts from [26], adding our app-
roach’s ranking performance. Over this dataset (Table6) we classify fourth in
terms of performances after Babelfy and the two AIDA-KORE systems. Based

Table 6. State-of-the-art EL systems (Accuracy) on the KORE50 dataset

System KORE50
Babelfy [26] 71.5
AIDA-KORE-LSH-G [18] | 64.6
AIDA-KORE [18] 63.9
Our Ranking Method | 60.6
MW [24] 57.6
Tagme [12] 56.3
Tllinois wikifier [4] 417
DBpedia spotlight [22] 35.4
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on the error analysis of the results, we found out that this differences comes from
the candidate generation phase, and we plan to investigate more this aspect.

6 Conclusion and Future Work

In this work, we implemented and benchmarked different approaches for each
step of the entity linking task to build the most accurate pipeline. We also pro-
posed and evaluated a new collective ranking model by constructing the weighted
graph among the named entity mentions and their potential candidates. We eval-
uated the performances of our approach against publicly available datasets, with
the TAC evaluation tools. The performance of the graph-based collective entity
linking system highly relies on modeling coherence among the candidate entities.
Our system incorporates multiple types of entity knowledge from the KB. To deal
with non-existent or sparse links among related entities we took advantage of
semantic spreading approach to model the entity relatedness measure and it
outperformed other Wikipedia-centric measures. Our experiments showed that
the Linked-data based measure assists our graph-based model to achieve com-
petitive performance in the target datasets compared to other well-known entity
linking systems.

There are several directions for future work: we are interested in the joint
inference model [8] to reduce the interdependency nature of our pipeline app-
roach. On the other hand we want to investigate the word embedding impact in
computing the contextual similarity between the mentions context and the can-
didate entities. Finally, we would like to use the Wikilinks [32] and cross Wikis
[33] corpora to enrich our repository and improve the candidate generation com-
ponents.
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Abstract. In this work, we extend the task of evaluating summaries
without human models by using a trivergent model. In this model, three
elements are compared simultaneously: a summary to evaluate, its source
document and a set of other summaries from the same source. We present
in this paper, a first pilot experiment using a French corpus from which
we obtained promising results.

Keywords: Divergence of probability distributions - Trivergence of
probability distributions - Text summarization evaluation

1 Introduction

Since the creation of the first Automatic Text Summarization (ATS) system, the
evaluation of summaries has been a key but not less ambitious and controversial
part of the research [6,14,17-19,21]. The evaluation of summaries consists in
applying different techniques or measures to create a score that is correlated
with the one a human evaluator would give [5].

According to [18], summaries can be evaluated intrinsically or extrinsically.
In the first case, the condensed documents are compared against human models;
both kinds of documents come from the same source document. In the second
case, the summaries are evaluated with respect to their effect over other systems’
performance, e.g. QA systems or search engines.

In the literature, we can find that most of the developed evaluation method-
ologies are intrinsic [6], for example, Rouge [11] and Pyramids [15]. However,
the problem with these methods is that they have to face up to the definition
of “ideal summary”, which is hard to establish [19]. In other words, humans can
generate summaries, either by extraction or abstraction, with different points of
views. Thus, for frameworks like Rouge and Pyramids it is necessary to have sev-
eral man-made summary models in order to represent correctly the perspective
diversity.
© Springer International Publishing Switzerland 2016
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To bypass the “ideal summary”, some frameworks have been developed to
compare the produced summaries against their source document. Among these,
we can point out SIMetriz! [13] and FRESA? [17]. In both cases, the quality
of summaries is determined by calculating the divergences of Kullback-Leibler
[10] or Jensen-Shannon [12]. More specifically, the summary’s words n-grams
distribution is compared against the one of its source document.

We present, in this paper, a pilot study that uses a model where three ele-
ments are compared simultaneously: a summary to be evaluated, its source doc-
ument and other summaries generated from the same source. Our goal is to
evaluate summaries more accurately without the need of multiple man-made
summary models.

This paper is divided in three sections. In Sect. 2 we explain the methodology
used in this work. We introduce the results and their discussion in Sect. 3. The
conclusions and future work are presented in Sect. 4.

2 Methodology

In this paper, we use the Trivergence of probability distributions [22]. It is a
statistical measure that compares simultaneously three different probability dis-
tributions. This measure is based on the application of multiple divergences, like
the one of Kullback-Leibler or Jensen-Shannon. For three probability distribu-
tions P, @ and R, the triple comparison can be done either by the multiplication
or the composition of divergences.

In the multiplicative case, the trivergence 7, is defined as in Eq. 1:

Tm(P[|Q[|R) = 0(P[|Q) - 6(P||R) - 5(Q||R) (1)

Where three divergences d(e) are calculated separately. The resulting values of
the divergences are then multiplied.

Regarding the composite trivergence 7., there are two divergences, one inside
the other. In this case, the inner divergence is calculated first and then, its value,
which it is a constant, is used for the outer divergence. The composite trivergence
is defined as in Eq. 2:

w(Plln) =o (PIMG) )

Where §(e) corresponds to the divergences and N to a normalization parameter.
The normalization parameter N is used to make the inner divergence value
closer to a probability figure. In other words, the inner divergence gives always
a constant value which is frequently greater than 1. Thus, the division of this
constant by a normalization factor allow us to make the value smaller and more
similar to a probability figure. In our case, we defined N as the sum of the 3
distributions size (|P|+ |Q| + |R|), however a different N could be set.

! http://homepages.inf.ed.ac.uk/alouis/ .
2 http://fresa.talne.eu.
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Using as base the divergence of Kullback-Leibler, the inner divergence
0(Q||R) from Eq.2 is defined as in Eq. 3:

LQIR) =) quog— (3)
weR
Where w are the words belonging to @; ¢, and r,, are the probabilities of w to
occur in @ and R respectively. The composite trivergence of Kullback-Leibler,
thus, is defined as in Eq. 4:

r(PIQIR) = Y pol‘wﬁ @
oeP ( )

Where o are the words belonging to P; p, represents the probabilities of ¢ to
occur in P; N is the normalization parameter. It should be said that we make

use of (%) only if o exists in @), otherwise a smoothing value is used. We

decided to do this, because a o that does not exist in ), should be considered
as a unseen event.

As it was indicated previously, it is possible to have in some distributions
unseen events, either in the multiplicative or composite trivergence. For example,
not all the events in the distribution @ exist in distribution R. Therefore, we set
a smoothing based on Eq. 5:

1

thing = —— ————
Smoothing EESGIEE]

()
Where |P|, |Q| and |R| corresponds to the respective distribution size of P, Q
and R. Other smoothing methods can be used without having to change the
trivergent model, e.g. Kat’s back-off model [7] or Good-Turing estimation [4].
However, in order to use a more complex smoothing, it is necessary to take some
considerations for the composite trivergence because its inner divergence is a
constant value.

For our study, we considered the existence of a source document from where
a set of summaries was generated. Thus, we defined @ as the source document,
R as a summary to evaluate and P as all the summaries of the set excepting R.
Every condensed document from the set can be evaluated with the trivergence.
It is only necessary to interchange the summary of R by one from P.

In our experiments, two different divergences were used for the trivergent
model: Kullback-Leibler (KL) and Jensen-Shannon (JS).

Despite [22] set a cardinality condition® for both trivergences, multiplicative
and composite, in this experiment we decided to test all the possible model com-
binations*. The reason to test the different combinations was to verify whether

3 The cardinality condition consists in computing the divergences from the smallest
distribution to the largest one. For example, using as base Egs. 1 and 2, the condition
would be |P| > |Q| > |R|.

4 We did not test the combinations given by the possible trivergence’s associative
property.
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the performance of our methodology could change due to the divergences’ com-
mutative property. For example, the divergence of Kullback-Leibler is not sym-
metric, therefore KL(P||Q) # KL(Q||P). This methodology is similar to the one
used by [1], nonetheless, it was applied in an e-Recruitment context for ranking
TESUMES.

Following the representation of documents used by other summarization eval-
uation frameworks [11,13,17], we decided to use 3 types of words n-grams: uni-
grams, bigrams and skip-bigrams (SU4). In consequence, we defined the score
for each summary as the average trivergence according to the 3 types of words
n-grams.

2.1 Corpus

For this pilot experiment, we created a small French corpus called “Puces”.?

This corpus comprises one source document and a set of 170 extracts created by
several humans and 10 ATS systems. The source document is composed of 30
sentences that belong to two topics: a new electronic microchips for computers
and a fleas invasion in a military Swiss company. The topic mixture is due to the
polysemy of the French word puces; one sense corresponds to microchips, while
the other corresponds to fleas.

To produce the human summaries, each person had 15 min for reading the
source document, then, they extracted the 8 sentences that represented better
for them the subject. Regarding the ATS systems, they generated the summaries
respecting the same size of 8 sentences. Among the ATS systems we used, we
can name Essential Summarizer®, Microsoft Word, Cortex [23], Artex [20] and
Enertex [2]. All the documents of the corpus Puces were preprocessed before
obtaining the n-grams. In first place we deleted the stop-words using the list
available in FRESA. Then we stemmed the words with the French Snowball
stemmer” .

As the performance of the trivergence can change according to the data
and the size of distribution P, we decided to test how this would affect our
methodology. Thus, we set 12 different sizes, in terms of documents, for P (4, 8,
16, 32, 48, 64, 80, 96, 112, 128, 144, 160). For each size, we built 25 subcorpora
by selecting randomly documents from Puces. All the 300 different subcorpora
were used to determine R and P distributions. For example, when a subcorpus
had 32 summaries, one of the extracts was used as R and the remaining 31 as P.

2.2 Evaluation

The application of the trivergence over each subcorpus generated a ranking,
which was based, in turn, on the score obtained by each summary. Therefore, to

5 The corpus can be downloaded from: http://dev.termwatch.es/~fresa/CORPUS/
PUCES/.

5 https://essential-mining.com.

7 http:/ /snowballstem.org.


http://dev.termwatch.es/~fresa/CORPUS/PUCES/
http://dev.termwatch.es/~fresa/CORPUS/PUCES/
https://essential-mining.com
http://snowballstem.org

Evaluating Multiple Summaries with a Trivergent Model 95

evaluate our methodology, we calculated the correlation between the rankings
given by Rouge and those obtained by the trivergent model. The evaluation with
Rouge consisted in compare the summaries against 67 abstracts done by humans
after reading the source document of Puces.

The correlation measures we used were: Spearman’s Rank-order Correla-
tion Coefficient (Spearman’s rho) and Kendall’s tau-b Correlation Coefficient
(Kendall’s tau-b). These two correlation coefficients were chosen because they
are specific tests to compare two ranks. Furthermore, they have been used in
other researches with similar goals [5,13,17].

To be more specific, for each subcorpus, we calculated the correlation coeffi-
cients between the scores given by the trivergent model and Rouge. Then, con-
sidering the subcorpora size, we calculated the average correlation coefficients
with their respective 95 % confidence interval bars.

We compared, as well, the trivergent model against two baselines under the
same conditions. The baselines consisted in the average correlation between
Rouge and the rankings given by FRESA and SIMetriz. From FRESA, we
used its 3 measures: Kullback-Leibler, Symmetric Kullback-Leibler and Jensen-
Shannon. In the case of SIMetriz, we tested its 4 measures based on divergences:
Kullback-Leibler between source and summary, Kullback-Leibler between sum-
mary and source, Smoothed and Unsmoothed Jensen-Shannon. For SIMetrix,
we needed to use its own English Porter stemmer as it was not possible to set a
French one.

The statistical analysis was done with the programming language R [16] and
its package irr [3].

3 Results and Discussion

In Fig.1 we present the 3 trivergence combinations with the highest average
Kendall’s tau-b. We show in Fig.1 as well, the measures coming from FRESA
and SIMetriz with the best average Kendall’s tau-b coeflicients.

As it can be seen in Fig. 1, the correlation coefficients of the measures vary
according to the subcorpora size. Small subcorpora give low average correlation
coefficients and large confidence interval bars. While larger copora indicates more
precisely the measures’ performance, as the confidence interval bars become
shorter. It can be seen, as well, that the result from the trivergence measures
become more correlated to Rouge as we increase the copora size. This contrast
with the outcomes coming from FRESA and SIMetrixz, which are more stable no
matter the corpus size.

Concerning the Spearman’s rho, it can be seen in Fig.2 that the trivergent
model and baselines behave in the same way that for Kendall’s tau-b. How-
ever, the correlations coefficients are higher. This difference should not be taken
as a disagreement or discrepancy between the coefficients. In fact, the differ-
ence between these two coefficients is well known. Moreover, [8] states that the
Kendall’s tau will be about two-thirds of the value of Spearman’s rho when the
analyzed sample size is large.
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In both correlation coefficients, for subcorpora greater than 16 documents, we
observed that the trivergences measures become more correlated to Rouge with
respect to the other frameworks. This means that the rankings of the trivergences
become more similar to the ones given by Rouge as we increase the size of P.

To validate our results for the subcorpora of 32 documents, we decided to
determine whether the Kendall’s tau-b correlation coefficients of each measure
were statistically different. To do this, we used a Kruskal-Wallis test [9] with a
Games-Howell post hoc test.® For the Kruskal-Wallis test, we got a p-value =
3.88 x 107, meaning that at least the correlation coefficients of one measure
were statistically different with respect to the others. In Table 1, we present the
results of the Games-Howell post hoc test by measure couples. It can be seen in
Table 1 that the trivergent model measures are statistically different with respect
to the baselines’ measures.

Table 1. Results of the Games-Howell post hoc test for the subcorpora of 32 documents

Measure couples Adjusted Statistically different
p-value (e =10.05)
KL(Q||P)- KL(Q||R)-KL(P||R) vs. 0.915 NO
KL(QI[KL(P||R))
KL(Q||P)- KL(Q||R)-KL(P||R) vs. 0.759 NO

IS(QIIS(PIIR))
KL(Q||P)- KL(Q||R)-KL(P||R) vs. FRESA KL | 2.94 x 10~7 | YES

KL(Q||P)- KL(Q||R)-KL(P||R) vs. SIMetriz  |3.18 x 107'° | YES
Unsmoothed JS

KL(Q||KL(PI||R)) vs. JS(Q||JS(P||R)) 0.995 NO
KL(Q||KL(P||R)) vs. FRESA KL 2.07x 10°° | YES
KL(Q||KL(P||R)) vs. SIMetriz Unsmoothed JS | 1.36 x 1077 | YES
JS(Q||JS(P||R)) vs. FRESA KL 8.34 x 107% | YES
JS(Q||JS(P||R)) vs. SIMetriz Unsmoothed JS |2.93 x 1077 | YES
FRESA KL vs. SIMetriz Unsmoothed JS 0.020 YES

The good correlation coefficients obtained by our methodology may be related
to the fact that as we increase the number of extracts in P, we make P to have
a distribution more similar to the “ideal extract”. Expressed differently, the
sentences more relevant from the source document correspond to the sentences
that appear more frequently in all the summaries belonging to P. This will
affect, in consequence, the probability of the words n-grams; those belonging to
relevant sentences have higher probabilities than those coming from less relevant
sentences.

8 We applied a Kruskal-Wallis test and a Games-Howell post hoc test as the results
had heterogeneous variances.
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If we make a comparison with Rouge, we generate the distribution of the
“ideal summary by extraction” instead of building the distribution of the “ideal
summary by abstraction”. Moreover, we add in our methodology the comparison
between the summary and its source document, as Fresa and SIMetriz do.

We found that for KL(R||KL(Q||P)), the inner divergence resulted in a neg-
ative constant. This made impossible to continue with the outer divergence as
the logarithm is not defined for negative values. However, after a deep analysis,
we found that the problem resides in the fact that the smoothing value was
not small enough to make the divergence to be positive. The use of a smaller
smoothing value or another smoothing method may solve the problem.

In addition, we observed that each sentence of the Puces source document
appears at least in one summary, even when all the possible summaries are near
of 6 millions due to the combinatorial (380).

4 Conclusions and Future Work

In this paper we presented a first study about the trivergence of probabilities
and its application in the evaluation of summaries without human models. The
trivergence is a statistical measure where multiple divergences are used, either
by multiplication or composition. The aim is to calculate the dissimilarity of 3
different distributions.

The tests were done over a small French corpus of summaries. To evaluate the
trivergent model, we calculated the correlation of our rankings and 2 baselines
with respect to Rouge. The results showed that the trivergence can have a better
performance, in comparison to the baselines, when more than 16 summaries
are analyzed. These outcomes are really favorable, especially for summarization
challenges, where multiple artificial summaries must be evaluated. Moreover, our
methodology could be a way to bypass the creation of abstracts by humans in
order to evaluate ATS systems.

We consider feasible a reduction in the number of summaries that our evalu-
ation methodology needs to have a good performance. A potential solution is to
change the stemmer by a lemmatizer during the preprocessing step, as we use
a highly inflected language. Another possible solution is to test other kinds of
n-grams or to use TF-IDF to weight differently the n-grams.

As future work, we consider it fundamental to test our methodology in other
languages and with other corpora like DUC/TAC, MultiLing and RPM2. As
well, we want to continue testing and improving the trivergence of probabilities
in other tasks and domains, for example, to rank résumés for the e-Recruitment.
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Abstract. An increasing number of RDF datasets are available on the
Web. In order to query these datasets, users must have information about
their content as well as some knowledge of a query language such as
SPARQL. Our goal is to facilitate the exploration of these datasets. We
present in this paper PatEx, a system designed to explore RDF(S)/OWL
data. PatEx provides two exploration strategies: theme-based explo-
ration and keyword search, and users can interactively switch between
the two. Moreover, the system allows the definition of patterns to formal-
ize users’ requirements during the exploration process. We also present
some evaluations performed on real datasets.

Keywords: RDF graph exploration + Theme discovery - Keyword
search

1 Introduction

A huge volume of RDF datasets is available on the Web, enabling the design
of novel intelligent applications. However, in order to use such datasets, the
user needs to understand them. The exploration of RDF datasets is deemed to
be a complex and burdensome task requiring a long time and some knowledge
about the data. Formal query languages are powerful solutions to express users
informational needs and to retrieve knowledge from an RDF dataset. However,
in order to write these structured queries, users must have some information
about the dataset schema. Besides, they must be familiar with a formal query
language that could be used to query this data, such as SPARQL.

To illustrate the problem and highlight our contributions, consider the
dataset provided by the AIFB! institute, which represents a research community
including persons, organizations, publications and their relationships. Assume
that the user is interested in the scientist named “Rudi Studer” and wants to
have all his cooperators in the domain of the Semantic Web only. The user has
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first to submit several queries and manually browse the dataset in order to col-
lect all the relevant properties, which will be used to formulate the queries that
will provide the final answer. Our proposal to address this issue is to combine
keyword search and theme browsing to guide the user during the identification
of the relevant information. We argue that if the data is presented as a set of
themes along with the description of their content, it is easier to target the rel-
evant resources and properties by exploring the relevant themes only. The user
can perform a theme-based exploration, then, she may select the desired theme,
the field of Semantic Web in our example, and perform a keyword search with
the query “Studer Cooperator”.

In this paper, we propose a system, called PatEx, which enables users to
explore and to understand RDF datasets. Our approach does not require prior
knowledge about the schema, or about a formal query language. Moreover,
users can enrich the exploration process with some domain knowledge as well as
their specific requirements. PatEx provides two exploration strategies: a theme
browser and a keyword search engine, and the users can interactively switch
between the two. To support the exploration process, we define the notion of
pattern to formalize both users preferences and specific domain knowledge.

The paper is organized as follows. Section 2 presents an overview of the PatEx
system. Section 3 defines the notion of pattern. In Sect. 4, we describe the way
external knowledge is captured during the exploration. Sections 5 and 6 describe
the approaches used to support the exploration strategies. Section7 presents
some evaluation results. In Sect. 8, we discuss related works and finally, we con-
clude the paper in Sect. 9.

2 The PatEx System: An Overview

Our system provides two complementary approaches to query RDF datasets:
theme-based exploration and keyword search. Moreover, since two users can
have different point of views, the system enables to specify some preferences
which are formalized as patterns. An overview of the system’s architecture is
given in Fig. 1.

The user interacts with the system through the RDF GRAPH MANAGER. It
enables to choose the RDF data to explore, to select the exploration strategy and
to visualize the results. This module also enables an iterative exploration; for
example, the user might select one or several identified themes from the initial
RDF graph to refine the exploration. Moreover, it is possible to switch between
the exploration modes, i.e. keyword search can be performed on a subgraph
corresponding to one or several themes identified in the initial dataset.

The PATTERN MANAGER module captures user preferences and domain
knowledge. It translates them into patterns evaluated on the selected RDF
graph. The result is stored in the PATTERN STORE, then they are used to guide
the exploration process. Theme-based exploration is performed by the THEME
BROWSER. It receives the selected RDF graph from the RDF GRAPH MAN-
AGER and uses the evaluated patterns from the PATTERN STORE. The result



104 H. Ouksili et al.

RDF(S)!O\\’L
il
H RDF Graph Manager l

\\
1
o 3

Pattern
Manager

Theme e
Browser 2
Engine

t
[ t t

|
|
|
I
|

‘ Keyword ’

NE Pattern Store

Fig. 1. Architecture of the PatEx System

of pattern evaluation on the RDF graph is mapped into graph transformations.
Themes are then identified using a density based graph clustering algorithm exe-
cuted on the enriched graph. Keyword queries are processed by the KEYWORD
SEARCH ENGINE module which will look for elements that match the keywords,
taking into account the result of patterns evaluation from the PATTERN STORE.
The result is a set of subgraphs containing these elements, which are returned
to the user through the RDF GRAPH MANAGER.

3 Pattern Definition

According to the knowledge available for a specific domain, or to the user’s
point of view, some equivalence relations can be defined between a property and
a path in the dataset. In PatEx, we express these relations through patterns.
The definition of patterns relies on the definition of property expression and path
expression which are defined hereafter.

A property expression denoted exp is a 3-tuple (X,p,Y), where X and Y
are either resources, literals or variables and p is a property. For example, (X,
swre:isAbout, Database) is a property expression that represents triples having
Database as object and swre:isAbout as predicate.

A path expression describes a relation (possibly indirect) between resources.
The relation is a path (a sequence of properties) between two resources. Note that
a property expression is a special case of path expression where the path length is
1. More formally, A path expression denoted ex P is defined as a 3-tuple (X, P, Y),
where X and Y are either resources, literals or variables and P is a SPARQL 1.1
path expression®. For example, (D.B., (owl:sameAs| owl:sameAs )*, Y) repre-
sents all the resources related to D.B. by a sequence of owl:sameAs or its inverse.

A pattern represents the equivalence between two expressions, one property
expression and one path expression. More formally, a pattern is a pair [exp, exP]
where exp is a property expression and exP is a path expression.

2 http://www.w3.org/TR/sparqgll1-property-paths/.
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Fig. 2. RDF subgraph from AIFB data

As an example, consider the RDF graph of Fig.2, the two resources
D.B. and Database are related by the property owl:sameAs which indicates
that they are equivalent. The value of the property swrc:isAbout for the
resource Artl is D.B., therefore, this property has also the value Database.
To generalize this case, the following pattern is defined: [(X, swrc:isAbout, Y),
(X, swrcisAbout/(owl:sameAs| owl:sameAs)™, Y)]. This pattern represents
the fact that the property swrc:isAbout is equivalent to a path composed by a
property swre:isAbout followed by a sequence of owl:sameAs.

4 Expressing Knowledge Using Patterns

In order to capture the user intent and some domain knowledge during the
exploration, we use the notion of pattern defined in Sect. 3.

In the AIFB dataset, the swrc:cooperate With property between two
researchers r; and r; states that they have already collaborated. But RDF graphs
are often incomplete and this property is not always defined. If this property is
missing for a pair of researchers but if we know that they wrote the same paper,
we can infer that they have collaborated, even if the property swre:cooperate With
is missing. The pattern manager module translates this knowledge into Pattern,
shown in Table 1. Furthermore, it evaluates this pattern on the given RDF graph

Table 1. Examples of Patterns

Id | Pattern Explanation of the path expression
1 |[(X, swrccooperateWith, Y), (X, The path is composed of the
swre:publication/” swre:publication, Y)] property swrc:publication
followed by its inverse
2 | [(X, pat:related, Y), (X, The path is a sequence of
(owl:sameAs| owl:sameAs) T, Y)] owl:sameAs properties or its
inverse
3 | (X, pat:related, Y), (X, p, Y)] The path is composed of one
property p
4 | [(X, pat:sameValue_p, Y),(X, p/"p, Y)] | The path is composed of the
property p followed by its
inverse
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to find a set of triples L which satisfy the pattern. This list will be saved in
the pattern store. The evaluation of Pattern; in the subgraph of Fig.2 gives
L = {< Rudi Studer, swrc:cooperateWith, Victor Vianu >}.

The evaluation of other kinds of patterns generates triples based on a new
property. For example, to express that two resources are semantically close,
we have introduced a new property called pat:related. Consider the case of two
resources related by a sequence of owl:sameAs properties. We can state that they
are semantically close as they represent in fact the same object. This is captured
by the patterns given in Table 1. The result of its evaluation is L = {< B.D.,
pat:related, Database >}.

5 Theme Identification

Theme identification aims at providing the users with a thematic view of an
RDF graph taking into account their preferences. A set of themes is identified
from an RDF graph, and for each theme, the labels that best reflect its semantic
are extracted. Our approach relies on the idea that a theme corresponds to a
highly connected area of the RDF graph.

Let G be the RDF graph and I a set of preferences representing the intent of
the user. Theme identification is the task of identifying a set of k subgraphs 7" =
{t1,...,tr} according to the user preferences I. Each subgraph t; = {r;,,...,r; }
represents a theme and is composed of a set of resources.

We use a graph clustering algorithm which identifies highly connected areas
in the graph in order to form clusters, each one corresponds to a theme. In our
approach, we have used the MCODE graph clustering algorithm [1]. Our choice
is based on three requirements for the chosen algorithm: (i) it has to exploit
the graph density to form clusters, (ii) the number of clusters is not known and
finally, (iii) it has to provide clusters which are not necessarily disjoint, as it is
possible that one resource in our RDF graph belongs to two different themes.
More details about the algorithm can be found in [14].

Users express the domain knowledge and their intent using an interactive
interface. Then, this information is formalized by our system using patterns. In
this paper, we will illustrate our approach using two specific kinds of preferences.
The first one is grouping two resources related by a property. Some prop-
erties express a strong semantic link that should be used to assign resources
to the relevant themes. For example, resources linked by the owl:sameAs prop-
erty should obviously be assigned to the same theme, and this is always valid.
Besides, a user may wish to give some domain properties more importance than
others in a specific context, for example, in the AIFB dataset, if the user wants
to have scientists which have already cooperated in the same theme, she will use
the property swrc:cooperateWith in her preference. Preferences of this kind are
translated into patterns by the pattern manager module. We define a new prop-
erty in the pattern to express this information, namely the pat:related property.
The structure of such pattern is illustrated by Patterng in Table 1. This kind
of preferences is taken into account by merging the two resources, forcing the
clustering algorithm to assign them to the same theme.
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The second type of preferences is grouping resources according to val-
ues of a property. In some cases, two resources are semantically close not
because they are in the same highly connected area or related by a given prop-
erty, but because they share the same value for a specific property. For example,
if the user wants a theme to be related to a single country, she could state that
resources having the same value for the localisation property should be grouped
together. We introduce the property pat:sameV alue_p in the pattern to express
this information, where p is the considered property. The structure of such pat-
terns is shown by Patterny of Table 1. This preference is mapped on the graph
by creating a complete graph with the resources resulting from the evaluation
of the pattern.

Once the themes have been defined, the user is provided with a description of
the content of each theme. In our approach, we provide these labels by extracting
(i) the names of the classes having the highest number of instances, and (ii) the
labels of the resources corresponding to nodes having the highest degree in the
RDF graph.

6 Keyword Search

Another kind of exploration of an RDF graph is keyword search, where an answer
to a keyword query is a set of connected subgraphs, each one containing the
highest number of query keywords. Indeed, several elements (nodes or edges)
may match a given keyword, therefore many subgraphs may satisfy the query.
Our contribution is to use the patterns defined in Sect. 3 for the extraction of
relevant elements for each keyword, even the ones which do not contain a query
keywords but are relevant to the query.

Let G be an RDF graph and Q = {ki,...,k,} a keyword query. Keyword
search on RDF graphs involves three key issues: (i) matching the keywords to
the graph elements using an index and a mapping function; a set of lists Fl =
{El, ..., EL,} isreturned, each list El; contains graph elements el;; which match
the keyword k;; we refer to these as keyword elements; (ii) merging keyword
elements to form a subgraph, which provides a list of connected subgraphs, each
one containing a single corresponding keyword element for a given keyword.
Finally (iii) results have to be ranked according to their relevance.

Consider the RDF graph given in Fig.2. Let “Studer Cooperator” be the
keyword query issued to find the collaborators of the researcher named Studer.
Using a mapping function and some standard transformation functions such
as abbreviations and synonyms, two keyword elements will be identified: the
node Rudi Studer and the property swrc:cooperate With. Without using the pat-
terns, the only answer to the query will therefore be the subgraph G; of Fig.3
representing Daniel Deutch, a collaborator of Rudi Studer, both linked by the
swre:cooperate With property. However, Victor Vianu is also a collaborator of
Rudi Studer as they published a paper together (Artl) as is shown in Fig. 2.
The subgraph G, of Fig. 3 will not be returned using the above process. In other
words, the link swrc:cooperate With between Rudi Studer and Victor Vianu can
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Fig. 3. Keyword search results

be replaced by the subgraph G3. Our approach will return both results by using
Patterny of Table1l. We can see from this example that some relevant results
could not be returned without taking into account the semantics provided by
properties.

Note that if the keyword element is a property as in our example, the system
will not extract all the occurrences of the property swrc:cooperate With, it will
consider instead that a property occurrence is relevant if either the object or the
subject of the property is a keyword element. Otherwise, the result might include
irrelevant answers. In our example, the system will return only cooperators of
Studer and not cooperators of others researchers.

To construct results, we search for a connected subgraph which contains
one fragment for each keyword k;. We compute a Cartesian product between
the different sets of relevant fragments to construct the combinations of rele-
vant fragments. Each combination will be used to construct one possible result.
Finally, we perform a bidirectional expansion search strategy [11] to join different
relevant fragments and construct the result.

We have defined a ranking function to evaluate the relevance degree of each
subgraph. Our approach combines two criteria: (i) Compactness Relevance and
(ii) Matching Relevance. The former is computed with respect to the size of the
subgraph and the defined patterns. Indeed, when using patterns, a long path
can be replaced by one property which reduces its size. The latter is calculated
using standard Information Retrieval metrics, such as TF-IDF in our case.

7 Experimental Evaluation

The PatEx system is implemented in Java with Jena API for the manipulation
of RDF data and Lucene API for keyword search primitives. All the experiments
were performed on a machine with Intel Core 15 2,40GHz CPU and 12GB RAM.
In the following, we will discuss some of the performed evaluations for each
exploration strategy.

7.1 Efficiency Evaluation

Theme Identification. We have used two subgraphs from DBpedia with dif-
ferent sizes and without literals, because they are not considered during the clus-
tering step. We start the construction of each subgraph from a central resource
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(eg. dbp:Picasso) and we recursively add all the adjacent resources. We have also
used the Yovisto® dataset. We consider the execution time of each task: (1) map-
ping pat:related property, (2) mapping pat:same Value_p property, (3) removing
literals and finally (4) clustering. These times are first calculated without user
preferences, then with one preference expressed as a pat:related property, and
finally with the two kinds of preferences, the first expressed by pat:related prop-
erty and the second expressed by pat:sameValue_p property. The results are
shown in Fig. 4.

We observe that of all the tasks, clustering is the one which takes the longest
execution time. The complexity of this part is polynomial and depends on
the number of edges n, number of nodes m and the average nodes degree h:
complexity = O(nmh?) [1]. Consequently, the execution time of the theme iden-
tification also depends on the same parameters. Besides, for the same dataset,
the execution time changes with user preferences. This means that the execution
time also depends on the number of resources involved in the user preference.
When the user preference is mapped into a node merging transformation, the
number of nodes and edges decreases which reduces the clustering time. How-
ever, when the user preference is mapped into the creation of complete graphs,
the clustering time increases.

Keyword Search. We have used data from AIFB, which contains 8281 nodes
and 29223 triples. We have computed execution times in three configurations:
(i) the first one considers nodes content only, (ii) the second considers both the
nodes and edges content, but without any condition during their extraction, and
(iii) the third integrates patterns. We vary the query size from 2 to 5 keywords.
For each size, the average execution time of 10 queries which include a wide
variety of keywords for the three configurations are shown in Fig. 5. We observe
that the execution time increases almost linearly with the number of keywords.
The execution time of the configuration integrating patterns is higher than the
others but remains in the same order of magnitude.

3 https://datahub.io/fr/dataset/yovisto.
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7.2 Effectiveness Evaluation

Theme Identification. To validate the quality of the identified themes, ground
truth data is required. To this end, we have used DBpedia as it provides prede-
fined categories for each resource which can be interpreted as themes. We have
extracted a subset of DBpedia representing scientists, their research field, uni-
versities, etc. We have investigated the impact of user preferences on the results’
quality. Identifying themes is performed for four scenarios. During the first one,
we suppose that the user does not know the dataset and does not have any pref-
erences. The goal in scenarios 2, 3 and 4 is the same and the themes represent
information about scientists from the same domain. For this purpose, in scenario
2 we use the dbo:field property in the preference, which indicates the domain of
scientists to group resources having the same value for this property by using
patterny of Table 1. In scenario 3, based on the assumption that a scientist and
his student work in the same domain, we use the dbo:doctoralAdvisor property
to express the preference, in order to group resources related by this property
by using patterns of Table 1. Finally, in scenario 4, we use the two previous
preferences. The Precision, Recall and F-score achieved for these scenarios are
shown in Fig. 6.

We can notice that user preferences have improved the precision but have
reduced the recall. The recall decreases because more than one theme can cor-
respond to one category. However, when we analyze the results, we can see
that the themes represent the same category but each one focuses on a more
specialized sub-category; for example, two of the provided themes correspond to
mathematicians, but one describes statisticians and the other describes scientists
in the specific field of mathematical logic. This is confirmed with the precision
which is low for the first scenario but have increased significantly for the oth-
ers. The discovered themes therefore focus on a specific area. Furthermore, if we
compare the improvement of the precision in the different scenarios, we notice
that it has the highest value in the second scenario. The precision is lower in
the third scenario, this is because the hypothesis made about the definition of a
theme in the third scenario is not necessarily true. For example, we can find in
the dataset a mathematician who supervises another mathematician, but also
a mathematician who supervises a statistician. We can also notice that user
preferences have improved the F-score and therefore the overall quality of the
identified themes. The only case in which the F-score did not improve with the
preferences is the third scenario because, as explained above, the assumption of
the user on the property dbo:supervisor is not always true.

Keyword Search. For these experiments, we have used 10 queries that are
randomly constructed (with 2 to 5 keywords). We have compared the three
configurations of the algorithm described in Sect. 7.1: (i) the first one considers
nodes content only, (ii) the second considers both the nodes and edges content,
but without any condition during their extraction, and (iii) the third integrates
patterns. We have asked 4 users to assess the top-k results of each query using the
three configurations on a 3-levels scale: 3 (perfectly relevant), 1 (relevant) and 0
(irrelevant). We have used NDCG@k (Normalized Discounted Cumulative Gain)
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to evaluate the quality of the results. Figure 7 reports the average NDCG@Qk for
the 10 considered queries with k=5, 10 and 20. We can see from this figure that
the use of patterns in the algorithm allows to significantly outperform the two
others configurations in terms of NDCG@k values at all levels. This means that,
our approach finds more relevant results. Furthermore, since NDCG includes the
ranking position of the results, the ranking algorithm of our approach is better
because it includes patterns during the ranking step.

8 Related Works

In this section, we present an overview of previous works on RDF dataset explo-
ration, theme identification and keyword search on RDF graphs.

Data graph exploration has attracted a great deal of interest. In [5,12], the
authors present a survey of existing systems for data graphs exploration. How-
ever, the existing works are mainly interested in the visualization by using the
structure (schema and the hierarchy of the data) [2] and statistics for data clas-
sification [18]. The data is then presented though a rich graphical interface com-
ponent such as facets [9], histograms [18], sub-graphs [10], etc. The users browse
the dataset manually using existing properties. We can notice that the semantic
is not used in these works to guide the browsing process.

Some approaches have been proposed for theme identification in RDF graphs.
In [4], an augmented graph is constructed by adding a new edge between
resources which have a high similarity, calculated according to the common
words in their labels. Then, a graph clustering algorithm to identify themes
is presented. In [3], authors have proposed an approach based on the structural
information of the graph. Density based graph clustering is applied on a sum-
mary graph where nodes correspond to classes and edges between classes are
defined if their respective instances are connected in the RDF graph. Each clus-
ter of classes is considered as a theme. Following the assumption that instances
with strongly related types should be related similarly, instances are grouped
according to the theme of their classes. This approach is based on the assump-
tion that a schema of the dataset is provided, which is not often true. In [17],
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a probabilistic approach for theme identification in text documents (LDA) has
been adapted to RDF datasets. The approach is based on the co-occurence of
terms in documents. In the case of RDF graphs, the authors define each resource
and the values of its properties as a document. The approach is then used on
the constructed collection of textual documents. Hence, the semantic provided
but properties is not considered.

Another field that is close to theme identification is topical profiling [7,13].
The goal of these works is to facilitate the understanding of a dataset by pro-
viding descriptive information (metadata) about its content. The description is
given as labels that represent the existing topics in the dataset [7,13]. However,
unlike our approach, these works return a set of topics that exist in the dataset,
but they do not assign each node to one or more of these topics.

There are mainly two categories of approaches dealing with keyword search
over RDF graphs. The first one uses information retrieval techniques. They define
what a document is, for example, a triple [6] or a resource with its neighborhood
[8]. Documents are indexed, then query keywords are mapped to the defined
documents. Finally, a ranked list of documents is returned to the user. These
works do not merge the relevant fragments corresponding to the query keywords.

In the second category, approaches use graphs to construct results [19,20].
To do so, they typically use a keyword-to-graph mapping function to identify
a set of elements that contain the query keywords. Then, a connected “mini-
mal” subgraph, which contains one identified element for each query keyword
is returned as an answer. Since several elements can contain the same keyword,
several results are returned to the user, and each approach defines a ranking func-
tion mainly based on the size of the subgraph, the matching relevance and the
coverage. In these works, only the structure is considered during the construction
of the result, unlike our approach, which integrates the semantics through pat-
terns. In [15,16], the authors have predefined templates for the results based on
the type of keyword elements. However, defining templates for the result might
result in capturing some interpretations of the keywords only, which may not
satisfy the user’s needs.

9 Conclusion

In this paper, we have proposed an approach which combines thematic and key-
words exploration in RDF data. To support the exploration process, we have
defined the notion of pattern to formalize both users preferences and specific
domain knowledge. We have implemented the two exploration strategies and
proved that they reduce the user effort to explore, browse and understand an
RDF(S)/OWL dataset without having any knowledge about the data. The exper-
iments have shown that the result’s quality is improved by including external
knowledge formalized using patterns.

Future works include the definition of other types of patterns to express more
than equivalence between property and path expressions. Besides, for the theme
identification approach, we are currently working on the optimization of the
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clustering process in order to improve the efficiency of our approach. We will
also address the problem of maintaining the themes over time as the dataset
evolves.
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Abstract. Protest event databases are key sources that sociologists
need to study the collective action dynamics and properties. This paper
describes a finite-state approach to protest event features collection
from short texts (news lead sentences) in several European languages
(Bulgarian, French, Polish, Russian, Spanish, Swedish) using the General
Architecture for Text Engineering (GATE). The results of the annotation
performance evaluation are presented.
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1 Introduction

Protest activity reflects peoples satisfaction, confidence and belief in leader. It has
been a hot issue in the recent years. “Presidents, prime ministers and assorted
rulers, consider that you have been warned: A massive protest can start at any time,
seemingly over any issue, and can grow to a size and intensity no one expected. Your
countrys image, your own prestige, could risk unraveling as you face the wrath of the
people” - wrote Frida Ghitis, special to CNN, in June 2013 referring to the dramatic
events that took place in Turkey and Brazil. November of the same year marked
the beginning of the civil unrest in Ukraine, which lead to the coup detat and grew
into an international conflict and a civil war.

Research related to the protest phenomenon, contentious collective action
more broadly, is of prime interest to social scientists and governmental work-
ers. For decades sociologists from the institutions, such as Berkman Center for
Internet and Society, University of Illinois at Urbana-Champaign Cline Center
for Democracy and others have been studying regularities in contentious collec-
tive action and accumulating statistics for protest prediction and the analysis
of its origins, dynamics and aftermath from protest event data (single events,
small event sets and, since recently, big data).
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Earlier protest studies have been based on the manual analysis of newspapers
data. Since 90’s, automatic approaches have been applied to the protest database
population and coding that mostly apply natural language processing techniques.

News media remains the most used source for protest event data collection.
Its advantages are accessibility and good temporal coverage, while the biased
view of events is known to be its main pitfall. Since recently, social media data
is being used to study the connections between real and virtual protest activity,
between protest-related news reports often controlled by the government and
social media discussions.

Event selection and event coding are two main subtasks within the computa-
tional approach to protest database population, where, giving a rough definition,
event selection is the automatic collection of relevant articles describing events in
a given domain or domains, and event coding is the procedure of automatic code
assignation to certain pieces of information (event type, actor, location, etc.).

This article provides additional details on our system for multilingual protest
event data collection described in [3] and continues the evaluation of protest
event features’ (Event_Type, Event_Reason, Event_Location and Event_Weight)
annotation performance.

2 Related Work

The pioneer systems for automatic socio-political event data collection, such as
KEDS (Kansas Event Data System) [13] and its adapted versions, used keywords
to speed up the search of relevant texts in digital archives and extracted events
by matching the entries of ontology-based lexicons.

A description of the active projects in socio-political event data collec-
tion, such as ELDIABLO', W-ICEWS?, SPEED (Social, Political, and Eco-
nomic Event Database [7]), GDELT (Global Database of Events, Language and
Tone [15]), is given in [3]. Event extraction in these systems also relies on the
use ontology-based lexicons. SPEED employs its own ontology of destabilizing
events, and the rest of the projects use CAMEO (Conflict and Mediation Event
Observations [14]), which covers only 4 types of protest events. Event annota-
tion and coding in the above systems is based on the application of relation
extraction techniques (ICEWS) or the simple identification of event trigger and
surrounding entities (other projects). Geocoding in these systems is performed
using either special external tools or by quering an ontology followed by the
application of heuristics. The characteristics of the above systems are shortly
described in Table 1.

A description of the prototypes for protest event data collection from English-
language news that experiment with machine learning techniques is presented
in [3]. An overview of the general approaches to event extraction is given in [8].

! Event/Location: Dataset In A Box, Linux-Option: http://openeventdata.github.io/
eldiablo/.

2 World-Wide Integrated Crisis Early Warning System: http: //www.lockheedmartin.
com/us/products/ W-ICEWS /iData.html.


http://openeventdata.github.io/eldiablo/
http://openeventdata.github.io/eldiablo/
http://www.lockheedmartin.com/us/products/W-ICEWS/iData.html
http://www.lockheedmartin.com/us/products/W-ICEWS/iData.html
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Table 1. The main characteristics of machine coding-based systems. Supervision
denotes the control of the output by an expert (experts). Customizable indicates
whether the end user can modify the program in accordance with his needs.

Project EL:DIABLO W-ICEWS SPEED GDELT 2.0
(2001-present) (1945-2005) (1979-present)
Supervision Unsupervised Unsupervised Supervised Unsupervised
Customizable —+ - - -
Language English English, Spanish, English Google Translate
Coverage Portuguese
Focus Interstate conflict Interstate conflict | Civil unrest Interstate conflict
mediation mediation mediation
Sources around 160 websites over 6000 news over 800 news | thousands of news
feeds feeds feeds
Ontology CAMEO CAMEO SSP CAMEO
Dictionaries customizable own, entities & - WordNet?® &
generic agents NER-enhanced
Data acquisition own web scraper Factivab, osce Heritrixd, Google Translate
BIN€®
Geocoder Penn State GeoVista Country- GeoNames® CountryInfo.txt
project coclelrf7 Info.txt"
UT/Dallas coderd
Actor & Event CoreNLP’, PETRARCH” | BBN Serif, Apache open | CoreNLP,
Coding JabariNLP! NLP™, PETRARCH
EAT™

“WordNet thesaurus: http://wordnet.princeton.edu

YCommercial Factiva Search Engine: http://new.dowjones.com /products/factiva/
Yhttp://en.wikipedia.org/wiki/Open_Source_Center

dThe Internet Archive’s open-source crawling project: https://webarchive.jira.com/wiki/display/
Heritrix/Heritrix

€ Automatic Document Categorization for Highly Nuanced Topics in Massive-Scale Document Collections [9]
f Geovisualization and Spatial Analysis of Cancer Data: http://www.geovista.psu.edu/grants/nci-esda/
software.html

9Geospatial Information Sciences (GIS) project by the University of Texas at Dallas: https://github.
com/mriiiron/utd-geocoding-locator

k' Countrylnfo.txt includes about 32 000 entries on 240 countries and administrative units: country
names, synonyms, major city and region names, national leaders: https://github.com/openeventdata/
CountryInfo

“Free Geographical Database: http://www.geonames.org/

J Java-based NLP tools including conditional random fields-based NER: https://github.com /stanfordnlp/
CoreNLP

kOpen Event Data Alliance Software: https://openeventdata.github.io/

L See [1]

™ A maximum entropy and perceptron-based machine learning NLP toolkit: http://opennlp.apache.org/
"See [7]

A short survey of the approaches to multilingual event extraction from text has
been done in [2]. A detailed survey and discussion of all of the above approaches
and systems has been presented in [16].

A recent project that considers future protest detection in news and social
media in several languages (Spanish, Portuguese and English) called EMBERS
is presented in [12]. It uses a commercial platform® for multilingual text pre-
processing, TIMEN [11] for date normalization and probabilistic soft logic for
location assignment (in case of news and blogs). The key algorithm for mul-
tilingual planned protest detection applies extraction patterns obtained in a

3 Rosette Linguistics Platform: http://www.basistech.com/text-analytics/rosette/.
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semi-automatic way. The algorithm of pattern generalization from a seed set
relies on syntactic parsing. The resulting patterns include two or more word
lemmas for an event type term (e.g., demonstration, protest, strike, march, etc.)
and an indicator of a planned action (future-tense of the verbs like to organize,
to plan, to announce, to prepare, etc.), language specification and separation
threshold. EMBERS is geared towards the identification of planned events and
is reported to be quite accurate in this task. Authors consider the portion of
events that has not been captured during the experiments as referring to spon-
taneous events. The data obtained by this system (the fact of a planned protest,
location and date) is insufficient to populate protest event databases.

As compared to the previously mentioned systems, our prototype has the
following advantages:

— detects events at the sentence level and enriches them with protest-specific
features;

— determines the event weight (combines size, duration, violence involvement,
regular character, intensity of a protest);

— uses a protest event ontology;

— uses simple generic multilingual patterns (no need of large labeled datasets
for learning);

— employs few external tools;

— does not use deep linguistic processing.

We opted for the GATE framework*, because it is a well-known free-source
architecture with a large community of contributors that provides resources for
multilayer text annotation in multiple languages (incl. semantic annotation).
Also, it performs fast processing of simple cascaded grammars on big corpora
and allows easy incorporation of external tools.

3 Data

A multilingual corpus that includes news reports in Bulgarian, French, Polish,
Russian, Spanish and Swedish has been collected using Scrapy”. These languages
have been selected, because the authors have a good command of them. English
has been currently excluded, because the instruments for this language are being
developed by other groups of researchers. In the nearest future we will add
English for performance comparison purposes. The feasibility of the use of news
reports lead sentences (titles and subtitles) as the unit of analysis has been
proved by a number of studies, [10,17] to name a few.

The corpus has been crawled from the following number of news-oriented
sites per language: 12 (Bulgarian), 10 (French), 12 (Polish) 85 + Livejournal
(Russian), 16 (Spanish), 14 (Swedish).

The crawled data (URL, title, subtitle, metadata, text body, time) is saved
in a JSON file (Fig.1). Next, duplicates, near-duplicates, as well as messages

* General Architecture for Text Engineering: http://gate.ac.uk.
5 Python-based Scrapy crawling framework: http://scrapy.org.
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containing stopwords in the title are filtered out. Stopwords list has been con-
structed by an expert on the basis of the corpus analysis. The resulting corpus

includes 13710 messages.

Title

Subtitle

Metadata

Text_body

Time

http://www.reuters.com/article/2014/08/22/us-
yemen-protests-idUSKBNOGM12C20140822

Tens of
thousands of
Yemeni
Houthis protest
against govt in
capital

Saudi Arabia,
Yemen, Abd-Rabbu
Mansour Hadi, Ali
Abdullah Saleh,
Mohammed Al-
Sayaghi

Tens of thousands of Yemenis massed in the
capital Sanaa on Friday in a protest called by
the Shiite Houthi movement, which wants the
government to reverse a decision on cutting
fuel subsidies and resign...

Fri Aug
22,
2014
4:39pm

Fig. 1. An entry of the obtained corpus (output.json).

A detailed description of data collection and filtering is given in [3,16].

4 Knowledge Resources

The following features are selected to be extracted in the current version:

— Event_Type (the what of an event: rally, march, boycott, strike, picketing,

ete.),

— Event_Reason (the position of a protesting group towards an issue: for a
cause (expressions of support incl. conmemorations and demands) or against

a cause),

— Event_Location (the where of an event: names of countries, cities and phys-

ical settings),

— Event_Weight (an attribute that defines the importance of an event and
takes into account the values of the following slots: Fvent_Duration, Event_
Intensity, Fvent_Iteration, Event_Size, Violence_Use).

These features have been selected, because they most frequently define the
given event (protest action) in the studied examples. Event_Weight allows to
select events featured by press as long-term, intensive, repeating, large-scale and

violent.

The following knowledge resources have been developed for the extraction of

the above features:

(i) Ontology that includes a classification of protest forms, subevents (events
connected by temporal and/or causal relations with the main event) and

event properties;

(ii) Multilingual lezicons that correspond to ontology classes;
(iii) JAPES patterns for event features annotation that take into account lexical,
syntactic, semantic and discourse properties.

6 Java Annotation Patterns Language:
http://en.wikipedia.org/wiki/JAPE_(linguistics).
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A quantitative description of lexicons and grammar patterns that correspond
to each of the features is given in Table 2.

Table 2. Quantitative characteristics of the knowledge resources (gazetteers and pat-
terns) corresponding to the event features.

Feature name | Gazetteer lists | Gazetteer entries | Patterns
Event_Type 20 252 1
Event_Reason |10 225 7
Event_Location | 6 8841 4
Event_Weight |15 364 14

Ontology. The ontology has been organized manually on the basis of the analysis
of a number of resources, specifically:

— previous domain-specific ontologies (CAMEQO, SSP)

— DBpedia” and WordNet ontologies

— WordReference, Oxford dictionary, Wiktionary, Merriam Webster dictionaries

— Wikipedia free encyclopedia

— terminology-related discussions in social scientists’ blogs (Jay Ulfelder, Bad
Hessian, Anthony Boyle, etc.)

— linguistic studies [5]

— 5000 multilingual documents from our corpus

The resulting structure has been formalized using Protégé®. Figure2 gives a
general idea of the ontology contents (depth 2).

The central event (protest) contains its own hierarchy. It is defined by a set
of properties (features), such as geotemporal attributes, cause, significance (size,
duration, violence involvement, regular character, intensity), status (ongoing,
past, planned, N/A), actors (participants). To the left of the main event there
are preceding subevents, such as appeal to protest, change of time and/or place,
threat of protesting or other, and to the right - subevents that can follow the
main event, such as property damage, response of authorities or other people
groups, violent acts or other events. The ontology is described in detail in [16].

Gazetteers. Gazetteer lists have been constructed on the basis of the corpus
data and search engine output (Google Search) analysis and correspond to the
ontology classes. Each list contains one element (one-word or multiword) per
line. MajorType, MinorType and language features are separated by a colon as
follows: huelga:Protest_Action:Strike:es.

" DBpedia: http://dbpedia.org.
8 Protégé ontology editor: http://protege.stanford.edu.
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What may
follow?

What may
precede?

Protest event

Other
event

Event properties

Fig. 2. A schematic representation of the semantic resource.

In order to improve the annotation of locations, we populate gazetteer lists
with the entries from DBpedia (612845 elements) via Large Knowledge Base
gazetteer (LKB) by Ontotext’ using SPARQL queries. The problem with the
direct text annotation with LKB gazetteer PR is that it is not flexible (pre-
processed (e.g., lemmatized) text cannot be taken as input). Therefore, it is not
able to perform high-quality annotation of texts in inflected languages. Onto-
text has developed another gazetteer'® that has this functionality, but it is not
available for download.

Patterns. Patterns are two-level: morphosyntactic and informational. A sche
matic representation of a pattern (type I) for the annotation of event reason is
presented in Fig. 3.

Here, in the phrase “Demonstration in solidarity to the New Greek Gov-
ernment” we identify Event_Type ( “demonstration”) and Event Reason that
includes the Position of the protesting group (here, Position = Support)
towards an Issue (here, Issue = “new-_greek_government”) on the basis of the
pattern. Here, the event type can be represented by a noun phrase or a verb,
the position - by a simple or complex preposition, and the issue - by a (nested)
noun phrase.

The system uses cascaded finite-state transducers that are connected to the
main GATE pipeline using Jape Plus Extended processing resource (PR). The
sequence of grammars is indicated in the main. jape file. Each grammar includes
one or more rule/action pairs, where the left hand side describes a pattern or a
sequence of patterns and the right hand side manipulates the annotations.

9 Gazetteer LKB: https://confluence.ontotext.com /display /KimDocs37EN /Large+
Knowledge+Base+(LKB)+gazetteer.
19 Linked Data Gazetteer PR: https://confluence.ontotext.com/display /SWS/Linked +
Data+Gazetteer+-PR.
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https://confluence.ontotext.com/display/SWS/Linked+Data+Gazetteer+PR
https://confluence.ontotext.com/display/SWS/Linked+Data+Gazetteer+PR
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event_type
Demonstration l

event_reason

position | in solidarity to '

issue | the New Greek Government ]

| Event_Reason ‘

Event_Type| ‘Position| ‘lssue|

noun phrase
verb

complex nested noun phrase
OR

simple

preposition

Fig. 3. A schematic representation of the Event_Reason pattern type I.

5 GATE Processing

Gate pipeline is a sequence of PRs that perform multilayer annotation of unstruc-
tured text and optionally write the output to a file of a specified type (in our
case, a CSV). We also use ad hoc PRs for gazetteer/ontology population. The
processing stages are outlined in Table 3.

At the pre-processing stage, the following PRs get activated: Document Reset
(reset of old annotations prior to a new iteration), Document Normalizer (filter-
ing of certain punctuation marks), GATE Unicode Tokenizer (simple tokeniza-
tion), modified ANNIE Sentence Splitter (a modified version that does not take
into account split annotations inside headlines).

At the next stage, part of speech tagging is performed via Generic Tagger
PR connected to the TreeTagger!!, which covers all of the considered languages
but Swedish. Swedish text is labeled separately with The Stockholm Tagger'2.
A GATE plugin for Swedish called SVENSK is described in the literature [6],
however, it is not available for download.

The ontology lookup is performed using a complex of PRs. LKB creates anno-
tations on the basis of a SPARQL query to DBpedia. OntoGazetteer is connected

" TreeTagger: http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/.

12 The Stockholm Tagger:
http://www.ling.su.se/english /nlp/tools/stagger /stagger-the-stockholm-tagger-1.
98986.
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http://www.ling.su.se/english/nlp/tools/stagger/stagger-the-stockholm-tagger-1.98986
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to the in-house ontology and it is run with several auxiliary gazetteers: its default
Hash Gazetteer, BWPgazetteer'? (uses the Levenshtein distance calculation) and
Flexible Gazetteer (token, lemma or other annotation can be used as input).

Grammar-based annotation of informational blocks is done via Jape Plus
Extended PR. As compared to the standard Jape Transducer PR, Jape Plus
Extended allows the use of additional constraints'* without including them into
the right hand side.

Gazetteers are populated using Gazetteer List Collector PR. When checked
by the expert, the updated versions are used in the following iterations. Cur-
rently, we do not directly populate the in-house ontology, however, this func-
tionality is available via a special grammar.

The results can be exported via Configurable Exporter PR to any format (in
our case, CSV), specified in the corresponding configuration file.

Table 3. GATE pipeline stages with the corresponding processing resources.

Stage Processing resource

Pre-processing Document Reset

Document Normalizer

GATE Unicode Tokenizer

modified ANNIE sentence splitter
Part-of-speech tagging Generic Tagger [TreeTagger|, Swedish Stagger

Ontology-based gazetteer lookup | Large KB Gazetteer [DBpedia]

Ontogazetteer [in-house ontology]
Hash Gazetteer

BWPgazetteer

Flexible Gazetteer
Grammar processing Jape Plus Extended
Gazetteer population Gazetteer List Collector
Export to CSV Configurable Exporter

6 Evaluation
The evaluation of protest-related documents’ selection performance is described
in [3]. The annotation quality has been evaluated as follows.

Datasets. For the purposes of annotation performance evaluation, 2 datasets
have been formed on the basis of the crawled headlines. The development set

13 BWP Gazetteer: https://sourceforge.net/projects/bwp-gazetteer/.
' https://code.google.com /archive/p/gateplugin-japeutils/wikis/Constraints.wiki.
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contains 575 information-rich multilingual headlines (90-100 per language) that
are used both for runtime settings tuning, patterns enhancement and perfor-
mance evaluation. The test set includes 3000 multilingual headlines (500 per
language) randomly selected from the main dataset.

Metrics. Protest features annotation performance has been evaluated on both
the development and test sets using the standard Precision and Recall metrics.
Precision is the fraction of retrieved documents that are relevant, and Recall is
the fraction of relevant documents that are retrieved!®.
- GO GO
Precision = ———, Recall = ———, (1)
G| |

where G is the total amount of sequences retrieved from the reports’ lead sen-
tences for a given scenario slot, and C' is the amount of documents that contain
text spans, which are approved by the expert as relevant representatives of the
same slot.

Comparison to the Gold Standard. The annotation quality has been evaluated
as follows. The Gold Standard annotations have been created in GATE by
a multilingual expert. The development and test sets have been divided into
language-specific subsets. The number of false positive, false negative and true
positive annotations has been counted automatically (GATE’s Annotation Diff
function). An annotation is considered a true positive if it covers and does
not lie beyond the natural language representation of a semantic component
(for Event_Reason Issue feature and Event_Location) and is associated with a
correct class/instance in the concept hierarchy (Event_Type, Event_Location,
Event_Weight, Event_Reason Position feature). An annotation is considered a
false positive if it does not cover or lies beyond the natural language represen-
tation of a semantic component. In case an extra function word is spanned by a
given Event_Type or Event_Reason annotation, it will nonetheless be considered
as a true positive (partially correct). A false negative is a span of text corre-
sponding to the natural language representation of a target semantic component
that has not been covered by the target annotation.

Results. The evaluation results are shown in Tables4 and 5. Here, ET stands for
Event_Type, ER - Event_Reason, EL - Event_Location, EW - Event_Weight. The
lowest Precision and Recall values are observed for the Event_Weight feature
annotation in the test set, because of the insufficiency of the corresponding
gazetteer data.

15 http://nlp.stanford.edu/TR-book /html/htmledition /evaluation-of-unranked-retriev
al-sets-1.html.
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Table 4. Annotation quality evaluation on the development set

Language | No. of Docs | No. of Annots | Precision Recall

ET|ER |EL |EW ET | ER |EL |EW
Bulgarian | 93 244 1 /0970931 1 10970821
French 85 218 1 0.94]0.92/0.98 |1 0.9810.87/0.88
Polish 93 231 1 10.96/0.96/0.98/1 0.72/0.90 0.90
Russian | 107 293 1 10981 0.92|1 |0.98/0.89/0.80
Spanish 89 218 1 |1 0.83/098|1 [0.94/0.78|1
Swedish | 108 195 1 10981 1 1 10.95/0.65 0.88

Table 5. Annotation quality evaluation on the test set (500 documents per language)

Language | No. of Annots | Precision Recall

ET ER EL |[EW |ET |ER |EL |EW
Bulgarian | 1053 0.99/0.980.95 0.87 |1 0.97/0.87|0.86
French 1093 0.92/0.920.91 0.66 |0.99 | 0.90|0.91  0.62
Polish 893 0.91]0.96/0.900.90 |1 0.8410.84 | 0.67
Russian | 1031 0.93/0.95/0.97 0.67/0.990.90|0.89  0.75
Spanish | 1023 0.96 /0.930.90  0.90 | 0.99 | 0.88|0.93 | 0.83
Swedish 906 0.99/0.970.95 0.80 |1 0.95/0.91|0.54

7 Conclusions

This paper presents a strategy of the protest features’ annotation in the unstruc-
tured text using GATE for multilingual protest event data collection and shows
the annotation quality evaluation results. The system first crawls and filters the
data (title, subtitle, time, text body, metadata, URL) on the documents related
to protests and processes the lead sentences with GATE. The output is a CSV
with event features that correspond to the input documents.

Information extraction from lead sentences obviously does not allow to obtain
complete descriptions of events of interest and find the relationships with other
events, however, obtaining maximum useful data from titles and subtitles can
speed up the algorithm of protest event extraction in general. Also, in [4], we
have proved that the use of the obtained event features is beneficial in that it
enhances short-text (headlines) clustering accuracy.

This work continues as follows: (i) improvement of protest-related documents
selection (experiments with introducing additional constraints into queries, clus-
tering similar events, etc.), (ii) selection of resources (PoS taggers, morphological
analyzers) to enhance multilingual text pre-processing, e.g., to be able to anno-
tate noun plurality, animacy, etc., for the whole set of languages, as well as
to reduce the error rate (TreeTagger yields satisfactory results within the cur-
rent implementation, however, there is a number of significant drawbacks [16]),
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(iii) multilingual data annotation (for feature classifier training, evaluation and
comparison of results).
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Abstract. Retrieving topically relevant passages over a huge document
collection is deemed to be of central importance to many information
retrieval tasks, particularly to Question Answering (QA). Indeed, Pas-
sage Retrieval (PR) is a longstanding problem in QA, that has been
widely studied over the last decades and still requires further efforts in
order to enable a user to have a better chance to find a relevant answer to
his human natural language question. This paper describes a successful
attempt to improve PR and ranking for open domain QA by finding out
the most relevant passage to a given question. It uses a support vector
machine (SVM) model that incorporates a set of different powerful text
similarity measures constituting our features. These latter include our
new proposed n-gram based metric relying on the dependency degree
of n-gram words of the question in the passage, as well as other lexical
and semantic features which have already been proven successful in a
recent Semantic Textual Similarity task (STS). We implemented a sys-
tem named PRSYS to validate our approach in different languages. Our
experimental evaluations have shown a comparable performance with
other similar systems endowing with strong performance.

Keywords: Question answering + Passage retrieval - Support vector
machine - N-gram - Text similarity measures

1 Introduction

Question answering (QA) is a complex form of information retrieval (IR) char-
acterised by information needs expressed by human natural language questions.
Unlike classical IR, where full documents are considered relevant to the infor-
mation request, in QA, the user is rather interested in a precise and concise
information which should be directly generated as a response to a his natural
language question. Today, the explosive rise in the amount of data and infor-
mation has made the need to direct and precise information more than ever
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necessary, hence why QA has attracted increasing interest in recent years [18],
thanks to the QA tracks in the yearly TREC! and CLEF? campaigns.

We emphasize that the domain of a QA system (QAS) can be either closed
dealing with questions under a specific domain such as in [1], or open dealing with
general questions in various domains without any limitation such as in [8,15,18].
In this work, we focus on the second category as the techniques employed are
not tailored toward a specific domain.

Fundamentally, a typical QA system (QAS) can be viewed as a pipeline com-
posed of four main modules [20] namely, question analysis, document retrieval,
passage retrieval and answer extraction each of which has to deal with specific
issues and challenges. One significant module that serves as the building block
of efforts is Passage Retrieval (PR) module, which allows reducing the search
space from a massive collection of documents to a fixed number of passages.
Undoubtedly, a correct answer to a posted question can be found only when it
already exists in one of the retrieved passages. Additionally, it has been proved
that the performance of the PR module significantly affects that of the whole
system [20].

In fact, the issue of retrieving a relevant passage to a given natural language
question over a sizable document collection has been a lively topic of research in
recent years, such as in [5,11]. However, most existing QASs are still unable to
provide correct answer to any given question from a large repository even though
it contains the correct answers. Therefore, we assume that if we improve the PR
engine of QASs, we could enhance their performance and increase the number of
correct passages retrieved containing the relevant answers to the given question.

In the present paper, we propose a multi-lingual approach to improve PR and
ranking tasks for an open domain QAS. Our approach is based on a Ranking
SVM model which combines different textual similarity measures. These latter
involves our new proposed n-gram similarity measures, relying on the depen-
dency degree of n-gram words of the question in the passage, as well as other
powerful lexical and semantic features which have already shown promise in
the Semantic Textual Similarity task (STS) at *SEM 2013 [4]. Our approach
attempts to automatically deliver the top one relevant passage in return for the
user’s natural language question.

The remainder of this paper is organized as follows. In Sect. 2, we provide
an overview of major related work on PR. Our approach is then introduced in
Sect. 3 where we detail its different steps. Section 4 is advocated to describing our
experimental study carried out on the CLEF dataset to validate our proposed
approach and comparing our results with those of similar solutions perform-
ing the same task. Finally, we draw our conclusion and our main future work
directions in Sect. 5.

! http://trec.nist.gov/.
2 http://www.clef-initiative.eu/.
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2 Related Work

There is an abundance of work on PR which is usually considered as the kernel of
most QASs and it attempts to reduce the search space for finding out an answer.
Indeed, PR was initially explored to overcome the shortcomings of document
retrieval and then integrated into QA, basically because a passage unit is more
appropriate than a document to rank for QA [2]. Through an early quantitative
evaluation performed by [20] of the existing PR algorithms for QA based on
lexical matching between the question and the passage, it was deduced that most
proposed PR algorithms based on lexical matching process each question term as
an independent symbol and take into account neither the order of words nor their
dependency relations. In order to address this drawback, there have been several
attempts to consider term dependencies. There are further numerous works that
include syntactic matching such as [7] drawing syntactic relations dependencies
instead of keywords to match passages with the given query. Nonetheless, the
major limitation of syntactic matching is the need of a syntactic parser which
requires adaptation and its performance significantly affects that of the entire
QAS. Other works relied on semantics such as [19] in order to answer specific
question types. Although semantic matching based approaches allow to capture
relevant answers, they are difficult to adapt to multilingual tasks as they require
semantic resources such as FrameNet which is currently available only in English
and do not cover neither all domains nor all terms. Also, it is claimed that
such approaches are often more time consuming than bag-of-words ones. It is
important to note that there have been further subsequent works combining
both semantic and syntactic approaches in the context of PR such as [17] in
order to take advantage of both approaches. Otherwise, another powerful method
was proposed to go beyond the above simple lexical matching, relying on n-
gram structures which refer to contiguous term sequences extracted from a given
text. N-grams is a statistical model that has been widely employed in natural
language processing, since it take into account the simple dependency between
terms rather than independent symbols. Within this context, [14] conducted a
probabilistic method for web-based QA, where the web documents are shortened
into passages to be ranked using an n-gram score based on tf-idf. In addition,
[6] proposed a PR engine for QA based on an n-gram similarity measure where
the passages containing more question n-grams and longer ones are favored when
comparing the extracted candidate passages using a keyword technique. Besides,
the same previous approach was followed by [5] but the only difference is about
the n-gram model applied which considers the passage n-grams occurring in
the question as well as their proximity. By and large, our proposed n-gram
measure is different from the cited n-gram based ones insofar as we put more
focus on common n-grams between the passage and the question and we proceed
differently to determine the n-grams.

We emphasize that passage ranking is viewed as a crucial subtask to improve
the PR performance and ensure the relevance of the retrieved passages. Some
proposed methods were based on knowledge such as [2, 3], where knowledge about
question and answers is represented in the form of rules and inferences are derived
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from a knowledge base. Nevertheless, the major disadvantage of such methods
is the need of a huge number of inferences and manual design of features. Other
works like [16] resort to pattern-matching approaches where patterns are pre-
defined context evaluation rules designed and extracted from the query and the
passages and they are often related to a specific domain and depend on the ques-
tion type. Such approaches work well only if it is possible to reach high answer
redundancy such as in the web. They also usually are extremely complex and
need a large amount of training data. Furthermore, the words context was used
as a simple intuition for passage ranking, such as [21] who introduced a machine
learning-based QA framework that integrates context-ranking model which re-
rank the passages retrieved from the initial retrievers to find out the relevant
answers. This model utilizes a Support Vector Machine (SVM) to incorporate
contextual information of proper names, semantic features and syntactic pat-
terns and the position of each term in the context window to predict whether a
given candidate passage is relevant to the question type. Nonetheless, the per-
formance of this context model highly dependents on the question classification.
Inspired by the success of SVM application in the latter work, we resorted to
SVM to combine different lexical and semantic text features with our proposed
n-gram measure to boost the PR engine and further ensure the relevance of the
retrieved passages.

3 Proposed Approach Overview

The general architecture of our approach is illustrated in Fig. 1. Its basic principle
is to extract from a given document collection a set of candidate passages that
are most likely to fit the user’s query, filter and rank them using a Ranking
SVM model that incorporates powerful similarity measures in order to return
the top ranking passage. It is noteworthy that we can not only rely on our
n-gram measure to guarantee high relevance, since it is just based on simple
dependencies between terms, thus, we attempt to improve the performance of
our approach by adding other effective lexical and semantic features.

A crucial step that should precede retrieving passages is question processing
which attempts to generate a formal query by preprocessing the question entered
by the user and extracting the useful terms by applying text cleaning, question
words elimination, tokenization, stop words removal and stemming. The formal
query can be defined as: Q = {t1,12,...,t;} where ¢ represents a separate term
of the query @ and ¢ denotes the number of query terms.

3.1 Candidate Passage Extraction:

At this stage, all passages containing the question terms should be extracted as
candidate passages. In advance, the document collection should be segmented
into paragraphs called passages, which must preferably be neither too short
nor too long as, short excerpts may not include the answer while long ones
may contain additional information that can skew the response or require more
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Fig. 1. Architecture of our proposed passage retrieval approach

robust extraction module. To index our passages, for each one, we save its id,
number, text and its document name. Then, we extract their terms, apply the
stemming and remove all the stopwords. A passage P can be formally defined as:
P = {t1,ta,...,t, } where t denotes a separate passage term and p is the number
of passage terms. Subsequently, we assign a frequency to each passage term in
order to calculate the maximum frequency as well as the term weights. Once the
passages are indexed, their terms will be stored in an inverted index.

Query and Passage Term Weighting: To calculate the weight of the query
terms, we are based on the formula used in [6]: w(t;,q) = 1 — % where
n is the number of passages containing the term ¢ and N is the total number
of passages. This formula does not take into account the frequency of words
but it only considers their discriminating power between passages. Therefore,
a term occurred in a single passage will have a maximum weight as the ratio
value in the formula is low. Candidate passages that contain at least one of the
query terms can be determined by looking for the query terms in the inverted
index, where for each term the list of related passages is recorded and taking
the intersection of these passages. The candidate passages are defined as follows:
Pc={Py,Ps,..., P,} where P; represents a candidate passage and n their num-
ber. Notice that the weight of the candidate passages terms is calculated in the
same manner as that of the query terms (using formula [6]).

Candidate Passage Filtering: In order to filter the candidate passages, we
need to calculate the textual similarity between each passage and the question
by means of a metric that only considers common words between the query

and the passage, defined as follows: s(p,q) = %. The candidate
t; € v

passages are then ranked according to their similarity scores. Their number (n)
will be reduced to (nb) which should be a happy medium between a big and a
small number, because a big nb does not meet our main goal of reducing the
search space mentioned above, but it has the advantage of not excluding passages
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that may contain the response and are misclassified, while a small number can
reduce the system complexity but with a big chance to ignore some passages. For
example, we suggest to set nb to 100 passages to satisfy the given constraints.

3.2 Passage Ranking

RankSVM Model: At this second stage, we propose to integrate significant
similarity measures into a Ranking SVM model referred to as RankSVM, which
is a ranking version of SVM that was successfully applied in IR and aims to
solve the ranking problem in a supervised manner by transforming it into pair-
wise classification and then learn a prediction ranking function using the SVM
principle. Our passage ranking model consists of two phases: training and test-
ing, where in both, the different metrics are computed for each passage and
entered into the RankSVM classifier to be ranked given their scores. During the
former phase, a set of annotated passages entered in the passage ranking model
where each one is labeled either Right (R) or Wrong (W) while in the testing
phase, the passages are unlabeled since they are the output of the first stage.
It is worth noting that most incorporated features have already shown promise
in the Semantic Textual Similarity task (STS) at *SEM 2013 track [4] which
requires participants to determine the similarity degree between pairs of text
sentences. Among the proposed features, we will apply WordNet-based Concep-
tual Similarity, Named Entity Overlap, Edit distance, Syntactic Dependencies
and instead of the N-gram based similarity applied in this work and was not
working very well, we resort to that introduced by ourselves. The given features
were adapted to the context of QA, that is to say, the sentence pairs become
pairs of passage-question. Note that we have selected lexical and semantic fea-
tures in order to further ensure answer relevance since, at this stage, features
based on term frequencies are not sufficient for retrieving relevant passages.

Feature Extraction: In what follows, we start by introducing our proposed
n-gram passage similarity measure, then we briefly remind the other employed
features fully detailed in [4].

NGpsim: our n-gram based passage similarity measure: Our basic intuition is to
just focus on the common n-grams between the question and the passage. Thus,
we begin by identifying the common terms between the question and a passage
to derive their corresponding n-grams. We build the vector CT(]])D of common
terms between the question and the passage, by browsing through the question
terms and check for each of them if it is also a passage term to add it in the
vector. This vector is defined as follows:

t1 ;1@ [pi1, -5 Pim)
Tap to p2@Q [p21, - P2m)
tn an [pnl; -'7pnm]

where ¢; is the ith term in common between the question and the passage with
i1={1..n}, n is the number of question terms, p;Q is the position of ith term in
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the question, p;; is the jth position of the ith term in the passage and j={1..m}.
m is the passage terms number. Thereafter, we construct the n-gram vectors of
A —_— —_— . —
the question NG@ and the passage NGP by browsing the vector CTgp and
grouping the terms having successive positions in the question and the passage
— —

as follows: NGQ = {ngQ1,ngQa2,...,ngQ,} and NGP = {ngP1,ngPs,...,ngP,}
where ¢ is the number of query n-grams and p it that of the passage n-grams.
The weight of each question n-gram is calculated on the basis of its length and
the sum of its term weights using formula 1:

w(ngQ) =1 x Z w(ti, q) (1)

t;€terms(ngQ)

where | denotes the number of terms included in the question n-gram (ngQ@).
Indeed, the weights sum when multiplied by the n-gram length can favor adja-
cent words over the independent ones in the similarity calculation. We suppose
that grouped terms are more significant and less ambiguous than separate ones.
Hence, a term that belongs to an n-gram should have a greater weight than
an independent one while for the passage n-grams, they are weighted regarding
their similarity degree with those of the question. We give a cumulative weight
to the passage by browsing through the question n-grams and at each one either
its full weight or a lower one is added to the passage weight. More concretely, if
a question n-gram fully occurs in the passage, its whole weight will be added to
the total weight, while if it is divided into smaller n-grams named subn-grams,
a lower weight will be added to the cumulative weight which should be fixed
according to the number of subn-grams in the passage. Note that there are three
possible cases:

— Case 1: The n-gram of the query is one of the passage n-grams:
ngQ; = ngP;, ngP; € NGP

— Case 2: It is made by combining a number n of the passage n-grams:
ngQ; = UngP, ngP € NGP

— Case 3: It is included in one of the passage n-grams:
ngQ; € ngPj, ngP; € NGP

Let w be the weight to add to the passage when we browse through the question
n-grams ngQ. In the cases 1 and 3, ng(Q exists in the passage, so the additional
weight w is set to: w(ngP) = w(ngQ) = 1 X 3, ciermsngq) W(ti, @) where [
denotes the length of the n-gram ngQ and w(t;, q) is the weight of its term ¢,.
In the case 2, ngQ is divided into subn-grams in the passage, let sng be the
number of these subn-grams. In this case, the additional weight w is computed
as follows: w(ngP) = w(%bgg@ = i3 X ticterms(ngg) W(tis @). Our n-gram based
passage similarity measure named NGpsim between a passage and a question is
equal to the ratio between the weight of the passage and that of the question
previously computed. Recall that the weight of a passage is a sum of partial

weights calculated at each step to be added to the total passage weight, while
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the query weight is calculated on the basis of its length and the sum of the
weight of its terms. We can define NGpsim as follows :
a
; w(P) i=1 Snlgv X Zteterms(ngQ-) ’LU(t, Q)
NGpsim(p,q) = = 3 ; (2)
w(Q) Z(Q) X Ztie(Q) w(ti>Q)

where ¢ is the number of the question n-grams, {(Q) is the number of the question
terms and w(t;, q) is the weight of a question term. For instance, let us consider
the following terms of a question () and those of a passage P:

Q(terms)=Commission, Member, States, draw, guidelines, Television, Fron-
tiers, Directive.

P(terms)= Commission, encourage, audiovisual, benefits, media, service,
providers, Member, States, ensure, implementation, new, Television, Frontiers,
Directive, once, adopted, DirectiL)

The corresponding vector CTgp between the given ) and P is set to:

CTqgp(Q, P)= Commission, Member, States, Television, Frontiers, Directive.

From which we can generate:

—_—

NGQ(Q) =[Commission, Member, States|[Television, Frontiers, Directive]
and NGP(P) =[Commission|[Member, States|[Television, Frontiers, Directive].

In this example, N—GCj is composed of two n-grams so, we have two partial
passage weights to calculate. The first question n-gram is divided into two subn-
grams in the passage so, sng equals 2 while the second one exactly equals a
passage n-gram so, sng equals 1.

In a nutshell, NGpsim is different from the existing n-gram based measures
insofar as instead of extracting all n-grams for all n possible values of the query
and the passage, as in [5,6], or all the n-grams of size n, as in [14], we just
extract common n-grams between the question and the passages with different
lengths. So, no additional step is needed to select common n-grams from all the
extracted n-grams. Also, for the weight of n-grams, we consider both the sum of
the terms weight and their lengths like in [14] while [5,6] consider only the sum
of the terms weight.

WordNet-based Conceptual Similarity: First, both the question ¢ and a passage p
are analysed to extract all the corresponding WordNet synsets. For each synset,
we keep only noun synsets and group them respectively into the set of synsets
of the question named C, and that of the passage named C,. If the synsets
belong to another POS categories such as verb, adjective, pronoun, we seek
their derivationally related forms to obtain a related noun synset and we put
it in the corresponding set of synsets. Given C, and C; the sets of concepts
contained in a passage p and the question ¢, with |Cp|>|C,|, WordNet-based
Conceptual Similarity between p and ¢ is set to:

chec max s(c1, c2,)
P CQECQ
ss(p.q) = - Q
p
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where s(c1, ¢2) is a conceptual similarity measure calculated using a variation of
the Wu-Palmer formula, called ProxiGenea defined by formula 4 as follows:

1

pgs(c1; ) = 1+d(c1) + d(c2) — 2d(co) (4)

where ¢y denotes the most specific concept that is present both in the synset
path of ¢; and ¢ and d denotes the function returning the depth of a given
concept which constitutes the number of nodes between a concept and the root.

Named Entity Overlap: A Named Entity Recognizer is used such as that imple-
mented by [9], which is composed by 7 classes trained for MUC: Organization,
Person, Money, Time, Location, Percent, Date. Thereafter, a per-class overlap
measure is computed considering the class of each named entity. For instance,
“Manchester” as a Location does not correspond to “Manchester” as an Orga-
nization. This similarity measure is calculated as:

_ 2% [Ny O Ng|

= 5
RAESRA (5)

OnER(D,q)

where N, and N, are the sets of NEs detected in p and gq.

Edit distance: Edit distance is a similarity measure that quantifies how dissimilar
two text fragments are by calculating the minimum number of operations needed
to transform one string into the other. Numerous variants of edit distance using
different operations exist. One of the most common one, that we have applied,
is called Levenshtein distance. The edit distance is defined as follows:

Lev(p, q) (©)

simpp(p,q) =1— ———"~
maz(|p|, lq|)

where Lev(p, q) is the Levenshtein distance between the passage and the query.

4 Evaluation

4.1 Datasets, Tools and Metrics:

In order to evaluate the proposed approach, we implemented a system named
PRSYS using the open source system JIRS? (JAVA Information Retrieval Sys-
tem) described in [10] for indexing and search and SV M"9"*4 for passage rank-
ing, adapting them to our requirements. For our experiments, we selected the
dataset proposed in the ResPubliQA2010 exercise [12] of CLEF claimed to be
the most suitable ones to validate our approach as it is based on passages. The
aim of this exercise is to output either paragraphs or exact answers to a pool
of 200 complex questions from two test collections. The document collection

3 http://sourceforge.net /projects/jirs/.
4 http://svmlight.joachims.org/.
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includes a subset of JRC-Acquis® as well as a small portion of the Europarl®
collection made up of approximately 50 parallel documents. Note that we used
all the questions and the full english collection because we utilized the english
versions of major tools deemed to achieve higher performance like the english
version of WordNet Lexical Database, but we can certainly validate our app-
roach in other languages by integrating multilingual tools. But beforehand, we
should evaluate the performance to our NGpsim measure. To this end, we used
the dataset provided in the ResPubliQA 2009 exercise [13] of CLEF where the
aim is to retrieve passages from the corpus to answer a question picked out from
a set of 500 different questions falling into five types: factual, definition, reason,
purpose and procedure. The corpus includes only JRC-Acquis, where for each
language, roughly 10700 documents are used containing over 1 million passages.
In our experiments, we employ that of English, French and Spanish and all the
question pool.

To evaluate our NGpsim measure, we are mainly based on the following
measures which were widely used in QA:

— The accuracy: is the percentage of correctly answered questions.

— The Mean Reciprocal Rank (MRR): is the multiplicative inverse of the rank
position of the first correct answer.

— The number of questions having correct passages ranked first.

To evaluate the performance of our PR approach, we used the following metrics
proposed by CLEF:

— The c@1 measure: is the main CLEF evaluation metric for passage and answer
selection tasks, defined as: c@Q1 = %(nR—&—nU %) where ng denotes the number
of correctly answered questions, ny is the number of questions unanswered and
n is the total number of questions.

— The number of: unanswered questions (#NoA), questions correctly answered
(#R), questions wrongly answered (#W), unanswered questions where a right
candidate answer is discarded (#NoA R) and questions unanswered with

wrong candidate answer (#NoA W).

Note that we have set a threshold value for the final score to be 0.15 as it is the
most common used value for ranking. Thus, we answer the question only if the
highest score value exceeds 0.15, otherwise, no answer is outputted to the user,
as we think that returning no response is better that delivering a wrong one.

4.2 Experimental Results

We report the results of our PR engine when using only NGpsim feature in order
to evaluate its performance. Obviously, in this first evaluation we have not need
RankSVM yet as we test just one similarity measure.

Table 1 shows that NGpsim measure has yielded significant results for the
three languages. It is important to note that we have compared our system

5 https://ec.curopa.cu/jrc/en/language-technologies/jrc-acquis.
5 http://www.europarl.europa.eu/.
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Table 1. Experimental PR results using only NGpsim

Language English Spanish French

System PRSYS | NLEL | PRSYS | NLEL | PRSYS | NLEL
MRR 0.453 ]0.377 |0.413 |0.373 |0.411 |0.367
Accuracy 0.851 |0.782 |0.811 |0.762 | 0.805 |0.742
Number of questions having 298 274 284 267 282 265

correct passages in the first
10 positions

Number of questions whose 186 161 174 154 171 153
correct passage is in first
position

results to those obtained by NLEL System [6] which is based on an n-gram
PR model and it was ranked first in the CLEF 2009 QA track for French and
Spanish and second for English language. PRSYS when just based on NGpsim
measure succeeded in outperforming NLEL for the 3 languages on all criteria.
A significant number of questions was answered correctly with a good difference
equals 24 for English and 17 questions more than NLEL for both Spanish and
French languages. We also got more answers in the first position with a difference
between 18 and 25 questions. Moreover, we got a greater accuracy and MRR
values for all languages as the number of correct answers is higher in the first
positions and lower in the last ones. Thus, we can so admit that our propose
NGpsim measure is more efficient than that of NLEL.

We move on to evaluate our PR approach combining different features other
than NGpsim, we compared the results obtained by our system run with those
reported by the best participant systems in the CLEF paragraph selection task
described in [12]. From Table 2, we see that PRSYS gives better results than all
other ones performing the same task in terms of both accuracy and c@1. Besides,
the fact that our c@1 value is greater than the accuracy score proves that the
use of our NoA criterion is justified and has enabled to get higher c@1. We have

Table 2. Comparison between PRSYS and similar systems

System c@1 | Accuracy | #R | #W | #NoA | #NoA R | #NoA W
PRSYS 0.85/0.77 15423 |23 0 0
uiirl01PSenen |0.73 |0.72 143 1 54 3 0 3
bpacl102PSenen | 0.68 | 0.68 136 |64 0 0 0
dict102PSenen |0.68 | 0.67 117 |52 |31 17 14
elix101PSenen |0.65 | 0.65 130 |70 0

nlel101PSenen |0.65 | 0.64 128 | 68 4 2

uned102PSenen | 0.65 | 0.65 129 |71 0
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also observed that most unanswered and incorrectly answered questions where
opinion ones which are very complex. Furthermore, we can reason out that the
combination of different lexical and semantic features has allowed to generate
relevant passages with high accuracy and c@1 values.

5 Conclusion

Getting directly a precise answer to a human natural question constitutes a big
challenge mainly in the database and information systems field due to the ever
increasing amount of data and information. In this paper, we have proposed
a multi-lingual approach for retrieving passages for open domain QA using a
RankSVM classifier to combine different state-of-the-art features other than our
proposed n-gram measure. OQur experiments and analysis have shown promise
and demonstrated that our approach is competitive and our new similarity mea-
sure is efficient outperforming the system ranked first in the PR task of CLEF.
Interesting perspectives emerge then to further strengthen our proposed solu-
tion. We mainly look forward to extending our experiments on larger datasets
to decide on the threshold value for the ranking final score and better refining
the ranking model by incorporating other features such as a syntactic one but
without increasing the program complexity. We also look forward to making our
system find a precise answer rather than a full passage.
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Abstract. In this paper, we describe a natural language application
which extracts information from worded weather forecasts with the aim
of quantifying the accuracy of weather forecasts. Our system obtains the
desired information from the weather predictions taking advantage of the
structure and language conventions with the help of a specific ontology.
This automatic system is used in verification tasks, it increases produc-
tivity and avoids the typical human errors and probable biases in what
people may incur when performing this task manually. The proposed
implementation uses a framework that allows to address different types
of forecasts and meteorological variables with minimal effort. Experimen-
tal results with real data are very good, and more important, it is viable
to being used in a real environment.

Keywords: Weather forecast * Information extraction - Ontologies

1 Introduction

Nowadays, weather forecasts rely on mathematical models of the atmosphere
and oceans in order to predict the weather based on current weather condi-
tions. Several global and regional forecast models are used in different countries
worldwide, which make use of different weather observations as inputs. Powerful
supercomputers are used to work with vast datasets and they perform necessary
complex calculations to deliver weather forecasts. These predictions are numer-
ical, and are hardly interpretable by those who are not experts in the field.
In order to convert these numerical results into information understandable by
everyone, forecasters make their own interpretation of the mathematical models
and create graphics, maps, and texts in natural language to explain the weather
conditions of the atmosphere which may occur in the next few hours or days.
However, these interpretations are prone to errors that can be produced by
both mathematical models and humans (or in some cases by software). There-
fore, comparing weather forecasts with the data coming from actual observations
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Fig. 1. A sample of a meteorological service’s web page offering worded forecasts.

is a very interesting task, which can provide useful information to meteorolog-
ical services. The problem is that many forecasts are published using natural
language (a sample is shown in Fig. 1), and thus the verification is not trivial.

Therefore, meteorological services must convert by hand these worded
weather forecasts into verifiable data, and then compare these data with actual
observations of the different meteorological stations in the forecast area. Since
we are talking about a closed domain environment, with great influence of spe-
cific knowledge to interpret texts, machine learning based approaches may not
be the ideal to get good results [1]. On the other hand, the simple use of regular
expressions can also be insufficient because the predictions often use ambigu-
ous terms. Hence, we have investigated to improve information extraction on
weather forecasts expressed in natural language, by using an ontology which
guides the extraction process using a new methodology, based mainly on hav-
ing different extraction methods stored in the ontology, and applying the most
appropriate depending on the case. We have also developed an application that
deals with real data in collaboration with the Spanish Meteorological Service
(AEMET). Despite the fact that experimental dataset is written in Spanish, our
approximation is generic enough to be applied to forecasts in other languages.

The remainder of the paper is organized as follows: Sect. 2 studies the state of
the art related to information extraction based on ontologies close to this mete-
orological context. The information extraction process with a complete example
is explained in Sect. 3. Section 4 interprets the results of our first experiments
with real data. Finally, Sect. 5 summarizes the key points of this work, provides
our conclusions, and explores future work.
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2 State of the Art

Regarding methodologies, there are different ways to automatically extract infor-
mation from texts in natural language, all framed within the context of Infor-
mation Extraction [2]. These methods have evolved considerably over the last
twenty years to address the different needs of extracting information. The first
systems were based on rules that were manually coded [3] and which relied on
an exhaustive natural language processing [4]. However, as manual coding was
a tedious work and the computational cost of the process was high, researchers
began to design algorithms that learned automatically these rules [5]. Then, the
statistical learning was developed, where two types of techniques were developed
in parallel: generative models based on hidden Markov models [6] and condi-
tional models based on the maximum entropy [7]. Both were replaced later by
the global conditional models, known as Conditional Random Fields [8]. Then,
as the scope of the extraction systems increased, a more comprehensive analysis
of the structure of a document was required. So, grammatical construction tech-
niques were developed [9]. Both type of methods, those based on rules and those
statistical methods, continue to be used in parallel depending on the nature of
the extraction tasks.

Recently, the influence of ontologies has increased, and they are widely used
as resources to allow exchange knowledge between humans and computers. An
ontology [10] is a formal and explicit specification of a shared conceptualiza-
tion that can be used to model human knowledge and to implement intelli-
gent systems. Ontologies are sometimes used to model data repositories [11,12],
or they can be used to classify elements [13—-15]. And in other cases, they are
used to guide extraction data processes from heterogeneous sources [16]. When
the used method is based on the use of ontologies in an information extrac-
tion system, it belongs to the OBIE (Ontology Based Information Extraction)
system group [17]. The characteristics of these systems are: (1) they process
semi-structured texts in natural language, (2) perform the information extrac-
tion process guided by one or more ontologies, and (3) the output is formally
represented according to the information of the ontologies used in the system. In
this context, there are different approaches. Some oriented to automatic labeling
of content: those which process the documents looking for instances of a given
ontology [18], or those that obtain structured information from semi-structured
resources [19]. There are also other existing works that aim to build an ontology
from the processed information [20]. Most of these approaches try to provide
methods and extraction techniques for general purposes or for certain domains.

However, our work focuses on a particular domain (weather forecasts) and
it highly depends on the context, so the application of these methods turns
complicated or limited in many ways. Moreover, our work is clearly different
from them because it uses embedded information extraction procedures within
the ontology, i.e. the ontology itself knows how to extract the information. The
system exploits an ontological model defined for the domain to detect important
events in the extraction stage, and then, the model is used to evaluate different
treatment options of information that may exist.
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Regarding weather issues, predictions are the result of numerical and sta-
tistical methods which try to anticipate the weather that is going to affect an
area. There are many approaches to make these predictions understandable by
everybody, i.e. to translate them into natural language format [21], but we have
not found any approach focused on describing the semantics and the linguis-
tic information about different atmospheric variables in order to extract them
from texts, or the formal structure of predictions. Moreover, there are many
approaches which focus on determining and verifying the actual effectiveness of
the weather predictions. However, to the best of our knowledge, there are not
works specially dedicated to the treatment of worded weather forecasts that also
perform an evaluation of the accuracy of the interpretations of predictions made
by people or automatic systems.

3 Information Extraction Process

Next, we describe our proposed system, called AEMIX, which identifies and
extracts information contained in weather forecasts expressed in natural lan-
guage format. AEMIX aims at verifying that forecasts match the real observation
data in a specific date. Some screenshots of the software and a figure explaining
the complete process can be found in the webpage of our research group!.

On the one hand AEMIX receives a set of weather forecasts, and in the other
hand, a spreadsheet with the corresponding actual data from all the observation
stations. The first step consists of a preprocess, which cleans the texts and stores
all the textual information into a database. Then, AEMIX fragments the forecast
into several paragraphs according to the atmospheric variable described. The
three most relevant variables to verify are: the temperature, the precipitation,
and the wind. Each of these sets of sentences is analyzed with the aid of an
ontology in order to facilitate the extraction process. The words are converted
into numerical information, and finally they are also stored in the database.
With this database, AEMIX will be able to execute verification tasks, but this
issue is out of the scope of this work.

For each meteorological variable we need: (1) a set of attributes, and (2)
information about the data required to be found. For instance, if we refer to pre-
cipitation, the attributes are the typology, the quantification, and the temporal
evolution. Respectively, the information required could be {drizzle, rain, snow,
hail}, {weak, moderate, heavy, very heavy, torrential}, and {persistent, frequent,
intermittent}. Certain attributes of atmospheric variables can not be verified,
because observations of them are sparse or non-existent (snow).

As we mentioned before, the extraction process is guided by a proprietary
ontology designed by us containing the knowledge about different meteorological
variables, and how to identify and extract them in the text of a forecast. A frag-
ment of the ontology can be appreciated in Fig. 2. This sample shows an excerpt
of the ontology which focuses on extracting information about precipitation,
one of the variables studied. The ontology includes references to the extraction

! http://sid.cps.unizar.es/SEMANTICWEB/GENIE/Genie- Projects.html.
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methods used during the process. One advantage of this architecture is that new
atmospheric variables can be added dynamically in a quick and easy way.

The stages of the process are explained in detail with examples in the fol-
lowing subsections.

AtmosphericVari
able

[Bsem | [Brewem | (oveow ] [owe ] (oo ] [Siemesis

.
(05 ) (@oomwer ] (@0
= TempEvolution
) . p

ur: oviizz y .
[(oweax ] [(@roaw ] |soporcasson
Drezi SubClassOf Precitatien ([ pwaton ]

Fig. 2. A partial sample of the AEMIX ontology model. It shows the information
about the atmospheric variable “Precipitation”, and details about the extraction of
the information about “Drizzle”

3.1 Stage 1: Adjusting the Input Texts

In this first stage, we perform a number of different tasks which clean weather
forecasts before the data extraction. The four key elements in this stage are:
(1) date and time, (2) time period when the weather forecast is valid, (3) geo-
graphical scope of validity of the prediction, and (4) the textual content of the
forecast. Following, we show an example of a Spanish weather forecast?, down-
loaded from the Spanish Meteorological Service (AEMET) website?:

“ZCZC FPSP85 LECR 260600 SPANISH METEOROLOGICAL SERVICE
WEATHER FORECAST FOR GALICIA REGION DAY JANUARY 26th
2015 AT 10:00 OFFICIAL TIME FORECAST VALID FROM 00 UNTIL 2/
HO FRIDAY 28. CLOUD OR OVERCAST WITH WEAK SHOWERS, AND
POSSIBILITY OF LOCAL MODERATE STORMS, LESS LIKELY IN THE
SOUTHWEST. SNOW LEVEL AROUND 600-800 M. MINIMUM TEMPERA-
TURE DECREASING SLIGHTLY, AND MAXIMUM UNCHANGED. WEAK
FROST INLAND. STRONG NORTHEAST WINDS IN THE NORTH COAST
OF FISTERRA AND WEAK IN THE REST. NNNN”
Once AEMIX has completed this stage, the output result is:

— Date and time: 01/26/2015 - 10:00 AM.
— Range or Type of weather forecast: FP85%.

2 For clarity’s sake, we show the examples translated to English.
3 http://www.aemet.es/.
4 FP85 is the tag used by AEMET to indicate that this is a two-day weather forecast.
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Geographical information: Galicia®.

Weather forecast text: “CLOUD OR OVERCAST WITH WEAK SHOWERS,
AND POSSIBILITY OF LOCAL MODERATE STORMS, LESS LIKELY
IN THE SOUTHWEST. SNOW LEVEL AROUND 600-800 M. MIN-
IMUM TEMPERATURE DECREASING SLIGHTLY, AND MAXIMUM
UNCHANGED. WEAK FROST INLAND. STRONG NORTHEAST WINDS
IN THE NORTH COAST OF FISTERRA AND WEAK IN THE REST.”

This information is stored in the system database together with observation

data from a standardized spreadsheet for the same date, also retrieved from the
corporate website of the meteorological service.

3.2 Stage 2: Text Analyzer

At this stage, AEMIX queries the ontology to obtain the expected text structure,
according to the type of weather forecast. With this information:

1.

2.

AEMIX studies the weather forecast and it finds the different possible mete-
orological variables by using pattern matching.

According to the information provided by the ontology, the system uses the
most adequate method for fragmenting the texts into groups of sentences,
taking into account the heterogeneity of this kind of texts. For example, the
information about a given variable could be located in two (or more) different
sentences. Or the opposite, the same sentence may contain information about
more than one variable.

. AEMIX returns a set of tuples (<V,S>) for each variable. V stands for the

type of an atmospheric variable, namely: temperature, precipitation, storms,
visibility, cloudiness or wind. S represents a list of sentences referred to the
same variable in the forecast. In those cases, where the same sentence appears
linked to two (or more) variables, the next stage will be responsible for filtering
the relevant information for each one.

Following the previous example, at this stage we obtain the next set of tuples:

V1= cloudiness, S1= “CLOUD OR OVERCAST”.

V2= precipitation, S2= “WEAK SHOWERS, AND POSSIBILITY OF
LOCAL MODERATE STORMS. SNOW LEVEL AROUND 600-800 M”.
V3= temperature, S3= “MINIMUM TEMPERATURE DECREASING
SLIGHTLY, AND MAXIMUM UNCHANGED. WEAK FROST INLAND”.
V4= wind, S4= “STRONG NORTHEAST WINDS IN THE NORTH COAST
OF FISTERRA AND WEAK IN THE REST.”.

We have designed different methods, based on patterns rules and machine

learning techniques, in order to analyze the text and identify meteorological
variables, and then to cut off the text and provide the tuples. The advantage
of our modular development is we can interchange these methods easily, only
modifying the ontology.

5 QGalicia is a Spanish region.
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3.3 Stage 3: Data Extractor

At the third stage is where the information extraction is properly located. There-
fore, it aims at converting the tuples (<V,S>), obtained in the previous stage from
the worded weather forecast, to a numerical format. For doing this, the system
queries the ontology to obtain the most appropriate methods to extract the
desired data from the sentences. The ontology has been previously populated
with different methods which can be applied on the input text according to
the related variable. These methods, mainly based on pattern rules, are readily
exchangeable for testing through the ontology.

In summary, through the knowledge of the atmospheric variable features
depicted on the ontology, the system identifies the sentence format, and conse-
quently, it is able to use regular expressions to recover the accurate data. At
the end of this stage, AEMIX returns a list of tuples of elements (<Attribute,
Value>). The attributes represent each of the features of an atmospheric vari-
able. For instance, regarding temperature, the features could be “minimum”,
“maximum”, or “frosts”. The values are is the quantity which establishes the
determination of a variable. As an example, in the case of wind, the possible
values of the attribute “direction” are {“N”}, {“NE”}, {“SE”}, {“S”}, {“SW”"},
{“W”} or {“NW”}.

Following the running example, at this stage we obtain the next set of tuples
with extracted data referring, for instance, to temperature (V3):

1. Attribute: minimum —— Value: “DECRFEASING SLIGHTLY”.
2. Attribute: maximum —— Value: “UNCHANGED”.
3. Attribute: frosts Value: N/AS.

The system uses lexical patterns and morpho-syntactic analyzers to locate
these attributes. As soon as AEMIX has extracted the textual information, it
converts them into numerical information using the rules provided by the ontol-
ogy. If we go ahead with the aforementioned example, rules can be similar to
these:

— DECREASING SLIGHTLY = {-5, -2}
~ UNCHANGED = {-2, +2}7

These rules have been previously established and stated into the ontology,
inferred through a writing style guide of weather forecasts. An example of this
style guide can be downloaded from our research group website®. After consulting
the ontology, AEMIX obtains for each prediction a set of atmospheric variables
identified in the forecast, and for each variable a set of tuples (<Attribute,
Value>). Therefore, the system achieves exactly:

5 The system returns a N/A (Not Applicable) value when there is no possibility of
performing the verification process. For example, frosts: there are no observational
data related to frost.

" This means that if it is said in the weather prediction temperature values remain
unchanged, verification values will be actually valid between 2 degrees up or down.

8 http://sid.cps.unizar.es/SEMANTICWEB/GENIE/Genie-Projects.html.
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1. Atmospheric variable: cloudiness.
— Attribute: adjetive Value:N/A.
2. Atmospheric variable: precipitation.
— Attribute: type —— Value:{0, 2}.
— Attribute: storms Value:N/A.
— Attribute: snow-level Value: N/A.
3. Atmospheric variable: temperature.
— Attribute: minimum —— Value:{-5, -2}.
— Attribute: maximum —— Value:{-2, 2}.
— Attribute: frosts Value:N/A.
4. Atmospheric variable: wind.

— Attribute: direction —— Value:{“NE” }.
— Attribute: speed —— Value: {41, 70}.
— Attribute: location —— Value:{(42.9, -9.35), (42.9, -9.05), (43.9, -7.7),
(43.6, -7.5)}.
5. Atmospheric variable: wind.
— Attribute: direction —— Value:{“NE” }.
— Attribute: speed —— Value:{6, 20}.
— Attribute: location —— Value: Rest.

As we can see, if the attributes are geographical (“location”), the values are
a set of geographical points defining the area of interest, or a specific word, like
“Rest”, which is translated as the set of the stations in the region included in
the forecast, and not mentioned yet. When no location is indicated, it implies
that the forecast is referred to the region as a whole. We can also appreciate
that there are two items for the wind, because there are two different forecasts
according to the location. The first one for the north coast of Fisterra, and the
second one for the rest of the Galicia region. Besides, there are several attributes
with the value “N/A” (not applicable). In these cases, since observational data
are not available, AEMIX does not make the effort of extracting them because
there is no way of verifying (and we have to remember that this is the final aim
of the project). It is important to point out that numerical data units are not
specified in the extracted data, but they are defined within the ontology itself,
related to attributes that require them by their nature.

Finally, all these data are stored in an appropriate format in the database,
ready for the next stage: the verification against the observation data stored in
the first stage.

3.4 Stage 4: Verification

The aim of this stage is to verify the accuracy of the forecast, compared with
observation data. Verification is a wide and complicated field in meteorology.
The techniques to apply depend on the meteorological variable to study (con-
tinuous variables, such as temperature, and discrete ones, such as the presence
of thunderstorms, are treated differently), its statistical properties (tempera-
ture and precipitation behave in a very different way), and the type of forecast
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(deterministic or probabilistic). Besides, factors such as the representativity and
density of observations in a region must be taken into account.

Hence many different scores are used to summarize the quality of forecasts.
Selecting one or the other depends on the specific problem we are dealing with.
For example, for the temperature in our worded forecasts the bias and the root
mean square error will be the most useful scores, because they can give us more
insight into the mistakes made by human forecasters. Anyway, we are not going
into more detail because this task is out of the scope of this paper.

4 Experiments

Tests on the system have been conducted on actual data provided by the afore-
mentioned Spanish Meteorological Agency (AEMET). We used a sample of 2,828
worded weather forecasts corresponding to one year of predictions (2011) over
Galicia region, and the corresponding observation data from 58 observation sta-
tions. We worked with temperature and precipitation variables during the same
year, accounting a total of 77,339 observation registers. Previously, we identi-
fied the forecaster’s linguistic uses to depict the principal zones of the Galicia
region, and we related them with the corresponding geographical areas though
the graphical interface of AEMIX. We assessed the expected maximum and
minimum temperature on the forecasts, and for precipitation we monitored the
amount of rain collected throughout the day also regarding the prevision. We
focus on data from a month (February 2011). Regarding technical environment,
we have used Java and Firebird, Freeling® as the NLP tool, and SVM-light'? for
machine learning tasks. The ontology have been implemented with OWL.

We tested the performance of the system using well-known measures in the
field of the Information Extraction (precision, recall, and F-measure). In order to
calculate them, we took into account for each forecast: the number of attributes
to be extracted, the number of extracted attributes, and the number of attributes
that had been retrieved properly. The baseline was the application of a set of
extraction rules based on regular expressions without using our ontology-based
extraction approach. Though the percentage of hits are quite high (near 77 %),
AEMET needs at least 90-95% of accuracy, so the set of rules is not good enough.
The errors are mainly due to the incorrect use of the symbolic pattern rules when
applying them on certain sentences widely separated from the standard use of
language in weather forecasts.

We can see the results of the extraction process with the baseline method-
ology (Experiment 1) in Fig.3. We can appreciate the influence of the use of
the ontologies to guide the extraction, leading to a small but essential improve-
ment of the process (Experiment 2). The results clearly show that while the
temperature is the easiest meteorological variable to extract, the precipitation
and geographical areas are a bit more complex to deal with. This is due to the

9 http://nlp.Isi.upc.edu/freeling/.
9 http://svmlight.joachims.org/.
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Fig. 3. F-measure results from the experiments 1 (Baseline) and 2 (AEMIX). Both
experiments are based on data from AEMET forecasts and observation for February
2011.

greater semantic ambiguity of the expressions used to describe both precipitation
aspects and geographical areas.

With our new enhancements, AEMIX achieved better results (an F-measure
above 90 %, and hence valid). The rules to extract the data from the forecasts are
the same in experiments 1 and 2, but in the second experiment the decision to
apply one or another rule is led by the ontology, and its use avoids most errors.
With these experiments we have proved that if we have a semantic aid to guide
the extraction we can get an important improvement on the task of extracting
data from the weather forecasts.

5 Conclusion and Future Work

In this work, we have dealt with information extraction tasks applied to a partic-
ular type of texts: weather forecasts expressed in natural language. The lack of
homogeneity of text structure, the number of atmospheric variables, the ambigu-
ous area descriptions, and the presence of elements with similar adjectives, make
difficult the application of known techniques. Besides, we needed a high degree
of precision in order to correctly carry out a verification process.

We have presented AEMIX, a natural language application which extracts
information from worded weather forecasts with the aim of verifying them
against actual observation data collected from meteorological stations. The use-
fulness of this work is to avoid that this work is done by hand by experts, which
is expensive, time-consuming, and subjected to many human errors. The authors
have performed manual experiments, and rates of up to 10 % of human errors
were found. Additionally, we realized that there is often a kind of internal psycho-
logical bias that makes the human reviewers give for good weather predictions,
which actually only approach to observations. An automatic process, however,
is rigorous and is not subject to moods, fatigue, humor, etc.
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Usually doing this information extraction work by hand can assume about
5 min for each weather prediction, so crafting the entire process shown in exper-
iments (2,828 texts) would be almost 18 weeks of work from one person, which
is highly unfeasible. With AEMIX the extraction is achieved without effort: in
less than one hour all the data is extracted and ready.

The main contribution of this work is the design of an ontology-driven app-
roach which improves the results of the classical approach. In our solution, the
motivation of using an ontology is two-fold: (1) to represent knowledge about
aspects of weather forecasts, and (2) to guide the automatic information extrac-
tion, helping the system to decide how to split the forecasts in order to group the
sentences referred to the same meteorological variables. Besides, this ontology
is populated with the extraction methods to be applied for each meteorological
variable. The proposed architecture has the advantage of allowing to incorporate
several and very different methods to perform the data extraction with minimal
effort, and it avoids errors due to ambiguous language. The first tests seem to
indicate that using semantics tools to guide the extraction process improves the
results obtained by other approaches, and therefore the application can be used
in a real environment with severe restrictions in terms of effectiveness.

With regard to the information extraction through semantic techniques, we
want to advance in the following working lines: (1) to check the system operation
by testing more extensively in new geographical locations, and by analyzing
other atmospheric variables, (2) to explore tools that automate the construction
of the ontology; its development has been completed manually in this work with
the help of experts, but it would be interesting to do it automatically, given a
forecast style guide, and (3) to check rigorously the generality of the method with
other languages than Spanish. Moreover, and this is another reason of having
used ontologies, we want to explore their capacity to store rules and axioms to
improve the extraction mechanism.
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Abstract. Keyword identification is an important task that provides
useful information for NLP applications including: document retrieval,
clustering, and categorization, among others. State-of-the-art methods
rely on local features of words (e.g. lexical, syntactic, and presentation
features) to assess their candidacy as keywords. In this paper, we pro-
pose a novel keyword identification method that relies on representa-
tion of text abstracts as word graphs. The significance of the proposed
method stems from a flexible data representation that expands the con-
text of words to span multiple sentences and thus can enable capturing
of important non-local graph topological features. Specifically, graphlets
(small subgraph patterns) were efficiently extracted and scored to reflect
the statistical dependency between these graphlet patterns and words
labeled as keywords. Experimental results demonstrate the capability of
the graphlet patterns in a keyword identification task when applied to
MEDLINE, a standard research abstract dataset.

Keywords: Word graphs - Pattern analysis - Graph features - Machine
learning - MEDLINE

1 Introduction

Keywords are important meta data that is useful for many document processing
tasks including indexing and retrieval, clustering, and classification. Keywords
can act as relevancy indicators about documents that are retrieved given a search
query. This meta data can be provided by authors, or by manual or automatic
methods to provide better search and access experience when using scientific
databases. Lists of keywords, as document fields, are of high quality considering
they are provided manually either by authors or assigned by librarians. Although
these lists are typically limited in size (three to five items), there is an oppor-
tunity to utilize them through supervised learning methods that aim to identify
statistical dependencies between text features and word labels (e.g. keyword vs.
non-keyword).
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The problem of automatic extraction of keywords within text has been
addressed through both NLP and graph-based methods. Several resources
including manually-generated keywords, lexical, and syntactic annotations have
been used to identify keywords within texts [1-5]. Machine learning techniques
have been developed to extract useful features for the task of keywords identifi-
cation. Witten et al. (1999) proposed a Naive Bayes method for learning features
relevant to keyword extraction, see also [6]. Li et al. developed a semi-supervised
approach to learning an indicator by assigning a value to each important phrase
in the document title and to propagate that value to other phrases through-
out the document [7]. Tomokiyo (2003) proposed an approach to key phrase
extraction based on language models (cf. [8]).

Automatic methods for keyword identification utilize lexical, syntactic,
semantic, and presentation features of texts. These features can be used to learn
rules for identifying keywords in testing data. Counting-based methods (e.g. TF-
IDF [9]) are built on lexical features (e.g. stemmed, lemmatized, or surface forms
of the words). Morpho-Syntactic features (e.g. part-of-speech tagging informa-
tion, base-phrase chunks) can be used as a filter to exclude words (e.g. adverbs
and prepositions) or phrases (e.g. verb phrases) unlikely to be keywords.

Graph-based document representation can enable powerful methods such as
random walks and frequent subgraph mining to capture relevant features for many
NLP tasks. Ranking-based graph methods have been proposed to quantify the
importance of a word in a document relative to neighboring words. TextRank [10],
LexRank [11], and NeRank [12] are examples of methods that employed graph
properties such as vertex centrality and ranking for keyword extraction and text
summarization. Mining of frequent subgraphs and subtrees were demonstrated to
be useful for document categorization [13]. Graph-based term weighting methods
were proposed for information retrieval applications [14].

In this paper, a graph pattern mining method is proposed to identify key-
words in word graphs constructed from text abstracts. Word graphs provide a
flexible representation that enables exploration of complex, non-local features
that can span multiple sentences. The method combined lexical features with
graph substructures (e.g. graphlets) to explore contexts of keywords and identify
siginificant patterns. Then, these graph-based features were used by a machine
learning based classifier for testing data.

2 Research Methods

The problem being addressed in this study can be defined as follows. Let a
text document be mapped to a word graph where vertices represent words, and
edges indicate word co-occurrences in sentences. That is, if the words w; and
w; appear next to each other in a sentence, an edge is created to link the two
vertices representing w; and w;. Given a set of word graphs D = {G1, Ga, ...,G,}
where each graph G; represents a text document, the problem is to structurally
analyze elements in D to extract significant graph substructures (e.g. graphlets,
paths) in the neighborhood of each word vertex. Then, a binary classifier can
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be used to classify word vertices in a test corpus as keywords or non-keywords
based on their graph substructure features.

Vertex labels in word graphs can represent content at some linguistic level.
For instance, at the very basic level, a vertex can correspond to a primitive lexical
unit (e.g. surface, lemmatized or stemmed word form), syntactic unit (e.g. a
phrase) or a sentence (in which case a graph can represent a whole corpus). Edges
in these graphs can represent a lexical relationship (e.g. neighborhood, lexical
similarity) or syntactic relationships (e.g. subject-verb-object relationships). In
this study, text abstracts were mapped to graphs where vertices represented
words and edges between a pair of vertices were created if the pair of vertices
appeared next to each other in a sentence. The edges did not have weights and
the vertices had two features: a lexical label and a part-of-speech tag.

2.1 Notations

A graph is a structure G = (V, E), where V = {v1,v3,...,0,} is a set of ver-
tices and F C V x V is the set of edges. A graph is said to be undirected
iff Ye = (v;,v5) € E,3e = (vj,v;) € E. A graph G(V,E) is isomorphic
to graph G'(V',E’) if there exists a bijective function f: V' — V’ such that
e = (vi,v5) € E iff &(f(vi), f(v;)) € E'. Graph automorphism is a symmetry
property of a graph so that its vertex set can be mapped into itself while pre-
serving edge-vertex connectivity. A subgraph H(V’, E’) of G is defined such that
V' CV and E’ C E. The size of a graph or a subgraph is defined as the number
of items in the vertex set.

Graphlets are small-sized nonisomorphic subgraphs (typically 2 < [V] < 5)
within a given larger graph [15]. A graph can be characterized by its collection
of graphlets [16]. Graphlet automorphism allows for modeling the relationship
of a graphlet and its component vertices. Automorphism orbits are defined by
distances of a vertex of interest (pivot) and the rest of vertices in a graphlet.
Each vertex reachable from a pivot vertex p in a number of edges d are said to
be in d — orbit.

2.2 The Graph-Based Method

In this study, we present a graph-based method for identification of keywords
in research abstracts. Text preprocessing operations (e.g. removing punctua-
tion marks and stop words, lower-casing) were applied. Text were processed to
extract bigram patterns and these patterns were used to represent edges with
end points representing vertices. The NLTK toolkit [17] part-of-speech tagger
provided syntactic information that were used during classification to apply the
graphlet methods only to vertices with nouns and adjectives part of speech tags.
These helped in increasing the true negative (non-keywords) score.

The method relied on graphlets that were extracted from a word graph rep-
resentation of the abstracts. For each word vertex, a graph search algorithm was
designed to extract 3-graphlet and 4-graphlet subgraphs such that this word was
a pivot vertex. The relationships between the pivot vertex (a candidate keyword)
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Fig.1. An example 4-graphlet with four possible orbit forms of the configuration
<0,1,1,2 >.

and its neighbors are defined based on orbit positions and inter-edges between
these non-pivot vertices.

Graphlets can be enumerated systematically and thus are efficient to extract.
Automorphism orbits allow for efficient comparison and counting of graphlets
and thus they can be efficiently explored and scored. A string representation of
graphlet determines (1) the layout of neighboring vertices in each orbit, and (2)
an indicator of the configuration (e.g. how other non-pivot vertices are linked).
Tllustration of orbit configurations are given in Figs.1 and 2. For instance, a
4-graphlet orbit 0 1 2 2 (Fig.2) represents a pivot vertex at the origin (0) and
the next neighbor is at distance 1, and then two vertices are connected to that
neighbor at a two-edges distance from the pivot. In this case, two graphlet forms
can be possible: (1) a form where the neighbors-of-a-neighbor can be linked by
one edge, or (2) another form where there are no edges between those neighbors-
of-a-neighbor.

In this paper, we followed the methodology proposed by Vacic et al. [16]
for enumerating and counting graphlets using the configuration-form scheme.
Table 1 shows the graphlet orbit configuration and form schemes used in this
study. During feature extraction, graphlet patterns were discovered systemati-
cally by applying each scheme in Table 1, starting with a pivot vertex (the word
for which the features were extracted). Two trivial graphlets (namely: 1-graphlet
and 2-graphlets) were not used in our study.

Figure 1 shows four varieties of graphlets of the same configuration, only dif-
fering by the way non-pivot vertices are linked. The feature extraction algorithm
stores and retrieves graphlets using the configuration string (e.g. < 0,1,2,2 >),
a named form (e.g. O7), together with labels (words surface forms) of the ver-
tices ordered by the configuration string. Hash function values were generated
using these compact string representations of graphlets and were used to read
from and write to the feature table where features frequency were stored.

In this study, 3-graphlet and 4-graphlet subgraphs were used as features for
classification of words as keywords vs. non-keywords. A minimum support value
of 5 was used to reduce feature space size. Graphlets of size 5 were not used
due to their somewhat large number of orbit configurations that would increase
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Table 1. Orbit configuration and forms of 2-graphlet, 3-graphlet and 4-graphlet pat-
terns

Orbit configuration | Form | Description

<0,1>

O,

Simple edge from pivot vertex to non-pivot vertex

<0,1,1>

Os

Two edges drawn from pivot vertex to two non-pivot
vertices that are not connected

<0,1,1>

O4

Two edges drawn from pivot vertex to two non-pivot
vertices that are connected (all three forms a
triangle)

<0,1,2 >

02

A simple path connecting pivot vertex to two other
non-pivot vertices

<0,1,1,1>

A star-like shape where pivot vertex is in the middle
and no edges between non-pivot vertices

<0,1,1,1 >

A pivot vertex is in the middle and there exists one
edge between a pair of the non-pivot vertices

<0,1,1,1 >

A pivot vertex is in the middle and there exists two
edges between two pair of the non-pivot vertices

<0,1,1,1>

A pivot vertex is in the middle and all non-pivot
vertices connected to each other

<0,1,1,2>

A simple path connecting four vertices and the pivot
is any non-terminal vertex in that path (Fig. 1)

<0,1,1,2 >

A pivot vertex is connected to two non-pivot and a
third vertex is connected to either of the
non-pivot vertices (Fig. 2)

<0,1,1,2>

A pivot vertex is connected to two non-pivot and a
third vertex is connected to both of the non-pivot
vertices (Fig. 1)

<0,1,1,2 >

A pivot vertex is connected to two non-pivot and a
third vertex is connected to both of the non-pivot
vertices (Fig. 1)

<0,1,2,2 >

A pivot vertex is connected to one non-pivot which is
connected to two non-pivot vertices that are not
connected (Fig. 2)

<0,1,2,2>

A pivot vertex is connected to one non-pivot which is
connected to two non-pivot vertices that are
connected via an edge (Fig. 2)

<0,1,2,3 >

Os

A simple path connecting the four vertices where the
pivot is at either ends

the running time of the algorithm. A conditional probability model was used to
quantify the correlation between graphlet features and class labels (keywords vs.
non-keywords). Let g1, go, ..., gn be a set of graphlets containing a given word v;
(as a pivot vertex) and that word has a class label ¢;. The problem of assigning
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' 2 2 2 2

o7 09

Fig. 2. An example 4-graphlet with two possible orbit forms of the configuration
< 0,1,2,2 >. There are two cases with the outer vertices on orbit 2: first case is where
no edges between these vertices and second case where there is an edge linking them.

a class label ¢ to a word v; given a set of graphlets with v at the origin can be
stated as estimating the probability value P(ck|vi, g1, g2, ..., gn), as a function of
graphlet features. Using Bayes’ rule,

P(cklvi, g1, 925 s gn) o< P(ck) X P(vi, 91,92, - gnlck)
= P(Ck) X P(Ui|ck) X P(viagla927 7gn|ck) (1)
= P(ck) x P(vilex) x [ [ Plgilex),

=1

assuming graphlet features are conditionally independent on class label ¢. The
probability value P(cy) represents prior information about class distribution
in the data set. The probability model P(v;|cx) can be viewed as a unigram
probability of word vertex v;. During initial phases of the study, there was no
observed performance improvements of using the unigram probability P(v;|ck)
and thus this probability value was not used in the final model. Finally, a label
was assigned to a word such that it maximized the probability value that is a
function of graphlet features:

n

7 = argmaxP(cg) X H P(gilcr) (2)
ke{1,2} e

Using the above model, a Naive Bayes classifier was used to decide on whether
or not a test word vertex represented a keyword, given graphlets that were
explored for that test word vertex.

2.3 TF-IDF Method

In this study, TF-IDF scores were used in the baseline system. TF-IDF is a
frequency-based method that takes into account word as well as document fre-
quencies [18]. For a given word 4 in a document j, the w;; score was computed
as follows.
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JZOQQfa (3)

W;i =
J dj n;

where n;; is the frequency of word i in document j, |dj| is total words in document
j, N is the total number of documents in the corpus, and n; is the size of set
of document containing word i. After computing w;; for all words, a normalized
score was computed as

Wi j
> wij
The TF-IDF score was computed for words after applying the syntactic filter

where words other than nouns and adjectives were excluded. Words were ranked
according to the score and top five high scored words were labeled as keywords.

W, = (4)

3 Experiments and Results

3.1 Data Description

The dataset of the present study was drawn from MEDLINE research abstract
database. MEDLINE is a high quality medical publication database supported by
the National Library of Medicine (NLM) in the United States. One of the fields
of an abstract record is the Other Term (OT) field that indicates author-supplied
list of keywords. Not all MEDLINE abstracts have that field and the data was
collected such that only abstracts with non-empty OT fields were included in
the test dataset. A corpus of around 10,000 abstracts was collected. Text pre-
processing steps were applied. For each abstract, a word graph was constructed
and 3-and 4-graphlets were extracted for every word that pass the syntactic fil-
ter (only nouns and adjectives were considered). Other word types (e.g. adverbs,
conjunctions) were included in the graphs to serve as hubs to connect other
words, but no specific graphlets are generated for these category of words.

3.2 Performance Evaluation

A 5-fold cross validation was conducted for two systems. A system based on TF-
IDF method was implemented as a baseline. The evaluation of both experimental
and baseline systems were based on top five scoring candidate keywords. For the
experimental model, for each document, the five top scoring keywords in the
positive class (keyword) were considered if (§) probability score is higher than
that value of the negative class (non-keyword) according to Eq.2. When, for a
test document, the top five model scores given positive class labels were lower
than scores corresponding to negative class labels, no keyword was generated.
A frequent pattern mining system was implemented to extract 3- and 4-
graphlets based on a minimum support value of five (a graphlet has to appear in
five documents to be selected as a feature). A probability model of graphlets con-
ditionally independent on word class label (keyword vs. non-keyword) was build
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Table 2. Keyword classification accuracy

System Recall | Precision
TFIDF 0.55 10.73
graph-based | 0.6 0.79

Table 3. A sample of graphlet patterns

Orbit Configuration | Form | Vertex Labels

<0,1,2 > 02 vascular,endothelial,growth
<0,1,2,2 > o7 control,and,cervical,prevention
<0,1,2,2 > o7 cervical,cancer,early,screening
<0,1,2,2 > O7 | overall,survival,(pfs),(os)
<0,1,1,2 > 06 cancer,early,screening,detection

by counting pattern occurrences and normalization. A uniform prior probability
(0.5) was used for P(c). A small probability value e = 1 x 1075 was used for
unseen graphlet parameters. Recall and precision scores were computed based
on the five top scoring candidate keywords in each test document. Performance
results for the two systems are shown in Table 2.

As a by-product of the feature extraction process, a number of significant
patterns were discovered. Here, we present some of the graphlet patterns that
achieved high scores. A number of these patterns is shown in Table 3.

4 Discussion and Conclusions

This study addressed the problem of keyword identification in scientific abstracts
using a novel graph-based method. An important advantage of the proposed
method is the use of efficient enumeration of significant graphlet patterns in
word graphs. A Bayes’ rule-based model was applied to measure the statistical
dependency between significant graphlet patterns and word class labels (e.g.
keywords vs. non-keywords labels). The pivot vertices in the graphlets feature set
represent candidate keywords. The proposed method was compared to standard,
frequency-based method (TF-IDF) and experimental results showed competitive
performance in terms of Recall and Precision.

This study advances the state-of-the-art of keyword identification methods by
introducing an efficient method for exploring significant patterns in word graphs.
Graph-based representation of text has an important advantage over traditional
methods of text analysis. These graphs allow access to a wider context of the
word vertex and hence enables capturing of non-local dependencies that might
not be straightforward to obtain through syntactic and lexical analysis.

A major contribution of this study is an efficient algorithm for mining signif-
icant patterns in word graphs. While graph-based algorithms are known to be
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computationally expensive, the methods presented in this study enabled calcula-
tion of pattern frequency without resorting to testing of graph isomorphism. This
was possible through usage of an orbit-based scheme representation of graphlets.
This graphlet-based method is different from sequence-based methods (e.g. n-
gram models) in two aspects. First, one graphlet pattern may contain words
from multiple sentences in a given utterance (e.g. a text abstract), whereas
sequence-based methods only contain words that co-occur within sentences. Sec-
ond, sequence-based methods cannot capture some subtle topological patterns
of a candidate keyword (e.g. as illustrated by the patterns shown in Fig. 1).

The presented method utilized a simple text structure, that is of words co-
occurrences, to identify vertices and edges of text graphs. This simplicity of
graph representation ignores the syntactic structure of sentences. One way to
capture syntactic relationships is to identify graph vertices at a multi-word or
phrase level (e.g. noun phrases). However, this might affect graph topology in
a way that can prevent capturing of some significant, micro-level (e.g. word
level) graph substructures. Another limitation of the presented method is lack
of edge information (i.e. edges were unlabeled, unweighted). One potential future
enhancement of the work would include, in addition to adjacency, some infor-
mation such as bigram frequency and syntactic dependency.

While the method was designed to solve the problem of identification of
word vertices that are keywords, as a by-product, a set of significant graphlet
patterns are produced. These patterns can be useful in other tasks such as explo-
ration, text categorization, and document clustering. The proposed probability
model allows for quantification of pattern importance and thus these patterns
are already measured as significant. Future work includes designing a text cate-
gorization method that rely on text graphlets.
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Abstract. Within the scientific literature, tables are commonly used to
present factual and statistical information in a compact way, which is easy
to digest by readers. The ability to “understand” the structure of tables is
key for information extraction in many domains. However, the complexity
and variety of presentation layouts and value formats makes it difficult to
automatically extract roles and relationships of table cells. In this paper,
we present a model that structures tables in a machine readable way and
a methodology to automatically disentangle and transform tables into the
modelled data structure. The method was tested in the domain of clinical
trials: it achieved an F-score of 94.26 % for cell function identification and
94.84 % for identification of inter-cell relationships.

Keywords: Table mining - Text mining - Data management - Data
modelling - Natural language processing

1 Introduction

Tables are used in a variety of printed and electronic documents for presenting
large amounts of factual and/or statistical data in a structured way [1,21,25].
They are a frequent option in written language for presenting large, multi-
dimensional information. For example, in experimental sciences, tables are usu-
ally used to present settings and results of experiments, as well as supporting
information about previous experiments, background or definitions of terms.
Tables are, in particular, widely used in the biomedical domain. However, while
there have been numerous attempts to automatically extract information from
the main body of literature [11,20,27], there have been relatively few attempts
to extract information from tables.

One of the main challenges in table mining is that the existing models used
to represent tables in the literature are focused on visualisation, rather than
on content representation and mining. For example, tables in PubMedCentral
(PMC)! are presented in XML with tags describing rows, cells, header and body

! http://www.ncbi.nlm.nih.gov/pme/.
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of the table. However, these tags are used only for formatting and there is no
guarantee that cells labelled as headers are also semantically headers of the
table. Therefore, the table layout structure and relationships between cells make
preprocessing and decomposition necessary before machine understanding tasks
can be performed.

Hurst [10] introduced five components of table processing: graphical (a basic
graphical representation of the table, e.g. bitmap, rendered table on screen or
paper), physical (a description of the table in terms of physical relationships
between its basic elements when rendered on a page), functional (the purpose of
areas of the table with respect to the use of the table by the reader), structural
(the organisation of cells as an indication of the relationships between them), and
semantic (the meaning of the text in the cell). Following Hurst, we differentiate
five steps of table processing:

1. Table detection locates the table in document.

2. Functional analysis detects and marks functional areas of tables such as
navigational (e.g. headers, stubs, super-row) and data cells.

3. Structural analysis determines the relationships between the cells. For each
cell in the table, it finds related header(s), stub(s) and super-row cells.

4. Syntactic analysis looks at the value of the cells at the syntactic level, for
example, by identifying whether the value is a numeric expression.

5. Semantic analysis determines the meaning of data and attempts to extract
and represent specific information from tables.

In this paper, we focus on functional and structural analysis of tables in clin-
ical literature available openly in PMC. The aim is to facilitate further syntactic
and semantic processing of tables by providing a model to capture necessary
information about cells’ functions, relationships and content.

2 Background

There are three main areas of table processing in literature: (1) table detec-
tion, (2) functional analysis and (3) table mining applications, which include
information retrieval, information extraction, question answering and knowledge
discovery.

Table detection is a hard problem for graphical document formats because it
may involve visual processing of the document in order to find visual structures
recognisable as tables [2]. Other formats can be also challenging. For example,
table tags exist in HTML, but they are often used for formatting web page layout.
Previous work focused on detecting tables from PDF, HTML and ASCII doc-
uments using Optical Character Recognition [13], machine learning algorithms
such as C4.5 decision trees [17] or SVM [19,22], and heuristics [26].

Functional analysis examines the purpose of areas of the table. The aim
here is to differentiate between cells containing data and cells containing navi-
gational information, such as headers, stubs or super-rows (see Fig. 1). To solve
this problem, several machine learning methods like C4.5 decision trees [5,12],
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Table 2
Title/Caption
Total respiratory heat exchanges

Inspired gas-conditioning  Total respiratory heat
device loss (cal/min)
Super-rows HH

Header

5 min 523£17.2(31.3-80.8)
241h 51.7=16.4(30.4-77.8)

45 min 100.1=19.1 (83.7-133.8) Data cells
6h 111.2= 50.1 (68.3-230.0)

24 b 5221 215

stub 3 108.5=21.8 (86.2-151.1)

45 min 923 =164 (64.6-111.9)
6h 102.6= 51.7 (73.2-194.0)
24h 99.8 =289 (71.3-147.1)

Footer —— Yralues are expressed as mean = standard deviation (range).

Fig. 1. Table components (PMC29053): Cell — the basic grouping within a table; Cap-
tion — a textual description of the table’s content; Footer — additionally describes data
or symbols used in the table; Column — a set of vertically aligned cells; Row — a set
of horizontally aligned cells. Header — top-most row (or set of several top-most rows)
that defines data categories of data columns; Stub or column header — typically the
left-most column of the table that categorizes the data in the rows. Super-row — groups
column headers and data by some concept.

conditional random fields [23] and hierarchical clustering [9] were used on web
and ASCII text tables in general domain. Hurst also developed a system that
is able to perform text mining analysis according to his model [10]. His system
was composed of several components performing smaller tasks such as detection,
functional analysis and structural analysis of tables by using rule based and/or
machine learning approaches.

There are several applications that use tables. For example, the BioText Search
engine [6,8] performs information retrieval from text, abstracts, figures and tables
in biomedical documents. Wei et al. [23] created a question-answering system that
looked for answers in tables, using CRF and information retrieval techniques.
Few attempts were made to extract information using linked data and databases
[16,24] with machine learning methods trained on a standardized set of tables [21].
There have been several approaches to semantically annotate columns using exter-
nal resources, such as search engines [18] or linked data resources [14]. WebTa-
bles used a hypothesis that tables in web documents could be viewed as rela-
tional database tables [4]. They created a huge corpus database that consists of
154 million distinct relational tables from the world wide web that can be used
for schema auto-complete, attribute synonym finding or joint graph traversal in
database applications. Most of these approaches restricted themselves to simple
tables because they lacked functional or structural processing steps.

Doush and Pountelli [7] created an spreadsheet ontology that included a model
of table for screen reader’s purposes. Their model considered tables that can be
found in spreadsheets (usually simple matrix tables). They differentiate between
data and header cells, but they do not include other possible cell roles such as
stub and super-row cells.
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3 Table Model

Since current table models focus mainly on visualization for human readers, we
here propose a new model for computational processing which is comprised of
two components:

— Table types: common table structural types that determine the way of reading
the table;

— Data model: models the table structure and data in a way that data can be
automatically processed by the machine (including visualisation).

3.1 Table Types

We define three main structural table types with several sub-types based on the
table’s dimensionality:

— One-dimensional (list) tables are described by a single label. The label
is usually placed in the header (see Fig.2 for an example). One-dimensional
tables may have multiple columns, representing the same category, where
multi-column structure is used for space saving purposes.

— Two-dimensional or matriz tables have data arranged into a matrix cate-
gorised usually by two labels: a column header and row header (stub). In our
model, these tables may have multiple layers of column or row headers (see
Fig. 4 for an example).

— Multi-dimensional tables contain more than two dimensions. We identify
two types of multi-dimensional tables:

e Super-row tables contain super-rows that group row headers below
them (see example in Fig.1). A super-row table can have multiple layers
of super-rows, forming a tree-like structure. This structure is typically
visually presented with an appropriate number of white spaces in front of
each stub’s label.

e Multi-tables are tables composed of multiple, usually similar tables,
merged into one table. In some cases, headers of concatenated tables
inherit some categorisation from the header of the first table.

3.2 Data Model

The proposed data model captures necessary information for semantic under-
standing of tables to facilitate further processing and knowledge gathering. We
have extended the spreadsheet ontology for tables [7] by adding entities that are
not specific for navigation in screen readers, so it contains information that can
aid text mining from tables and visualization.

The model has article, table and cell layers (see Fig. 3), which are arranged
in a tree-like instantiation, with the Article node as the top element, containing
the article information (i.e. title, reference, authors, text) and a list of tables.
The article layer also stores where tables are mentioned within the document.
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Table 2

Examples of the objectives of the cards

- Describe a situation before interpretation

- Devise the interpretation of a situation as a hypothesis

- Search for different interpretations of the same situation

- Identify the cognitive and behavioural consequences of the different hypotheses

- Search for a link between the interpretation given for a situation and a personal real-life experience
- Put the hypotheses in hierarchical order in terms of their probability

- Search for arguments for or against a hypothesis

- Conceive a way of testing a given hypothesis in reality

Fig. 2. Example of a list table (PMC161814)

CellValue
CelllD

Article }—i Article data
CellType

CellRoles Cell Role)

TabD i Table }
iy

Row numb:

]

NS
P

a

= Ve Y

Table order

Table caption Header ref

Table Footer

Super-row ref
Table Structure type

Annotation

e
3
H
g

Table Pragmatic type

Fig. 3. Hierarchy of the proposed table model

Caption, footer, order of the table in the document and its structural type
(dimensionality of the table, as defined above) are stored in the table layer. The
table node also contains a list of table’s cells. Finally, in the cell layer, the model
stores the information about each cell including its value, function and position
in the table. In the cell layer, the model also stores information regarding struc-
tural references to the navigational cells (headers, stubs and super-rows). The
references to navigational cells are set by the ID of the closest cell in the navi-
gational area. If navigational cells contain multiple layers, we apply a cascading
style of cell referencing, where lower layers (closer to the data cell) reference
the higher order layer (see Fig. 4). In this layer, the model further captures any
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Table 1
Reported and audited outcome data

Trial phase Audited | Pre-intervention | Post-intervention
Intervention/Control Intervention Control

Patients seen 307 209 418 237
Referrals 39 80 63
Number of practices 27 25 27 25

Fig. 4. Example of cascading referencing of the header relationships (PMC270060).
The cell with the value 56 is linked to the header “Intervention”, which is linked to the
super-header “Pre-intervention”.

possible annotations of the cell content, which might be added during the table
processing. For example, annotations may be syntactic, giving information about
the type of value inside the cell, or semantic, mapping to a knowledge source
(e.g. ontology or thesauri such as UMLS [3]). For each annotation, we record
the span positions of annotated parts in content, concept names, ids in the lex-
icon or ontologies with which the text was annotated, name of the annotation
knowledge source, its version, and environment description.

We note that spanning cells in our model are split and the content of a cell
is copied to all cells that were created in the splitting process. Column, row
numbers and cell ids are assigned after the splitting of spanning cells.

4 Methodology for Automatic Table Disentangling

We propose a methodology that automatically performs the functional and struc-
tural analysis of tables in PMC documents. The method uses a set of heuristic
rules to disentangle tables and transform them into the previously described
table model.

4.1 Identification of Functional Areas

The aim of functional analysis is to identify functional areas (headers, stubs,
super-rows, data cells) within the table.

Header Identification. In most PMC documents, headers are marked using a
thead XML tag. If thead tag exists, we assume that it is correctly labelled. For
tables that do not have a header annotated, we examine syntactic similarity of
the cells over the column. This is performed by using a window that takes five
cells from the column and checks whether the content has the same syntactic
type (i.e. string, single numeric value (e.g. 13) numeric expression (e.g. 5+2), or
empty). If all cells are of the same syntactic type, we assume that the table does
not have a header. However, if the cells are syntactically different, for example,
the first 2 cells are strings while the rest are numeric, we move the window down
until it reaches the position where all cells in it have the same syntactic type.
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The cells above the window are marked as header cells. The window size of five
cells is chosen based on experimental experience. We have encountered tables
that had up to four rows of headers, so the window size needs to be large enough
to capture syntactic type differences. The algorithm then marks as header only
rows with all cells marked as headers.

Another heuristic for determining header rows is to check whether some of
the first row cells spans over several columns. If they do, we assume that the
header contains the next rows, until we reach first one with no spanning cells.

Headers in multi-tables are usually placed between horizontal lines. Only the
first header is usually marked with thead tags. If multiple cells between the lines
have content, these cells are marked as header cells. However, if only one cell
has content, these cells are classified as super-rows.

Stub Identification. Stubs or column headers are usually cells in the left most
column. However, if cells in the left-most columns are row-spanning, the stub

contains the next columns, until the first column with no spanning cells is iden-
tified.

Super-row Identification. Super-rows are rows that group and categorise stub
labels. They can have multiple layers. In order to recognise super-rows, our
method uses the following heuristics:

— A super-row can be presented as cells that span over the whole row. If these
cells have regular content, they are labelled as super-rows.

— A tables may have multiple layers of super-rows. Authors usually present sub-
group of relationships with leading blank spaces (indentation) at the beginning
of the grouped elements. The number of blank spaces determines the layer of
categorisation (i.e. the first layer has usually one blank space, the second has
two, etc.). In other words, indentation level visually structures the super-row
and stub layers. The row with a label that has less blank spaces than the labels
in a stub below, is categorising them, and is therefore considered their super-
row. Since there can be multiple levels of super-rows, we used a stack data
structure in order to save the associated super-rows of the currently processed
cell.

— In PMC documents, it is usual for spanning cells to be presented as a column
with multiple cells where only one cell has content (usually the leading one).
Rows with only one cell with content are labelled as super-rows.

4.2 Identification of Inter-cell Relationships

Once the functional areas are detected, we further attempt to identify relation-
ships between cells. Using the detected functional areas, the method classifies
tables into one of the four structural classes (one-dimensional, matrix, super-row,
multi-table). This classification is based on a set of rules about the functional
areas of the table. For example, if the table contains multiple headers, it is clas-
sified as multi-table. If it contains super-rows it is a super-row table. If table has
only one dimension, it is a list table. Otherwise, it is matrix table.
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Depending on the class, the method decides which relationships to search for.
For example, data cells in one-dimensional tables can contain only headers, in
matrix tables they contain relationships with stubs and headers, while in super-
row tables they contain an additional relationships with the super-rows, which
may be cascading with multiple layers. Data cells are related to header cells
above, stub cells on the left and super-rows above. Navigational cells are related
to the higher layers of navigational cells as defined in the cascading referencing
model.

Detected functions and relationships of cells can be stored in an XML file
and mySQL database according to our model.

5 Results and Evaluation

5.1 Data Set

We collected a data set by filtering PMC data for clinical trial publications.
We mapped MEDLINE citations, with clinical trial publication type (“Clinical
Trial”, “Clinical Trial, Phase I”, “Clinical Trial, Phase I1”, “Clinical Trial, Phase
II1” and “Clinical Trial, Phase IV”), to the PMC and extracted full text articles.
The data set contains 2,517 documents in XML format, out of which 568 (22.6 %)
had no tables in XML (usually containing only reference to a scanned image).
The data set contains a total of 4,141 tables, with 80 cells per table on average.

Clinical trial publications are rich in tables, containing, on average, 2.4 tables
per article. Biomedical literature, as a whole, contains on average 1.6 tables per
article (30 % less than clinical literature).

5.2 Table Disentangling Performance

The system was able to process 3,573 tables from the data set (86 %). Table 1
presents the numbers of tables identified as belonging to different types. It is
interesting that matrix tables make over 55 % of tables, along with super-row
tables (over 42 %), while list and multi-table are quite rare (around 2 %).

We performed the evaluation of the functional and structural analyses on a
random subset of 30 articles containing 101 tables. The evaluation sample con-
tains tables from each table type and has been evaluated manually. The detailed
information about the evaluation data set and the performance on structural
table type recognition is given in Table 1.

The results for the functional and structural analyses are presented in
Tables2 and 3. Associations to the right roles and navigational relationships
(headers, stubs, super-rows) were considered true positives (TP). Association
to the non-existing roles or relationships were considered false positives (FP),
while missing association were considered false negatives (FN). For the functional
analysis, the method archived an F-score of 94.26 %, with the lowest performance
on the identification of super-row areas for the multi-tables. Our results are com-
parable and better than previously reported. For example, Hurst [10] combined
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Table 1. Overview of the dataset and accuracy of the recognition of structural table
types

Overall | List Matrix Super-row | Multi-table
tables tables tables
Number of tables 3573 27 (0.76 %) | 1974 1517 55 (1.54 %)
(55.24 %) | (42.46 %)
Number of evaluated 101 6 51 27 17
Accuracy of structural |92.07% | 100 % 96 % 96.3 % 70.6 %
type recognition

Table 2. Evaluation of functional table analysis

TP |FP |FN | Precission | Recall F-Score

Cell role — header 1041 35(260| 96.70% | 80.00% | 87.60 %
List 1 0 0 1100.00% |100.00% |100.00%
Matrix 469 9 0| 98.10% |100.00% 99.00 %
Super-row 275 | 18 | 20 | 93.85% 93.22% 93.53 %
Multi-table 296 8 1240 | 97.36% 55.22 % 70.47 %
Cell role — stub 1250 87| 22| 93.49% | 98.27% 95.82 %
List 0o ol 7 NJ/A N/A N/A
Matrix 407 1 31 99.755% 99.26 % 99.51 %
Super-row 488 | 17 4| 96.63% 99.10 % 97.89 %
Multi-table 355 | 69 8| 83.72% 97.79% 90.22 %
Cell role — super-row | 414 |102| 66 | 80.23%  86.25% | 83.13%
List 12 7 0| 63.15% |100.00% 77.42 %
Super-row 359 | 26 | 27| 93.24% | 93.00% 93.12%
Multi-table 43 | 63 | 37 | 40.57% 53.75% 46.24 %
Cell role — data 3709 167 41| 95.69% 98.91% | 97.27%
List 31 7 6| 81.57% 83.78% 82.66 %
Matrix 1438 1] 12| 99.93% 99.17% 99.55 %
Super-row 1517 | 11| 21| 99.28% | 98.63% 98.95 %
Multi-table 723 | 148 2 | 83.00% 99.72% 90.60 %
Overall 16414/391 389 94.25% 94.28%  94.26 %

Naive Bayes, heuristic rules and pattern based classification archiving F-score of
around 92 % for functional analysis. Similarly, Tengli et al. [21] reported F-score
of 91.4 % for the table extraction task in which they recognised labels and navi-
gational cells, while Wei et al. [23] reported an F-measure of 90 % for detecting
headers using CRF. Cafarella et al. [4] detected navigational cells with precision
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Table 3. Evaluation of structural table analysis

TP FP |FN | Precission | Recall F-Score
References — header 5402 | 768 47| 87.55% | 99.13% | 92.98%
List 7 0 0 | 100.00% | 100.00 % 100.00 %
Matrix 2076 15 31 99.30% 99.85 % 99.60 %
Super-row 2501 61 6| 97.61% 98.63 % 98.95%
Multi-table 818 692 | 38 | 54.17% 95.56 % 69.15%
References — stub 4982 |147| 0| 97.10% 100.00% | 98.55%
Matrix 1788 14 0| 99.22% |100.00% 99.61 %
Super-row 2057 | 95 0| 95.58% |100.00% 97.74%
Multi-table 1137 38 0| 96.70% |100.00% 98.35%
References — Super-row | 1663 | 78 269 | 95.52% | 86.07% | 90.55%
List 29 0 6 | 100.00 % 82.85 % 90.62 %
Super-row 1456 66 | 215 | 95.66% 87.13% 91.12%
Multi-table 178 12 | 42| 93.68% 80.91 % 86.82 %
Overall 12047 1993 |316| 92.38% | 97.44% 94.84 %

and recall not exceeding 89 % and Jung et al. [12] reported 82.1 % accuracy in
extracting table headers.

For the task of structural analysis, the system achieved an F-score of 94.84 %.
For comparison, Hurst’s system performed with 81.21 % recall and 85.14 % preci-
sion. It is also important to note that input data in Hurst’s system were perfectly
formatted, while the PMC data is often not. To the best of our knowledge, there
is no other system that attempted to performing the combined task of functional
and structural table analysis.

During the error analysis, we identified misleading mark-up and complex
tables unique to a specific paper in the evaluation set as the main reasons for
errors. In PMC documents, XML mark-up features such as spanning cells, head
tags, and breaking lines are often misused to make tables look visually appealing.
Although we have applied some heuristics that can overcome some of the issues,
some of the misleading XML labelling remains challenging. Furthermore, there
are tables that are not only complex in structure, but their structure is unique
to specific paper, and thus difficult to generalise. Our method made significant
number of errors on multi-tables, since it is challenging to determine whether a
row is a new header or just an emphasized row or super-row just by analysing
XML structure. Errors in wrongly recognizing headers or super-rows cause high
amount of false links in structural analysis, since relationships in the subsequent
rows will be wrongly annotated. However, multi-tables are relatively rare, so this
did not heavily affect the overall results.
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6 Conclusion

In this paper we have presented a model to computationally represent tables
found in scientific literature. We also presented a domain-independent method-
ology to disentangle tables and add annotations about functional areas and rela-
tionships between table cells. The evaluation has shown that the table struc-
ture can be identified with high F-scores (above 94 %) which is encouraging.
Even though we performed evaluation on the PMC clinical trial documents,
the proposed approach can be extended to HTML or any other XML-like for-
mat. The Implementation of the method is available at https://github.com/
nikolamilosevic86/TableAnnotator.

Although the results for these steps are encouraging, there are still a number
of challenges in table mining, mainly in the semantic analysis of the cell content
and the methods to query and retrieve table data.

The proposed model can serve as a basis to support applications in informa-
tion retrieval, information extraction and question answering. We have already
performed several information extraction experiments [15] and in the future we
are planning to develop a general methodology for information extraction from
tables in biomedical literature that uses the presented approach as its basis.
Our methodology can be also used as a basis for semantic analysis and query-
ing of tables. In addition, the model can aid systems in accessibility domain.
For example, screen readers for visually impaired people could enable easy nav-
igation through tables by providing information about cell’s relationships and
functions.
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Abstract. In a text, two concepts can hold either direct or higher order
relationship where function of some concepts is considered as another
concept. Essentially, we require a mechanism to capture complex associ-
ations between concepts. Keeping this in view, we propose a knowledge
representation scheme which is flexible enough to capture any order of
associations between concepts in factual as well as non-factual sentences.
We utilize a five-tuple representation scheme to capture associations
between concepts and based on our evaluation strategy we found that
by this we are able to represent 90.7 % of the concept associations cor-
rectly. This is superior to existing pattern based methods. A use case in
the domain of content retrieval has also been evaluated which has shown
to retrieve more accurate content using our knowledge representation
scheme thereby proving the effectiveness of our approach.

1 Introduction

Knowledge representation is a well researched topic. Popular methods of knowl-
edge representations include predicate logic (propositional or zero-order, first-
order, higher order), semantic network and frame. Predicate logic is very pop-
ular when we wish to capture the expressiveness of a natural language text
ranging from less expressive (propositional) to more expressive (higher order)
logic. Predicate logic is useful when we wish to capture concepts in terms of
functions and arguments. In higher order predicate logic, the arguments can
themselves be functions(predicates) thereby allowing us to capture more com-
plex expressions. Semantic network is a graphical way of representing concepts
and the relationship between concepts. This is a very intuitive way of knowledge
representation and is almost similar to how humans tend to store, retrieve and
manipulate knowledge. In semantic network, the associations between concepts
are arbitrary: without contextual information. It is hard to interpret without a
context. Consider the text: The ideal voltmeter is a potentiometer. From here,
semantic network captures the relation as (potentiometer is-A voltmeter). Sim-
ilarly, from other texts it may find that (Micro-ammeter is-A voltmeter) and
(Electrostatic-voltmeter is-A voltmeter). Using these relations we cannot infer
what is an “ideal” voltmeter unless the context ideal is taken into consideration
while capturing the relations.

© Springer International Publishing Switzerland 2016
E. Métais et al. (Eds.): NLDB 2016, LNCS 9612, pp. 175-186, 2016.
DOI: 10.1007/978-3-319-41754-7_15
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To this end, we propose a knowledge representation scheme that utilizes the
advantage of both higher order predicate logic and semantic network. With this
we can represent arbitrary relation between concepts using complex terms. A
Complex term is defined a unit of knowledge which encapsulates one or more
concept terms and their direct or hierarchical relations or functions. For exam-
ple, the complex term “The ideal voltmeter is a potentiometer” holds a binary
relation between a concept term and a function of another concept term, which
can be represented as is-A(potentiometer, ideal(voltmeter)). To capture these
complex relationships we have introduced a five-tuple knowledge representation
scheme that gives us enough flexibility to capture from the simplest relations
to complex higher order relations or functions between concept terms. Using
these higher order functions, we are able to derive more relations by inferencing.
Again, these representations allow us to capture the nonfactual or conditional
relations that exist in a sentence. This can be used in answering the nonfactual
questions.

Our work is presented as follows. In Sect. 2, we discuss some related work. In
Sect. 3, we present the system architecture and describe the methodology which
takes natural language text as input, generates tuples and stores in a relational
database. Additionally, we also use clustering to normalize the extracted rela-
tions that help us in inferring relations under similar context. Further, we also
present a mechanism for visualizing the relationship between concepts following
a hierarchical graphical structure. In Sect. 4, we describe the evaluation strategy
for our representation scheme. We present the accuracy of our tuple representa-
tion and also evaluate a use case in the domain of content retrieval for education
text materials utilizing our proposed knowledge representation scheme.

2 Related Work

Semantic roles in different parts of a sentence are annotated by the Seman-
tic Role Labeling (SRL) tools. The LTH-SRL of [1] is a SRL tool that gives
predicate/argument structure of input sentences based on NomBank [2] and
PropBank [3] semantic role structures. Given an input sentence this tool returns
the POS and lemma of each word, existing dependency relations between words,
verbal predicates with their arguments (as annotated in PropBank) and nominal
predicates with their arguments (as annotated in NomBank).

There are four general schemes for representing knowledge, namely, logic,
semantic network, production rules and frames. There are a few comparative
studies on different representation schemes [4,5]. Each of these schemes has spe-
cific usage in some particular application. Some uses of different representation
schemes are discussed by Clark [6]. Theoretically, these four knowledge repre-
sentation schemes are equivalent. Anything which can be represented by one
scheme can also be represented by another scheme.

Logical representation schemes can be arranged in terms of their expressive-
ness. Propositional logic is the most restrictive logical representation scheme
[7] which is able to represent sentences which can either be true or false.
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This scheme uses propositions, connectives, brackets and True/False symbols and
the syntactic rules of the language. First order predicate logic is more expressive
as along with symbols and rules of propositional logic it also allows constants,
variables, predicates, functions, quantifiers and semantic rules of the language
[8]. Ali and Khan [5] have given first order predicate logic representations of
different syntactic relations of linguistic phrases. Their algorithm splits the sen-
tences into phrases and based on the patterns of the phrase categories and some
other factors they have identified 36 different types of representations. They are
able to capture 80 % of sentences in these representation types.

Logical relations between concepts can best be represented graphically using
Ontology. Uschold and King [9] and Gomez and Perez [10] gave a skeleton
methodology for building ontology. These techniques are then extended and
refined in multiple ways [11-13]. The Suggested Upper Merged Ontology [14]
is the largest formal ontology in existence today. Though, it began as just an
upper level ontology encoded in first order logic but subsequently its logic has
been expanded to also include some higher-order elements of the logical relations.

3 Overview of the Work with System Architecture

In simple natural text, Ali and Khan [5] have manually identified different pat-
terns of grammatical categories of words and phrases. In complex natural text,
each argument of a relation may have a hierarchy of such patterns. It is very
difficult, if not impossible, to manually create all such hierarchy of patterns in
complex natural text. In this paper, we are trying to extract all levels of syntactic
and semantic relations semi-automatically and represent them using a common
higher order predicate logic knowledge representation framework. We use the
term relation for indicating both function and relation to make it consistent.
Such relations can be unary function of a concept term, binary relation between
two concept terms or hierarchy of functions and relations of concept terms of
any depth.

There are several steps in this task. The first step is to collect documents
of a domain and run Semantic and Syntactic Role Labeling (SSRL) tools. The
concept terms are identified using the index of the books of that domain. Then,
we extract different levels of relations between the concept terms and filter out
the relations where no concept term is present. The filtered relations are called
complex terms.

We design a unique representation scheme for representing such hierarchy of
relations between concept terms in a five-tuple format and store them in a data-
base. The relations in the database are clustered into groups such that similar
types of relations are in same group. We store the cluster information for each
relation in the database. We have also represented these higher order predicate
logic relationships using our higher order graphical network. The system archi-
tecture is shown in Fig. 1. Each step of the system is described in details in the
following subsections.
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Fig. 1. System architecture for extracting and representing higher order predicate logic.

3.1 Building Syntactic and Semantic Role Labeling (SSRL) Tools

The LTH SRL parser [1] identifies the predicate relations and their arguments.
But, each predicate relation is returned as an independent relation. Similarly, the
syntactic parser also identifies the relations between the words. Olney et al. [15]
have used the LTH SRL and syntactic parser outputs for identifying the relations
between the concepts and stored them in ConceptMap. They have considered
all the predicate relations given by LTH SRL parser and extracted is-a, type-of
and location relations from syntactic parser. They have also represented these
relations independently, as the ConceptNet does not have the power to represent
hierarchical relations. We have used this technique to extract the same set of
predicate relations and their arguments.

Hearst [16] has written some grammatical rules for identifying the hyponym
relations between the phrases. They have identified six lexico-syntactic patterns
that capture all possible hyponymy relations in simple English phrases. We have
extracted these relations and combined them with the is-a relation. We have also
combined the prepositions and other words (upto a certain distance) following
the relation as suggested by [17].

Most of these extractors extract relations from factual sentences. There is
scope in identifying more rules for extracting relations especially from non-
factual sentences. By observing these gaps, we have implemented a few rules
for extracting If-Then relation, Mathematical relation and Of-Nmod relation.
The If-Then relation is extracted from the compound sentences with the follow-
ing patterns. Here, X and Y should be complete phrases which are related by
the If-Then relation.
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Patterns of If-Then relation:

— If X Then'Y
-IfX, Y

— When X, Y
— Y when X

The Mathematical relations include proportional, directly proportional,
inversely proportional, reverse, ratio, etc. Such relations are extracted from sim-
ple sentences with the following patterns. Here, X and Y are related by the
corresponding Mathematical relation.

Patterns of Mathematical relation:

— X is proportional/directly proportional/inversely proportional to Y
— X is reverse of Y

— ratio of X and Y

— X divided by Y

We have also created rules for extracting OF and Nmod (Of-Nmod) relations.
The corresponding patterns are given below. The Nmod relation is based on
the occurrence of the Nominal MODifier (NMOD) dependency relation between
the concepts. We have shown the dependency relation in angle bracket. In the
following patterns, X, Y and Z are nouns or noun phrases. The phrase without
concept term is the relation of the phrases containing the concept term.

Patterns of Of-Nmod relation:

- XofY
— XofYandZ
- X <NMOD> Y

3.2 Collecting Hierarchical Relations from SSRL Tools

Now, to get the hierarchy of relations, we have considered the starting and ending
points of the arguments of each relation. If a relation (R1) and all its arguments
are contained in an argument of another relation (R2) then we consider R1 is
inside R2. We combine each such pair or relations, iteratively. One example
sentence containing three predicate relations is shown below. First the relations
‘call’ and ‘IN’ are combined and then the combined relation is combined with
‘word’ and ‘derive_from’.

Example 1:

— Input Sentence: The word magnet is derived from an island in Greece called
Magnesia.

— Predicate and Arguments given by LTH-SRL: derive_from(word magnet,
island in Greece called Magnesia), call(island in Greece, Magnesia)

— Predicate and Arguments extracted using [15]: IN(island, Greece)

— Predicate and Arguments extracted using our NMOD rule: word(magnet)
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— Hierarchical relation combining derive_from and call: derive_from(word mag-
net, call(island in Greece, Magnesia))

— Hierarchical relation combining derive_from, call and word: derive_from
(word(magnet), call(island in Greece, Magnesia))

— Hierarchical relation combining derive_from, call, word and IN: derive_from
(word(magnet), call(IN(island, Greece), Magnesia))

3.3 Representing Hierarchical Relations Using Five-Tuple and
Storing in Database

In complex natural text, a complex term is related to another complex term by a
relation. We represent such knowledge in the database using five-tuple (C1, T1,
C2, T2, R), where C1 and C2 are complex terms of type T1 and T2, respectively.
R is the relation between the complex terms. The type of the complex term can be
a concept term (T = 0) or a unary (T=1) or binary (T=2) relation of complex
terms. We use underscore (_) where the corresponding field is not applicable.
Each five-tuple itself is a complex term.

In the five tuple representation, the innermost complex term is represented
first. We attach a global unique identifier to this complex term as a reference.
This unique identifier is reused across the five-tuples where the particular com-
plex term is used. The complex term “Modulus of elasticity is called Young’s
Modulus” is represented by the following five-tuples.

4. (elasticity, 0, _, -, Modulus)
5. (4, 1, Young’s Modulus, 0, call)

The fourth five-tuple means ‘Modulus’ is the unary relation of the concept
term ‘elasticity’. The fifth five-tuple means ‘call’ is the binary relation of 4"
complex term and the concept term ‘Young’s Modulus’. Similarly, the complex
sentence of Example 1 is represented by the following five-tuples.

(magnet, 0, _, _, word)
(island, 0, Greece, 0, IN)
. (7, 2, Magnesia, 0, call)
. (6, 1, 8, 2, derive_from)

© 0>

The sixth and seventh five-tuples mean that the ‘word’ is the unary relation
of the concept term ‘magnet’ and the ‘IN’ is the binary relation of the concept
terms ‘island’ and ‘Greece’, respectively. The eighth five-tuple means ‘call’ is
the binary relation of 7" complex term and the concept term ‘Magnesia’. The
ninth five-tuple means ‘derive_from’ is the binary relation of 6! and 8" complex
terms.

3.4 Relation Clustering

Consider a factual statement “Ribosome is responsible for protein synthesis
in cells”. With the use of the SSRL tool, we are able to capture a relation
represented as responsible(Ribosome, IN(protein synthesis, cells)). Using this
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representation, we should be easily able to reason with queries which ask for the
role, function or purpose of Ribosomes. For this purpose, we should interpret
responsible, role, function and purpose under same type. We can achieve this by
clustering the contextually similar relations stored in the database.

Olney et al. [15] have manually clustered the extracted relations from Biology
book and manually mapped the clusters with a fixed set of relation names. They
did not consider goal driven relationships and logical patterns as these are not
appropriate for the biology domain. But, it is not possible to manually judge the
type of logical relations. We have discussed below the steps of a semi-automatic
process we have followed for identifying the types of logical relations stored in
the database.

We have first collected the pre-trained vectors trained on a part of Google
News dataset. The model contains 300-dimensional vectors for 3 million words
and phrases. With the help of this model, we have calculated the vector for
each relation word using word2vec tool'. Then, the cosine similarities of the
vectors for each pair of logical relation words are used to measure the similarity
for clustering the logical relations. We have used the WEKA tool [18] for this
clustering implementation.

We further expanded each cluster using Roget’s thesaurus? to cover words
that may not be seen in the corpus vocabulary. For an input relation word, which
may not still exist in the relation clusters we use the following heuristic to find
the semantically closest cluster. We compute the average vector for each cluster
and the vector of the unseen relation word. We assign the unseen relation word
to the cluster whose average vector has the highest cosine similarity with the
vector of the unseen relation word.

3.5 Graphical Network Representation

We have also designed a scheme for representing the higher order predicate rela-
tionships graphically. There are two levels of representation. At the first level,
similar to the ConceptNet representation scheme [19], we have considered con-
cept terms as nodes. When there is a logical relation between two terms then we
give an edge between the corresponding concepts. The first level representation
of the sentence in Example 1 is shown in Fig. 2.

There can be multiple types of relations between concept terms. We are
not able to show the exact relation at the first level graph. The exact logical
relation between the concepts is represented at the second level. The second
level graphical representation of the sentence in Example 1 is shown Fig. 3. Here,
White nodes indicate concept terms, Gray nodes indicate unary relation and
Black nodes indicate binary relation.

! http://deeplearningdj.org/word2vec.html.
2 http://www.thesaurus.com/.
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Fig. 2. First level graphical representation of the sentence in Example 1.

derive_from

call word

Q N magnet

Magnesia

island Greece

Fig. 3. Second level graphical representation of the sentence in Example 1.

4 Evaluation

In this section we will first discuss the strategy we follow to evaluate the effec-
tiveness of our work. It will also help in understanding the real need of such
representation scheme. We have discussed this strategy using three real exam-
ple statements, three questions and their five-tuple representations. Finally, the
actual results are displayed.

4.1 Evaluation Strategy

The above stated knowledge representation mechanism can best be used in sug-
gesting content for a question posed by a student. Our evaluation strategy is
based on this usecase. Consider the following three statements.

— Statement 1: Glass is made up of silica.
— Statement 2: When glass is heated it melts.
— Statement 3: When glass falls it breaks.
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Now, consider the following questions.

— Question 1: What is the temperature at which glass will melt?
— Question 2: What happens when you heat glass?
— Question 3: What will happen if glass is warmed up at high pressure?

If we represent the above three statements by the simple two-tuple represen-
tations (glass, silica), (glass, melt) and (glass, break) then given any question on
‘glass’ the content retrieval engine based on this knowledge base will return all
three statements as output. So, it is clear that we have to take relation names
into consideration, for reasoning.

Now, suppose we represent them using triplets make(glass, silica), heat(glass,
melt) and fall(glass, break) as is usually done in ConceptNet and Ontology.
Then for each of the first two questions which are represented as the triplets
?(glass,melt) and heat(glass, 7), respectively, the second statement will be
given as a relevant content. For the third question which is represented as
warm-up(glass, ?) it will not be able to suggest any content. This is because,
warm-up and heat did not match.

Consider, [S 10 - S 16] proposed five-tuple representations for the above three
statements. These numbers are preceded by S to denote statement. The above
three questions are also processed via the same pipeline as that of the text and
similar five-tuple representations were generated which are shown using [Q 17 -
Q 22]. These numbers are preceded by Q to denote question. Here, the question
mark (7) denotes an unknown concept which needs to be inferred following our
hierarchy of relations present in our knowledge base.

S 10. (glass, 0, silica, 0, make)
S 11. (glass, 0, _, -, heat)

S 12. (glass, 0, _, _, melt)

S 13. (11, 1, 12, 1, if-then)

{heat(glass) ==> melt(glass)}
S 14. (glass, 0, -, -, fall)
S 15. (glass, 0, _, -, break)
S 16. (14, 1, 15, 1, if-then)

Q 17. (glass, 0,7, _, temperature)
Q 18. (17,2, 12, 1, if-then)
Q19. (11, 1,7, ., 1f then)

Q 20. (pressure, 0, _, _, high)

Q 21. (glass, 0, 20, 1, warm)

Q 22. (21,2,7, ., if- then)

Using these five-tuple representations we are able to return some statement
for a question. For example, the question five-tuple Q19 has a direct match with
the statement five-tuple S13. Therefore, Statement 2 is returned as the relevant
content for the Question 2.
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4.2 Results and Discussions

We generate our knowledge base from K-12 physics book of NCERT?, India,
using our above stated methodology. There are 20,000 sentences in our dataset.
We have also downloaded and cleaned the index of that book to be used as
concept list. We, then, choose a set of 100 questions whose information need
can be answered from the dataset. The questions are also processed via the
same pipeline and the similar five-tuple representations were generated for them.
We extracted the top 1000 relations from our corpus. We generated around 90
clusters using our clustering mechanism.

We are able to represent 90.7 % of the relations that exist between the con-
cepts in natural sentences. This result shows that it is superior to the existing
first order predicate logic based representation scheme of [5] which is able to
represent 80 % of the sentences.

We compare our content search system with standard TF-IDF based Baseline
System which returns ordered results based on keyword match and TF-IDF
ranking scheme. We have considered the top three results for comparison. Then,
we have incorporated relation clusters in the TF-IDF based search engine to
prepare the Modified System. In this Modified System recall is high as the system
is able to search the relevant contents where the exact relation name is not
present (similar relation name is present). For example, we have put heat and
warm under one cluster. Hence, our representation scheme returns the second
statement as a relevant content for only the 27¢ and 3"% questions in Sect.4.1.
Here, we do not care the “high pressure” phrase in Question 3.

Then, we have used the five-tuple representation to build our Final System.
We have used these five-tuples for reasoning. In this Final System, precision @ K
(K=3) is increased as the query is more restrictive. Therefore, the result contains
lesser irrelevant contents. For example, for the third question in Sect. 4.1 our final
system does not suggest any content. The results of the TF-IDF based Baseline
system, modified system and final advanced system for content search task are
shown using Precision, Recall and F-measure values in Table 1.

Table 1. Evaluation result of the baseline TF-IDF based and our advanced content
retrieval engine.

System Precision | Recall | F-measure
Baseline system with TF-IDF based ranking 0.72 0.67 |0.69
Modified system after adding relation clustering 0.68 0.79 10.73
Our final system after reasoning through five-tuples | 0.86 0.74 10.79

3 ncert.nic.in/ncerts/textbook /textbook.htm.
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5 Conclusion

In this paper, we have presented a knowledge representation scheme for capturing
higher order relations between concepts. We have developed an approach where
we use syntactic and semantic analysis to extract such higher order relations.
For visual interpretation of the complex associations between concepts, we have
presented a hierarchical graphical structure. Finally, we have demonstrated the
effectiveness of our representation scheme by evaluating a use case in the domain
of content retrieval for education materials.

The future research work is focused on the following fields: (1) Increasing
the set of rules to extract more relations (2) Exploring the possibility to extend
the use case from trivial content retrieval to more focused question-answering
system.
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Abstract. Automatic Text Summarisation (TS) is the process of abstracting key
content from information sources. Previous research attempted to combine
diverse NLP techniques to improve the quality of the produced summaries. The
study reported in this paper seeks to establish whether Anaphora Resolution
(AR) can improve the quality of generated summaries, and to assess whether AR
has the same impact on text from different subject domains. Summarisation
evaluation is critical to the development of automatic summarisation systems.
Previous studies have evaluated their summaries using automatic techniques.
However, automatic techniques lack the ability to evaluate certain factors which
are better quantified by human beings. In this paper the summaries are evaluated
via human judgment, where the following factors are taken into consideration:
informativeness, readability and understandability, conciseness, and the overall
quality of the summary. Overall, the results of this study depict a pattern of
slight but not significant increases in the quality of summaries produced using
AR. At a subject domain level, however, the results demonstrate that the con-
tribution of AR towards TS is domain dependent and for some domains it has a
statistically significant impact on TS.

Keywords: Text summarisation *+ Anaphora resolution - TextRank

1 Introduction

Natural Language Processing (NLP) has different tasks [1, 2]. One of these tasks is
Automatic Text Summarisation (TS) that has been the subject of a lot of interest in the
NLP community in recent years [2]. The goal of automatic summarisation is to process
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the source text to produce a shorter version of the information contained in it then
present this version in a way that suits the needs of a particular user or application. Text
summaries attempt to provide concise overviews of content, and can allow a reader to
make a quick and informed decision regarding whether a document contains the
information they seek, and thus whether it would be worth the time and effort required
to read the entire document. The rapid growth of the Web has resulted in a massive
increase in the amount of information available online, which in turn has increased the
importance of text summarisation.

Various techniques have been proposed in the literature for the automatic sum-
marisation of text, some of which are supervised, while others are unsupervised.
Supervised techniques involve the need for an existing dataset of example summaries
[3]. In contrast, unsupervised techniques do not rely upon any external knowledge
sources, models or on linguistic processing and interpretation to summarise text [4].

There are two primary approaches to automatic summarisation. Extractive methods
work by selecting a subset of existing words, phrases, or sentences from the original
text to form the summary. In contrast, abstractive methods build an internal semantic
representation and then use natural language generation techniques to create a summary
that is closer to what a human might generate. Such a summary may contain words that
are not included in the original text. These approaches are outlined in more detail in
Sect. 2, below.

Throughout the evolution of automatic text summarisation, attempts have contin-
uously been made to improve the quality of the summaries produced. As a result,
diverse NLP techniques have been combined together in an attempt to deliver
advancements in the process, with mixed results. While some combinations of tech-
niques demonstrated positive impact [5], some did not [6].

One approach that has been shown to deliver a positive impact on summarisation is
Anaphora Resolution (AR). A number of studies have combined AR with the sum-
marisation algorithm, and their results have shown a positive impact on summaries [6, 7].

Various systems were developed to carry out automatic evaluation, of the produced
summaries, taking into consideration some measures and aspects in the evaluation
process, such as comparing the summary to other (ideal) summaries created by humans
[9]. An example of these measurements involves counting the number of overlapping
units such as n-gram, word sequences, and word-pairs between the computer-generated
summaries and the ideal summaries created by humans. The problems with these
evaluations are: (1) the necessity for existing human summaries and the fact that
(2) automatic systems lack evaluation measurements, such as conciseness and infor-
mativeness. Metrics such as these are often missing from evaluation systems, as they
are difficult to quantify automatically and need to be assessed by human beings. Our
research attempts to take these factors into consideration as part of the evaluation.

The contribution of this paper involves investigating the impact of AR on text
summarisation, both in general, and with respect to different domains, by using human
evaluation to judge the generated summaries. The evaluation includes factors that
cannot be quantified by automatic systems, and therefore require a human to judge.
These factors are: informativeness, readability & understandability, conciseness and the
overall quality of the summary.
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The summarisation system proposed in this paper builds upon TextRank [4] for the
generation of summaries. In the evaluation carried out for this study, a comparison is
conducted between two summarisation approaches. In the first approach, summarisa-
tion is performed directly on the original text. In the second approach, however, the
anaphora of the original text is resolved before summarisation is performed.

2 Related Work

Many advances have been achieved in the field of text summarisation, which generate
summaries of a variety of documents in different repositories, such as scientific
repositories and meeting recordings [10]. The two main approaches to text summari-
sation consist of abstraction [11] and extraction [12] methods. Abstraction involves
“understanding” the meaning of a text in order to build an internal semantic repre-
sentation of it and subsequently use natural language generation techniques to create a
summary that is close to what a human would generate. The challenge faced by
abstraction techniques is that they rely upon the requirements for semantics and
training data to automatically interpret and “understand” the meaning of the content in
order to summarise the original text. As a result of this, summarisation techniques
based upon abstraction have so far met with limited success [13]. On the other hand,
extraction approaches require the identification of the most important sentences (or
passages), in the text in order to extract the summary. Thus, the extraction method is
deemed more feasible [4] and is selected as the approach to be used in this paper.

Various methods have been discussed in the literature to improve extractive
summarisation systems. Early systems depended upon simple approaches, such as:
Sentence Location, where the importance of the sentence is determined by: (1) its
location in the text (being at the beginning or end of the text); (2) the emphasis of the
text (e.g. being a heading); and (3) the formatting of the text (e.g. a sentence high-
lighted in bold would be considered more important than other sentences) [14]. The
Cue Phrase approach focuses on words that are used to determine the appropriate
sentences for the summary such as “this paper”, “propose”, and “concluding” [15]. The
most frequent words approach extracts a summary by determining the most important
concepts by exploring the term distribution of a document [16]. Another approach that
extracts summaries by measuring the length of the sentences is the Sentence Length
approach, which automatically ignores sentences that have a length that falls under a
predefined threshold [15].

Robust graph-based methods for NLP tasks have also been gaining a lot of interest.
Arguably, these methods can be singled out as key elements of the paradigm-shift
triggered in the field of NLP. Graph-based ranking algorithms are essentially a way of
deciding the importance of a vertex within a graph, based on global information
recursively drawn from the entire graph. The basic idea implemented by a graph-based
ranking model is that of “voting” or “recommendation”. When one vertex links to
another, it is basically casting a vote for that vertex. The higher the number of votes for
a vertex, the higher the importance of that vertex. Moreover, the importance of the vote
is determined by the importance of the vertex casting the vote. One of the most
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significant algorithms in this spectrum is the TextRank algorithm [4], which is based on
the PageRank algorithm [17].

TextRank is an unsupervised graph-based ranking model that summarises text by
extracting the most important sentences of the text after ranking them according to the
number of overlapping words between them. TextRank can be applied to tasks ranging
from automated extraction of keyphrases, to extractive summarisation and word-sense
disambiguation, and it works as follows:

Formally, let G = (V, E) be a directed graph with the set of vertices V and set of
edges E, where E is a subset of V x V. In this model, the graphs are built from natural
language texts where V represents a sentence from the text, and E is the edge that
represents the connection between two sentences. Each edge acts as a weight that
represents the similarity between two sentences. For a given vertex V;, let In (V;) be the
set of vertices that point to it (predecessors), and let Out (V). be the set of vertices that
vertex V; points to (successors). The score of a vertex V; is defined as follows:

1

S(Vi)=(1-d)+dx Zjeln(wms(vi) (1)

where d is a damping factor that can be set between 0 and 1, which has the role of
integrating into the model the probability of jumping from a given vertex to another
random vertex in the graph. The factor d is usually set to 0.85.

TextRank has been demonstrated to perform well as an algorithm for extracting
summaries [4], however, combining it with other NLP approaches may enhance the
quality of these summaries. These additional approaches can be employed in the text
pre-processing step, or furthermore in the ranking process. In this research we combine
TextRank with other approaches such as Sentence Location and Anaphora Resolution.
Furthermore, we combine different approaches in the text pre-processing step such as
stopword removal and stemming.

Information about anaphoric relations can be beneficial for text summarisation.
Anaphora is a reference which points back to some previous item, with the ‘pointing
back’ word or phrase called an anaphor, and the entity to which it refers, or for which it
stands, its antecedent [6]. For example: “The boy is clever, he is the first in the class”.
Here, “he” is the reference (anaphor) that points back to its antecedent “The boy”.

Anaphoric information is used to enrich the latent semantic representation of a
document, from which a summary is then extracted. Different algorithms for text
summarisation are based on the similarity between sentences. AR can be used to
identify which discourse entities are repeatedly mentioned, especially when different
mentioning forms are used. Previous work involving the inclusion of AR in sum-
marisation, reports some increase in performance. Vodolazova et al. [S] achieved an
improvement of around 1.5 % over their summarisation system based on the lexical
Latent Semantic Analysis (LSA) by incorporating anaphoric information into it. The
performance was tested on the DUC 2002 data using the ROUGE evaluation toolkit
[9]. The authors also mentioned two strategies for including anaphoric relations:
(1) addition, when anaphoric chains are treated as another category of term for the
input matrix construction; (2) substitution, when each representative of an anaphoric
chain in the text is substituted by the chain’s first representative. The evaluation results
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show that the substitution approach performs significantly worse than the addition
approach and in some tests even worse than the same system without including AR [5].
Although the addition strategy is better, in some cases the output summary becomes
incoherent. This happens when a pronoun appears in the summary and its antecedent
does not. As a result, for coherency, in this research the addition strategy is used, and
after that the anaphora chain is tracked. If a pronoun appears in the summary without its
antecedent, the pronoun is substituted by its antecedent.

Various researchers have investigated how the quality of automatically generated
summaries can be evaluated. Vodolazova et al. [12] attempted to analyse the impact of
shallow linguistic properties of the original text on the quality of the generated sum-
maries. Nenkova et al. [18] focused on how sentence structure can help to predict the
linguistic quality of generated summaries.

Summarisation evaluation methods can be broadly classified into two categories
[19]: extrinsic evaluation, where the summary quality is judged on the basis of how
helpful summaries are for a given task, and intrinsic evaluation which is based on an
analyses of the summary, and involves a comparison between the original text (the
source document) and the generated summary to measure how many ideas of the
source document are covered by the summary. Intrinsic evaluations can then be divided
into: content evaluation and text quality evaluation. Content evaluation measures the
ability to identify the key topics of the original document, while text quality evaluation
judges the readability, grammar and coherence of automatic summaries [8].

Text Summarisation evaluation can be classified into two approaches: Automatic
evaluation and Human evaluation. Many evaluation studies [4, 5, 8] used automatic
evaluation systems such as ROUGE [9]. ROUGE is a tool which includes several
automatic evaluation methods that measure the similarity between summaries. Other
studies have asked human judges to evaluate the quality of generated summaries
generated using their approach [20].

The problems with the automatic evaluation are that (1) they first of all necessitate
the existence of human summaries for comparison with the generated summaries;
additionally (2) automatic systems lack evaluation measurements such as conciseness
and informativeness because these criteria are difficult to quantify automatically and
need to be assessed by humans. We take these factors into consideration as part of the
evaluation in this research where we adopted the intrinsic method and used human
evaluation to judge the quality of summaries generated by two different approaches.

3 Design

In order to evaluate the impact of Anaphora Resolution from a human perspective a
system has been developed. The system consists of the following modules:

Summarisation:

— Summarisation Algorithm: The task of summarisation is an unsupervised extractive
task, so TextRank is used as the summarisation module.

— Stemming: TextRank measures the similarity between sentences by calculating the
number of overlapping words between them. Therefore, to ensure that words that
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share the same root (i.e. ones which are deemed very close to each other in
meaning), words are stemmed before comparing them to each other. The Lancaster
stemmer was selected to be used in this research. This follows on the successful
approach of Augat and Ladlow [21], where they compared the performance of three
stemmers: WordNet stemmer, Lancaster stemmer, and Porter stemmer; of the three,
the Lancaster stemmer performed best.

— Stopword Removal: As stopwords are generally assumed to be of less, or no,
informational value, the system performs stopword removal on the original text
before stemming and summarisation.

Anaphora Resolution. The AR system used is the Stanford Deterministic Coreference
Resolution System [22] which implements a multi-pass sieve coreference resolution (or
anaphora resolution) system. The system relates pronouns to their nominal antecedents.

Addition Approach. As it has been shown by Vodolazova et al. [5], that the sub-
stitution approach performs significantly worse than the addition approach, the addition
approach is used in this system.

Sentence Location. The sentence location approach is applied to extract the first
sentence from the original document to be used as the first sentence in the summary,
even if TextRank did not extract it. The selected dataset for this research is Wikipedia,
and since the first sentence in any Wikipedia article states the definition of the article,
the sentence location can provide valuable information to the summarisation process.

Chain Tracking. The Anaphora resolution system produces an anaphoric chain. This
chain consists of an antecedent (first representative, a name for example) and the
anaphor that refers to that antecedent (and may be more than one anaphor). This chain
is used to check the coherence of the summary produced by the system, by checking
that the anaphoric expressions contained in the summary still have the same inter-
pretation that they had in the original text, and if it does not have the same interpre-
tation, the anaphor is substituted by its antecedent.

The system implemented for this research carries out the text processing in the
following order:

Anaphora in the original text is resolved.

Stopwords are removed.

Stemming is applied.

TextRank is executed on the new text.

Sentence ranks are produced.

The highest ranked sentences are selected and extracted from the original text.
The first sentence is selected to be used in the summary (if it was not already
selected by TextRank).

8. If a pronoun is found in the summary without its antecedent, it is replaced by the
antecedent.

A o e
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4 Evaluation

4.1 Dataset

In order to investigate the impact of AR on summaries generated from different subject
domains, 70 Wikipedia abstracts were selected from various subject domains. The
abstract is the first section from the Wikipedia article. The abstracts have different
length (from around 180 words to more than 560 words.) Wikipedia was chosen as an
open source of content in multiple domains. The domains were selected at random and
the abstracts were randomly chosen from within the following domains: Accidents,
Natural Disasters, Politics, Famous People, Sports, and Animals. Two summaries were
generated for each abstract, one summary was generated without applying Anaphora
Resolution and the second summary was generated by applying Anaphora Resolution
before summarisation'.

When we tried to generate the two summaries for each article, we noticed in 45
articles that the two summaries were identical, which reflected the possibility that AR
may have had no impact on the produced summaries.

We also noticed that in producing the two summaries, the identical summaries were
often produced from the shorter articles. This means that, the length of text in the article
proportional to the impact of AR on the produced summaries (i.e. the shorter the article,
the less the impact of AR on the summary, and vice versa).

Hence, 45 abstracts were removed and the final selected set of abstracts, for the
experiment, are 25 articles of the original document-set where each domain has 5 articles.

4.2 Experimental Setup

To conduct the comparative evaluation between the two summaries, a web application
was built. The abstracts were divided into groups; each group had five abstracts that
came randomly from different domains. When the first user logged in, they were
randomly assigned a group. The next user was then randomly assigned a group from
the remaining unassigned groups. This continued until all the groups were assigned to
users. The process was then repeated for the next set of users who logged in to the
system. This ensured an even spread of assessment. Each article in the group that is
presented to the user was followed by the two generated summaries. The users were not
aware of which summary was produced using which technique. Each participant in the
experiment was asked to evaluate each summary according to the following
characteristics:

1. Readability and Understandability: Whether the grammar and the spelling of the
summary are correct and appropriate.

2. Informativeness: How much information from the source text is preserved in the
summary.

" In our experiment, the first summary is marked as TR and the second summary is marked as
TR + AR.
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3. Conciseness: As a summary presents a short text, conciseness means to assess if
this summary contains any unnecessary or redundant information.
4. Overall: The overall quality of the summary.

An open call for participation in the experiment was made on several mailing lists
and through social media. The selected participants’ ages were ranging from 24 to 50
years old and they were from different backgrounds.

The users were asked to evaluate each characteristic on a six-point Likert scale
(ranging from one to six, where one is the lowest quality and six is the highest). For the
sake of data completeness, each participant was asked to fill in answers for all the
evaluation characteristics. A text box was provided in case the user had any comments
regarding the quality of the summaries or regarding the difference between them. The
users were allowed to leave this box empty in case they did not have any comments.
After each summary was evaluated individually, the user was asked to indicate which
summary they preferred. In most cases this characteristic was automatically set by the
system based upon the user’s individual evaluation of the two summaries, while still
allowing for manual adjustment if the user so wished. However if the user evaluated the
two summaries equally, then neither summary was preselected, and they had to
manually make a selection.

5 Results and Discussion

Thirty-eight users participated in the experiment. Each user evaluated at least four
abstracts in different domains and also added comments about the two summaries. The
final results were analysed regarding:

(a) The general impact of Anaphora Resolution on Text Summarisation.
(b) The domain-specific impact of Anaphora Resolution on Text Summarisation.

5.1 General AR Impact

Table 1 reports the mean scores of the user evaluations, the variance, and p-value for
each characteristic. The results show that the difference between the two approaches
(TR and TR + AR) is not statistically significant, which coincides with results obtained
by Mitkov et al. [6]. However, from the results obtained in our research, we can notice
a pattern. Although the difference is not significant, the differences are constantly
positive, which would suggest the combined approach does have a positive influence
overall. Nevertheless, this pattern will need to be confirmed with future experiments
and more detailed analyses.

As part of the analysis, the users’ comments were also examined. In general, the
comments show that the majority of the users preferred the second summary (TR +
AR). The users’ comments also showed that AR has no significant impact on the
quality of the produced summaries. This is demonstrated by the following sample
comment: “I noticed that usually the difference between the two summaries is just one
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or two sentences. This is why it is hard to judge which one is better than the other. They
are very close to each other with just a small difference.”

Table 1. General Anaphora resolution impact

Criteria / Approach TR TR + AR
Readability& Mee?n 4.8625 4.8688
Understand-ability Variance 0.00625

P-Value 0.9291 (> 0.05)

Mean 43875 | 4.4563
Informativeness Variance 0.0688

P-Value 0.4671 (> 0.05)

Mean 4.2375 | 4.375
Conciseness Variance 0.1375

P-Value 0.1276 (> 0.05)

Mean 435625 | 4.4
Overall Variance 0.04375

P-Value 0.6195 (> 0.05)

Mean 0.8375 | 1.09375
Preferable Variance 0.2563

P-Value 0.1596 (> 0.05)

5.2 Domain Specific AR Impact

Table 2 reports the mean scores of the user evaluations, the variance, and p-value for
each characteristic in each of the different domains tested. In this experiment, abstracts
were divided by domains to investigate the intuition that language characteristics differ
by subject domain, and thus to assess if the impact of AR on summarisation also
differed.

The impact is shown to be statistically significant in the “Politics” domain for
Conciseness (p-value = 0.02) and Readability (p-value = 0.05). Also in the “Animals”
domain, the difference between the two summarisation approaches is statistically sig-
nificant with respect to two characteristics: Informativeness (p-value = 0.001) and User
Preference (p-value = 0.02). In the “Politics” and “Animals” domains, AR has a
positive impact on the generated summaries in all characteristics. In support of this
argument, user comments confirmed this finding. The following is a sample of user
testimonies: “First summary did not summarise first part of the topic as efficient as the
second summary.” Where the first summary here refers to the TR summary and the
second summary is the TR + AR summary.
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In contrast, in the “Accidents” domain, the summaries generated with TR only are
more preferable and are evaluated more positively with respect to all characteristics
than summaries with AR.

Regarding the “Famous People” domain, although it was expected that AR would
have a positive impact on its articles as they have more pronouns than others, the
results actually show a negative impact of AR in all characteristics (variance ranges
from —0.17 to —0.72). User comments on these domains show that the summary that
was generated with TR only is more preferable than TR + AR. One of these comments
is: “The first summary [the TR summary] included an extra piece of information about

Table 2. Domain specific Anaphora resolution impact

Domain / Criteria cr cr ¥ o s’
TR 521 450 471 450 0.93

TR+AR 5.00 436 429 4.14 0.79
Accldents [ ence 021 -0.14 -0.43 -0.36 -0.14
P-Value 027 0.61 0.16 0.29 0.81

TR 5.00 4.60 433 456 0.82

Natural TR+AR 496 461 451 4.60 122
Disasters |  Varience 20.04 20.09 0.18 0.04 0.40
P-Value 0.75 0.64 027 0.79 0.28

TR 461 433 3.56 411 0.72

TR+AR 5.00 433 4.44 428 111

Politics Varience 0.39 0.00 0.89 0.17 039
P-Value 0.05 0.99 0.02 0.62 0.4

TR 479 421 434 431 1.28

Famous TR+AR 462 417 421 421 0.55
People Varience -0.17 -0.03 -0.14 -0.10 -0.72
P-Value 0.38 0.89 0.53 0.63 0.07

TR 4.63 443 427 430 0.73

TR+AR 4.80 437 430 437 1.10

Sports Varience 0.17 20.07 0.03 0.07 037
P-Value 0.28 0.71 0.84 071 0.38

TR 4.96 413 413 421 0.50

TR+AR 492 496 442 454 1.67

Animals Varience -0.04 0.83 029 033 .17
P-Value 0.80 0.001 0.18 0.12 0.02

“Readability & understand-ability, b'lnformativeness, “Conciseness, d'Overall, ®Preferable
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travels which was omitted in the second [the TR + AR summary].” Which means that
the TR summary is more informative than the TR + AR summary.

It was noted from the results in the “Natural Disasters” and “Sports” domains that
the impact of AR varies from one characteristic to another. For example, the second
summary (AR + TR) in both domains is more preferable than the first (positive vari-
ance, 0.40 and 0.37 respectively), however, the first summary is slightly more readable
than the second one. A user comment shows that: “These two are tight. The first is
more readable.”

6 Conclusion and Future Work

This paper presented an alternative approach to evaluate the impact of Anaphora
Resolution on Text Summarisation. Various researchers have attempted to evaluate this
impact automatically, however, automatic evaluation always lack evaluation charac-
teristics that are difficult to effectively measure automatically and need to be evaluated
manually. In this research we measured this impact by asking humans to evaluate two
summaries, one of which was generated without Anaphora Resolution (AR), while the
second was generated with Anaphora Resolution. The results showed that, in general,
AR has a slight but not significant impact on the quality of the summaries produced.
Further experimentation on the domain-specific impact of AR showed that AR is
domain dependent and its impact varies from one domain to another. The results
showed that AR has a statistically significant impact on TS for some criteria.

In the experimental setup stage, it was noticed that the length of the article and the
density of the anaphoric references have an influence upon the summaries produced.

Future work will therefore be carried out in order to expand upon these findings. It
will investigate the relation between text characteristics, such as the length, the style,
the domain, and the number of anaphors in the original text, and their impact upon the
generated summaries.
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Abstract. Recommendation of scientific papers is a task aimed to sup-
port researchers in accessing relevant articles from a large pool of unseen
articles. When writing a paper, a researcher focuses on the topics related
to her/his scientific domain, by using a technical language.

The core idea of this paper is to exploit the topics related to the
researchers scientific production (authored articles) to formally define
her/his profile; in particular we propose to employ topic modeling to
formally represent the user profile, and language modeling to formally
represent each unseen paper. The recommendation technique we pro-
pose relies on the assessment of the closeness of the language used in
the researchers papers and the one employed in the unseen papers. The
proposed approach exploits a reliable knowledge source for building the
user profile, and it alleviates the cold-start problem, typical of collabo-
rative filtering techniques. We also present a preliminary evaluation of
our approach on the DBLP.

Keywords: Content-based recommendation - Scientific papers recom-
mendation - Researcher profile - Topic modeling - Language modeling

1 Introduction

In the last years a big deal of research has addressed the issue of scientific papers
recommendation. This problem has become more and more compelling due to
the information overload phenomenon suffered by several categories of users,
including the scientific community. Indeed, the increasing number of scientific
papers published every day implies that a researcher spends a lot of time to find
publications relevant to her/his research interests. In particular, recommender
systems serve in this context the purpose of providing the researchers with a
direct recommendation of contents that are likely to fit their needs.

Most approaches in the literature have addressed this problem by means
of collaborative filtering (CF) techniques, which evaluate items (in this case
papers) based on the behavior of other users (researchers), by exploiting the
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rates assigned by other users to the considered items. However, generally, CF
approaches assume that the number of users is much larger than the number of
items [9)].

This is verified in applications like movie recommendations, where there are
usually few items and several users. For instance, the MovieLens 1M' dataset
contains 1,000,209 ratings from 6,040 users and 3,706 movies [8]. Moreover the
users are clients who are very likely to interact with the system several times,
often consuming similar items; therefore ratings are quite easy to obtain. Hence,
CF recommendation models can make accurate recommendations for most users
in e-commerce domains.

On the contrary, in the domain of scientific papers recommendation, there
are usually less users than papers, which results in the data sparsity problem.
In fact usually there are few users who select the same papers, and thus finding
similar users only based on explicit ratings of papers is a difficult task.

A second general issue that affects CF is the cold start problem, which occurs
when a new item to be recommended has not been rated by any user. Further-
more, when a new user is introduced, the system is not able to provide recom-
mendations. A possible strategy is to force the user to rate a minimum number
of items before starting to use the system.

Content-based approaches recommend items based on both the items con-
tent and a profile that formally represents the user interests [12]. Content-based
approaches exploit the items metadata and content to provide recommendations
based on users preferences represented in the user profile. However, content-
based recommendation approaches need reliable sources of the user interests.
More precisely they rely on a user model (the profile) that specifies the user
topical preferences; these preferences must be captured either by means of an
explicit user involvement or by means of the analysis of various kinds of interac-
tions of the user with the system (implicit feedback). In this way the cold start
problem could be shifted from items to users [6,9].

To improve the recommendations some systems apply hybrid approaches [4],
which combine content-based and collaborative filtering techniques.

By means of hybrid approaches [11,17,19] the cold start problem for both
new users and items can be alleviated. For instance, in [17] the authors suggest to
combine ratings and content analysis into a uniform model based on probabilistic
topic modeling.

However, in [1] the authors show that producing accurate recommendations
depends on the choice of the recommendation algorithm, and mainly it depends
on the quality of the information about users. The noise injected in a user profile
affects the accuracy of the produced recommendations.

In this paper we make the assumption that the users (researcher) scientific
corpus (publications co-authored by the researcher) is a reliable source of data
and information. In fact, in the task of writing articles, a researcher focuses on a
set of topics related to her/his scientific investigations, and s/he uses a technical
language related to those topics. These core topics play an important role in the

! www.grouplens.org/.
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selection of unseen papers. The rationale behind the approach we propose in this
paper is to make use of the researchers scientific corpus to formally define her /his
profile: in this way the user model will exploit the core concepts contained in
the articles authored by the researcher.

Formally, the approach we propose relies on topic modeling: the profile of a
researcher is a topic model obtained by applying LDA to the abstract of a sample
of the articles written by the researcher. Topic models provide the identification
of core topics from a provided text collection; each topic is formally represented
by means of a probability distribution of n-grams, i.e. sequences of n words.
We propose then to formally represent each unseen article (to be recommended)
by means of a language model. Then the topics generated by topic modeling
from the authors collection and the language models of the unseen papers are
compared to assess their similarity, which is employed by the recommendation
mechanism.

The outline of this paper is the following. In Sect.2 we review the related
works based on LDA-recommendation models with a brief discussion of their
limitations. The proposed content-based recommendation model is presented in
Sect. 3. The evaluation of our recommendation model is presented in Sect. 4, with
a description of the employed dataset and a discussion of the obtained results.
In Sect.5 we draw some conclusions and outline our future work.

2 Related Work

Several content-based recommender systems formally represent the user profile
as a bag of words, represented by a vector. For example in [13] both researchers
and unseen papers are represented as vectors in an n-dimensional space of terms,
and the cosine similarity measure is applied to determine the relevance of a paper
to a user profile.

In [5] both user profiles and unseen papers are represented as trees of concepts
from the ACM’s Computing Classification System (CCS); the recommender sys-
tem matches the concepts in the user profile to each concept in the paper rep-
resentation by means of a tree matching algorithm. Based on this technique the
unseen papers in a scientific library are recommended to a user (researcher). A
limitation of this approach is that the considered concepts are limited and too
general to be able to well distinguish different topics.

Latent Dirichlet allocation (LDA) [3] has been employed as a technique to
identify and annotate large text corpora with concepts, to track changes in topics
over time, and to assess the similarity between documents. The purpose of this
algorithm is the analysis of texts in natural language in order to discover the
topics they contain and to represent them by means of probability distributions
over words. For real world tasks, LDA has been successfully applied to address
several tasks (e.g., analysis of scientific trends [2], information retrieval [18], and
scholarly publication search engines?).

2 Rexa.info.
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In [10] the authors have proposed an LDA-based method for recommending
problem-related papers or solution-related papers to researchers, in order to
satisfy user-specific reading purposes. Here the LDA algorithm was used with
a fixed number of topics to generate the document-topic distributions from the
entire corpus. In this paper any comparative evaluation with an appropriate
baseline is provided.

In [17] the authors have proposed an extension of LDA for recommending
scientific articles called collaborative topic regression (CTR). This hybrid app-
roach combines collaborative filtering based on latent factor models and content
analysis based on topic models. Here matrix factorization and LDA are merged
into a single generative process, where item latent factors are obtained by adding
an offset latent variable to the document-topic distribution. Like CF approaches,
this method is able to predict articles already rated by similar users. However, it
performs differently on unseen papers, and it can make predictions to the ones
that have similar content to other articles that a user likes.

In [19] the authors have proposed a hybrid recommender which is a latent
factor model called CAT. It incorporates content and descriptive attributes of
items (e.g., author, venue, publication year) to improve the recommendation
accuracy.

However, both the CTR and the CAT systems suffer two limitations. First,
they have problems when asked to make accurate predictions to researchers who
have only few ratings. Second, they may not effectively support tasks that are
specific to a certain research field such as recommending citations. For instance,
a biological scientist who is interested in data mining applications to biological
science might desire the recommender systems to support tasks such as rec-
ommending unseen papers on data mining techniques. While both CAT and
CTR are using a rich source of metadata to generate recommendations, they
are subject to certain limitations that affect their effectiveness in modeling cita-
tion patterns. The citation context, defined as a sequence of words that appear
around a particular citation [14] is not highlighted in the learned models.

3 The Proposed Approach

In this section we introduce our LDA-based approach to scientific paper recom-
mendation to address the issues pointed out in Sect. 2.

The rationale behind our approach is that the generation of the researcher
profile should rely on the content generated by the researcher her/himself, as it
exposes the topics of interests of the researcher, as well as the technical language
s/he uses to generate her /his articles. The researcher profile is then conceived as a
mixture of topics extracted by the LDA algorithm from the researcher past pub-
lications. To estimate if an unseen article could be of interests to the researcher,
a formal representation of the unseen article by a language model is provided,
which is then compared with each topic characterizing the researcher profile (we
remind that a topic is formally represented as a probability distribution over the
considered vocabulary, as also a language model is).
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3.1 Notation and Approach

We denote by Q; the set of articles (co-)authored by a researcher A4;, and by
D ={dy,da,...,dp} the set (consisting of M papers) that contains the articles
unseen by researcher A; and that could be potentially interesting to her/him.
We refer to @; as to the researcher’s corpus and to D as to the recommendation
corpus. Furthermore, let W; be the vocabulary employed in the extended set
of articles, i.e., the set including both the researcher’s corpus and the recom-
mendation corpus (Q; U D). W; contains then the set of words w occurring in
the corpus Q; of researcher A; and/or in the recommendation corpus D. The
researcher profile is formally represented as a topic model obtained by applying
the LDA algorithm to the texts constituted by the abstracts of the considered
articles authored by the considered researcher (as it will be better explained in
Sect. 3.2). We remind that formally each topic is represented by a probability
distribution over the considered vocabulary p;(w|k) where w ranges over the
vocabulary W; and k is a topic among the K; topics. In particular, we denote
by pi(w|l : K;) the topic model associated with researcher A;.
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The objective of the content-based filtering algorithm is to recommend to
researcher A; the top m papers from the recommendation corpus D. We address
this task by means of the following sub-tasks (see Fig.1); (i) to define the topic
model representing the researcher’s interests: as previously outlined this is done
by applying the LDA algorithm to the researcher’s corpus @Q;, (i) to validate
the topics extracted by the LDA algorithm form the researcher’s corpus, (iii) to
evaluate if a given article d; from corpus D has to be recommended to researcher
Aj;; to this purpose the distance between the validated topics and the language
model of the article to be recommended is computed, and (iv) to rank papers
belonging to D in descending order of similarity and recommend, to researcher
A;, the first m papers in the provided ranking. In Sect. 3.2 the above sub-tasks
will be detailed.

3.2 Generation of the Researcher Profile and Topic Validation

As explained in Sect. 3.1, sub-tasks (i) and (7i) are performed by applying LDA
to the texts extracted from the researcher’s corpus @; for each researcher A;. In
particular, to select in a distinct way the optimal number of topics K; for each
researcher A; the researcher’s corpus @); is cross validated. More specifically, the
optimal number of topics K; for a given researcher A; is selected by optimizing
the cross validated perplexity, where perplexity [16] measures the uncertainty in
predicting the occurrence of a word when using a given model. In topic modeling,
the perplexity measures how well the topics extracted by LDA using the training
papers (in-sample papers, i.e., a portion of Q;), allows to predict the occurrence
of words belonging to validation papers (out-of-sample papers, i.e., the papers
belonging to @; which are not used by LDA to extract topics). Perplexity is
defined as follows [7]:

p(QETT T py (w1 : K))

?

Perplem'ty(qut*of*sample) = exp{—log

|Q<_Jut—of—sample| } (1)
K3
where Qg’“tiof —sample 1o the set of out-of-sample papers belonging to Q;.

3.3 The Recommendation Algorithm

Step (iii) of the proposed procedure consists of computing, for each researcher,
the similarity between her/his K; validated topics and the language model com-
puted for each article in the recommendation corpus D. Formally, we propose
to define the similarity between the profile of the researcher A; and the article
d; € D as the maximum value among the K; similarity values between the lan-
guage model of article d; and the K; topics (probability distributions over words,
as illustrated in Sect. 3.2) associated with the profile of author A;. As each topic
is represented as a probability distribution over words (as produced by the LDA
algorithm), the similarity between a topic in the LDA-based researcher profile
and the language model representing the article to be recommended is defined
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by exploiting the symmetrized Kullback Leibler divergence between the above
probability distributions. The language model associated with the unseen article
d; € D is computed as follows:

pnoce(w,Q)

noce(w, d;) + > nocc(w,Q)
>, noce(w, dj) + p

(2)

p(wld;) =

where nocc(w, Q;) is the number of occurrences of word w in Q;, and p is
the hyperparameter of the Dirichlet distribution. Indeed, Formula (2), which is
known as Bayesian smoothing using Dirichlet priors, does not incur the black
swan paradox; i.e. a word w not occurring in the researcher’s corpus @; is
assigned a null probability value.

Given the topic distribution p;(wlk), i.e., the probability distribution over
words w associated with topic k, extracted by LDA using the corpus of papers
(co-)authored by researcher A;, and the language model p(w|d;) associated with
paper d; € D, we compute the symmetrized Kullback Leibler divergence between
the topic k and the paper d; as follows:

SKL(w3) =3 3 ptuid)tog S0+ 3 puilo TEDS )

Then, for each researcher A; and paper d; € D, we find the topic £* which
minimizes the symmetrized Kullback Leibler divergence (3) across all the K;
validated topics associated with researcher A;. Then, the similarity between
researcher A; and paper d; is defined as follows:

1

Similarity(i,j) = SKL(™.J) (4)
where we assume SKL(k*,j) # 0 for each paper d; € D. Formula (4) corre-
sponds to an optimistic computation of the similarity between researcher A;
and paper d; € D. Indeed, we are assuming that each researcher is summarized
by a single topic k*, i.e. the topic which is the most similar to the language
model associated with the considered paper d; € D. Once we have computed
for each paper d; € D the similarity (4), we rank papers of the recommendation
corpus D in descending order of similarity and use the ranking to recommend
papers to researcher A;. We then apply the same procedure to all researchers to
implement step (iv) of the proposed procedure.

4 Evaluation of the Effectiveness of the Proposed
Recommendation Approach

In this section we describe the experimental evaluations that we have conducted
to verify the effectiveness of our approach. We first present the dataset and
pre-processing step followed by details of the experimental procedure.
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4.1 Dataset

We used the dataset of ArnetMiner®, which contains 1.5 million papers from
DBLP and 700 thousand authors. We have preprocessed this dataset to select
only papers with complete titles and abstracts [15]; we denote this reduced set
by £ with |£| = 236,012. To the purpose of our evaluations we have randomly
selected 1,600 authors. We denote the set of the considered authors as U =
{A1,...,A1,600} with |U| = 1,600 and we denote by Q4 = {q¢1,...,qn,} the set
of papers written by author A; with N4 > 10.

We build the profile for each author based on her/his scientific production,
namely the papers s/he (co-)authored by using the MALLET topic model API*.
We have applied the following pre-processing steps to the titles and abstracts of
the author’s scientific production. First, we eliminated any words occurring in a
standard stop list. Then, we converted the abstracts to a sequence of unigrams.
To the purpose of defining a feasible test set, we have assumed that citations in
papers written by a researcher A; represent her/his preferences. We denote the
test set by C, and its cardinality is defined as:

C] =" |Cal = 24,539

AeU

where C' = {d; € £|3¢; € Q,(¢; — d;) and d; ¢ Q} where ¢; — d; means g;
cites d;.

4.2 Metrics

Two possible metrics to quantitatively assess the effectiveness are precision and
recall. However, as the unrated papers (false positives) in the test set are unla-
beled. It is not possible to establish if they are known by the user. This makes
it difficult to accurately compute precision.

Hence, the measure we have used to assess the effectiveness of the proposed
algorithm is recall. In particular, we have performed a comparative study to
evaluate our approach with respect to the CAT and CTR algorithms. The recall
quantifies the fraction of rated papers that are in the top-m of the ranking list
sorted by their estimated ratings from among all rated papers in the test set.
For each researcher A;:

[V (m; Ai)|

Recall@m =
|V (A7)l

()
where |.| denotes the cardinality of a set, N(A;) is the set of items rated by A;
in the test set and N(m; A;) is the subset of N(A;) contained in the top-m list
of all papers sorted by their estimated relevance to the user model.

The recall for the entire system can be summarized using the average recall
from all researchers.

3 aminer.org/citation.
4 mallet.cs.umass.edu/index.php.
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4.3 Parameters

To the purpose of our experiments, we have selected the optimal number of topics
K; for each researcher by optimizing the cross validated perplexity as described
in Sect. 3.2 with 5-cross validations. We used the left-to-right method defined in
[16] to compute the perplexity.

The value of p in the language model presented in Sect. 3.3 is a value deter-
mined empirically, and it is set to 4 = 0.000001.

4.4 Results

We compare the average Recall@m results for 1,600 researchers produced by
our approach to the results produced by the state-of-the-art LDA-based recom-
mender systems CTR and CAT. We report the averaged results of 5 repeated
experiments to measure the performance of the different methods. Figure 2
shows the comparison of the average Recall@m values for 1,600 researchers with
m < 100. Our approach achieves better Recall@m values than CTR and CAT
systems. For m = 40, our approach performs better with a 60.4 % improvement
over CTR and CAT.

As explained in Sect. 2, CTR and CAT systems are not able to make accurate
recommendations to researchers who use few metadata (rates) to create the user
profile.

The advantage of our approach does not only consist in being as accurate
as or better than other hybrid approaches, but in employing a researcher profile
that is only based on past publications and therefore using few metadata (only
content item) and alleviate the cold start problem for new items. Furthermore,
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Fig. 2. Comparison of average Recall@m results for 1600 researchers
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our approach offers ways to better explain researchers why a specific paper is
recommended.

5 Conclusion and Future Work

In this paper we have proposed a fully content-based approach to the recom-
mendation of scientific papers based on the researchers corpus. The researcher
profile is built upon the topics generated by LDA algorithm on the researchers
publications corpus. The profile built by this technique is easily interpretable,
and it can explain the recommendation results. Our preliminary experiments
show that our approach is performing well compared to the LDA-state-of-the
art models, which make use of several metadata.

As a future work we aim to extend our work to include various attributes
from the citation graph such as unseen article’s recency, and the author’s impact
factor to improve the recommendation results.
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Abstract. Community based question-and-answer (Q&A) sites rely on
well-posed and appropriately tagged questions. However, most platforms
have only limited capabilities to support their users in finding the right
tags. In this paper, we propose a temporal recommendation model to
support users in tagging new questions and thus improve their acceptance
in the community. To underline the necessity of temporal awareness of
such a model, we first investigate the changes in tag usage and show
different types of collective attention in StackOverflow, a community-
driven Q&A website for computer programming topics. Furthermore,
we examine the changes over time in the correlation between question
terms and topics. Our results show that temporal awareness is indeed
important for recommending tags in Q&A communities.

1 Tags in Q&A Communities

During the last two decades, various popular question-and-answer (Q&A) plat-
forms, such as Ask.com, Experts-Exchange, Quora, and Yahoo! Answers have
emerged. These platforms provide their users with the opportunity to ask ques-
tions and challenge other users of the community to share their knowledge based
on these questions. Since 2008 StackOverflow (SO) is the de facto standard
question-and-answer website for topics in computer science and programming.
In SO, users earn reputation through active participation in the community, e.g.,
by posing well-received questions or providing helpful answers. After achieving
a high reputation level, a user is allowed to up-vote or comment on questions
and answers or even edit posts of other users.

Vasilescu et al. showed that experienced programmers (i.e., active GitHub
committers) ask fewer questions and give more answers [9]. Anderson et al. inves-
tigated the correlation between delay of and reputation for a given answer [1].
Wang et al. show that the majority of questioners in SO asks only one ques-
tion during their membership [10]. Only little research has been done on how to
support these “newbies” on posing well-received questions. A qualitative study
discusses efficient ways on how to give code examples for well-received ques-
tions [7]. Bazelli et al. establish a connection between extroversion and openness
used in the questions and high reputation points of users [2].

Another means of improving a question is by categorizing the post appropri-
ately and help a skilled responder to find it. To this end SO supports tags to

© Springer International Publishing Switzerland 2016
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categorize questions. Questioners are forced to choose at least one computer sci-
ence topic for their new post so that other users, who subscribed topics of their
interest and profession, have the chance to find the post. Hence, an appropriately
tagged question has a higher probability of getting useful answers.

Depending on the social platform, tags are used with different temporal
characteristics. In platforms like Twitter many topics, such as sport events
or disasters, are discussed in a very narrow time span (e.g., the Superbowl
final: #SuperBowl or the Paris attacks of November 2015: #PrayForParis).
Lehmann et al. study different classes of collective attention on Twitter [5] and
Gruetze et al. evaluate the influence of such temporal changes for the tag rec-
ommendation task [4]. Based on the example of Quora, Maity et al. show that
the topics discussed in general-purpose Q& A platforms underly strong temporal
dynamics (e.g., political topics) [6]. The topics posted on SO (i.e., programming
languages, databases, or operating systems) seem to be more static and lead to
the assumption that they slowly evolve over time.

In contrast to this first intuition, we show that tag usage in SO indeed under-
lies strong temporal effects. In the following, we discuss four different types of
temporal topic popularity patterns in SO. We further show how the likelihood
for question terms can strongly change over time for SO topics. Finally, we show
that recommender systems that incorporate these temporal changes outperform
their static counterparts and thus improve the support for SO users in ask-
ing well-received questions to receive appropriate answers and thus earning the
Socratic badge, which is awarded for asking a well-received questions.

2 Tags in StackOverflow

As the basis for the following analysis, we use the Stack Exchange dataset con-
taining approximately 10 million questions posted between August 1% 2008 and
July 315 2015 on StackOverflow. The questions were posted by over 4.5 million
users and categorized using over 40 thousand unique tags. The dataset is licensed
under Attribution-ShareAlike 3.0 and available online.

Figure 1b shows the number of questions and answers provided by the
SO community. The steady growth of posts emphasizes the increase of
popularity and spread of this Q&A platform. We presume that the large
2014 drop in the number of answers and questions originates from the
Mighty Mjolnir community update that allows experienced users to close dupli-
cated questions.

The temporal dynamics of discussed topics (i.e., applied tags) is shown in
Fig. 1c. While the number of distinct topics per month increases nearly linearly
over time, the number of new topics, i.e., tags that were not used before, does
not. During the first two years, the number of new topics is relatively high but
strongly decreasing. This shows that the platform is gaining coverage of the rele-
vant topics for developers. As of mid 2010 the number of new topics is relatively

! https://archive.org/details/stackexchange.
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Fig. 1. SO dataset statistics including monthly usage charts (Color figure online)

stable between 200 and 400 per month. We believe that these topics are real new
topics, i.e., topics that emerge at this point in time, such as a new programming
languages (e.g. Dart (2011)) or new frameworks (e.g. Apache Spark (2013)). The
continuing increase of distinct tags per month originates from a gain in topic cov-
erage and is asymptotic to the total number of topics in SO.

Figure 1d shows the stability of the most questioned topics, i.e., the top 100,
250, and 500 tags. The top-100 topics are very stable such that, starting from
2010, these topics overlap with the top-100 of the previous month by approx-
imately 95 %. The number of overlapping top 250 and 500 topics is large too.
Beginning with 2011, both values show a relatively constant overlap of about
92 %.

All three statistics show that the community, as well as the coverage of rel-
evant topics for programmers, is constantly increasing. Because the community
is growing faster than the newly emerging topics, we expect the number of dis-
tinct topics discussed per month to converge in the near future. However, we
show that the topics discussed in SO — while making the impression to be well
covered by a significant number of questions and answers — still underly signif-
icant temporal effects, such that the consideration of up-to-the-minute statistics
significantly increase the understanding of the topics in SO.
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Fig. 2. Examples for the four most common temporal tag attention pattern. Depicted
in each figure, the percentage of questions that were assigned to a specific topic. (Color
figure online)

3 Temporal Tagging Behavior in StackOverflow

In comparison to other social media platforms, such as Twitter and Facebook,
SO users exhibit a differing temporal tagging behavior.

Lehmann et al. show different classes of collective attention for tags in Twitter
that span a period of one day to one week [5]. Similarly, we are able to classify
most types of attention in SO into four classes, namely uniform, increasing,
decreasing, and peak. Examples for all four classes are shown in Fig.2 and are
next discussed in more detail:

Uniform: Figure 2a shows a uniform usage pattern of the topics with a relatively
stable expected monthly usage value. Topics with the uniform usage ratio pattern
are growing as fast as the platform (Fig. 1b). While showing a stronger variance
of monthly percentages, the topic C still provides a constant expected value of
around 2 %. The other topics stay relatively constant over the seven year time
span with around 1% (Linux and Eclipse) or 0.5 % (Git).

Increasing: Figure2b depicts topics with an increasing attention on the SO
platform. The two programming languages R and MATLAB gain in popularity.
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Both languages, which have a strong focus on mathematics and statistics, are
commonly used in the area of data science and data analytics. Until mid 2009
the number of MATLAB questions was higher than R related posts. Afterwards,
the number of R questions follows a stronger growth. Notably, the number of
questions concerning R is higher than the ones concerning C at the end of the
data period.

Decreasing: Figure2c depicts the decrease in spreading of the topics (halved
popularity). For instance, the number of questions about the proprietary and
expensively licensed programming framework Delphi decreases. Simultaneous,
the number of questions regarding open source alternatives, such as .NET and
Java, increases. The decreasing spread of question regarding SVN shows that
more and more software development projects switch to other version control
solutions (e.g., Git).

Peak: Figure 2d shows the spreading of discussion topics following a peak pat-
tern, which behave like a mixture of increasing and decreasing pattern happening
in a short time frame. The peak attention pattern is a typical scheme for topics
covering particular versions of frameworks, platforms, etc., as shown for iOS7.
However, the pattern can also appear for non-version topics such as iPad, which
was hyped on SO in spring 2010, the time of the official release of the device.
While being a major concern of developers also shortly after the release, the com-
munity lost interest, such that, 2 years and 9 month later the relative frequency
of questions with this topic halved.

Topic Shifts in SO

Besides the changes of topic popularity, rather the community also produces
topic shifts, i.e., temporal changes of the vocabulary used for questions asso-
ciated with a specific topic.
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Fig. 3. Topic shift example for tags on questions containing the term ‘graph’ (Color
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For instance, Fig. 3 contrasts three different topics in the context of posts con-
taining the term ‘graph’ in the question text. Due to the ambiguity of the term,
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different meanings might be covered, e.g., a chart or infographic, a structure
connecting a set of objects by links (graph-theory), or a plot of a mathematical
function. These meanings are expressed by the assignment of different tags. For
example, the percentage of tag Java is decreasing over time, due to the fading
importance of graph theoretic questions. In contrast, the number of questions
about R, which is usually used for plotting of mathematical functions and cal-
culating statistics, increase. The questions assigned to Javascript typically cover
visualization of graph data.
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Fig. 4. Topic shift example for keywords on questions tagged with eclipse (Color figure
online)

Figure4 presents the frequency of selected terms in questions tagged with
Eclipse. Specifically, the terms represent the version names of the IDE during the
examined period. Evidently, the number of questions follow a temporal pattern
that is strongly correlated with the yearly release cycle of the IDE. Similar
effects can be observed for other topics, such as Android with version names
from Cupcake to Lollipop.

4 Tagging Like Socrates

By assigning appropriate tags to a question, the likelihood to be found by the
community is increased. The Socratic badge is awarded for asking a well-received
question in SO. To model a tag recommender, we phrase the assignment of topics
to a question as a posterior probability of topic parameters given a question:
P(Biopiclq). As shown in [4], such a formalization can be used to recommend the
k-most probable topics for a given question by:

k

rec, (q) = axgmax 3" P(8,) - Plalés)
{t1..tx}CT i=1

where T refers to the set of known topics. As shown in Fig.2, the collective
attention for topics in SO underlies strong temporal changes. In our experiments,
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we model the prior probability P(6;,) as frequency of posts with this topic from
the past, including all recent posts. The likelihood P(q|6;,) is estimated based on
nouns found in the question texts for a given topic (e.g., such as the version names
for Eclipse questions shown in Fig. 4). Note, we could have used more word classes
or even all words, however, tests showed a comparable recommendation quality
for models based on nouns as for models with all textual information while
minimizing the vocabulary size. To further facilitate the probability estimation,
we make the assumption of independence between the probabilities of terms (as
the Naive Bayes model). This plain model greatly facilitates the update of its
parameters and thus enables the efficient incorporation of current topic changes,
such that the model parameters can be updated for every newly posed question.
In contrast, more complex methods, such as dynamic topic models, are based
on more expensive parameter inference methods. In particular, they require a
temporal partitioning of the data (i.e., the parameter estimation can be executed
only for time slices, e.g. yearly) [3].

Note, this recommender definition is rather simple and does not include fea-
tures like tag co-occurrence, code snippet information, or user preferences. As
shown in previous research, such features yield a significant improvement of
the recommendation quality [8,11]. However, due to the focus on the temporal
aspects, we did not use this knowledge for the experiments and do not discuss
these features here and rather focus on the improvements due to temporal pat-
terns.

To measure the influence of topic shifts in SO for tag recommendations,
we evaluated four different configurations of the recommender: the first model
follows a static learn once strategy, which is based on the topic knowledge derived
from all posts created in the year 2010. The second model is updated annually,
this yearly model recommends based on the posts of the previous calendar year
(e.g., recommendations in 2011 are based on the posts of 2010). Third, the live
model is continuously updated based on the latest SO posts. This model is
based on all posts that were created in the one year period before a question ¢
was submitted. Finally, we define the simple baseline that is only based on the
prior probability P(6;,) and thus always recommends the k most commonly used
tags for all posts independent from the question text (V¢;,t; € T : P(q|6;,) =
P(q|0:;)). To compare the performance of all four models, we computed top-k
recommendations for all questions @ from the years 2011-2015. Based on these
recommendations, we measured recall in comparison to the actual used tags
assigned to the question.

1 tTags
recall@k = — Z |rec, (q) N actrags(q)]
|Q| 7€Q |CLCtTags(q)|

Results

Figure 5a shows the recall as the function of k for all four approaches. As
expected, the baseline model performs worst. This is due to the ignorance of ques-
tion contents. For k = 5 the static model was already able to recommend 39 %
of the actually used tags correctly. The yearly model improved this performance


http://stackoverflow.com/tags/eclipse/info

220 T. Gruetze et al.

—

c

= live = yearly = static = baseline 20'40- = live = yearly — static
0.6
9 0.35-
X
(o
@0_4- a 0.30-
T £
é 60.25-
0.2 A
= 0.20-
©
O
o5 ST
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
k k
(a) Recall@k (b) Recall@k improvements over baseline

Fig. 5. Recall@k statistics for different recommendation models (Color figure online)

by 5 percent points, whereas the live model doubled these improvements and
achieved a recall of 49 %. This is a respectable performance given that the static
baseline is already able to correctly identify 2 out of 5 tags given the set pos-
sible set of over 40k tags. The significant increase of ten percentage points is
based on the additional temporal information and shows the potential even for
a seemingly static corpus such as SO. Considering the top-10 recommendations,
the live model is able to improve on recall by 10 percentage points (up to 59 %),
whereas the gap to the static (and yearly) model is increased by 6 (respectively
5) percentage points.

To investigate the adaptation of the models with respect to topic shifts,
Fig. 5b shows the recall improvement of the content based models (static, yearly,
and live) in comparison to the baseline. The improvements are significant for all
competitors, however, only the live model is able to constantly increase the
improvements for increasing k values. This underlines the superior adaptation
to topic shifts due to the fast update of the model parameters.

5 Conclusion

We studied the temporal topic changes in the Q&A platform StackOverflow. We
examined four different types of popularity patterns of topics over time to show
that indeed there are topic shifts. We showed that the likelihood for question
terms can strongly change over time for SO topics. Finally, we showed that the
tag recommender that are able to incorporate these temporal changes are able
to significantly outperform their static counterparts.

In future work we will survey further Q& A platforms and compare the iden-
tified temporal effects. We will investigate whether other features, such as user
preferences, code snippets, named entities, or tag co-occurrences, are chang-
ing over time and can help to improve tag recommendation for new questions.
Another interesting application for our findings would be trend prediction in SO
and thus for the computer programming field.
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Abstract. The paper describes the use of semantic-syntactic word
valence vectors as context vectors in the Formal Concept Analysis for
building high-quality taxonomies. Research and experiments have con-
firmed a significant improvement in the quality of constructed tax-
onomies when in tensor models the number of dimensions is increased
while generating semantic-syntactic word valence vectors. The increased
arity of the tensor model gives a more accurate description of the multi-
dimensional semantic and syntactic relations and allows allocating more
commutative semantic-syntactic properties of the words that are used in
the Formal Concept Analysis.

Keywords: Ontologies - Taxonomies + Formal concept analysis + Non-
negative tensor factorization

1 Introduction

Taking into account that taxonomy is a fundamental hierarchical basis for design-
ing ontological knowledge bases, the development of methods for automated
taxonomy building is a relevant and extremely popular trend in computational
linguistics and artificial intelligence in general.

Formally, the task is to build a hierarchical graph from the input set of Nouns
N using the relation of hyponymy/hyperonymy (subclass/superclass).

Two basic classes of methods are developed for automated taxonomy build-
ing via text corpora processing, namely the methods based on clustering words
with semantic proximity measures and the methods of the set theory for word-
concepts ordering. Both classes of methods work with the vector space model
that presents words or terms as corresponding feature vectors obtained when
processing and analyzing a certain text corpus.

The first class of the methods is characterized by semantic proximity usage
to determine the distance between vectors of words to figure out how similar
they are semantically and whether they can be placed into one cluster. To this
end, the cosine measure between vectors of words can be used. The methods of
this class are divided, in their turn, into agglomerative (bottom-up clustering)
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and divisive methods (top-down clustering). The best representatives of these
approaches are described in [1-3].

The other group, the set theory methods, performs taxonomy building by
establishing a partial order on the set of word-concepts using the relation of
inclusion among sets of features. One of the best representatives of this trend
is the Formal Concept Analysis (FCA) [4]. The Formal Concept Analysis app-
roach allows generating taxonomies of higher quality than hierarchies built by
agglomerative/divisive clustering algorithms [5].

We propose using semantic-syntactic word valence vectors as context vectors
in the Formal Concept Analysis for building high-quality taxonomies.

The remainder of the paper is structured as follows. Section2 contains an
overview of the Formal Concept Analysis. Section3 presents the description
of a method for generating semantic-syntactic word valence vectors. Section4
describes experiments of the use of semantic-syntactic word valence vectors as
context vectors in the Formal Concept Analysis for building high-quality tax-
onomies, and demonstrates constructed taxonomies’ quality estimates calculated
in experiments. Section 5 is the conclusion of the paper.

2 The Formal Concept Analysis

The Formal Concept Analysis works with the data structure known as a context
table /. The context table contains linguistic context data about the word usage
in a certain subject area, along with a certain basic set of lexemes in the text
corpora processed and analyzed with the purpose to create the table K. To cite an
example, it can be a matrix containing data on the compatibility of an input set
of Nouns N with a basic set of qualitative Adjectives. In general terms, one can
say that this method works with a table Objects x Attributes. In [5] the context
KC of the FCA method is a table that stores information about the compatibility
of Noun terms with a certain set of Verbs describing Predicate — Object relation.
Noun-terms are presented in the context K as vectors where non-zero elements
indicate connectivity of a Noun to the corresponding Verbs. The values are
usually the frequencies of the joint appearance of Predicate — Verb x Object —
Noun pairs in the text corpus. There are also options for using binary matrices
with the values 1 and 0 only.

It is worthwhile noting that in order to create the context IC only the words
with stable connections are selected, i.e. only Verbs with stable connections to
at least one of the Nouns from N are selected to make a set V, i.e. a Verb can
get into V' if at least one frequent pair (Verb, Noun) with Predicate x Object
relation exists in a text corpus: Vo € V dn € N : 9(v,n) > Th, where V is the set
of Verbs, N is the set of Noun-terms, ¥(v,n) is the frequency of co-occurrences
of (v,n) in the text corpus, Th is a threshold.

The FCA uses the partial order theory to analyze relationships between
objects G and their features M. The FCA singles out a feature set B from
the formal context K, where B C M, and a bijective relation exists between B
and a set of objects A C G. Such a correlated pair is called a formal concept
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(A, B). Formal concepts are partially ordered (A1, B1) < (A2, B2) & (Al C A2)
and (B2 C B1). Items 01,02 € G are conceptually clusterized if {01,02} C A,
where (A, B) is a formal concept in K.

The FCA builds a lattice of formal concepts from the binary representation of
objects. The following two rules are applied to interpret the lattice as taxonomy:

1. One concept of taxonomy cp labeled with B is introduced for each formal
concept (A, B) if |A] > 2. The concepts are arranged according to the order in
the lattice.

2. For each object 0o € G one taxonomy concept ¢, labeled with o is intro-
duced. The concepts are arranged in such a way that ¢, < cp, where (A, B) is
a formal concept and o € A, and there is no formal concept (A’, B") such that
(A",B")<(A,B)and o € A'.

Among the advantages of the FCA method, one should note the quality of
the taxonomies built. They are much better than the taxonomies constructed
by the clustering methods [5]. The taxonomies obtained with the FCA method
are transparent, i.e. they are easy to interpret. The main drawback of the FCA
method is the exponential time complexity O(2"), where n is the number of
Noun-terms that have to be organized in a taxonomy. In practice, however, the
FCA demonstrates a near-linear time due to the excessive sparseness of the
Noun-term vector representation.

3 Using Semantic-Syntactic Word Valence Vectors in the
FCA Method

We propose to employ semantic-syntactic word valence vectors as term-context
vectors in the Formal Concept Analysis.

Semantic-syntactic word valence vectors are generated with non-negative ten-
sor factorization (NTF) of words compatibility tensors. Figurel shows such
three-dimensional tensor for storing the frequencies of word combinations for
the Subjects x Predicates x Objects structures derived from the analysis of a
large text corpus.

A large and sparse tensor is formed as a result of syntactic-frequency analysis
of text corpus. The non-negative factorization method [6,7] is applied to the
tensor to obtain a more concise and convenient presentation.

The basic idea of the method is to minimize the sum of squared differences
between the original tensor and its factorized model. For the three-dimensional
tensor T € RP1XDP2xD3 it is described by the equation:

k
. 2
min [|IT — E z; 0 Y; © zi|| s
r;€RPL y, e RP2 2, RDP3 Pt

where k is the rank of factorization and o denotes the outer product of vectors.
The Frobenius norm is used.

In the NTF method, a restriction of being non-negative is added, thereby
turning the model into
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predicates

Fig. 1. A three-dimensional tensor for storing the frequencies of word combinations for
Subjects x Predicates x Objects structures.

k
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The model can be represented graphically as the following illustration Fig. 2.
This decomposition consists of the sum of the k outer products of vectors triples
(according to the number of tensor dimensions).

a4

Fig. 2. A graphical representation of NTF as the sum of the k outer products.

Figure 3 shows the NTF decomposition of frequency estimates of word com-
patibilities for Subject x Predicate x Object triples into three matrices.

Generalized models of selectional preference and some elements of frame
model semantics (verb subcategorization frame) are extracted from text cor-
pora using the NTF model for analysis of three-dimensional (S, V, O) Subject x
Predicate x Object relations. As a result, each Subject— Noun, Predicate—Verb
and Object — Noun gets its own vector (the size of k) from one of the matrices.
The original value of tensor T for triplet (S, V, O) Tsyo can be restored from the
factorized model via calculation of the sum:

k
Tspo = g Si * Vi * 04
=1
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Fig. 3. Graphical representation of the NTF for a linguistic tensor.

Sentences are transformed into triples, e.g. the hunter shot a wolf —
(hunter, shot, wolf). To calculate the frequency for the triple (hunter, shot,
wol f) one needs to find the vector-subject for the word hunter, and then the
vector-predicate for the word shot, and finally, the vector-object for the word
wol f. Then the frequency for the combination of these words is calculated accord-
ing to the formula given above. If the score is higher than the threshold, one can
infer that such a triple is possible in the language.

Vectors from the matrices of the factorized tensor describe commutative prop-
erties of words. They prescribe the links that a given word creates, i.e. with
which lexemes and in what kind of syntactic positions these links are generated.
These vectors represent both syntactic and semantic relations; therefore, the
vectors are called as semantic-syntactic word valence vectors. Several tensor
models have to be tested to generate semantic-syntactic word valence vectors for
Nouns from the input set N. We propose to use a two-dimensional model based
on the matrix of frequencies for pairs Predicate x Object, as well as a three-
dimensional model to represent triples Subject x Predicate X DirectObject, and
a four-dimensional model to represent both Subject x Predicate x DirectObject
and Subject X Predicate x DirectObject x IndirectObject in text corpora.

4 Experiments

Method. As the basic algorithm for the Formal Concept Analysis, the method
described in [8] was chosen. As context vectors in the FCA method, the semantic-
syntactic word valence vectors for Nouns are chosen in the syntactic positions of
the Object. To this end, the following tensors are collected and factorized:

1. a two-dimensional model is the matrix M: Predicate — DirectObject,;

2. athree-dimensional model is the tensor T": Subject— Predicate— DirectObject;

3. afour-dimensional modelis the tensor P: Subject— Predicate— DirectObject—
IndirectObject.
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To build the tensor, text articles from the English Wikipedia have been
selected. For each word from the input noun set N, all the articles of the English
Wikipedia containing this word are included into the training set T'Set.

Also, we should include the articles from the English Wikipedia that are
connected with the articles from the training set T'Set via the category link or
some other kinds of direct links.

The training set T'Set is filtered. The texts of T'Set are clusterized using the
Latent Semantic Analysis [9]. As the final training set, the largest cluster of texts
is selected. It allows minimizing the influence of a polysemy on the model. The
largest cluster contains texts of the correct topic domain because the maximal
topical intersection of all texts from the T'Set should cover all the texts on the
corresponding topic (the topic of future taxonomy made of set N). So words
of N inside any document of the largest cluster are mainly used with proper
meanings and with appropriate contexts.

This is followed by the stage of the assembling matrix M and tensors 7" and P.

The texts from the training set are parsed with the Stanford parser [10] and
the values of tensor elements are set. For example, if a syntactic structure of
a sentence under analysis shows that the word hunter is a Subject, the word
hunted is a Predicate, and the word boar is a Direct Object, then the value
Tli, j, k] is increased by 1. It is assumed that 7 is the index of the word hunter, j
is the index of the word hunted, k is the index of the word boar, and T'[i, j, k] =
Ti,j, k] + 1. At the end of the processing, the element T'[¢, j, k] will contain the
frequency of the triple (hunter hunted boar) for the phrases the hunter hunted
a boar in the training set.

If a particular item is absent in the triplet or quadruplet, then the missing
element is filled with the empty word ©@. For example, the four-dimensional
model Subject x Predicate x DirectObject x IndirectObject for the sentence
the hunter hunted a boar has no Indirect Object and it is replaced by a sentence
the hunter hunted a boar ©@. Where more than one element is missing in the
sentence structure, no data are recorded in tensor. All elements that do not
exceed a certain threshold are zeroed in order to keep only stable values and to
get rid of the noise. After collecting data, the matrix and tensor factorizations
are performed. For the two-dimensional matrix model, the method of Lee-Seung
[11] is employed. For the NTF of three-dimensional and four-dimensional tensors,
the Parafac method is used [12]. For all the nouns from the set N the vectors
from the Object matrices are collected. These semantic-syntactic Noun valence
vectors are used by the FCA method [8] as context vectors for constructing
taxonomies of the Noun set V.

Typically, the quality of taxonomy building algorithm is assured by the meth-
ods of comparison of generated taxonomies. Usually, the comparison is made with
taxonomies that are constructed manually.

To ensure the availability of hand-crafted taxonomy the input noun set N
was formed as shown below. As a reference taxonomy, a subnet from Word-
Net [13] is taken starting from a certain node Ny as a root together with all
its descendants up to the distance of 4 (sometimes 5) using relation is — a.
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The first words of the synsets are taken from all nodes of the subnet in order to
form an input set N. To calculate estimates of the structural proximity among
the hand-crafted taxonomies and the derived taxonomies, the method described
in [5] is applied.

Results. There are three series of experiments: with the set N corresponding
to Ny = transport; with the set N corresponding to Ny = food; with the set NV
corresponding to Ny = profession. The FCA method uses the following vectors
as the context:

1. as a baseline, the vectors from the incidence matrix of the words in pairs
Verb— Noun (for this case taxonomies were built and evaluated as described
in [5] with the optimal value of the threshold t=0.005);

2. the semantic-syntactic word valence vectors for Noun — Objects from the
two-dimensional factorized matrix model;

3. the semantic-syntactic word valence vectors for Noun — Objects from the
three-dimensional factorized tensor model,;

4. the semantic-syntactic word valence vectors for Noun — Objects from the
four-dimensional factorized tensor model.

Each time four taxonomies Ty, Ts, T3, Ty are built by FCA algorithm [8] as a
result. Generated taxonomies have been examined for structural similarity to
the reference WordNet taxonomies. The estimates are presented in Table 1.

Table 1. Estimates of structural similarity of the built taxonomies to standard tax-
onomies

N T Ts T3 Ty

Ny = transport |67.39% | 70.21% | 76.47 % | 78.73 %
No = food 65.98 % | 68.29% | 73.41% | 75.12%
No = profession | 68.01% | 70.77 % | 76.81 % | 79.37 %

These estimates give the strong evidence of the sustainable advantage of
semantic-syntactic word valence vectors over simple context vectors from the
incidence matrix of words when the valence vectors are used in the Formal Con-
cept Analysis method. There is a notable accuracy increase for the taxonomies
built on semantic-syntactic word valence vectors when the number of tensor
dimensions increases. It takes place because the multidimensional tensor model
can capture subtle sophisticated connections between predicates (Verbs) and
their arguments (Nouns) that are unavailable for simple two-dimensional mod-
els. Even the non-negative factorization of the two-dimensional matrix gives a
notable improvement compared to the case when simple context vectors are
used by the FCA algorithm because the Non-negative Matrix Factorization reli-
ably extracts clear and stable relations from the incidence matrix. The further
increase of the dimension number in the tensor model allows accumulating a
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larger amount of complex multidimensional semantic and syntactic data and
allocating more semantic-syntactic relations that are used as attributes in the
FCA method thereby improving the quality of the generated taxonomies.

5 Conclusion

The paper describes the use of semantic-syntactic word valence vectors as context
vectors in the Formal Concept Analysis method for automatic construction of
high-quality taxonomies. The research and experiments have confirmed a signif-
icant improvement in the quality of the constructed taxonomies with increasing
number of tensor model dimensions while generating semantic-syntactic word
valence vectors. The tensor model arity increase gives a more accurate descrip-
tion of the multidimensional semantic and syntactic relations and allows iden-
tifying more commutative semantic-syntactic properties of words used in the
Formal Concept Analysis for building taxonomies of a higher quality.
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Abstract. Patents and patent applications are important parts of a
company’s intellectual property. Thus, companies put a lot of effort in
designing and maintaining an internal structure for organizing their own
patent portfolios, but also in keeping track of competitor’s patent port-
folios. Yet, official classification schemas offered by patent offices (i) are
often too coarse and (ii) are not mappable, for instance, to a company’s
functions, applications, or divisions. In this work, we present a first step
towards generating tailored classification. To automate the generation
process, we apply key term extraction and topic modelling algorithms
to 2.131 publications of German patent applications. To infer categories,
we apply topic modelling to the patent collection. We evaluate the map-
ping of the topics found via the Latent Dirichlet Allocation method to
the classes present in the patent collection as assigned by the domain
expert.

Keywords: Patent classification - German patents -+ keyword
extraction - LDA

1 Introduction

Since patent applications and patents reflect a company’s know-how and value,
it is important (i) to keep track of published patent applications of others, and
(ii) to use it as a source for technology intelligence. Official classification such as
the International Patent Classification (IPC)! offered by patent offices are not
applicable to functions, applications, or divisions of a company.

In this work, we present a first step towards automatically generating patent
schemas tailored to a company’s needs. We approach this unsupervised learning
scenario by applying keyword extraction as well as clustering techniques to 2131
publications of German patent applications. First, we evaluate three keyword
extraction algorithms to identify representative candidates for customized cate-
gories. Based on a domain expert’s feedback, we adjust the keyword extraction,
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for instance, to account for characteristics of the German language. To evaluate
these adjustments, we compare rank positions of the extracted key terms and the
ones provided by the domain expert. Second, we use Latent Dirichlet Allocation
(LDA) to identify topics within the patents. Ideally, the resulting topics reflect
a company’s customized patent classes. We compare the resulting topics with
the domain expert’s class assignment. A visual inspection shows that LDA is
capable of identifying some of the expert’s classes but does not yield an optimal
coverage.

2 Key Term Extraction

Observing a domain expert classifying patents shows heavy reliance on specific
trigger words, which we call weak signals. We thus compare and evaluate three
extraction methods, integrating the domain expert’s feedback.

Our dataset is a collection of 2131 publications of German patent applica-
tions, registered between 2003-01-01 and 2012-12-31. We only process the patent
description and claim and do not exploit any information specific to this data set.
As a first step towards a tailored classification schema we aimed at extracting
weak signals in the form of key terms, which would then serve as candidates for
custom categories. We generated such key terms by employing and comparing
three different approaches: (i) Tf-idf, (ii) TextSentenceRank, and (iii) GriesDP.
Each of these methods yields a comparable score that allows a ranking of the
resulting key terms. In all approaches we restricted these terms to the stems of
common and proper nouns. For display purposes we associate the stems with
the most frequently occurring word form.

TE-Idf (term frequency-inverse document frequency) is a common weighting
schema used in information retrieval [9]. It reflects the importance of a word by
normalizing the occurrences of a term in a document by the number of occur-
rences in the corpus. Several variants of the tf-idf measure exist; here we assign
to each term ¢ and document d a weight

wit.d) = fra-tog (146 13- m

where f; 4 is the raw frequency of term ¢ in document d, N is the total number
of documents, and n; is the number of documents, the term ¢ occurs in. 8
is a configurable trade-off parameter that weights the influence of the inverse
document frequency against the term frequency; here we choose g = 1.

To arrive at a global ranking of terms ¢, we have to aggregate these scores
in (1) over documents d. Simply choosing the maximum weight for each term
over documents would often yield top-ranking terms that are very specific and
occur only in single documents. Instead, we empirically chose the 95th percentile,
TF(t) = Pys {w(t,d)},, where {-}4 denotes the distribution over documents. In
this way, we skip the highest 5% of weights for each term, and thus arrive at
key terms that are specific for a broader set of documents.
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The TextSentenceRank algorithm [10] is a graph based ranking method to
natural language text, returning a list of relevant key terms and/or key sentences
ordered by descending scores. It builds a graph where vertices correspond to sen-
tences or tokens and connects them with edges weighted according to their sim-
ilarity (textual similarity between sentences or textual distance between words).
Furthermore, each sentence vertex is connected to the vertices corresponding to
the tokens it contains.
The score s(v;) of a vertex v; is given by
s)=(1-d)+d Y w—I——s(v,), @
JEI(vyi) ZU’CEO("U) Wik

where d is a parameter accounting for latent transitions between non-adjacent
vertices (set to 0.85 as in [2,7]), w;; is the edge weight between v; and v;, and I(v)
and O(v) are the predecessors and successors of v, respectively. The scores can be
obtained algorithmically by an iterative procedure, or alternatively by solving an
eigenvalue problem on the weighted adjacency matrix. The TextSentenceRank
algorithm is an extension to the original TextRank algorithm [7], which could
either compute key terms or key sentences. For the application at hand, we
concatenate all patents into a single document and extract the key terms together
with their scores as our ranked list of key terms.

GriesDP. The third method is the normalized dispersion measure proposed by
Gries in [3], which we call GriesDP:

>l 3)

i=1

DP(t) = 1_1

1
n

It compares the relative sizes of n disjoint corpus segments s; (here we choose the
document boundaries) with the actual relative frequencies v, ; of a given term ¢
inside these segments. The values of the normalized measure DP(t) lie between
0 and 1. Small values indicate that ¢ is distributed across the segments as one
would expect given the corpus sizes, whereas large values indicate that ¢t occurs
much more in certain subparts of the corpus than in others. Terms with small
dispersion values can also be interpreted as corpus-specific stop words. Here, we
chose the terms with the largest dispersion values as our list of key terms.

Comparison of Extraction Algorithms. Table1 compares the top 10 key
terms generated by each of the three extraction algorithms, Tf-idf, TextSen-
tenceRank, and GriesDP. The ranking is determined by the scores assigned by
the respective algorithm. Across algorithms these scores vary in terms of their
value range. As expected, all of the algorithms yield mostly technical terms spe-
cific to the given application domain. Interestingly, however, the actual ranked
lists of key terms appear to be quite different for different extraction methods.
Perhaps the most apparent difference is that TextSentenceRank yields much
more general terms, such as “Richtung” (direction) or “Beschreibung” (descrip-
tion), compared to Tf-idf and GriesDP, which tend to extract words describing
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Table 1. Top 20 key terms generated by each of the three extraction algorithms ranked
by the assigned score. Score values are rounded to two or three decimal places, respec-
tively.

Tf-idf TextSentenceRank GriesDP

Radialkanal 223.33 | radial 0.189 | Axialsteg 0.994
Druckmitteliibertragungselement | 184.01 | Auflenring 0.162 | Lagerscheibe 0.993
Wailzlageraufienring 171.43 | Walzlager 0.148 | Klauenring 0.993
Dichtsteg 160.42 | Walzkorper 0.137 | Zwischenplatte 0.990
Ringkanal6ffnung 157.27 | Innenring 0.113 | Funktionsring 0.989
Funktionsring 146.26 | Kifigring 0.108 | Rohrabschnitt 0.988
Kreisringscheibe 146.26 | Beschreibung 0.102 | Befestigungsschenkel | 0.987
Rollenkorper 124.25 | Richtung 0.100 | Radialborden 0.986
Montageschiene 111.66 | Ausfithrungsform | 0.099 | Rampe 0.986
Distanzstiick 110.09 | Lagerring 0.098 | Kreisringscheibe 0.984

specific mechanical parts. GriesDP and Tf-idf share a number of terms in their
top 20 list, although at quite different positions.

2.1 Incorporation of Expert Feedback into Extraction Metrics

To evaluate the extracted key terms as suggestions, a domain expert was asked
to select around 1000 relevant terms. We found that among the top 1000
terms obtained by each of the algorithms, Tf-idf yielded 52, TextSentenceR-
ank matched only 1, and GriesDP extracted 7 of the terms that were marked as
relevant by the expert. This distinguishes Tf-idf as the most promising algorithm
for the application at hand.

In the following we aim at modifying this measure as to incorporate insights
obtained from the expert feedback:

1. Terms selected by the expert are on average longer than the average length
across all extracted key terms from the patents. Figure 1 shows that there is
a considerable difference in the distributions of lengths, both in terms of the
number of characters and the number of syllables.

2. Terms selected by the expert typically consist of compound words. Since in
German compounds are agglutinated into single words, this is also related to
the first insight.

3. Terms selected by the expert tend to occur more in the beginning of the
document. Figure 2 compares the distributions of relative document positions
of relevant and non-relevant phrases. It can be seen that relevant phrases
occur more often in the first quarter and less often in the second quarter of
the documents.
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Fig. 1. Comparison of key phrase lengths in terms of characters and syllables between
all extracted phrases (pink) and phrases marked relevant by the expert. (Color figure
online)
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Fig.2. Comparison of the distributions of relative document positions of relevent
phrases (blue) and non-relevant phrases (green). For display purposes, the distribu-
tions were smoothed by kernel density estimation. The difference of the distributions
is shown in red. The blue and green dashed lines denote the average relative document
positions of relevant (0.449) and non-relevant phrases (0.486), respectively. (Color figure
online)

We incorporated these insights into an modified Tf-idf metric, which com-
bines the original Tf-idf metric, TF(¢t) (1), with additional scores in a weighted
manner. More precisely,

TFmod(t) = Worig TF(t) +wcomp : Scomp (t) +wrelCOmp : SrelComp(t) +Wioc- Sloc((t)a

1)
where Scomp, SreiComp, and Sioe are scores capturing the influence of the term’s
components, the related compounds, and the relative location in the document,
respectively. The scores are weigthed by wijoe = 0.7 and worig = Weomp =
Wrelcomp = 0.1, which were heuristically chosen. Both the scores Scomp and
Srelcomp take into account the composition of terms into a larger compound terms,
which is a particular property of the German language. The component score Scomp
of a term ¢ computes the average Tf-idf score of its components t1, ..., t,,

Seomp(t) = % Z TE(t;). (5)
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For example, the component score of “Kreisringscheibe” (circular disk) would be
computed from the Tf-idf scores of “Kreis” (circle), “Ring” (ring), and “Scheibe”
(disk). The related compound score Syeicomp Of & term ¢ is the average score of
all compounds that share at least one component with ¢,

SrelComp(t) = ﬁ Z E ZTF(Cj)v (6)
i=1 =1

where ¢y,...,¢p, are compound words that consist of the i-th component of
t. For “Kreisringscheibe” all compounds consisting of the components “Kreis”,
“Ring”, and “Scheibe” would be considered, e.g., “Lagerscheibe” (bearing disk)
or “Klauenring” (guide ring).

The relative location based score Sj,. captures the characteristics of the dis-
tribution of relevant phrases over the relative position in the patent document
(Fig. 2). It collects all occurrences of a term ¢ in the dataset and computes their
positions within the document, normalized to a value between 0 and 1. The
contribution of each position to the overall score is then given by the value of
the difference D between the probability density functions of the relevant and
non-relevant phrases (i.e., the red curve in Fig. 2):

Sloc(t) = Z Z D( i,d)’ (7)
d i

where [f ; is the relative location of the i-th occurrence of term ¢ in document d.
Terms that occur more often in the first quarter of the document are boosted,
while terms that occur more often in the second quarter of the document are
penalized. Evenly distributed terms receive a neutral score, since fl D()dl =0o.

Table 2. Performance of the Tf-idf measures and modification scores evaluated on the
position of relevant phrases among the top 1000 extracted terms.“Average rank” is
the mean ranking position of relevant phrases; “Weighted average rank” computes the
average by additionally weighting each term with its respective score value.

Measure Average rank | Weighted average rank
TF (1) 543.81 332.82
Secomp (5) 604.77 481.67
SretComp (6) |451.30 293.78
Sioc (7) 497.18 284.06
TFmoa (4) |434.27 302.42

To evaluate the Tf-idf modifications we measured the rank positions of the
relevant terms provided by the expert feedback. These values are shown in
Table 2, which compares both the average rank % >, i of n positions rq, ..., 7y,
and the average rank weighted by the respective scores s1, ..., Sn, %75; among

PR
i
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the top 1000 key terms extracted by the algorithm in question. The weighted
average rank also accounts for differences in the assigned score values, even if
the ranking positions are similar. It can be seen that the modified Tf-idf algo-
rithm, T'F,0q4 (4), provides a considerable improvement over the standard Tf-idf
method, TF (1), in terms of both performance measures. On average, relevant
phrases are ranked more than 100 positions higher. Table2 also evaluates the
individual scores Scomp, Sreicomp, and Sioc. It indicates that the scores based
on the relative location of the phrases within a document, Sj,., and the related
compounds, Syeicomp, Provide the largest potential for improvement. On the
other hand, the component score Sy, alone would not be beneficial for the
ranking of relevant terms. It is worth noting here, that the average rank of the
modified Tf-idf measure, which combines all four other variables, is better than
those of all of the other measures alone.

3 Category Inference

In order to automate the classification process we try to model the latent topics
present in a patent collection. Companies often organise patents according to
their applications or function, or to fit a company’s divisions or areas. We expect
such categories to share common concepts or ideas.

3.1 Latent Dirichlet Allocation (LDA) on Patent Collections

Following this hypothesis, we apply LDA [1], an unsupervised learning algo-
rithm, that models topics as a certain probability distribution over a limited
vocabulary. We filter the vocabulary by removing stop words and only consid-
ering noun phrases when computing LDA. As described in Sect.2.1, a domain
expert selected around 1000 relevant terms from our suggestions. This expert
also assigned 63 classes to those relevant terms.

To evaluate how well the topics map this target classes, we set k = 63 and
look at the words with the highest probabilities P(w]|@) for a certain topic 6. If a
topic # most likely produces relevant terms from a single class ¢, 6 corresponds
to c.

Figure 3 shows four latent topics uncovered by LDA, each represented by
the 25 terms it most likely produces. Terms that were annotated as relevant
by the expert are highlighted in different colors based on the class assigned by
the expert. Thus, extracted topics that contain relevant terms highlighted in a
single color can be mapped to the respective class. For example, topics 13 and
14 can be mapped to the classes gearing and clutches, correspondingly. On the
other hand, different highlighting colors within an extracted topic means that it
produced relevant terms from different classes with a high probability, therefore
we cannot map it to one of the classes provided by the expert.
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Topic 8: Topic 9: Topic 13: Topic 14:
lagerring elektromotor welle reibungskupplung
arbeitskammer hebel maschinen betatigungselement
druckmittel stoBel schaltmuffe anpressplatte
rotor druckstift verzahnung hebelfederzungen
gehéuse antriebsstrang getriebes anpresskraft
druckmittelleitung i inhei trigerzungen
arbeitskammern anker gangrad doppelkupplung
wiélzkérperreihe spanndrahtring
auBenumfang druckstifts getriebe druckring
druckspeicher aktor schallemission einruckkraft
lageranordnung ritzel schaltgabel betatigung
stator druckstifte hauptantrieb zustand
verriegelungskulisse fahrzeug maschine gegenplatte
lagerrings getri i richtung
innenumfang kardanwelle ansicht hebelfeder
schaltventil ausfiihrungsform Ubersetzung kupplungsdeckel
spat abtriebsorgan dampfungselement wesentlichen
anschlagstellung drehmoment lagerung form
pendelrollenlager getri i i betatigungselementes
verriegelungsstift abtriebswelle verbindung kupplungsscheibe
wilzkérperreihen elektromotors schlittens phase

i schlitten auflagedrahtring
rotors fahrzeugs schiene kraftfahrzeugmotors
richtung i steifigkeit
druckmittelleitungen magnetgehduse gehause schlieBen

Fig. 3. Selection of 4 latent topics uncovered by LDA.

4 Related Work

Patents contain a valuable body of knowledge useful to many communities such
as industry, business or research. Not only do they document technological
advancements of our society, ideas expressed in patents can also reveal aca-
demic as well as business trends (cf. [4]). To gain access to this knowledge,
techniques and methods from many areas including natural language process-
ing, information retrieval, and machine learning are being applied to patents
(cf. [11]). The broad spectrum of tasks when it comes to patents include Patent
Retrieval, Patent Classification, Patent Visualization, Patent Valuation, and
Cross-Language Mining (cf. [12]).

Key terms play an important role in the classification of patents as well.
Larkey (cf. [6]), for instance, presents a patent classification system, which
employs representative terms and phrases that are weighted by frequency and
structural information. Kim et al. (cf. [5]) focused on structural elements of a
patent as well; specifically they used so-called semantic elements such as claims,
purposes, or effects. Pesenhofer et al. (cf. [8]) extracted key terms from respective
Wikipedia pages, instead of the patents themselves.

5 Conclusion and Future Work

This work is inspired by a domain expert’s observation during manually assigning
patents to company related classes. We deploy three different key term extraction
algorithms to identify relevant class descriptors, improving results by taking
German language characteristics into account. To infer a classification schema,
we apply topic modelling, which provides us with a flat structure of categories.
Results of this work inform the development of a patent research application for
SKF?2, a leading global technology provider that aims at facilitating and thus
improving in-house retrieval processes.

2 http://www.skf.com/group/index.html.
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Abstract. In this paper, we provide for the linguists a method to facilitate the
creation of a standard Arabic historical dictionary in order to save the lost period
and to be up to date with other languages. In this method, we propose a platform
of Automatic Natural Language Processing (ANLP) tools which permits the
automatic indexing and research from a corpus of Arabic texts. The indexation is
applied after some pretreatments: segmentation, normalization, and filtering,
morphological analysis. The prototype that we’ve developed for the generation
of standard Arabic historical dictionary permits to extract contexts from the
entered corpus and to assign meaning from the user. The evaluation of our
system shows that the results are reliable.

Keywords: Historical dictionary - Platform - ANLP - Arabic - Corpus -
Indexation - Morphological analyzer - Stemming

1 Introduction

The need to a better comprehension of the actual language, its culture recognition in its
period and a concentration to the linguistics toward the fast evolution of the language
nowadays oblige linguists to develop huge references in the different languages sup-
porting the big volume of vocabularies and presenting its evolution by the time, it’s the
historical dictionary. Fortunately, there are many linguists who recognized this problem
since a long time and tried to collect the history of their languages by developing
historical dictionaries such the French historical dictionary and the English one. But,
unfortunately, because of its complexity and semi algorithmic nature of its morphology
employing numerous rules and constraints on inflexion, derivation and cliticization, the
Arabic language is not yet stored although its importance and richness. That’s why, we
will propose in this paper a solution that can help linguists to save the time already
passed and build their own database presenting the Arabic vocabularies from its birth
and describing its evolution historically and geographically.

© Springer International Publishing Switzerland 2016
E. Métais et al. (Eds.): NLDB 2016, LNCS 9612, pp. 239-248, 2016.
DOI: 10.1007/978-3-319-41754-7_21
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2 State of the Art

A dictionary is a reference database containing a set of words of a language or a
domain of activity, generally represented under the alphabetic order. In general, a
dictionary indicates the root, the definition, the spelling, the sense and the syntax of the
entry [1, 2]. The general structure of a dictionary can have the form of:
{Key = Description}, where the keys are generally words from the language and the
descriptions are sets of words representing the definitions, the explanations or the
correspondences synonym, antonym, translation, etymology) [1, 3]. There are two
main types of dictionaries: the classical and the electronic, their content is necessarily
similar but the main difference between them is not only in the presented information
but also in its use, the content display, and the research capacity.

In fact, Arabic dictionaries started from an early time, exactly in the year 718 and
was developed from a version to another till the present. The problem is that some
entries which exist in a dictionary and don’t in another one because of the evolution of
the period. Moreover, it is not practical for the linguists to use the separated dictionaries
in order to look for the evolution of a word sense from different dictionaries. So the
majority of the old dictionaries have been neglected and some entries have been
disappeared from a dictionary to another.

Historical dictionaries are available for many languages (French, English, Swedish,
German,...), but unfortunately, there isn’t an Arabic one until now although the dif-
ferent initiatives in different regions in the world which didn’t exceed the collect phase
although our awareness that the fact of having a historical dictionary will be beneficial
for the most of researchers in different fields (linguistics, history, etymology ...). That’s
why, as researchers, we found that it’s necessary to think about an Arabic historical
dictionary which will collect all the entries from the first appearance until the present.

The idea of historical dictionaries has started in the 19th century just after the
appearance of the historical analysis method. Multiple international projects were
launched in different countries aiming to create a historical dictionary. The main
objective of the idea was to describe the evolution of word in language. We can take as
an example the Arabic word JUs8 kitar which had 3 main senses from the year 39 BD
till nowadays. First, it meant “_k<ll the rain” till the year 283, then “JY) ( &= 503 a set
of camels” till 1307 to become “_=8 train” until now.

In the following part, we will enumerate some of them.

2.1 DHLF: Historical Dictionary of the French Language

It was an etymological and historical dictionary written by Marianne Tomi, Tristan
Hordé, Chantal Tanet and Alain Rey and edited by LE ROBERT dictionaries [4]. Its
last version appeared in 2012 containing more than 50000 entry and up to 40000 paper
which offer a complete synthesis about the evolution of the French words. This dic-
tionary is characterized by its simplicity and clearness, it is based on the dictionaries
build by the linguists and the lexicologists in the XVII, XVIII and XIX centuries. This
dictionary didn’t use any Automatic Natural Language Processing (ANLP) process. It
permits just to have access to its contents in sequentially. After the access to this
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dictionary, we noticed that it presents for each entry its morphology, the appearance
date, the origin, the sense and its evolution across the time.

2.2 DWB: German Historical Dictionary

The DWB has been the most important German dictionary since the XVI century.
32 volumes were published between 1838 and 1971. It contains the history of each
word by some citations. The use of such dictionary can recognize the ancient use and
the modern use of each entry [4]. After the study of this dictionary, we noticed that it
doesn’t include automatic language processing for its creation, but it gives access to
other dictionaries in its results. It displays for each entry the different senses, the
different papers containing the entry in addition to its date and links to search in other
dictionaries.

2.3 OED (English Historical Dictionary)

Oxford English Dictionary is a reference dictionary for the English Language which is
published by the Oxford University. This project was launched in 1857 by the poet
Richard Chenevix Trench [6] who has shown the different problems of the English
dictionaries and announced his motivation to begin to work on a historical dictionary in
a conference. The first edition of this dictionary was published in 1928 containing
about 414825 paper. This dictionary was able to be online since 1992 but there is no
ANLP [4, 5]. As it is described in the different previous works, the creation of a
historical dictionary requires a long time to classify the right information in its right
place. That’s why, as computer scientists, we decided to develop a Platform using the
Automatic Natural Language Processing tools to guide the linguists to the creation of a
historical dictionary for the Arabic language to save the lost time and be able to update
the dictionary easily.

3 Proposed Method

Our project consists on developing a platform of ANLP tools in order to help linguists
create a historical dictionary of the Arabic language. Thus, we’ve been inspired from
the different outputs of the historical dictionaries already done and we’ve noticed that
such a platform requires fundamental steps as follows: The corpus collection, the
Natural Language Processing and the creation of the index which will facilitate the
access to the corpus for the research. The Fig. 1 describes the proposed steps.

The Arabic language needs appropriate processing and analysis to be fully
exploited. Indexation and research are efficient as long as Arabic content has been
automatically processed through complex stages: mining, segmentation, normalization,
morphosyntactical analysis, stemming, tagging, etc. By combining power and accu-
racy, this analysis enables highly structured indexing and high performance in research.
The following figure resumes the proposed system tasks (Fig. 2).
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NLP processing —p Corpus Search
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Fig. 2. System tasks

3.1 Indexation

The indexation will facilitate the access to a document content. In this section, we will
present our proposed method detailing the different pretreatments.

(A) Corpus creation

Our corpus is collected from the LDC and it is a set of heterogeneous texts from
different domains (literature, poetry, prose, dictionaries, etc.). It contains 30 texts from
different periods from 700 to 1300, for every period, we reserved 5 texts. These texts
will be treated in order to be indexed in units, that’s why a segmentation task is
necessary.

(B) Segmentation

The segmentation [13] is a process used for the morphological treatment of the lan-
guage allowing to divide a text to a set of words called tokens. It’s necessary for our
system in order to identify the fields (author, title, date, place, ...) and store the records.
Since our target is to segment an Arabic text in words, we will just explain the Arabic
words limits rules. The approach consists on the analysis of the punctuation marks, the
special characters, and spaces and a list of particles as the coordination and conjunc-
tions which are considered as segmentation criteria and act as Arabic words separators.
Our method permits to browse the text character by character and eliminate them.
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Moreover, this method permits to eliminate all the numbers and the non-Arabic
characters. Unfortunately, the outputs of this step are not clean because there are a lot
of words which don’t bring any interest to the indexation process, that’s why, it’s
necessary to filter them.

(C) Filtering

After segmenting the texts, it is important to clean the texts by deleting all the stop
words. This step is a delicate task because Arabic is an inflected language and highly
differentiable. And since, the stop words are non significant words and very commune
in multiple texts, it’s not necessary to index them or to look for them in the research
phase. The stop words (i.e. cuww lele (e 6 S5 etc.) are generally linguistic tools
used to link or coordinate the sentences. And in order to eliminate these stop words, we
used a data base in a txt file format which contains a list of non significant words. The
filtered texts now contains multiple words having different forms but the same root,
that’s why, it is really recommended to provide a morphological analysis to study the
words bare and unify them by the same descriptive.

(D) Morphological analysis

The morphological analysis consists on determining for each word, the list of possible
morphosyntactic characteristics (category, gender, number, time, etc.) and their
canonical forms, their roots, etc. For that, a stemming phase [13] is useful before
starting the indexing process since it represents one of the most important treatments
for the Arabic language, in the concept of information research which aims to find
inflected forms of a word from its form represented in the document by the application
of affixes truncation [4, 6, 12]. We have to remember that the form of Arabic words can
have four affixes categories: the enclitic, prefixes, suffixes and proclitic. Besides, an
Arabic word can have a more complicated if all the affixes are linked to its standard
form. Therefore, we’ve identified a solution to this problem by the affixes removal
approach which is called the light stemming [7, 11] allowing a remarkable way to
produce an excellent information retrieval and allows a word to truncate at both
extremities. In fact, various versions of Light Stemmer were developed for Arabic and
have followed the same steps. The idea was to delete, first of all, the character «s»
(“and”) for the light2, light3, light8 and light10 [8, 9] if the rest of the word is
composed of 3 characters or more. Although the deletion of the character «s» is
important, it triggers a problem because it exists a lot of commune Arabic words
starting by this character, thus, the length criteria here is stricter than the definite
articles. Second, remove all the definite articles in the case where it stills two or more
characters. Finally, access the list of suffixes once in the order from right to left while
removing all that at the end of the word if there are two or more characters. As it is
described previously, the light stemmers don’t delete any string which will be con-
sidered as Arabic prefixes.

(E) Index generation

In the Indexation process, the analyzed words will be stored in a data structure called
inversed index which is already stored in a file system or in memory as a set of index
files. This index is a form of content representation which represents a relation which
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links each document to the set of keywords or descriptors. In addition, it permits to
facilitate the access to the documents content [15]. In fact, we’ve represented our index
in a table which contains the term frequencies (TF) of a given word in each document
that contains the term and the texts which have appeared. Thus, we can determine for a
text the list of words that can contain, and for a word the list of texts in which it appears
from an IndexReader, using the term of interest.

3.2 Research

An information research system has an objective to output the most pertinent docu-
ments comparing with the request. This process consists on corresponding the list of
generated index by an indexation system with the user request.

The research phase can be resumed by the schema presented in Fig. 3.

: User query Query analysis: indexation |
“ = Nor ' and = »

Queryrepresentation
Indeced query

Index Research (word stem)
: Titlesofthe |
' - ‘~~\~ Texts mMatching | « XML »
FBIS'B-:\ Find2> —True || containing | T textrmies
' Se. i the searched ) :
word - =
Sense 3 List of
database Tizhn, aasthor, o« XML o
period, Texts (1)
Comparison author ongn
(::hoose_s
H

. Possible senses ) - :
Word context
-
Annotated
Ttextwiththe
tag sense

Fig. 3. Research system architecture

The research information can’t be accomplished only by the user intervention. To
be able to do a research, the user makes a query as a single word in everyday language.
The system analyzes the content of the request (single word) and converts it into part of
the indexing language after standardized and lemmatized.

Then, it compares the term of the query with the inversed index: if the result of the
comparison returns true, the system will return the text titles containing the query word.
Then, the system compares his titles with the titles of the “xml” files in the corpus and
returns the texts with their titles, authors, authors origins and period and it extracts the
contexts of this word from each text. For the extraction of these contexts, we’ve
proposed a method which returns the left and the right context of a word. In fact, this
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method targets, first, to place the text content in a table (each word in a cell). Second, it
permits to browse the table displaying every time the wished number of apparition left
and right of the searched word.

4 Implementation and Evaluation

The aim of our application is to develop an ANLP tools platform enabling to build an
Arabic historical dictionary from a corpus. The objective of this dictionary is to collect
the vocabulary of the standard Arabic language and to describe its evolution (temporal
and geographical aspects) which gives a reflection of civilizations and represents the
witness of the mentalities evolution.

This historical dictionary will include a set of simple entries which will be analyzed
separately. As we described in our proposed method, we need a segmentation tool to
subdivide texts into separate simple words, filtering tool to eliminate the stop words
from the corpus, a morphological analyzer including a stemmer, an indexation tool to
match between the set of texts and different useful information and a research tool
allowing to search in the indexed set of texts. Apache Lucene is a suitable technology
for nearly any application that requires full-text search, especially cross-platform.
We’ve used this tool for the needed tasks since it is a high-performance, full-featured
text search engine library written entirely in Java.

In fact, Lucene stores the input data in a data structure called inverted index, which
is already stored in the files system or in the memory as a set of index files. It allows
users to execute some quick researches by keywords and to find documents responding
a given query. Before adding the textual data to the index, it is treated by an Arabic
analyzer which permits the conversion of textual data in fundamental units of research
called terms. During the analysis, the text is set to various treatments: words extraction,
removal of the stop words and the punctuation signs, words stemming. For our case,
we’ve used the Arabic analyzer. The text analysis is done before the indexation and the
query analysis. It converts the textual data in tokens, and these tokens are added to
lucene index as terms. After finishing the indexation phase, we move to the research
phase where we examine the index to find the words then obtain the documents
containing these words.

Our corpus of texts contains 30 texts from different periods starting from 700 to
1300, for every period, we reserved 5 texts. The size of our corpus is 155 MO counting
2 millions words. The index is presented in a table in which it’s displayed for every
word its stem, root, possible vowellation, Part Of Speech, number of apparition of each
word in a text and the title of the corresponding text. “The first version of our platform
is composed of three main zones, the first is called The current text J=il ¢ sl” in
which the text will be uploaded to display, the second is called “Research operation
&l 4 3ke” which represents the research possibilities (with criteria, by entering a
word to search, etc.) and the last zone which contains four parts “update texts <uasi
uapail” “update senses lalSll Jlae Cuaa® “words senses il lxs” and “search
results ool Aaqy,

Our platform permits to add a new word from a new text with its relative information
(sense, period and location) in the sense database, it permits also to add the tag “sense”
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in the xml texts next to the corresponding word and according to its context. The user
can intervene to give a sense to the word, so that the sense data base can be updated
according to the treated texts. The platform permits to access to all the different positions
of the word in the corpus. So we can display the evolution of the use of the words.

To evaluate our work, we’ve chosen 100 words for testing and we’ve calculated the
recall, the precision and the F-measure. The table below summarizes some of the result.

The Table 1 resumes the evaluation results of the research phase, the average of the
F-measure obtained for the 100 words is equal to 90 %. The advantage of our system is
in the fact of the indexation, because this step is done only one time for the entered
texts of the corpus and will just take time when there is a corpus update. The response
time in the research phase depends on the size of the text and of course on the computer
characteristics. The following table shows some statistics after a research done on the
word “Allah <.

The Table 2 proves that the response time depends on the size of the text. The
bigger is the text size, the longer is the response time.

Table 1. System evaluation according to the pertinence

Words Doc Returned | Not returned | Precision | Recall | F-measure
Wy Pertinent 25 2 92.60 % | 100 % |96.16 %
kataba | Non Pertinent | 0 3

Sala Pertinent 6 1 85.71 % | 100 % |92.30 %
dhahikan | Non Pertinent | 0 23

4a8 Pertinent 27 2 93.10 % |96.45 % | 94.75 %
kadamuhu Non Pertinent | 1 0

) Pertinent 30 0 100 % 100 % | 100 %
Wajada

Table 2. Response time variation

Word Texts Text size | Words number Number of Response
(KO) in the text apparition in the time
text
U Jale JAadl) |97 12 428 23 0s
iy il
Qe 125 13 392 9 0s
PN
palal) ddas 270 30 623 151 ls
gLl e 353 36 245 228 ls
Ll Qi [581 64 892 203 s
o) i) aaza 792 90 617 763 4s
Ll @l ja 853 86 092 1130 S5s
Ol
A aalall 1251 142 053 2412 11s
SR
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90 % of F-measure is an acceptable rate for our first system trial but we have to
search for the different causes that didn’t let the system provide 100 %. When we
focused on the causes, we found that the main problem leading to this result is the
scripts and the rich and complex morphology of the Arabic language which lack short
vowels and other diacritics that distinguish words and grammatical functions. These
linguistic complexities result in significant recognition difficulties. There are different
flexion forms of the entry and various vowelling style of a simple root which increases
retrieval effectiveness over the use of words or stems.

5 Conclusion

Our system aims to generate automatically an Arabic historical dictionary from a
corpus through ANLP tools. Various tasks are done to the entered corpus for the
indexation and the research: segmentation, filtering, morphological Analysis. Our
system still need semantic resources to assign the sense to the entries according to their
period. As future work, we will try to ameliorate the performance of our system using
semantic analyzers, and grammatical rules to extract the suitable contexts. We are
going to link our system to some electronic dictionaries from different periods to
display for each entry its details from different sources spanning different periods.
Besides, we propose to include the semantic analysis to recognize automatically for
each word its signification without the human intervention.
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