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Preface

This volume contains revised versions of the papers presented at the 13th European
Conference on Multi-Agent Systems (EUMAS 2015) and the Third International
Conference on Agreement Technologies (AT 2015), which were both held in Athens
during December 17–18, 2015.

EUMAS 2015 followed the tradition of previous editions (Oxford 2003, Barcelona
2004, Brussels 2005, Lisbon 2006, Hammamet 2007, Bath 2008, Agia Napa 2009,
Paris 2010, Maastricht 2011, Dublin 2012, Toulouse 2013, Prague 2014) in terms of
aiming to provide the prime European forum for presenting and discussing agents
research as the annual designated event of the European Association of Multi-Agent
Systems (EURAMAS).

AT 2015 was the third installment in a series of events (after Dubrovnik 2012 and
Beijing 2013) to focus on bringing together researchers and practitioners working on
computer systems in which autonomous software agents negotiate with one another,
typically on behalf of humans, in order to come to mutually acceptable agreements.

This year, for the first time, both events were co-located and run as a single, joint
event. This joint organization aimed to encourage cross-fertilization among the broader
EUMAS and the more specialized AT communities, and to provide a richer and more
attractive program to participants. While the technical program was put together by
their independent committees into conference-specific thematic sessions, they shared
keynote talks and aligned their schedules to minimize overlap and enable participants
to make the best possible use of the combined program of the two conferences.

Traditionally, both conference series have always followed a spirit of providing a
forum for discussion and an annual opportunity for primarily European researchers to
meet and exchange ideas. For this reason, they have always encouraged submission of
papers that report on both early and mature research. They also permitted submission of
papers for oral presentation of previously published work, although these contributions
have not been included in the present volume, which only contains original
contributions.

The peer-review processes carried out by both conferences put great emphasis on
ensuring a high quality of accepted contributions. The EUMAS Program Committee
accepted 15 submissions (34.8 %) as full papers and another 10 submissions (23.2 %)
as short papers out of a total of 43 submissions. The AT review process resulted in the
acceptance of seven full (31.8 %) and seven short papers (31.8 %) out of 22 sub-
missions overall.

This volume is structured as follows: In the first part, we include invited papers from
the two keynote speakers, Michael Luck (King’s College London, UK) and Onn
Shehory (IBM Haifa Research Lab, Israel). The remaining 36 papers are grouped
together in thematic areas on the following topics:

– Coordination and planning
– Learning and optimization



– Argumentation and negotiation
– Norms, trust, and reputation
– Agent-based simulation and agent programming

Each of these thematic sections contains a mix of papers from EUMAS 2015 and
AT 2015, where full papers are followed by short papers.

The editors wish to thank the Program Committee members (over 100 of them for
the two conferences combined) and the additional reviewers they recruited for helping
EUMAS and AT put together a program of high-quality papers that gives an up-to-date
overview of the breadth and excellence of agents research in Europe.

We also thank the local organizers for their hard work in ensuring the event ran as
smoothly as it did – all aspects of the conference organization received unanimous
praise. Their help with publicizing the conference through the conference website and
by producing print publicity was also much appreciated.

Finally, we would like to express our gratitude to the sponsors of the conference, the
European Coordinating Committee for Artificial Intelligence (ECCAI), the University
of Piraeus Research Center (KEPP), and the Artificial Intelligence journal for their
generous support, without which this event would not have been possible.

March 2016 Michael Rovatsos
George Vouros
Vicente Julian
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Excerpts from the Study of Coalitions: From
Social Behavior to Computer Science

Onn Shehory
IBM Research – Haifa, Israel

onn@il.ibm.com

From the very early days of human society, people have engaged in coalitions. Indi-
viduals in the context of others typically have to interact and collaborate to meet their
goals. Collaboration can take place in diverse ways, and indeed various collaboration
mechanisms have emerged across history. Science has attempted to study the collab-
orative phenomenon of coalescing. Philosophical and social studies were conducted
first, followed by game theoretic and mathematical research. Computer science, and in
particular the multi-agent systems discipline attempted to leverage the game theoretic
coalitional solutions and relax them.

As asserted by Aristotle in Politics, “people always act in order to obtain that
which they think good”, and “every partnership is established with a view to some
good”. In other words, coalition formation is a natural human action that attempts to
maximize some value. While that philosophical study is dated back to the 4th-century
BC, modern science has begun studying coalitions only in the 20th century, with Game
Theory and Social Science leading that research, and later on Computer Science and
specifically Multi-agent Systems leveraging the theoretical foundations to generate
practical coalition formation solutions.

The goal of the social science approach was to establish a coalition theory that
describes, explains, and possibly predicts coalitional behavior. Researchers have
examined coalition formation and dissolution in contexts where cooperation is nec-
essary to maximize value. The focus was on observations based on which models and
theories were developed. Social science research has included two main approaches.
The first approach - “office-seeking” - focuses on coalition size. That is, coalitions that
form are such that they are large enough to win, but not larger than that. This is well
documented in The theory of political coalitions, Riker, 1962. The second approach -
“policy-seeking” - attempts to minimize ideological heterogeneity within formed
coalitions. This is well documented in Coalition theories and cabinet formations, De
Swaan, 1973.

The assumption made by social scientists according to which actors behave
rationally set the ground for game theoretic approaches. These, in turn, developed
mathematical modeling of bargaining behaviors which were initially observed and
reported in social science. Game theory has initially focused on normative aspects of
coalitions and not on behavioral ones as commonly dome in social science. That is, it
aimed to compute the actions players should perform to reach a desired outcome of a
coalition formation process. While social science focused on experimentation and
observation, initial studies in game theory suggested that “lab experiments contribute



noting to game theory”, as stated in Games and Decisions, Luce & Raiffa, 1957.
However, Maschler challenges this viewpoint suggesting that normative aspects can
benefit from lab experiments as documented in “Playing an n-person game, an
experiment”, Maschler, 1965.

Computer science has attempted to rely on game theory as a basis for practical
coalitions formation. While game theoretic solutions are elegant and stable, their
computational complexity is hyper-exponential. Additionally, game theory rarely
provides player algorithms to practice coalition formation, and solutions are sensitive to
small changes. Hence, feasible algorithmic approaches were called for.

Indeed, multiple coalitional games have been considered to facilitate collaboration,
and many mechanisms have been devised. Within such coalitions, software agents may
jointly perform tasks that they would otherwise be unable to perform, or will perform
poorly. To allow agent collaboration via coalitions, one should devise a coalition
formation mechanism that exhibit desirable properties such as stability, fairness,
optimality, and computational tractability. Agents that take part in those mechanisms
should be provided with algorithms to guide their activity within. Yet, no solution can
concurrently address all of these requirements. This problem intensifies when the
number of agents increases. These issue have opened up a field of research that focuses
on algorithmic coalition formation. The author of this paper has published multiple
articles on such research, e.g. [1, 2]. These were discussed at EUMAS&AT 2015,
Athens, Greece, in a keynote lecture delivered by the author.

In his lecture, the author has presented excerpts from coalitions’ research from the
early days of Aristotle to contemporary computer science. The lecture discussed agent
attributes and mechanism properties and their effect on agent interaction. It presented
some games that facilitate interaction as well as algorithms that implement feasible
solutions to such games. It has finally presented coalition formation challenges in the
context of social networks, big data and security risks.

Acknowledgement. We would like to thank ECCAI for supporting this EUMAS&AT
2015 keynote lecture.

References

1. Shehory, O., Kraus, S.: Methods for task allocation via agent coalition formation. Artif. Intell.
J. 101(1-2), 165–200 (1998)

2. Shehory, O., Kraus, S.: Feasible formation of coalitions among autonomous agents in non-
super-additive environments, Comput. Intell. 15(3), 218–251 (1999)
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Probationary Contracts: Reducing Risk
in Norm-Based Systems

Chris Haynes, Simon Miles and Michael Luck

Department of Informatics, King’s College London, UK
christopher.haynes@kcl.ac.uk

Abstract. In human organisations, it is common to subject a new employees to
periods of probation for which additional restrictions or oversight apply in order
to reduce the consequences of poor recruitment choice. In a similar way, mul-
tiagent organisations may need to employ agents of unknown trustworthiness to
perform services defined by contracts (or sets of norms), yet these agents may
violate the norms for their own advantage. Here, the risk of employing such
agents depends on the agents trustworthiness and the consequences of norm
violation. In response, in this paper we propose the use of probationary con-
tracts, generated by adding obligations to standard contracts in order to further
constrain agent behaviour. We evaluate our work using agent-based simulations
of abstract tasks, and present results showing that using probationary roles
reduces the risk of using unknown agents, especially where violating a norm has
serious consequences.
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Abstract. In human organisations, it is common to subject a new
employees to periods of probation for which additional restrictions or
oversight apply in order to reduce the consequences of poor recruitment
choice. In a similar way, multi-agent organisations may need to employ
agents of unknown trustworthiness to perform services defined by con-
tracts (or sets of norms), yet these agents may violate the norms for
their own advantage. Here, the risk of employing such agents depends
on the agents trustworthiness and the consequences of norm violation.
In response, in this paper we propose the use of probationary contracts,
generated by adding obligations to standard contracts in order to fur-
ther constrain agent behaviour. We evaluate our work using agent-based
simulations of abstract tasks, and present results showing that using
probationary roles reduces the risk of using unknown agents, especially
where violating a norm has serious consequences.

1 Introduction

In recent years, advances in hardware and software have held out the promise
of very large scale networks of devices that interact in order to solve distrib-
uted problems as envisaged in the related paradigms of the Internet of Things,
Ambient Intelligence or Ubiquitous Computing [2]. If these devices, or agents,
are autonomous with respect to the network and to each other, then they can be
flexible and creative in their problem solving. However, such autonomy can lead
to problems with coordination, and asocial behaviour, as agents may prioritise
their own needs and goals at the expense of others and even the system itself.
Yet in these paradigms, it is desirable that agents work together without con-
flict, do not obstruct others, use only their fair share of resources, and respect
privacy where appropriate, in a fashion analogous to the concept of being a good
citizen in human societies. The question therefore arise as to how to control the
behaviour of such autonomous agents and ensure that they are good citizens
within the vast, open networks in which they reside.

One approach that has witnessed a growing interest in recent years is the use
of norms to regulate and coordinate agent behaviour. Norms specify the actions
that an agent may, should or should not undertake, and the states of affairs that
an agent may, should or should not allow to occur. They impart obligations to
agents, or specify what is permitted or prohibited within a system.
c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 3–18, 2016.
DOI: 10.1007/978-3-319-33509-4 1
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In this context, there are two approaches to controlling the behaviour of
agents: regulation and enforcement. In a regulation approach, such as that
embodied by electronic institutions [11], the system itself imposes constraints
on what an agent can do, but this severely restricts autonomy, and thus reduces
system flexibility. In contrast, an enforcement approach specifies what an agent
ought to do (or not do) and relies on enforcement of the rules so that violators
are punished. This allows agents to retain their autonomy, but it also requires
an enforcement mechanism to monitor agent behaviour for norm violations in
order to motivate agent compliance.

Of course, in this latter enforcement approach, agents must be informed of
the applicable norms, so that they can comply with them, and one way of doing
this is through formalising norms as contracts and ensuring that agents are aware
of them. Then, activity within a system can be made contingent on agreeing to
a contract, in the same way that using a service can require agreeing to a set of
terms and conditions. As suggested by Modgil et al. [16], a contract is a set of
clauses describing the normative behaviour expected of given agents, the contract
parties, where a contract clause specifies an obligation, prohibition or permission.
Unlike social norms, which are usually informal and often hard even for adherents
to articulate, contracts are formal expressions of expectations that explicitly
detail what behaviour is expected, by whom, and under what circumstances.
The penalties for breaking a contract are also usually explicit, either within the
contract itself, or in the body of regulations that govern contracts in general.
Contract parties can thus determine the actions they must perform, and others
can clarify what constitutes a violation.

Yet, just as in human societies, in this approach computational autonomous
agents may choose to violate norms even after agreeing to comply with a contract
specifying them. Such non-compliance can be a risk to the system or organisation
in which these agents operate, the extent of the risk depending on the likelihood
of an agent failing to perform its assigned task and the consequence of such a fail-
ure. While agents can be monitored and norm violations may be detected, this
detection may not prevent the consequences of the norm violation; for example, if
the violation is due to an atomic action that can only be detected once it has been
performed then monitoring cannot prevent the consequences of the violation.

In response, in this paper we address the risk involved in non-compliance
with norms and contracts by proposing our the use of probationary contracts to
reduce the consequences of uncertain trust in normative multi-agent systems.

The remainder of the paper is organised as follows. First, we discuss organi-
sations and roles as the basis for considering probationary contracts to mitigate
risk. Then, we detail our concept of probationary contracts in terms of tasks and
task graphs, and how these probationary contracts may be created from standard
contracts via the addition of sub-goal obligations. Finally, we consider a some-
what abstract scenario to evaluate the use of these probationary contracts using
simulated random tasks, before reviewing related literature and concluding.
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2 Organisations, Risk and Probationary Contracts

We can consider any multi-agent system or, more generally, any system in which
multiple entities interact in support of some broader overall goal or objective,
to be an organisation. Within organisations, these entities or agents play par-
ticular roles, or units of functionality, each of which has a set of responsibilities
and tasks to perform. If roles have been correctly devised then, when these
tasks are performed successfully, the organisational goals are achieved. It is thus
agents playing roles that bring the rewards associated with organisational goals.
In other words, roles allow agents to contribute to organisational performance.
For example, the OperA organisation modelling language [9] defines a role in
terms of its goals (which may include sub-goals) and norms (both obligations
and permissions).1 Similarly, in the MOISE+ model roles are defined in terms of
missions (plans to reach specific goals) and norms (obligations to perform mis-
sions) [12]. Both models also describe the communication and authority links
between roles.

Now, if a role imposes an obligation to perform one or more tasks, each of
which has a goal state, then each task can also be specified as a contract that
explicitly details the norms applicable to the agents performing the task. A role
is thus sensibly represented as a set of contracts in which it participates. In this
context, employing unknown agents of uncertain motivations in an organisation
has an inherent risk: they may put their own desires above that of the organ-
isation and violate the norms specified in their contract. Trust and reputation
mechanisms can increase the likelihood that an organisation will select a trust-
worthy (and competent) agent, but such mechanisms are frequently uncertain
due to lack of sufficient information about a candidate [18,20]. If tasks need
to be performed, then organisations may need to take a chance on possibly
untrustworthy agents, increasing the risk of failure. While agents can be mon-
itored and norm violations detected, this may not prevent the consequences of
norm violation, either due to the nature of the violation (which may occur too
quickly to prevent) or the monitoring (which may only detect a violation after
the consequences are apparent).

In contrast, human organisations have developed mechanisms to mitigate
against this, and it is common for new recruits to be subject to additional
restrictions for a probationary period in order to reduce the consequences of a
poor recruitment choice. To mitigate the risk of employing possibly untrustwor-
thy agents, therefore, we propose the computational analogue of this approach
through the use of probationary contracts, which are special contracts with addi-
tional obligations. In this view, a probationary contract has the same goal as a
standard contract, but the additional obligations restrict the way in which the
task should be performed, so that an agent bound by it has less autonomy in the
way it carries out the task. For example, in the case of the design and manufac-
ture of a 100 widgets, a standard contract might specify the desired properties of
the widgets, such as cost and functionality, and the deadline for delivery, on the

1 In OperA a role’s goals are termed objectives and permissions are termed rights.



6 C. Haynes et al.

basis that a trustworthy agent will design and build the widgets to specification.
However, when dealing with possibly untrustworthy agents, it may be desirable
to create additional obligations: allowing the design to be examined for approval
before manufacturing begins, or the delivery of a prototype widget for similar
approval. These additional obligations restrict the contracted agent, but reduce
the consequences of employing an untrustworthy agent since any contract vio-
lations will be detected earlier (before the delivery of 100 defective widgets) or
prevented entirely. Such additional obligations must be monitored for compli-
ance (like any other norm), and this may add to the cost of employing an agent
in the role, and so reduce the eventual reward to the organisation.

To elaborate probationary contracts, we first need to consider roles, agents and
risk further. First, we must introduce the concept, for each role, of an ideal agent,
which is one that will fulfil a contract to the best of its ability and not pursue
personal goals that conflict with organisational ones; that is, it is not tempted to
violate norms in order to gain personal benefit. This benevolence does not prevent
an agent from violating norms in order to achieve organisational goals in the face
of unexpected events—indeed, the possibility of such violation gives norms their
flexibility. An ideal agent may not actually exist in reality, but an organisation
will seek to fill each role with an agent as close to ideal as possible.

In this context, we can define the risk of failure as the probability of a loss
occurring due to a specified risk factor (where each risk factor can be understood
as a distinct source of risk) multiplied by the consequence of that loss2: risk =
p× c. For example, the risk involved in betting $6 on the toss of a fair coin is $3
(0.5 × $6), while the risk of betting that a fair six-sided die will land on a one,
is $5 (0.833 × $6). So we can say that betting on the die is riskier than betting
on the coin.

More specifically in our case, there is a possibility of a loss due to an agent
failing to comply with norms specified in a contract, due to incompetence or
selfishness. The consequences of this potential loss may even exceed the possible
rewards from simply performing the task correctly, since an incompetent or
selfish agent performing a role may be worse than leaving the role empty. For
example, in the case of a delivery firm, an incompetent driver may get lost or
crash a truck, while a selfish driver may take excessive breaks or steal a truck.
These norm violations have an effect on organisational performance according
to the nature of the violation.

Quantifying the consequences of a norm violation for an organisation may
not be straightforward. In a situation with explicit costs, such as an industrial
process, it may be possible to calculate it directly; for example, if the consequence
of a norm violation is the shut-down of a production line for an hour, then the
cost can be calculated. Otherwise, it may be possible to evaluate the norms via
observation of their effect on the quality of agent interactions [17]. However, even
if this is impossible, it may be possible to estimate it using simulation techniques
[13] or, if the norm has been developed using an evolutionary approach [3], then
its fitness value may be a reasonable estimate.

2 This definition is common in the literature, for example [10].
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The risk of allowing a non-ideal agent to play a role is therefore related to
the probability of that agent violating one or more of the contractual norms and
the consequences of the violation. The problem for an organisation is that while
the consequences may be known, the probability is not. In the next section, we
present the notion of task risk in order to quantify the level of risk involved in
allowing an agent of uncertain trust to perform a role, and discuss how using
probationary contracts can reduce this risk.

3 Tasks and Task Risk

3.1 Task Graphs, Risk and Reward

The tasks that agents must perform can be represented as directed graphs, with
the nodes representing states and the edges transitions between those states.
Figure 1 shows a simple task represented in this way: the initial state is S0, the
task is completed in state S8, and state S4 is prohibited by a norm.

Fig. 1. A state graph for a task.

Such graphs can be constructed using Hierarchical Task Analysis [19], where
tasks are decomposed into a series of steps. The granularity of the decomposition
can be determined by the needs of the organisation and the nature of the task,
so long as decision points where an agent would have a choice of actions are
captured, and the prohibited states identified. Representing the task as a graph
facilitates the estimation of the risk of allowing an agent of unknown motivation
to perform it as we will see below. The purpose of this is two-fold: first, it enables
an organisation to assess the risk of allowing an agent of uncertain trustworthi-
ness to perform a task; second, it allows two tasks to be compared with respect
to their risk, and so the relative risk of possible probationary contracts can be
assessed.

Now, to capture the risk inherent in any particular agent not complying with
a norm, without detailing the underlying mechanisms, we use a simple prop-
erty (with a value from 0 to 1 inclusive), Pviol, that determines the probability
of it violating the contract norms. An agent thus begins in the initial state
and moves through the task graph towards the goal state. When it reaches the
goal, and completes the task, the agent generates a reward for the organisation.
This reward is reduced if norms are violated: the exact amount of the reduction
depends on the consequences of the norm violation.

The task risk varies according to the topology, the position of the prohibited
states in the graph, the consequences of entering those prohibited states, and also
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the agent behaviour as it traverses the task graph. For example, if by traversing
the task graph an agent has a low probability of being placed in a position where
it is tempted to violate a norm, then the inherent risk is low, regardless of Pviol.
If the only path to the goal is filled with temptation, even an agent with a low
Pviol value may eventually succumb due to the number of times it must resist.
We can also specify an expected performance reward (EPR) of each task based
on the probability of an agent traversing each path and the reward gained from
that path. The expected performance from a single path through the graph is
calculated by multiplying the probability of selecting that path by the reward
generated by that path. The EPR for a task is then the sum of all the possible
expected performances for a given Pviol, and we sum across the possible values
of Pviol and normalise by dividing by the maximum possible reward:

EPR =

∫ 1

Pviol=0

( ∑

path∈Paths

P (path, Pviol) × reward(path)
)
dPviol

∑

path∈Paths

P (path, 0) × reward(path)

where Paths is the set of all possible paths, P (path, Pviol) is the probability of
an agent with Pviol traversing path, and reward(path) is the reward generated by
an agent traversing path. We can now define task risk as 1 − EPR. A task risk
of 0 indicates a task with no probability of norm violation (or no consequence of
such violation). Task risk may be greater than 1, since a task may have norms
with severe consequences.

3.2 An Illustrative Example

To illustrate our notion of task risk, consider the task graph in Fig. 1. Now,
suppose that completion of the task generates a reward to the organisation of
100, but S4 is a prohibited state and a path that traverses through S4 only
yields a reward of 50. Note that these rewards are for the organisation, not the
agent, with Pviol encapsulating this reward to the agent. The agents employed
to perform the task are simple ones, and each has the following behaviour. An
agent will always travel along a compliant path toward the final goal unless there
is an opportunity to violate a prohibition norm, in which case it will violate the
norm (and travel to the prohibited node) with a probability determined by its
Pviol value. If there are multiple compliant ongoing paths (and it is not violating
a norm) it chooses one at random. It is opportunistic in nature and may violate
norms for its own benefit if the opportunity arises, but will not actively seek out
the prohibited state. So, even a very selfish agent may decide to go to S2, even
though it makes it impossible to reach S4. In total, there are three paths through
the graph, shown in Table 1, with the reward gained for following them and the
probability in terms of the agent’s Pviol value. The first path, p1, traverses S4,
and the probability of traversing that path is 0.5 (from the first random choice
between S1 and S2) multiplied by Pviol from traversing the link to S4 with no
further choices.
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Table 1. Paths for task represented in Fig. 1

Path Nodes Reward Probability

p1 S0, S1, S4, S6, S7, S8 50 0.5 × Pviol

p2 S0, S1, S5, S6, S7, S8 100 0.5 × (1 − Pviol)

p3 S0, S2, S3, S5, S6, S7, S8 100 0.5

We can calculate the expected reward:

ER(Pviol) = (100 × 0.5) + (100 × 0.5 × (1 − Pviol)) + (50 × (0.5 × Pviol))

and simplify it to ER(Pviol) = 100−25×Pviol. From this we can calculate the def-
inite integral with respect to Pviol from 0 to 1 and normalise to obtain the value of
EPR = 0.875, giving a task risk of 0.125. If entering the prohibited state rendered
the task worthless (reward = 0) then the task risk would be 0.25. If it harmed the
organisation further (reward = −100), then the task risk would be 0.5.

3.3 Probationary Contracts via Sub-goal Obligations

In light of the discussion on tasks and task risk, here we explicate the concept of
probationary contracts, special contracts that include extra conditions or norms
to restrict the behaviour of an agent performing the probationary role that com-
mits to the contract. To do this, we simply insert an additional sub-goal (or
intermediate goal state) that must be achieved during a task in order to restrict
a choice between paths, such as that between S1 and S2 in Fig. 1, where we want
the agent to avoid the path that traverses S4 (and hence S1). In this way, a sub-
goal can act as an adjunct to existing norms to make their violation impossible
or less likely (unless the sub-goal obligation is itself violated).

As we have seen, Fig. 1 shows a task expressed in a directed acyclic graph
(DAG), with the nodes representing environment states and the edges represent-
ing transitions caused by agent actions. An agent begins in state S0, and the task
contract requires achieving the goal of reaching S8 (which we could also consider
as a norm), while complying with the prohibition against bringing about state
S4. These should ensure that an ideal agent will choose a path to S8 that does
not pass through S4. However, for selfish reasons a non-ideal agent may choose
to violate the norm and bring about S4. While the violation may be detected,
there will still be a reduction to organisational performance and under certain
circumstances this may be severe (for example, where violation causes loss of
resources or damage to the system). To reduce the risk of reaching S4, a sub-
goal obligation to reach S2 can be added. Of course, this can still be violated by
an agent with a high Pviol value, but it would be noticed earlier and would not
damage organisational performance. If monitoring is effective, the organisation
could remove the agent from the role before reaching S4 and before the damage.

Now, using our task risk analysis, it is possible for an organisation to calculate
the risk of a proposed probationary contract. One approach to determining what
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kind of probationary contract to use (or where to add a sub-goal obligation)
is thus to iterate through the possible states in the graph adding a sub-goal
obligation as above, calculate the risk for each contract and choose the lowest.
This distinguishes between different probationary contracts corresponding to
different probationary roles. However, the probationary contract with the lowest
risk may not be the best choice, because while an organisation may wish to
reduce risk, it must also distinguish between trustworthy and untrustworthy
agents by means of observing their performance in probationary roles. Here, if
a probationary contract removes too much risk, then performance of agents is
hard to distinguish.

Indeed, by constraining agent behaviour with an additional sub-goal oblig-
ation, perfectly trustworthy agents may be rejected because of their range of
capability. For example, the standard role for the task in Fig. 1 allows two ways
to perform a task, but if an agent is only capable of performing it via S1, then it
will not be able to fulfil a probationary contract that obliges S2. Therefore, an
organisation must be mindful of the capabilities of the candidate agents when it
selects a probationary contract.

4 Evaluation

4.1 An Evaluation Scenario

Consider an abstract organisation that requires external agents to perform ser-
vices and uses a gatekeeper to allocate these service provider roles. Each role
has a single task (specified by a single contract), and the organisation has norms
targeting these roles in order to improve organisational performance. For clarity,
we consider only the case in which an organisation seeks to reduce the risk of an
agent violating a norm to save effort or otherwise increase its personal reward
at the expense of organisational performance.

In our evaluation, we assume we have a pool of 400 agents, which are homoge-
nous except for their Pviol value which is chosen from a uniform random distrib-
ution from 0 to 1, Pviol ∈ R|0 ≤ Pviol ≤ 1. To ensure some dynamism, every 100
units of time, each idle agent is removed from the pool with probability 0.002,
so it is likely that there will always be unknown agents in the pool. Now, our
example organisation requires 40 agents at any one time to fill roles and perform
tasks. When it has a vacancy, the organisation’s gatekeeper chooses an agent
from the pool at random and assesses it using a simple trust mechanism based
on previous interactions to decide whether to allow an agent to play the role.
After an agent completes a task, an interaction value, iv, is generated, where
iv = perceived performance

possible performance . Possible performance is the maximum performance
accrued from a job completed with no violations, and perceived performance is
calculated by reducing the possible performance by the impact of detected norm
violations (undetected violations do not count against an agent). The interaction
value has a maximum value of 1.0, but the minimum is open-ended, since violat-
ing norms may result in organisational performance being reduced sufficiently
to result in a negative value. The trust value is calculated as the mean of the
interaction values. For an agent a the trust value is
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trusta =
1

|Ia|
∑

ivi∈Ia

ivi

where Ia is the set of previous interactions for agent a, and ivi is one of the inter-
actions in that set. The gatekeeper uses two trust thresholds: accept, τaccept, and
reject, τreject. If trusta ≥ τaccept then the agent is accepted for a standard role,
and if trusta < τreject it is rejected outright. Otherwise, the agent is accepted
for a probationary role. If an agent is rejected for a role, another agent is selected
from the pool for assessment. We use τaccept = τreject = 0.9 when not using pro-
bationary roles, and τaccept = 0.9, τreject = 0.8 when using probationary roles.
An unknown agent is accepted for the standard role when not using probationary
roles, otherwise it is accepted for a probationary role.

Both probationary and standard tasks are represented by graphs as previ-
ously described. Some state nodes are prohibited by norms, and each norm has
an associated impact value denoting the reduction in performance that accrues
if an agent violates it and enters the state. While violations harm organisational
performance, they benefit individuals, so an agent could violate a norm in line
with its Pviol value. The organisation monitors agent activity, with violations
being detected with a probability of 0.8.

As we have seen, probationary contracts are based on standard contracts,
but with additional sub-goal obligations that are monitored (like prohibition
violations); if an agent enters a state from which a sub-goal state is unreachable
without having first achieved the sub-goal, then it is deemed to be in violation.
We assume that the organisation can always detect if a sub-goal is achieved,
since an agent has no incentive to conceal this and, indeed, a strong incentive
to make it apparent. To represent the additional monitoring effort, the reward
generated by a probationary contract is 80 % that of a standard contract. In our
experiments, we generated probationary contracts using a brute force approach:
each possible probationary contract was tried for each standard contract in the
evaluation, and the best performing one was used.

As a consequence of the agent behaviour described previously and formalised
as Algorithm 1, an agent will not leave a compliant path no matter how selfish
it is, unless given the choice to immediately violate a prohibition norm. For
example, in Fig. 1 with a sub-goal of S2, no agent will ever go to S1. We base
this behaviour on the assumption that an agent only benefits from violating the
prohibition norms, not from missing sub-goals, and that it is opportunistic in
nature—it may violate norms for its own benefit if the opportunity arises but
will not actively seek out prohibited states.

When an agent reaches the goal, the organisational performance is increased
by the contract’s reward value minus the effect of any norm violations, and the
gatekeeper updates the agent’s trust value based on the perceived performance
of the agent (as described above). The agent then re-applies for the role, and
is re-assessed by the gatekeeper. Agents only leave if their trust value becomes
too low for the organisation to accept them in the role. If the agent leaves, the
organisation seeks another agent from the pool at random to fill the vacant role.
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Algorithm 1. Agent control algorithm used to select next node
Require: Set of remaining goal states, G
Require: Set of prohibited states, P
Require: Agent’s Pviol value
1: Get set of successor states, SN
2: Get empty set of successor prohibited states, SP
3: Get empty set of successor goal states, SG
4: Get empty set of successor compliant states, SC
5: for all node in SN do
6: if node ∈ P then
7: Add node to SP
8: else if node ∈ G then
9: Add node to SG

10: else if reachable(node,G) then
11: Add node to SC
12: end if
13: end for
14: if Rnd(0, 1) < Pviol AND SP �= ∅ then
15: NextNode = pickRnd(SP )
16: else if SG �= then
17: NextNode = pickRnd(SG)
18: else
19: NextNode = pickRnd(SC)
20: end if

In our evaluation, we measure the success of the method by examining the
overall performance of the organisation using probationary roles compared to not
using probationary roles. In order to evaluate the effectiveness of our technique,
we randomly generated task graphs using the JGraphT Java library3. Each task
graph is a DAG with 25 nodes representing states (including initial and goal
states) and norms that prohibit five states. Reaching the final goal state gives a
reward of 100, entering any of four of the prohibited states reduce this reward by
20, and entering one of them reduces the reward by 120 (to represent a serious
situation to be especially avoided). Therefore, the maximum reward per task is
100, and the minimum is −100 if all prohibited states are entered en route to
the final goal. The prohibited states are randomly chosen; if necessary, edges are
added to ensure that there is always a compliant path from the initial state to
the goal. Figure 2 shows the graph for an example task, where the initial state
is node 0 and the goal state is node 24. The task risk for this example can be
determined to be 0.505, using the 1 − EPR formula specified earlier.

4.2 Experimental Results

In this section, we present our evaluation of the probationary contract method.
For each random role, the performance is calculated for each possible sub-goal
3 http://jgrapht.org/.

http://jgrapht.org/
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Fig. 2. State graph for an example task. There are 25 nodes, 5 of which represent
prohibited states.

node, and the best was used for the evaluation. We examine the results for 700
random tasks, each with 25 nodes, to get a generalised picture of how the method
affects performance and then we examine selected individual roles to obtain a
more detailed view. Each experiment was run for 10000 time units.

Figure 3 shows the results. The points show the average ratio of the perfor-
mance when using the probationary contract method to the performance when
not using one, with results binned in a bin width of 0.1 risk. A value greater than
1.0 indicates that there is some benefit, and a value less than 1 indicates that use
of a probationary contract reduces performance. Error bars show the standard
deviation. The response of individual roles is quite variable, but there is a trend
for probationary contract to become more useful as the task risk increases. While
some low risk roles benefit from the approach, most do not, while the reverse is
true for higher risk roles.

In order to examine the probationary method more closely, we examined a
single representative role (but omit the task graph for reasons of space). Figure 4
shows the expected performance of the standard and probationary contracts for
agents of varying Pviol. The standard contract is a high risk one, since even
an agent with Pviol = 0.4 will, on average, contribute nothing to organisational
performance. In contrast, the probationary contract has a much lower risk—even
an agent with Pviol = 1 will contribute on average over 40 % of the performance
of an ideal agent.

Figure 5 shows the performance ratio of the probationary contract method
over time. When all agents are unknown, using probationary contracts is very
useful, since an organisation allowing unknown agents to work in a standard
contract suffers performance losses from violated norms. Over time, the bene-
fit of using probationary contracts is reduced since the organisation builds up
enough information about each agent and retains those agents that have proven
to be trustworthy. However, using probationary contracts continues to have some
benefit, albeit a less dramatic one.
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Fig. 3. Probationary method performance versus task risk.

Fig. 4. Expected performance of stan-
dard and probationary contracts.

Fig. 5. Performance ratio over time.

Finally, Fig. 6 shows the average selfishness of the agents working under the
standard contract. Recall that the organisation does not know the value of Pviol,
and can only assess it based on interactions. This graph, therefore, allows us to
examine how successfully the gatekeeper mechanism assesses the agents. While,
over time, the average Pviol value of the workers is reduced for both methods
as the organisation learns which agents are trustworthy, probationary contracts
enable more selfish agents to be rejected before they are offered a standard
contract.

5 Related Work and Conclusions

While we have focussed in this paper on the issues surrounding questions of risk
and a means to address them through probationary contracts, there are broader
questions to be answered in relation to establishing effective interaction in open
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systems of the kind we are increasingly starting to see. Norms can provide one
way to give some degree of confidence in these interactions but, just as in human
societies, the results of using them cannot be guaranteed. In these conclusions,
we cover first a consideration of risk and how to manage it through trust, second
an examination of emergent contracts or norms, which may become increasingly
important in the new open world of thousands (if not millions) of interacting
devices, and finally a summary of the key points of our work.

5.1 Mitigating Risk

Since risk arises from the probability of a risk factor and its consequences,
risk mitigation can involve reducing either the probability or the consequences.
Research here has concentrated on reducing the probability of recruiting an
unsuitable agent.

Fig. 6. Average selfishness of agents working under a standard contract.

There has been a great deal of work on computational trust and reputation
systems (Sabater and Sierra provide a good review [18]). Such systems can be
used to assess the suitability of a candidate agent either by direct interaction,
or by gathering information from other agents. While trust systems can be very
useful, they suffer from a bootstrapping problem; reputation systems allow the
experience of other agents (referees) to contribute to the assessment, but these
too require knowledge of previous interactions and also introduce the problem
of whether to trust the referees.

As an alternative, a multi-agent organisation may use gatekeeping mecha-
nisms to assess an agent’s suitability for a role. Alderwereld et al. propose the
use of a gatekeeper agent to match an agent’s professed capabilities to the needs
of a role within the OperA organisational modelling language [1]. They suggest
using trust and reputation in order to judge whether an agent has the capa-
bility it is claiming, and monitoring to verify the claims. Stereotyping has been
suggested as a means to swiftly bootstrap trust, by comparing the external char-
acteristics of unknown agents to those of known agents in order to gauge their
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trustworthiness [5], but this depends on the existence of characteristics that
correlate to capability and benevolence.

Monitoring and verification may allow an organisation to detect poorly per-
forming, or selfish, agents. Modgil et al. propose a framework for monitoring
norm compliance [16]. Such a system may allow an unsuitable agent to be iden-
tified, but this may only detect the consequences of failure rather than reduce
those initial consequences. The use of reputational incentives have also been
proposed [4], both positive (to encourage agents to be benevolent), and negative
(to discourage agents tempted to violate norms), as part of an overall system
of control. Along with more concrete incentives for success and penalties for
failure, these could form part of a role specification as an explicit contract [15]
that an agent agrees to comply with as a condition of accepting a role within
an organisation. However, these reputational incentives rely upon the agent car-
ing about its wider reputation, and sanctions for poor performance rely on the
organisation’s ability to apply the sanctions.

5.2 Towards Emergent Social Contracts

So far, we have discussed normative contracts from the perspective of an organ-
isation employing agents to perform a task, with the expectation that the con-
tracts are designed by the organisation in accordance with their requirements.
However, norms are also useful in complex open systems where agents seek to
pursue their own goals while coexisting with others, and the contract model may
also be useful in this context. The field of political philosophy uses the concept
of a social contract, whereby an individual consents to surrender some autonomy
in exchange for the benefits gained from an ordered society. Leaving aside the
philosophical issues in human societies, a social contract in a multi-agent system
could be a concrete set of norms to which agents explicitly agree.

Generating the social contract itself is a challenge due to the conflicting
goals of the agents and the complexity of the possible interactions. One option
is to observe the agent society to determine behaviour that is beneficial and
to promote that via explicit norms, while discouraging behaviour that is not. In
this way, norms can be allowed to emerge in society in response to agent interac-
tions, with each other and with the system environment. For example, Mahmoud
et al. [14] have considered mechanisms for establishing emergent norms in dis-
tributed computational systems. The detection and evaluation of these emergent
norms [6,7], their formalisation into social contracts [8], and the monitoring and
enforcement of those contracts [16] represent a challenge, but each of these issues
has separately been the subject of a research effort, and it seems likely that
bringing these threads together could yield benefits in the future.

5.3 Conclusions

In this paper, we have presented our concept of probationary contracts in agent
systems, where an organisation adds obligations in order to reduce the conse-
quences of recruiting untrustworthy agents. By representing tasks as graphs, we
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have introduced the notion of a quantified task risk, which allows an organisa-
tion to assess the relative risks of a particular role and to compare these risks.
We have evaluated the use of probationary contracts using randomly generated
abstract tasks and shown that they can be effective where the task risks are high.
Our work is limited in a number of respects. First, our probationary contracts
use only a single additional sub-goal; second, we do not provide an automatic
way to generate a probationary contract; third, we assume that the agents are
opportunistic and rather simple in behaviour. It seems likely that a more sophis-
ticated approach with multiple sub-goals would render probationary roles more
useful. Also, a mechanism to balance the need to reduce risk against the necessity
to detect untrustworthy agents is required.
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Abstract. Multiagent planning addresses the problem of coordinated
sequential decision making of a team of cooperative agents. One possi-
ble approach to multiagent planning, which proved to be very efficient
in practice, is to find an acceptable public plan. The approach works in
two stages. At first, a public plan acceptable to all the involved agents
is computed. Then, in the second stage, the public solution is extended
to a global solution by filling in internal information by every agent. In
the recently proposed distributed multiagent planner, the winner of the
Competition of Distributed Multiagent Planners (CoDMAP 2015), this
principle was utilized, however with unnecessary use of combination of
both public and internal information for extension of the public solution.

In this work, we improve the planning algorithm by enhancements of
the global solution reconstruction phase. We propose a new method of
global solution reconstruction which increases efficiency by restriction
to internal information. Additionally, we employ reduction techniques
downsizing the input planning problem. Finally, we experimentally eval-
uate the resulting planner and prove its superiority when compared to
the previous approach.

1 Introduction

Intelligent agents cooperatively solving a problem in a shared environment are
required to coordinate their activity and preserve their local private knowledge.
Deterministic multiagent planning (DMAP), an established sub-area of the plan-
ning research, provides formal and practical tools to solve such problems.

The commonly used model for DMAP is MA-Strips [2] proposed by Brafman
and Domshlak as a minimalistic extension of the classical planning model
Strips [7]. MA-Strips begins with a set of cooperative agents, each capa-
ble of a different set of abilities described in the form of deterministic actions.
The shared environment the agents act in is defined over a finite set of possible
states, each state represented as a set of possibly holding facts. If a fact influences
and/or is influenced only by a single agent, there is no need for the other agents
to consider it, therefore it is private (or internal) for the given agent. Actions
and states form a global transition system modeling the target planning prob-
lem. In order to execute an action, its preconditions have to be satisfied in the
c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 21–33, 2016.
DOI: 10.1007/978-3-319-33509-4 2
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current state of the environment. Conversely, after execution of an action, the
environment is transformed into a new state according to effects of the action
(under the close-world assumption). A solution of MA-Strips problem is an
ordered sequence of agents’ actions – a multiagent plan – which after execution
transforms the environment from a predefined initial state to one of predefined
goal states.

MA-Strips planning is domain independent, therefore the real-world motiva-
tion spans over a wide variety of problems [16], similarly to classical planning [14].
Representative examples, presented in our benchmarks are: the logistics domain
modeling a heterogeneous fleet of vehicles transporting goods among predefined
places; the rovers and satellites domains modeling teams of autonomous rovers
and satellites conducing experiments around and on the surface of a distant
planet; and a multi-robot variant of the classical Sokoban puzzle, where crates
has to be pushed (pulls are not allowed) from their initial positions to predefined
storage (goal) positions in a grid maze.

Following the historical development of classical planners, currently in
DMAP, plan-space and state-space search techniques compete what approach
is the more efficient. Our presented planning technique follows the principle of
plan-space search to find a valid public plan, which can be consequently extended
by local planning to a global solution of the planning problem. This princi-
ple was proposed in the first MA-Strips planner Planning First [17], using
transformation of the plan-space search to a Distributed Constraint Satisfaction
Problem, which solution represented the public plan. The transformation was
superseded by Fabre et al. in [6] by public plans represented as Finite State
Machines (FSMs). This idea inspired our line of work [11,19–21] on satisficing
(i.e., a correct plan is sufficient, cf. optimal plan) DMAP by intersection of Plan-
ning State Machines (PSMs), which are FSMs representing compactly a set of
plans of different agents.

DMAP problems are hard to solve. Particularly, planning of MA-Strips
problems is exponential in (the tree-width of) the interaction graph among the
agents [3] to the size of the planning problem. This inherent complexity cannot
be in general tackled tractably (unless P = NP), therefore as in classical plan-
ning, we had to utilize automatically derived heuristics. In our recent work, we
used the LAMA planner comprising forward-search planning heuristics (Fast-
Forward [10] and LAMA landmarks [18]) to solve the local planning problems
of particular agents. The local planning extends public plans towards a global
solution. Additionally, we used the concept of planning landmarks to direct the
plan-space search for the public plan in [19].

Besides the heuristics, which help to navigate the search, a special form of
complexity can be reduced by an appropriate transformation of the planning
problem. Such reductions can remove accidental complexity [8], i.e., superflu-
ous complexity of planning caused by inappropriate formulation of problems.
In classical planning, the most frequently used reduction technique is reacha-
bility analysis (e.g., in [9,10]), that is removal of a subset of actions which can
be proved to be inapplicable during the search. Problem reduction by reacha-
bility analysis is one of transition system reduction techniques [1,4,5,8,13,15].
Recently, we have proposed first steps towards reductions for DMAP in [12].
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In this paper, we propose a new method of global solution reconstruction,
which increases efficiency by restriction to internal information. This combined
with reductions for DMAP increases efficiency of the best performing distributed
multiagent planner Psm-rvd [21] in the Competition of Distributed Multiagent
Planners (CoDMAP 2015)1. On average, the improvement by proposed tech-
niques in the coverage of solved problems is 13 %.

2 Multiagent Planning

This section provides a condensed formal prerequisites of multiagent planning
based on MA-Strips formalism [2].

MA-Strips planning problem Π is a quadruple Π = 〈F, {αi}n
i=1, I, G〉,

where F is a set of facts, αi is the set of actions of i-th agent2, I ⊆ F is an
initial state, and G ⊆ F is a set of goal facts. We define selector functions
facts(Π), agents(Π), init(Π), and goal(Π) such that the following holds.

Π = 〈facts(Π), agents(Π), init(Π), goal(Π)〉

An action an agent can perform is a triple of subsets of facts(Π) called precon-
ditions, add effects, delete effects. Selector functions pre(a), add(a), and del(a)
are defined so that a = 〈pre(a), add(a), del(a)〉.

A planning state s is a finite set of facts and we say that fact f holds in s, or
that f is valid in s, iff f ∈ s. When pre(a) ⊆ s then state progression function γ
is defined classically as γ(s, a) = (s\del(a)) ∪ add(a).

In MA-Strips, out of computational or privacy concerns, each fact is clas-
sified either as public or as internal. A fact is public when it is mentioned by
actions of at least two different agents. A fact is internal for agent α when it is
not public but mentioned by some action of α. A fact is relevant for α when it is
either public or internal for α. MA-Strips further extends this classification of
facts to actions as follows. An action is public when it contains a public fact (as
a precondition or effect), otherwise it is internal. An action from Π is relevant
for α when it is either public or owned by (contained in) α.

We use int-facts(α), pub-facts(α), and rel-facts(α) to denote in turn the set
of internal, the set of public, and the set of relevant facts of agent α. Moreover,
we write pub-facts(Π) to denote all the public facts of problem Π. We write
pub-actions(α) and int- actions(α) to denote in turn the set of public, and the
set of internal actions of agent α. Finally, we use pub-actions(Π) to denote all
the public actions of all the agents in problem Π. The notation is summarized
in Fig. 1.

In multiagent planning with external actions, a local planning problem is
constructed for every agent α. Each local planning problem for α is a classical
Strips problem where α has its own internal copy of the global state and where

1 See http://agents.fel.cvut.cz/codmap for more info about CoDMAP’15.
2 Note, that agents are defined only by their actions and thus αi represents both the

agent and the actions it can perform.

http://agents.fel.cvut.cz/codmap
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each agent is equipped with information about public actions of other agents
called external actions. These local planning problems allow us to divide MA-
Strips problem to several Strips problems which can be solved separately by
a classical planner.

The projection F � α of set of facts F ⊆ facts(Π) to agent α is the restriction
of F to the facts relevant for α, representing F as seen by α. The projection a� α
of action a to agent α is obtained by restricting the facts in a to facts relevant
for α, that is, hiding internal facts of other agents. The public projection a� �
of action a is obtained by restricting the facts in a to public facts. Projections
are extended to sets of actions element-wise.

A local planning problem Π � α of agent α, also called projection of Π to
α, is a classical Strips problem containing all the actions of agent α together
with external actions, that is, public projections other agents public actions. The
local problem of α is defined only using the facts relevant for α. Formally,

Π � α = 〈facts(Π) �α, α ∪ ext-actions(α), I �α,G〉

where the set of external actions ext-actions(α) is defined as follows.

ext-actions(α) =
⋃

β �=α

(pub-actions(β) � �)

In the above, β ranges over all the agents of Π. The set ext-actions(α) can be
equivalently described as ext-actions(α) = (pub-actions(Π)\α) � �. To simplify
the presentation, we consider only problems with public goals and hence there
is no need to restrict goal G.

3 Multiagent Planning by Plan Set Intersection

The previous section allows us to divide MA-Strips problem into several clas-
sical Strips local planning which can be solved separately by a classical plan-
ner. Recall that local planning problem of agent α contains all the actions of
α together with α’s external actions, that is, with projections of public actions
of other agents. This section describe conditions which allow us to compute a
solution of the original MA-Strips problem from solutions of local problems.

A plan π is a sequence of actions. The state progression function can then be
iteratively extended to γ�(s0, π) defined on plans instead of actions. A solution
of Π is a plan π whose execution transforms the initial state into a state in the
set of goals, i.e. γ�(I, π) ∈ G. A local solution of agent α is a solution of Π �α.
Let sols(Π) denote the set of all the solutions of MA-Strips or Strips problem
Π. A public plan σ is a sequence of public actions. The public projection π � �
of plan π is the restriction of π to public actions. To avoid confusions possibly
arising when two different actions have the same projection, we consider actions
to have assigned unique ids which are preserved by projections. We omit ids
from formal development in this work.
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Fig. 1. MA-Strips privacy classification of facts and actions of problem Π.

A public plan σ is extensible when there is π ∈ sols(Π) such that π � � = σ.
Extensible public plans are also called public solutions. Similarly, σ is α-extensible
when there is π ∈ sols(Π � α) such that π � � = σ. Extensible public plans
give us an order of public actions which is acceptable for all the agents. Thus
extensible public plans are very close to solutions of Π and it is relatively easy
to construct a solution of Π once we have an extensible public plan. That is
why, in our previous work, the procedure of reconstruction of a global solution
of Π from a public plan received little attention. In this work, we elaborate this
procedure in detail.

The following Lemma [19] establishes the relationship between extensible and
α-extensible plans. Its direct consequence is that to find a solution of Π it is
enough to find a local solution πα ∈ sols(Π �α) which is β-extensible for every
agent β.

Lemma 1 ([19]). Public plan σ of Π is extensible if and only if σ is α-extensible
for every agent α.

Our previous multiagent planning algorithms [12,19,20] work in two-stages.
In the first stage, a public solution is found, while, in the second stage, the
public solution is extended to a global solution. Simple public solution search
is described in Algorithm 1. Every agent executes the loop from Algorithm 1,
possibly on a different machine. Every agent keeps generating new solutions of
its local problem and stores public projections of local solutions set Φα. These
sets are exchanged among all the agents so that every agent can compute their
intersection Φ. Once the intersection Φ is non-empty, the algorithm terminates
yielding Φ as the result. Hence Algorithm 1 yields a set of extensible public
plans.
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Algorithm 1. Public solution distributed search.
1 Function MaPublicPlan(Π � α) is
2 Φα ← ∅;
3 loop
4 generate new πα ∈ sols(Π � α);
5 Φα ← Φα ∪ {πα � �};
6 exchange public plans Φβ with other agents;
7 Φ ← ⋂β∈agents(Π) Φβ ;

8 if Φ �= ∅ then
9 return Φ;

10 end

11 end

12 end

Algorithm 2. Multiagent planning algorithm.
1 Function MaPlan(Π) is
2 foreach α ∈ agents(Π) do
3 execute MaPublicPlan(Π � α); // Algorithm 1
4 end
5 Φ ← the result of MaPublicPlan(Π � α); // of an arbitrary agent α
6 σ ← any public solution from Φ;
7 π ← global solution reconstruction from σ; // Sections 4 &5
8 return π;

9 end

Once an extensible public plan is found, it needs to be extended to a global
solution. The reconstruction of a global solution of the original MA-Strips
problem Π is described in details in the following sections. The overall procedure
covering both public plan search and global solution reconstruction is depicted
in Algorithm 2.

4 Global Solution from Local Solutions

This section summarizes methods of global solution reconstruction used in our
previous work [12,19,20]. In multiagent planning algorithms based on the idea
of plan set intersection sketched in Algorithm 2, every agent keeps generating
local solutions until every agent generates a local solution with the same public
projection as other agents. A global solution is then reconstructed from these
local solutions utilizing Lemma 1. Its constructive proof [19, Lemma 1] suggests
a method for reconstruction of a global solution from local solutions by their
merging.

The above method can be used in situations when local solutions with an
equal public projection were generated during the public plan search. Our suc-
cessor planning algorithms [12,20] can, however, arrive at a public solution σ
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without generating local solutions with public projection σ. In [20], public pro-
jections of local solutions generated by individual agents are stored in structures
called Planning State Machines (PSM). In some cases, plans stored by a PSM
are combined together giving rise to new plans which were not explicitly gener-
ated. Moreover, analysis of dependencies of public actions [12] can yield a public
solution without generating any local solution at all. Hence in these cases, a
different approach needs to be used to reconstruct a global solution from σ.

Suppose we have a public plan σ and we know that σ is a public solution,
that is, we know that σ is extensible. For every agent α, a local solution of
Π � α with public projection σ can be found by a method originally used to
test α-extensibility [19]. For a public plan σ, we construct a classical Strips
problem α ◦ σ which contains public actions from σ together with α’s internal
actions. Public actions from σ are extended with special mark facts which ensure
that every solution of α ◦ σ contains all the actions from σ in the right order,
possibly interleaved with α-internal actions. When σ = 〈a1, . . . , ak〉, then we
use k + 1 distinct mark facts {m0, . . . , mk}. The meaning of fact mi is that
actions a1,. . . ,ai has been used in the right order, and that action ai+1 should
be used now. This behavior is achieved by adding mi−1 to the precondition and
the delete effect of ai, and by adding mi to the add effect. For convenience,
we define function mark-act(a, from, to), which adds mark facts from and to to
action a as follows.

mark-act(a, from, to) = 〈pre(a) ∪ {from}, add(a) ∪ {to}, del(a) ∪ {from}〉
The following formally defines the Strips problem α ◦σ. Note that the first

mark m0 is added to the initial state, and that mk is added to the goal. The goal
mark fact mk ensures that all the actions were used. Also note that, as opposed
to Π � α, problem α ◦ σ does not contain external actions.

Definition 1. Let α ∈ agents(Π) and let σ = 〈a1, . . . , ak〉 be a public plan.
Let marks = {m0, . . . , mk} be a set of facts distinct from facts(Π). The α-
extensibility check of σ, denoted α ◦ σ, is the Strips problem 〈F0, A0, I0, G0〉
where

1. F0 = (facts(Π) �α) ∪ marks, and
2. A0 = int- actions(α) ∪ {mark-act(ai �α,mi−1,mi) : 0 < i ≤ k}, and
3. I0 = (init(Π) �α) ∪ {m0}, and
4. G0 = G ∪ {mk}.
The following lemma relates the Strips problem α ◦ σ with α-extensibility of σ.

Lemma 2 ([19]). Let α ∈ agents(Π) and let σ be a public plan. Then σ is
α-extensible iff sols(α ◦ σ) 	= ∅.

Suppose we have a public solution σ. It is easy to see that every solution of
α ◦ σ is also a local solution of Π �α, provided mark facts are removed. Hence
problems α ◦ σ can be used to generate local solutions with public projection
σ. These local solutions can in turn be used to reconstruct a global solution as
described above.
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5 Global Solution from Public Solution

The previous section defines the α-extensibility check problem α ◦ σ which can
be used either to (1) verify that a public plan σ is α-extensible, or to (2) find a
local solution of Π � α with public projection σ. In this section we concentrate
on task (2) in situations where an extensible public plan σ is given. The exten-
sibility check problem α ◦ σ contains public facts in public actions coming from
σ. These public facts increase the complexity of planning task α ◦ σ. We propose
an improved method for finding a local solution with a given public projection
σ, provided we know that σ is (α-)extensible.

Every public solution σ is α-extensible and hence there is a solution π of
Π �α with public projection σ. Recall that π contains all the actions from
σ possibly interleaved with α-internal actions. Public preconditions of public
actions in π can not be affected by internal actions, and hence the public pre-
conditions must be satisfied by actions coming from σ. Thus, when extending a
public solution σ to a local solution, we can omit public facts and concentrate
only on internal facts (public actions can have additional internal preconditions
and effects).

Given a public solution σ, we define the α-reconstruction problem, denoted
σ • α, similar to the α-extensibility check problem σ ◦ α. The only difference is
that the reconstruction problem further restricts the facts to internal facts. Recall
that α-projection (�) is the restriction to the facts relevant for α. We define
internal α-projection (�) as the restriction to α-internal facts. For convenience,
Fig. 2 summarizes definitions of different projections.

F � α = F ∩ rel-facts(α) facts α-projection

F � α = F ∩ int-facts(α) facts internal α-projection

F � � = F ∩ pub-facts(Π) facts public projection

a � α = 〈pre(a) � α, add(a) � α, del(a) � α〉 action α-projection

a � α = 〈pre(a) � α, add(a) � α, del(a) � α〉 action internal α-projection

a � � = 〈pre(a) � �, add(a) � �, del(a) � �〉 action public projection

Fig. 2. Different projections of facts and actions.

The α-reconstruction problem of σ is formally defined as follows. Note that
only the last mark fact constitutes the goal because all the other goal facts are
public.

Definition 2. Let α ∈ agents(Π) and let σ = 〈a1, . . . , ak〉 be a public plan.
Let marks = {m0, . . . , mk} be a set of facts distinct from facts(Π). The α-
reconstruction problem of σ, denoted α • σ, is the Strips problem 〈F0, A0, I0, G0〉
where

1. F0 = (facts(Π) �α) ∪ marks, and
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2. A0 = int- actions(α) ∪ {mark-act(ai �α,mi−1,mi) : 0 < i ≤ k}, and
3. I0 = (init(Π) �α) ∪ {m0}, and
4. G0 = {mk}.

The following lemma relates solutions of σ • α with α-extensibility of σ.
When compared with the similar result for the extensibility check problem σ ◦ α
(Lemma 2), only one implication can be proved.

Lemma 3. Let α ∈ agents(Π) and let σ be a public plan. If σ is α-extensible
then sols(α • σ) 	= ∅.
Proof. By Lemma 2, there is π ∈ sols(α ◦ σ). A solution of α • σ can be obtained
from π by internal α-restriction of actions (preserving mark facts). ��

There is a relationship between solutions of σ • α and local solutions of agent
α. When σ is α-extensible then every solution of σ • α is also a solution of the
local problem Π �α. Formally as follows.

Lemma 4. Let α ∈ agents(Π) and let σ be an α-extensible public plan. Then
sols(σ • α) ⊆ sols(Π �α) (up to the mark facts).

Proof. Let π ∈ sols(σ •α). Let π′ be π with mark facts removed from the actions.
Hence π′ contains only actions from Π � α. Let I = init(Π �α) and let us prove
that γ�(I, π′) is defined. Every α-internal precondition of every action from π′

is satisfied because it was satisfied in π, and other actions in π′ do not affect α-
internal facts. Hence, it is enough to prove that public preconditions are satisfied.
It, however, follows from extensibility of σ. Finally, γ�(I, π′) ⊆ goal(Π �α)
because all the goals are public and σ is α-extensible. ��

Hence α-reconstruction problems of σ can help us to construct local solutions
with public projection σ. These local solutions can in turn be used to reconstruct
a global solution. The following theorem put the pieces together, that is, it
provides a constructive way to construct a global solution from a public solution.
Given a public solution σ, a local solution with public projection σ is computed
using α-reconstruction by every agent α. All these local solutions contain the
same public actions given by σ. These public actions naturally split the plans
into parts which are merged together giving rise to a global solution.

Theorem 1. Let agents(Π) = {α1, . . . , αn} and let σ = 〈a1, . . . , ak〉 be an
extensible plan of Π. Then

1. there is πi ∈ sols(αi • σ) for every 0 < i ≤ n, and
2. for every πi, there are πi

1,. . . ,π
i
k such that πi can be written as

πi = πi
1·〈a′

1〉· · · · ·πi
k·〈a′

k〉 where a′
j = mark-act(aj �αi) (for 0 < j ≤ k)

3. and, plan

π = π1 · 〈a1〉 · · · · · πk · 〈ak〉 where πj = π1
j · · · · · πn

j (for 0 < j ≤ k)

is a solution of Π.
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Proof. Claim (1) is by Lemmas 1 and 3. For Claim (2), let πi ∈ sols(α • σ) be
given. Due to the marks, πi contains all the actions from σ in the right order. We
can consider (αi-projection of) ak to be the last action of πi because it is the only
action fulfilling the goal of αi • σ. Hence πi

j are simply the (αi-internal) actions
between (projections of) aj and aj−1 in πi. For Claim (3), let I = init(Π). Now
γ�(I, π) is defined following the same arguments as in the Proof of Lemma 4.
Finally, γ�(I, π) ⊆ goal(Π) because all goals are public and σ is extensible. ��

6 Experiments

This section experimentally evaluates the impact of improved global solution
reconstruction. In order to undertake the experiments, we use our Psm-rvd plan-
ner [21] which performs public solution search utilizing Planning State Machines
(PSM) [20] enhanced with analysis of internal dependencies of public actions [12].
In the Competition of Distributed Multiagent Planners (CoDMAP 2015), Psm-
rvd solved 180 problems out of total 240 problems within the 30 min time limit,
achieving the best results in the distributed track.

Planner Psm-rvd submitted to CoDMAP 2015 implemented global solution
reconstruction using extensibility check problems (◦) described in Sect. 4. To
undertake the experiments, we have implemented global solution reconstruction
using reconstruction problems (•) from Sect. 5. We use 220 benchmark problems
from 11 domains3, with the time limit of 5 min.

Fig. 3. Impact of improved global solution reconstruction on the runtime of Psm-rvd
on CoDMAP benchmark problems (logarithmic scales).

3 The last Wireless domain is not supported by the planner parser.
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Table 1. Impact of improved global solution reconstruction on the coverage of Psm-
rvd on CoDMAP benchmark problems.

Domain Solved problems [count] Reconstruction phase [avg. % of runtime]

(◦) (•) (◦) (•)
Blocksworld (20) 18 19 92% 47%

Depot (20) 8 15 86% 24%

Driverlog (20) 19 20 18% 14%

Elevators (20) 7 12 3.0% 2.4%

Logistics (20) 12 18 86% 35%

Rovers (20) 6 7 2.3% 1.3%

Satellites (20) 8 8 4.1% 4.1%

Taxi (20) 20 20 82.8% 35.9%

Sokoban (20) 15 15 83% 29%

Woodworking (20) 18 18 35% 20%

Zenotravel (20) 10 10 5.5% 4.4%

Total (220) 141 162 45.2% 19.7%

Figure 3 evaluates the impact of improved global solution reconstruction on
CoDMAP benchmark problems. For each problem, a point is drawn at the
position corresponding to the runtime with extensibility check problems ◦ (x-
coordinate) and the runtime with reconstruction problems • (y-coordinate).
Hence points below a diagonal constitute improvements. We can see that for
all the problems, the runtime was either improved or unchanged.

Table 1 shows (1) the impact of improved global solution reconstruction on
the coverage of solved problems, and (2) the impact on a relative length of global
solution reconstruction phase. The relative length of global reconstruction phase
is measured in the percentage of runtime. We can see that the relative length of
a reconstruction phase was shorten even in the cases where it has no effect on
total coverage.

7 Conclusions

We have formally and practically enhanced the winning planner of recent compe-
tition of distributed and multiagent planners. The global solution reconstruction
phase was limited to use only of private facts, which increased efficiency of the
algorithm. We have formally proved that such narrowing preserves extensibility
of the plan, and therefore the soundness and completeness of the planner. Addi-
tionally, we have used recently proposed static reductions of the planning prob-
lems for multiagent planning. The practical experiments show improvements of
coverage of solved problems by 13 % and strong domination over to the original
variant of the planner.
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Abstract. In this paper, we present a short overview of the people flow
coordination methods and propose a multi-agent based route recom-
mender architecture for smart spaces which considers the influence of
stress on human reactions to the recommended routes. The objective
of the architecture is to ensure that people can efficiently move in and
among smart spaces while at the same time improve the overall system
performance. The functioning of the architecture is demonstrated on a
case study. The proposed approach can be used, among others, in route
recommendation in smart cities, large public events, and emergency evac-
uations.

1 Introduction

Present people flow guidance approaches are mostly static and preassigned. In
the case of congestion in closed spaces, frequently no coordination is used except
for building evacuation where inhabitants should consult predefined evacuation
maps. In the case of open spaces, on the other hand, human coordinators are
introduced mostly on isolated critical parts of traffic networks such as road
intersections. Such myopic and fragmented approaches can seriously jeopardize
the inhabitants’ safety and can contribute to congestion and related problems at
a larger scale since by incorporating the local people flow coordination solution
in a broader context, the flow from the local may surmount the feasibility of the
global flow. This is why real time route recommendation systems applicable to
large densely inhabited cities today are urgently needed.

A promising direction to this challenge lies in the paradigm of smart spaces
which are meant to provide assistance to inhabitants in everyday activities.
The smart space can be modelled as an agent able to acquire and apply knowl-
edge about itself and about its inhabitants in order to improve their experience
in the same. Moreover, by implementing smart spaces at a larger scale, a city
may be seen as a system of smart spaces and their inhabitants. In such a complex
system, by using the information of the both, intelligent route recommendation
is aimed at guiding people to their destinations considering individually opti-
mal routes while optimizing the global people flow based on the infrastructure
conditions. The resulting interaction of a multitude of space agents and humans
requires a scalable and responsive people flow coordination approach.

c© Springer International Publishing Switzerland 2016
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In this paper, we present a short overview of the State-of-the-Art people flow
coordination methods. The overview does not have the purpose of being exhaus-
tive; its aim is to present main issues in this topic and the achievements so far
in solving them. Moreover, we propose a multi-agent based route recommender
architecture which considers the influence of stress on human reactions to the
recommended routes.

The proposed architecture is composed of the newly proposed route opti-
mization module and a human factor module. The route optimization module is
made of a newly proposed optimization model for computing the safest routes
integrated with a System Optimal (SO) decomposition model with fairness guar-
antees similar to [15,16]. The route optimization module aims to simultaneously
optimize conflicting objectives of the network’s makespan and individual path
travel times subject to the availability and reliability of the infrastructure, while
the human factor module inspired by [2,13] includes user response to the sug-
gested routes influenced by stress-related irrational behaviors. The functioning
of the architecture is demonstrated on a case study.

The presented approach facilitates the movement of people in and among
smart spaces as smoothly and safely as possible. We design it with a long-term
objective of the usage in times of rush hours and in large events such as, e.g.,
football games, large concerts, but also in emergency building, urban and ship
evacuations.

The rest of the paper is organized as follows. In Sect. 2, we consider State-of-
the-Art methods for people flow coordination. We treat human factor and irra-
tional behaviors in emergency evacuation in Sect. 3. In Sect. 4, we formally define
the people flow coordination problem. The proposed route-recommender archi-
tecture is presented in Sect. 5. The performance of the architecture is demon-
strated on a case study in Sect. 6. We conclude the paper in Sect. 7.

2 People Flow Coordination Methods

People route recommendation systems rely on pedestrian flow models which can
be divided into microscopic and macroscopic by their dimension. Microscopic
people flow models consider pedestrians as discrete individuals and focus on
the individual speed and interaction with the environment. The objective is to
realistically simulate how human communication and individual behavior affect
other individuals and a group as a whole. Most of the present State-of-the-
Art microscopic models are a good representation of people behavior especially
describing a human factor and panic state in the case of emergencies. Those
models, however, are not scalable and there is still a gap between microscopic
models of people flows in corridors and rooms and the macroscopic models of
people flows on a larger scale.

In most of the macroscopic models, on the other hand, pedestrian movement
is seen as a homogeneous and continuous fluid flowing with a specified rate.
Individuals are considered as identical stream-following particles of the flow that
interact with one another over some generally applied rules. Also called network-
flow models, these models focus on the aggregate representation of pedestrian
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movements in a crowd through flow, density and speed relationships in a funda-
mental diagram for traffic flow.

In the fundamental diagram, maximal flow Q occurs at some critical com-
bination of velocity and density and separates the free flow (q ≤ Q) from the
congested one (q > Q). When q > Q, velocities decrease until jam density where
there is no more flow. In densely populated areas with increased movement veloc-
ities these conditions can result in trampling, stampeding, and related casualties.
However, the level of describing the laws of human interaction in crowds over
fundamental diagrams is not still sufficiently detailed. By representing the parti-
cle (pedestrian) as unthinking elements, these models do not account for the fact
that varied behaviour of individual particles can significantly change the way in
which the fluid (crowd) as a whole behaves especially in emergency situations.
This is why Hughes in [10] proposed a theory for the flow of pedestrians based
on continuum modelling which attempts to model the flow of pedestrians as an
“intelligent fluid” based on certain predefined hypotheses. The theory has been
designed for the development of general techniques to understand the motion of
large crowds with the potential to be used as a predictive tool.

To bridge the gap between microscopic and macroscopic crowd models, a
probabilistic graphical model was presented in [14,24]. Both works focus on group
behavior and establish a macroscopic network-flow model where fire, smoke, and
psychological factors evoke a group’s desired flow rate. They integrate fire prop-
agation effects on crowd behaviors in stressful conditions with consequences on
egress capacities and crowd flow rates. Egress routes for groups are optimized by
using a combination of stochastic dynamic programming and the rollout scheme.
A divide-and-conquer approach is developed for groups’ competing for passages.
The approaches were shown over simulations to be more efficient than the strat-
egy of using nearest exits. Testing results demonstrate also that, compared with
the method ignoring crowd behaviors, their methods evacuate more people and
faster. However, those methods do not consider the system optimality and fair-
ness in people flow coordination.

3 Human Factor and Irrational Behaviors

In the focus of people flow coordination methods research is the emergency evac-
uation in large buildings. Some methods assume that crowd behaviors are inde-
pendent of emergency situations and are fully controllable under guidance, e.g.,
[24]. However, the psychology of the behavior of an individual in a group is com-
plex and these assumptions preclude the consideration of irrational behaviors.

The behavior of crowds can be explained through the collective behaviour
and consensus decision making. Couzin et al. in [4] used computer simulations to
investigate the mechanisms behind these two factors. Individuals in groups tend
to suppress independent thinking. Thus, the actions of the crowd are usually
different from what the actions of the majority in the crowd would be indepen-
dently of the crowd [7]. However, assuming that a crowd is unorchestrated, it
can be modeled as a thinking and rational fluid and, as such, can follow scientific
rules of behavior [11].
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In general, building evacuation due to imminent danger is accompanied by
considerable physical and psychological stress. When individuals perceive life
threatening risk in hazardous environmental conditions, multiple negative psy-
chological factors such as, e.g., nevousness, fear, anxiety, frustration, and panic
may emerge [8]. The latter may result in irrational behaviors (e.g., denial or
enduring) or in the behaviors that are neither rational nor irrational as they
may involve the use of trust, emotion, and intuition. In the case of incomplete
information, trust, emotion, and intuition in combination can facilitate more
effective decision making. What’s more, frustration might occur when performed
actions do not result in a desired outcome. Excessive stress might diminish sen-
sory functioning and reduce situation awareness while increasing disorientation
[12]. General disorientation with excessive frustration may burst into mass panic
where panicking agents run toward the exit thus crowding other agents [18].

Panic disasters can be the result of trampling to death in mobile crowds
before crushing, asphyxiation by others tripping and falling on top, or crushing
resulting in asphyxiation while still standing. These crowd behaviors are related
to the herding and stampeding behaviors in very high crowd densities.

Herding occurs when individuals surrender their ability to function as indi-
viduals and choose to follow others rather than behave independently on the
basis of their own information [13,22]. Those individuals move toward the exit
where the majority of the nearest neighbors are heading to. This may lead people
to a dead end or cause blockages of some exits even though other exits are not
fully utilized [21]. Various herding models are present in literature, e.g., [22] but
their validation has been scarce.

One of the most known models for crowd egress in the presence of panic was
made by Helbing et al. in [9]. They investigated the mechanisms and conditions
that lead to panic and jamming through uncoordinated motion in human crowds.
A mixture of individualistic and collective behaviour is the optimal strategy for
escaping a smoke filled room. Individualistic behaviour allowed some individuals
to successfully locate exits, and collective (herding) behaviour ensured that the
behaviour was imitated. However, they mislabled a generic term of irrational
behavior with a narrow concept of panic. Moreover, in [19], Moussaid et al.
summarized the typical features of escape panics. People under panic are usually
willing to move along known routes, even if this means they run towards the fire,
which may lead to more fatalities.

For all the above reasons, traditionally, emergency management plans and
policies considered evacuees as unthinking or instinctive masses rather than as
groups of rational, social beings, excluding them, thus, from the evacuation deci-
sion making [5,8]. Those plans and policies relied on specialized emergency indi-
viduals such as firefighters, trained to make decisions in a dynamically chang-
ing environment. Furthermore, they often intentionally concealed information to
public to prevent people from overreacting. Subsequently, very little attention
was put on communication technologies that might provide updated emergency
information and, in this way, help evacuees make informed decisions about their
own safety.
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Newer research results emphasize that panic outreach in crowds is not as
common as the traditional approaches to emergency management imply [6]. The
latter overemphasize the psychological effects of disasters and propose prac-
tices that may increase fear and undermine the crowd’s shared social identity
developed during the common experience of an emergency [6]. Cocking et al. con-
ducted two interview-based studies of survivors’ experiences of different emer-
gencies in [3]. It was found that being in an emergency can create a common
identity that promotes solidarity amongst affected. This causes people to be
cooperative and altruistic towards others even if strangers in life-threatening
situations and results in coordinated and beneficial actions [3]. Those actions
include such features as mutual support and coordination, which in turn provide
a basis for collective agency and adaptive action [5].

Furthermore, Drury and Reicher in [6] indicate that individuals not only
behave sensibly in emergencies but also display solidarity. Therefore, solutions
that facilitate self-organizing behavior of evacuees are needed rather than the
traditional emergency approaches that seek to herd groups of people as if they
were unintelligent and instinctive. Ordinary people should, therefore, be viewed
as “first responders” and given practical information about their situation so
that they can make rational choices [6].

4 People Flow Coordination Problem Formulation

In this paper, we concentrate on finding and recommending to persons the safest
paths with minimum costs such that we keep track of the related fairness con-
siderations among the paths assigned to individuals of the same and different
origin-destination (O-D) pairs. Furthermore, we consider the person’s reactions
to these paths including human factor. With this aim, we consider a network
of smart spaces in static flow conditions where flow represents people transit
pattern at steady state. Even though the assumption on the steady state flow is
constraining, it can be applied to transit networks and public edifices like shop-
ping malls, sports stadiums, etc. in time windows when people transit exhibits
a flow-like behavior, e.g. in rush hours and building evacuations.

If real-time infrastructure information is available to pedestrians, and they
can negotiate their routes, it becomes possible to provide a selection of safe
fair routes considering individual preferences. Therefore, we assume that the
infrastructure and pedestrians are monitored by strategically positioned cam-
eras. The monitoring permits us both to recognize the inhabitants’ behavior in
respect to the suggested route and time window as to perceive the traffic and
safety conditions of the infrastructure.

Furthermore, we assume that the people flow demand (i.e., O-D requests) for
a specific time window is known at the beginning of the time window. In rush
hours, this can be performed through a reservation system where each person
reserves his/her O-D pair and the relatively short time range in which he/she
plans to start the travel at his/her origin, while in evacuation, the destinations
are near safe exits for all building occupants at their momentary positions.
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In this way, each individual is seen as a unit element (particle) of the total
people flow. The behavior of individuals can be conditioned and monitored in
real time but it cannot be fully controlled. This is the reason why we consider
subjective route evaluation, anxiety, and other human factors’ effects on people
flow coordination and model them in Sect. 5.1. We assume, furthermore, that the
variations of the O-D pair people transfer demands are negligible in an observed
time window.

Starting from the above stated assumptions, let G = (N,A) be a connected
digraph representing the building infrastructure network where N is the set of
n nodes representing rooms, offices, halls, and in general, any portion of space
within a building or other structure, separated by walls or partitions from other
parts. In the case of larger open spaces, for simplicity,the same are divided into
regions represented by nodes.

Let A be the set of m arcs a = (i, j), i, j ∈ N and i �= j, representing corridors
or passages connecting nodes i and j. To simplify the notation, we assume that
there is at most one arc in each direction between any pair of nodes. Furthermore,
xa ≥ 0 is the flow of people in a unit time period on arc a ∈ A, which is limited
from above by the arc capacity ua ≥ 0 being the maximum arc flow.

Nodes represent origins and destinations of people transit. We assume that
there are nO origin nodes o ∈ O, and nD destination nodes d ∈ D, nO, nD ≤ n. In
the case of evacuation, evacuation destinations are defined as the final locations
at which evacuees are considered to be safe. Furthermore, let w represent a
generic O-D pair and W the set of all O-D pairs such that w ∈ W . By acceptable
in terms of duration cost, we mean the paths for O-D pair considering the upper
bound in respect to the minimum duration among the paths for that O-D pair.
Moreover, let R be a nO×nD matrix representing O-D demands where Rod = Rw

entry indicates the demand of inhabitants in unit time period who request to
leave origin node o ∈ O to go to destination node d ∈ D.

Let Pw denote the set of available (simple) paths acceptable in terms of dura-
tion cost for each O-D pair w ∈ W taking into account fairness considerations.
Furthermore, let PW be the set of all such paths. Then, all the path flows in
P̄W can be gathered in the global path flow vector xW = (x1, . . . , xr), where
r = |PW |. Moreover, we define a feasible flow xw as a subvector of flows of paths
k ∈ P̄w and xk the flow along path k ∈ Pw. For describing the people flows over
the whole road network in terms of path flows, we introduce the [|W |∗|P W |] O-D
pair-path incidence matrix Ψ with rows indexed by w ∈ W and columns indexed
by paths k ∈ P̄W . Furthermore, let Φ be the [|A| ∗ |PW |] arc-path incidence
matrix.

Moreover, let us assume that safety status Sa is given for each arc a ∈ A as a
function of safety conditions as, e.g., temperature, humidity, space consistency,
etc. We normalize it to the range [0, 1], such that 1 represents perfect conditions
while 0 represents conditions impossible for survival, with a critical level for
survival depending on the combination of the previously mentioned parameters
0 < Scr

a < 1.
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Furthermore, for every arc a ∈ A, there is an arc cost function fa(xa). Path
duration cost fk(xk, {xl}l∈L(k)) of each path k ∈ Pw, where w ∈ W is the sum
of the duration costs of its arcs fa(xa), i.e., fk(xk, {xl}l∈L(k)) =

∑
(i,j)∈k fa(xa)

and is strictly convex. Since the arc duration cost fa(xa) is influenced by the
total flow of persons passing through the arc, path duration cost depends not
only on a local path flow xk but also on flows of other paths {xl}l∈L(k), where
L(k) is the set of paths that use the same arc(s) as path k and are therefore
coupled with it. Similarly, we introduce the set of coupled O-D pairs M(w)
whose paths use one or more same arc(s) as O-D pair w ∈ W .

Arc cost function fa(xa) is, without loss of generality, assumed to be pro-
portional to average travel time Ta(xa). The latter is experienced by a walk-
ing person when traversing arc a ∈ A and is in general an increasing non-
linear function due to the congestion effects on the arc travel time. Different
functions for travelling time can be considered, but for simplicity and without
loss of generality, we consider the average travel time function inspired by the
U.S. Federal Highway Administration [17] and accommodate it with desired flow
Ta(xa) = ta(1 + 0.15( xa

ua(xd
a)

)4).
In building evacuation, people desire to move faster as they perceive urgent

threats [23]. In this light, we model the arcs’ (passage and corridors’) capacity
ua as a function of the desired flow xd

a of people who desire to move through a
passage per time unit. Therefore, ua(xd

a) is defined, inspired by [14], through the
two following distinguished parts separating the free flow from the congested one:

a. If xd
a ≤ |ua|, i.e., if the desired flow is lower than the free flow nominal arc

capacity (related with critical density), then ua(xd
a) maintains its free flow

nominal value |ua|.
b. If xd

a > |ua|, the probability of disorder and blocking increases as the difference
between xd

a and |ua| increases, influencing, thus, arc’s capacity ua(xd
a) i.e.,

ua(xd
a) =

⎧
⎨

⎩

1 − exp
(

−α
xd
a−|ua|

)
, if uBlc

a > xd
a > |ua|

exp
(

−α
xd
a−|ua|

)
, if xd

a ≥ uBlc
a

. (1)

Here, |ua| denotes the free flow capacity where the density of people on arc
a is ka < kcr

a , i.e., people can walk without adapting their speed to the crowd
movement. On the other hand, uBlc

a denotes the capacity when the arc is blocked,
i.e., people density on arc ka reached its maximum value.

Routes’ Safety Optimization. The safety optimization problem is related
with minimizing the risks caused by possible threats present on the arcs of the
paths towards travellers’ destinations. Path safety Sk, for each path k ∈ P̄w, w ∈
W is defined by the safety of its constituent arc with the worst safety conditions
acr

k = arg mina∈k Sa, where Sk = mina∈k Sa. If Sk < Scr, then path k is not safe
for passage. When safety on path Sk, k ∈ P̄w falls behind threshold value Scr,
its harmful effects may threaten the evacuees’ lives. Therefore, proposed routes
k ∈ P̄w for w ∈ W should all satisfy safety conditions Sk ≥ Scr.
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Egalitarian social welfare optimization provides a good solution when the
minimum safety requirements of all paths should be satisfied. Unfortunately, by
optimizing system’s safety based on the worst-off performance, we deteriorate
its efficiency and thus, the utilitarian welfare. Utilitarian social welfare on the
other hand, sums up the paths’ safeties in a given allocation and thus gives us
a measure of the overall and average benefit for the system. However, it is not
applicable in the safety context since in utilitarian systems, the optimum is paid
by (usually a few) paths with the worst off safeties possibly underneath critical
safety value.

The balance between egalitarian and utilitarian social welfare is given by
the maximization of the Nash product which, in this context, is the product of
the paths’ individual safeties. A high Nash value, when it is defined in terms of
benefits, is an indication of both good utility value and a good egalitarian value,
i.e. allocation solutions with a high Nash value are both locally and globally
good solutions. Furthermore, Nash product combines utilitarian and egalitarian
social welfare since it reaches the maximum when the utilities realized are high
and distributed equally over all the paths.

However, Nash product optimization doesn’t work when defined through the
minimization of the overall cost since it is sufficient that only one of the paths
obtains the safety value close to zero for it to have the overall value close to zero.
This is why we propose reciprocal values of the costs which multiplied together
will result in high Nash product values. Hence, the risk is calculated by

min T
(
Sk

)
=

∑

k∈Pw

∏

a∈k

1
(
Scr − Sa

)+ , ∀w ∈ W, (2)

where (Scr − Sa)+ is considered if Scr > Sa and the product in the equation is
the value of risk probability related with the safety of path k.

Routes Travel Cost Optimization. Criteria of equity include fairness and
no-envy criteria. In travel cost optimization, we use the optimization procedure
and envy-minimization criterion introduced in [16]. For the autosufficiency of
this work, we bring the most important details of the procedure in the following.

We use a normalized mean path duration cost γw(xw, {xl}l∈M(w)) of O-D
agent w ∈ W defined as:

γw(xw, {xl}l∈M(w)) = |P̄w|

√ ∏

k∈P̄w

fk · xk. (3)

We propose the mathematical programming model for Nash product minimiza-
tion with included envy-freeness and fairness parameters as in [16]:

min z(xW ) =
∑

w∈W

log γw =
∑

w∈W

log

[

|Pw|

√ ∏

k∈P̄w

∑

a∈A

fa(xa) · φakxk

]

(4)
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subject to: ∑

w∈W

∑

k∈Pw

φak · xk ≤ ua ,∀a ∈ A (5)

γw ≥ γα
w′ , ∀w,w′ ∈ W |w �= w′ (6)

∑

k∈Pw

ψwk · xk = Rw, ∀w ∈ W (7)

xk ≥ 0 , ∀k ∈ Pw, w ∈ W , (8)

where α is a maximum tolerance factor for non-enviousness such that 0 < α ≤ 1
and (6) expresses the constraint that there is no agent w′ that envies any other
agent w for paying less than αth power of the cost paid by w′.

The objective of the problem definition (4)-(8) is, therefore, to achieve a
requested normalized person path flow over arcs a ∈ A of minimum Nash product
cost such that each person goes through one route from its origin and terminates
at the destination position with the constraints on arc flow (5), envy-freeness (6),
O-D demand (7), and admissible paths in PW (8) satisfied.

5 Proposed Route-Recommender Architecture

The proposed route recommendation architecture is composed of the human fac-
tor and the route optimization module. The latter, furthermore, includes routes’
safety optimization, and routes’ travel time system optimization with fairness
model, Fig. 1. The proposed architecture considers three different agent cate-
gories: persons, person travel route origins, and infrastructure agents. No a pri-
ori global assignment information is available and the information is exchanged
among the persons, O-D agents and infrastructure agents through the neighbor
to neighbor communication. The persons exchange the information only with the
closest intfrastructure agent. In this way, we obtain a dynamic network which
can dynamically recalculate person routes based on the actual traffic load and
person demand.

The objective of the optimization module is to find safe and efficient routes
for all the system users. The routes’ safety optimization model maximizes the
proposed routes’ safety based on the real time safety situation in the infrastruc-
ture of concern. Moreover, the module of routes’ travel time system optimization
with fairness finds the shortest paths on the safe graph topology given by the
safety optimization module. Finally, human factor module integrates the reac-
tions of people based on their frustration and stress level into the recommended
routes.

The input to the architecture are O-D demands and the infrastructure infor-
mation including the topology, arcs’ safety, capacities and distances. The archi-
tecture computes the route recommendation solution in iterations based on
the infrastructure information and the people flow O-D demand. The iterative
process stops when the termination condition on the solution error or the max-
imum number of iterations is satisfied.

In the following we describe individually each of the modules.
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Fig. 1. Proposed route recommender architecture considering human factor

5.1 Human Factor Module

The desired flow rate xd
a can be defined as xd

a =
∑

w∈W

∑
k∈Pw

φa,k · xk
des for

all a ∈ A, where xk
des is the flow of individuals desiring to move on path k ∈

P̄w, where w ∈ W . It depends on the safety conditions of the path Sk and
recommended flow xk:

xk
des = f(xk, Sk) =

{
xk/Sk, if Sk ≥ Scr

0, otherwise
. (9)

With high frustration level, evacuees feel uncertain and anxious which intensifies
herding behavior and makes people depend more on familiarity. The herding and
familiarity behaviors are modelled in the following subsections.

We model frustration Δk on path k ∈ P̄w, ∀w ∈ W through the level of
achievement of a desired flow xkdes . The nominal value of flow xk is given by
the routing solution of the SO model with included fairness conditions. Then, if
the desired flow, based on people’s reaction to the recommended route and the
safety conditions on the same, is higher than the nominal flow, the frustration
increases with the increase of the desired flow, while otherwise, the frustration
level is zero:

Δk = f(xk, xkdes) =

{
1 − xk

xkdes
, ifxkdes ≥ xk ≥ 1

0, otherwise.
(10)

Guidance. The guidance system enables the users to follow a proposed path
by following visual, tactile, acoustic or audio-haptic signals. The main challenge
here is the adaptation to the dynamically changing environment and individual
user’s behaviors such that the users trust it. This trust depends on the prior
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user’s experience with the system’s accuracy. In highly accurate and reliable
systems, users prefer to trust the provided information. However, the suggested
route given by guidance may not be evacuees’ familiar route. Since people tend
to use paths they are familiar with, if the information system is less accurate,
users will attempt to exploit their knowledge about familiar routes, ultimately
preferring the shortest one.

Guidance gk
a is considered a decision variable for each edge a ∈ A and each

path k ∈ P̄w, w ∈ W instead of the flow rate xa as in traditional models. It is
defined as:

gk
a =

⎧
⎪⎨

⎪⎩

+1, if along with the direction of arc a

−1, if opposite to the direction of arc a

0, otherwise.
(11)

The guidance should not lead evacuees to a dangerous area. Thus:

gk
a = 0 if Sa′∈Aout

≤ Scr, ∀a ∈ A, (12)

where Aout is a set of outgoing adjacent arcs of a ∈ A. Vector gk
A = [gk

1 , . . . , gk
|E|]

specifies an egress decision at each passageway for routes k ∈ P̄w,∀w ∈ W .
These decisions, when filtered for each route k ∈ P̄w for each O-D pair w ∈
W provide an individual’s route plan that can be communicated through, e.g.,
mobile phones.

Herding. Inspired by [13], we model the herding behavior in the following
way. Evacuees’ route changes due to herding on every path k ∈ P̄w, w ∈ W
are interpreted as a result of being affected by their trust in the outgoing arc
amax ∈ Aout

a with the largest flow, where Aout
a ⊂ A is a set of outgoing arcs of

arc a ∈ A. Let tai

h be herding trust on arc ai ∈ Aout
a defined as the probability

of selecting an outgoing arc ai of the set of all outgoing arcs Aout
a :

tai

h = Pr(ai) =
xai∑

a∈Aout
a

xa
,∀ai ∈ Aout

a , a ∈ A, (13)

where xai
is the flow of evacuees that in their route use arc ai and

∑
a∈Aout

a
xa

is the total flow of evacuees on the outgoing arcs of arc a. Moreover, to balance
the influence of herding on the resulting evacuees’ behavior, we introduce weight
of herding behavior wk

h shared among all the individuals on path k ∈ P̄w. wk
h

increases as frustration Δk shared among the individuals on the same path k
caused by external safety conditions Sk increase, i.e., wk

h = f(Δk).
This herding model is inline with the herding model in [2] which defines

certain critical tie-breaking assumptions which we modify to our egress people
flow case:

Assumption A. Whenever a decision maker has no egress information on arc
a ∈ A and the largest flow of the agents present on the arc is towards arc
amax

out = arg max
(
xai

∈ Aout
a

)
, then the former always chooses amax

out .
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Assumption B. When a decision maker is indifferent between relying on its
internal egress emergency information and following someone else’s egress
choice, it always decides independently, relying on its own information.

Assumption C. When a decision maker is indifferent between following more
than one of the outgoing arcs ai ∈ Aout

a of arc a ∈ A, it chooses to follow the
one which has the highest flow amax

out = arg max
(
xai

∈ Aout
a

)
.

Familiarity. Based on Assumption B, if familiar exits are available, then the
familiarity with an escape route results in agent’s increased probability to use
it. To derive this probability, similar to [13], let tif be evacuees’ trust in route
i ∈ P̄w, w ∈ W ranging from 0 to 1 where 0 represents distrust and 1 full trust.
Because evacuees’ trust in route i is positively correlated with the probability
Pr(i) of selecting it, then we model this probability as:

Pr(i|tk∈P̄w

f ) =
tif∑

k∈P̄w
tkf

, ∀i ∈ P̄w, w ∈ W. (14)

Another behavior related to selecting a route is exploration behavior, and occurs
when evacuees have few ideas about the escape route. This behavior will be
eliminated if evacuees receive proper guidance to follow.

Combining Guidance, Familiarity, and Herding. We model the interplay
between guidance and familiarity in the following way similar to [13]. Let tig ∈
[0, 1] denote evacuees trust in route i that is indicated by guidance. Then, given
a guidance gw, for every O-D pair w ∈ W , each individual is assumed to follow
guidance route i ∈ P̄w with probability:

Pr(i|tk∈P̄w

f , tig) =
ωf tif + ωgt

i
g

ωf

∑
k∈P̄w

tkf + ωgtig
, ∀i ∈ P̄w, w ∈ W. (15)

where ωf and ωg are weights assigned to the trust in familiar routes and guidance
respectfully to combine the effects of familiarity and guidance with the notion of
trust. Those weights change dynamically based on the frustration level caused
by safety conditions of the egress layout. For example, guidance weight ωg will
be high for path k ∈ P̄w for frustration value Δk = 0, i.e., if evacuees are not
stressed and they rely on guidance even they are familiar with other routes.

The infrastructure topology, safety status S, arcs’ capacity u and O-D flow
demand xw, ∀w ∈ W are the input parameters to this model. The actual people
flow xk distributed over paths k ∈ P̄w is the output variable. We expand the
model from Eq. (15) with herding similar to [13] to obtain the overall probability
model for using route i:

Pr(i|tk∈P̄w

f , tig, t
i
h) =

ωf tif + ωgt
i
g + ωhtih

ωf

∑
k∈P̄w

tkf + ωgtig + ωhtih
. (16)
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5.2 Optimization Module

Optimization module is made of two models: routes’ safety optimization, and
travel time system optimization with fairness, Fig. 1.

Routes’ Safety Optimization Model. Our objective is not only to find routes
with satisfied minimal safety conditions, but also to increase the chances of sur-
vival, we need to find routes that maximize the Nash social welfare of the safety
of the routes. Therefore, the safety optimization problem including Nash prod-
uct of arcs’ safeties (2) is solved. The solution of the safety optimization model
is a connected graph with the routes’ safeties Sk above the critical value Scr.

Routes’ Travel Time SO with Fairness. The details of the routes’ travel
time SO with fairness modules can be found in [16]. However, for the self-
completeness of this work, we bring the basic idea of the module. To decompose
the network optimization problem, the route’s travel time SO with fairness model
is divided in two layers. On the upper layer, Nash social welfare maximization
problem with included envy-freeness and fairness constraints (4)–(8) is decom-
posed at four levels to reach a subproblem which can be optimized individually
locally by every O-D pair independently of other O-D pairs.

Moreover, on the upper layer, person agents inform of their traveling prefer-
ences the intersection agent closest to the origin of their travel (origin agent o).
Based on the total demand for each time period expressed in terms of person
flow per time unit, each origin agent o tries to achieve a sufficient number of
shortest paths considering fairness for all its destinations do. Those destinations
are requested by the persons starting the travel on o and the paths are com-
puted through, e.g., k-shortest path routing algorithm. Since problem (4)–(8)
is not easily decomposable and O-D objective functions are dependent on each
other, we use dual decomposition at four levels where each origin agent o nego-
tiates for each of its O-D pairs path flows, path, envy-freeness, consistency, and
demand distribution dual prices. Intersection agents then distributively optimize
arcs’ prices influenced by the arcs congestion obtained through O-D paths flow
requests.

Interconnected intersection “auctioneer” agents iteratively calculate arcs’
shadow prices in terms of arc penalty λ minimizing the congestion effects.
Lagrange multipliers are calculated through a distributed dual-decomposition
based algorithm which decouples coupled objectives (4) and coupled constraint
sets (5) that are not readily decomposable. On the other hand, each origin
agent calculates shortest paths to its destinations with arcs’ prices updated and
given by the intersection agents, envy-freeness prices ζ, consistency dual prices
ξ, and person demand distribution over paths prices μ and thus decides upon
the amount of persons to be routed on assigned paths depending on the arcs’
prices. The network decomposition method used here was inspired by [20].

After the traffic assignment is made for O-D pairs on the first level of the
optimization model, the latter decide, on the second level, of the persons’ assign-
ment to the paths based on relevant social welfare parameters that guarantee
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equality through an iterative auction. The negotiation through auctions at the
second level is local between each origin agent and the persons starting their
travel at that origin. The person disutility is seen as a function of some nominal
and the actual travel time.

6 Case Study

We demonstrate the functionality of the proposed architecture on a simple case
study example and show how the route recommendation changes when the flow of
the people following the suggestions changes based on the herding and familiarity
behavior.

We consider the example in Fig. 2 which appears in [1] without the route’s
safety optimization. In the example, there are two O-D pairs, (s1, t1) and (s2, t2),
the demand of (s1, t1) being 10, and of (s2, t2) 20. The arcs’ capacities uij , costs
of transverse cij and safeties Sij can be seen in Fig. 2. The flows of (s1, t1) is
colored in red, and of (s2, t2) in black.

In finding safe paths and minimizing O-D demands paths’ costs across the
network, we are concerned about the dynamics of the persons’ average travel
times in respect to the user responses to recommended paths influenced by irra-
tional behaviors. The parameters for the routes travel time optimization model
were taken from [16].

The optimal flow Nash product solution is 4.57, obtained in 4 iterations with
flow over arcs shown in Fig. 2. The best set of routes for this problem when there
is no frustration (Δ = 0) is as follows. For O-D pair s1 − t1, s1 − t1 with cost
5, s1 − 3 − 4 − t1 with cost 70, and for s2 − t2, s2 − 3 − 4 − t2 with cost 70,
and s2 − t2 with cost 30. when Δ = 1, and the herding behavior dominates, the
probability of any of the two paths for O-D pair s1 − t1 is equal and depends
on the first pedestrian’s path decision. O-D pair s2 − t2 will always choose path
s2−3−4−t2 influenced by the larger flow volume on this path. With Δ = 1, in a
full panic state, a crowd is insusceptible of any route recommendation. However,
with Δ < 0.5, i.e., a majority of the flow being susceptible to the guidance,
we can influence the flow and the solution will gradually stabilize to the flow
with Δ = 0.

Fig. 2. Left: The case study network with people flow when Δ = 0; Right: The network
flows when Δ = 1.
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7 Conclusions

In this work we studied people flow coordination problem with the focus on smart
spaces. We considered how stress and frustration affect the desired flow rate and
how these factors further affect the physical movement of crowds. In this context,
we proposed a multi-agent based route recommender architecture composed of
the route optimization and the human factor module. The former, furthermore,
includes routes’ safety optimization, and travel time system optimization with
fairness models. The architecture considers the rational and irrational behavior
caused by excessive stress and frustration that can lead to familiarity and herd-
ing behaviors. The architecture’s functioning is demonstrated on a case study.
Moreover, if we consider multiple communicating open and closed spaces, this
coordination model can be potentially applied to different scales in emergency
evacuation at a building, district, and urban level. In the future work, we plan
to perform a thorough scalability analysis and validate the model in relevant
simulated scenarios.
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Abstract. Document research in a digital corpus can be considered as
a browsing process driven by some information needs. Such browses
requires the use of traditional information retrieval tools to select rel-
evant documents based on a query. But they can be improved by the use
of customization and adaptation mechanisms in order to refine the rep-
resentation of information needs. Several factors are useful to influence
this customization: user profiles, browsing profiles, semantic proximity
of documents, recommendations from other similar users, . . . We propose
in this article to treat this diversity of influence by a multiagent system
interacting with a shared environment representing the users navigation.
We follow a stigmergic approach in which the agents implement different
customization factors and modify their shared environment to influence
the representation of users needs and the browsing. This multiagent sys-
tem has been implemented using an artifact layer for the environment.

Keywords: Customized document research · Agent and artifact ·
Stigmergic approach · Information need

1 Introduction

Accessing documents from a digital corpus raises problems related to informa-
tion retrieval, visualisation of query results and navigation between documents.
Some of these problems are similar to those encountered in the field of infor-
mation retrieval on the web (e.g. the calculation of the relevance of documents
in response to a query) but others are specific to the fact that we consider a
closed, finite corpus in which documents, queries and users are specific to a
given thematic. In this context, the recognition of distinctive users or uses may
be interesting to improve the documents retrieval process.

We are interested in this article in the customization of browsing inside a
digital document corpus. There are many factors that can be taken into account
for customizing: a user-specific profile, a recognized browsing use case, a seman-
tic proximity between documents or a recommendation built on the navigation
history. We propose in this article to treat this diversity of influence by a multi-
agent system interacting with a shared environment representing the users navi-
gation. We follow a stigmergic approach in which the agents implement different
c© Springer International Publishing Switzerland 2016
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customization factors and modify their shared environment to influence the rep-
resentation of users needs and the browsing. This environment, implemented in
a layer of artifacts, is thus an object built and adapted by the collective activ-
ity of agents and the user, implementing the decision layer. The contributions
described in this article are:

– An agent-artifact model of a multiagent system to achieve customized
browsing;

– A representation of a browsing profile including a query reformulation process;
– A recommendation process based on similar profiles.

This article is organised as follows: Sect. 2 provides an overview of research
being carried out concerning customized information retrieval. In particular,
we present researches using a multiagent approach for information retrieval
and customization. Section 3 presents our multiagent model of a customized
browsing platform composed by two layers: a browsing layer and a decision
layer. Section 4 presents an application case that have been realized for a High-
Normandy regional project, PlaIR 2.0, using a digital corpus from the field of
international transportation law. Finally, the conclusion summarizes the work
described in this article and our prospects for future work.

2 Information Retrieval and Multiagent Systems

2.1 Multiagent System for Information Retrieval

The first multiagent approaches for information retrieval have focused on the
distribution of information retrieval tasks. Generally, these tasks are assigned
to different agents that can execute them in sequence or in competition. These
multiagent models proposes distinct agents in charge of different entities: users,
resources, ontology etc. Among the first multiagents systems for information
retrieval we can cite for example: InfoSleuth [1], the NetSA system [2], the digital
library UMDL [3], RETSINA model [7] and the AgentSeek system [8].

Customization has been addressed in more recent approaches such as SARI-
POD (An Intelligent Possibilistic Web Information Retrieval using multiagent
system) [4]. This multiagent model offers a collaboration between different actors
and implements all the features of the information retrieval system for the web.
It is based on two Hierarchical Small-Worlds (HSW) Networks and a Possibilis-
tic Networks (PN): The first HSW consists in structuring the found documents
in dense zones of Web pages, which strongly depend on each other. The second
HSW consists in considering the query as multiple in the sense that we don’t
seek only the keyword in the Web pages but also its semantically close substan-
tives. The PN generates the mixing of these two HSW in order to organize the
searched documents according to user’s preferences.

The SWAPP platform (Search based Web AdaPtive Platform) proposes
a self-adaptive and interactive system by a self-organising multiagent system
applied to customize information access [9]. It uses the AMAS approach (Adap-
tive multiagent System) to propose a customized and adaptative assessment of
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implicit user feedback using the UIM (User Interest Manager) as well as the
adaptive construction of his profile based on the UPM (User Profile Manager)
using textual documents representing its interests.

2.2 Customized Information Retrieval

Customized information retrieval is required when the expression of an infor-
mation need may be imprecise or erroneous. Indeed, to refine their information
needs, users may be unable to find the right terms for a query [10] that may
also be ambiguous [11]. This task is difficult even for experienced users [12]. Sev-
eral works in the field of information retrieval have been interested by the issue
of customization. We can distinguish individual and collaborative customiza-
tion. Individual customization [13,14] considers the user as isolated and the user
model is built on the basis of its content preferences or activities and mobility
through applications. Collaborative customization [15,16] considers the user as
a member of a group of users and the user model is built on the basis of its
content preferences or activities through applications as well as models of other
similar users.

There are three forms of customization: explicit, implicit and hybrid cus-
tomization. When it is explicit, the collection of descriptive data to build a
profile is provided by the user. For example, demographic data (age, sex, tongue
[17,18]), the choice of preferences (language, kind of documents [14]), the topic
of interest [19] and qualitative judgments about the information (I like, I dis-
like) [13,20]. The aforementioned data can be collected through forms (boxes,
key words entry), developed interfaces (votes, notes, annotations) or question-
naires. Concerning implicit customization, data is collected by analyzing user
interactions and activity [21] writing styles [22] or queries [23]. Situational data
that depends on the place and time of issue of the query [24,25], the user’s
social environment such as his friends [26], or physically close persons [27] as
a source of data. We also include the user’s social data such as annotations,
posts, blogs, messages, signals, etc. [28–30]. User activity is a primary source for
implicit customization. This activity can be determined on the one hand from
the visited documents, queries past [13,31] navigation data [32,33], used appli-
cations [33,34], bookmarks [34] and the user locations history [35]. On the other
hand the interactions of the user such as eye movements; clicks [36]; actions on
documents (opening, closing, printing, reading etc.) [37]; messages (emails) sent
or received [38]; social annotations and bookmarks [28,29].

Finally hybrid customization uses both implicit and explicit customization.
This hybrid customization can begin with the explicit collection and refine with
an implicit approach (System WAIR [39]) or it can start by an implicit collection
that has to be validated by an explicit action of users.

Another axis of customization deals with the duration of search session
namely; customization based on the current context (short term) and passed
context-based customization (long-term). In the short-term customization, a
memory of the customization is equal to the duration of the session. In this
case, one encounters a problem of delimitation of the search session. Either a
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delimitation based on time (e.g. 30 min in [40]), a delimitation based on the
similarity of successive queries [41,42] or a delimitation based on the similarity
of the search results [43]. customization based on the past context (long term)
where customization memory is equal to the duration of the user account. In
these systems, we can define the search sessions [6,14], or not [13].

Each of the systems shown above, propose a multi agent model for a spe-
cific information retrieval system. Thus, they are designed for a specific use and
resources and the agents and their interactions are defined according to the
information systems component. Int his article, we propose a more general app-
roach, based on the general information retrieval process, but that allows open
customization by adding customization factors according to the current needs.

3 A Multiagent System for Customized Corpus Browsing

This section describes the proposed multiagent system to achieve customized
browsing in a digital corpus of documents. A multiagent approach has been
adopted to represent the heterogeneity of customization factors. Thus, each agent
applies a different influence on the selection of documents to be presented to the
user. The first part of this section presents the overall architecture of the system.
Then the shared environment, representing browsing processes is described. At
last, we present the agents specifications for the decision layer.

3.1 Multiagent Architecture

The aim of our platform is to allow users to browse sequentially through a
closed, finite corpus by visualising various documents and refining or adapting
their query progressively. First, It is necessary to use traditional information
retrieval mechanisms to select relevant documents based on a query. We propose
to complete these tools with customization and adaptation mechanisms to refine
the representation of the information need. This evolution is dynamic since it
is performed during a browsing session based on the users profile, their actions
and their previous browsings. For that reason we use the term information need
to describe the overall objective that the platform must meet rather than query,
specific to a punctual search for information.

To achieve a customized browsing, the stigmergic approach [46] allows car-
rying out an open browsing system that supports independent addition of new
customization factors.

Stigmergy is a mechanism of indirect coordination between agents or actions
[47]. The principle is that the trace left in the environment by an action stimu-
lates the performance of a next action, by the same or a different agent. In that
way, subsequent actions tend to reinforce and build on each other, leading to the
spontaneous emergence of coherent, apparently systematic activity.

Stigmergy is a form of self-organization. It produces complex, seemingly intel-
ligent structures, without need for any planning, control, or even direct commu-
nication between the agents. As such it supports efficient collaboration between
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extremely simple agents, who lack any memory, intelligence or even individual
awareness of each other [47].

Direct coordination wastes a lot of time and resources to discuss and argue the
discussions. In a stigmergic system, all agents have full autonomy to act as they
wish. In this system based on action, what counts is action on the environment,
i.e. the trace left by an agent on the environment leads further actions of this
agent or other agents.

We represent the informational needs within a virtual environment shared
by agents. This need, initially expressed by a query composed of a set of terms
is modified through the actions of agents. The evolution of the informational
need is thus the result of a co-building process involving agents and the user
to integrate various sources of customization and user control. In addition, the
shared environment includes necessary tools for navigation (index, information
search engine, user interface), as well as all documents judged relevant for the
current navigation.

In order to distinguish the decision layer and operational layers of the plat-
form, we have chosen the Agent-artifact approach [44]. Decisions about the mod-
ification of the information need are made by the multiagent system, sometimes
in interaction with the user. Storage of information related to navigation and the
execution of queries are the responsibility of the artifacts of the environment.
This architecture is shown in Fig. 1.

In the Browsing layer, five types of artifacts are used. An Interface artifact
encapsulates the capabilities of direct interaction with the user. Each instance of
Browsing artifacts represents the informational need of a browsing session. For
each session, an instance of Search artifact is created to run a search for informa-
tion on the corresponding need. The result of a search is stored in a Document
artifact. Finally, Profile artifacts collect information on user behaviours.

Fig. 1. Agent-Artifact proposed architecture
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The Decision layer contains agents that will decide to act on the Browsing
layer in order to modify the information need or the documents provided to the
user. The Interface agent serves as entry point to the user to create an initial
query and change it during navigation. The Reformulation agent proposes to add
terms to the information need on the basis of documents selected by previous
searches. Finally the Community agent proposes to add documents considered
as relevant during past similar sessions.

3.2 Browsing Layer

The five artifacts in the browsing layer are specified in this subsection.
We note D the set of documents provided by a digital corpus. The queries are

performed by a set of keywords taken from the whole set of possible keywords
noted K. Among these keywords, a subset T ⊂ K is the set of terms used to
index documents of the corpus. Finally, we make the assumption that the terms
indexing a document are accessed by an Index function such as:

Index : D �→ P (T) (1)

Browsing Artifact. A Browsing artifact encapsulates an informational need
for a user. Let N = {N1, ...,Nm} be the set of all browsings, for each browsing
Ni, a user uNi

has a current query KNi
composed of several terms kj

Ni
.

Ni = (KNi
,uNi

) (2)

Where
KNi

=
{

k1
Ni

, ..., kl
Ni

}
(3)

Document Artifact. A Document artifact contains a reference to the docu-
ments considered as relevant for a given browsing Ni. This set is brought to evolve
during browsing by the actions of agents and by the user. The set of document
Di for the browsing Ni is the union of documents resulting from information
search Di,RI and those recommended by the Community agent, Di,REC :

Di = (Di,RI ,Di,REC) (4)

Where
Di,RI =

{
d1
i,RI , ...,d

n
i,RI

}
, (5)

Di,REC =
{

d1
i,REC , ...,dp

i,REC

}
(6)

Profile Artifact. The profile Pi of a user involved in a browsing session Ni

is composed by its initial query KINIT
Pi

⊂ K, the proposed terms during refor-
mulation TACC

Pi
⊂ T (accepted by the user) and TREJ

Pi
⊂ T (rejected by the
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user), and finally the references of documents deemed as relevant by the user
DREL

Pi
⊂ Di. As a profile is related to a browsing session, there may be several

Profile artifacts attached to a same user.

Pi =
(
KINIT

Pi
,TACC

Pi
,TREJ

Pi
,DREL

Pi

)
(7)

Where
KINIT

Pi
=

{
k1
Pi

, ..., kn
Pi

}
(8)

TACC
Pi

=
{

tACC,1
Pi

, ..., tACC,p
Pi

}
(9)

TREJ
Pi

=
{

tREJ,1
Pi

, ..., tREJ,q
Pi

}
(10)

DREL
Pi

=
{

dREL,1
Pi

, ...,dREL,r
Pi

}
(11)

and
KINIT

Pi
∩ TACC

Pi
∩ TREJ

Pi
= ∅ (12)

Search Artifact. The Search artifact serves as an information search engine.
We use for our platform the Lucene1 engine which is a free open source applica-
tion for full text searching and analysis of textual content. The objective of the
artifact is to take as input a set of terms coming from a query and provide the
references of documents deemed relevant as output.

Search : (K) �→ P (D) (13)

Interface Artifact. The function of the Interface artifact is to manage the user
interactions. It covers the query input process as well as user feedback collect on
behalf of Interface agents and Reformulation agents, and displays the results of
research carried out by the agents.

3.3 Decision Layer

The decision layer is composed of three agents who have the ability to perceive
and act on their shared environment representing a current navigation process.

Interface Agent. There is an interface agent per user, in charge of monitoring
its navigation. A user u starts a navigation by entering a query Ku =

{
k1
u, ..., kn

u

}

composed by a set of keywords.
If the user has no browsing session in the browsing layer, a new one is created

for this initial query. If there are existing browsing information for this user, the
interface agent has to determine whether this is the beginning of a new browsing
or the insertion of new terms in the continuity of a current session. For this

1 http://lucene.apache.org/core/.

http://lucene.apache.org/core/
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purpose, the agent calculates a similarity measure Sim(Ku,KNi
) between the

query terms and those of all previous browsing artefacts attached to the user u.
We assume that such a function exists without limiting us to a precise calcu-

lation of similarity (for examples of similarity between queries, see [41,42]). If
the similarity is below a threshold θ for all past navigations, the agent considers
that a new browsing session starts, otherwise it considers to be a continuation
of the most similar browsing session.

∃Ni ∈ N|u = uNi
, Sim(Ku,KNi

) > θ, (14)

KNi
= KNi

∪ K (15)

Otherwise, a new browsing artifact is created:


 ∃Ni ∈ N|u = uNi
, Sim(Ku,KNi

) < θ, (16)

Nm = (K, u) (17)

Each time a browsing artifact is created or updated (let us note it Nj) the
agent performs a search by the corresponding artifact Search(Nj) with the result
of creating or updating the document artifact with a set DNj ,RI .

Finally, the Interface agent sends the document set Dj to the Interface artifact
for displaying it to the user.

Reformulation Agent. A Reformulation agent is associated to each user of the
platform. The functioning of the Reformulation agent is based on the observation
of artifacts. It reacts to the perception that a browsing Ni and a set of documents
Di were created. In this case the first action of the Reformulation agent is to
create a Profile artifact:

Pi = (KNi
, ∅, ∅, ∅) (18)

The second part of the functioning of the Reformulation agent is based on
the user’s relevance feedback from the interface artifact. In our system we have
chosen an explicit feedback by asking user to press a button “is relevant” to
express his relevance judgment. All the documents selected as relevant constitute
the set DREL

Pi
which is added to Pi.

The proposed reformulation is based on the frequent terms indexing docu-
ments deemed as relevant. These terms are obtained by Index(DREL

Pi
).

The set Proposition(Ni) containing a set of terms proposed by Reformulation
agent to the user is constructed as:

∀d ∈ DREL
Pi

,∀t ∈ Index(d)|t 
∈ KINIT
Pi

∪ TACC
Pi

∪ TREJ
Pi

, (19)

t ∈ Proposition(Ni) (20)

This set is proposed to the user who can choose to accept (set Tacc) or reject
them (set Trej). The profile is updated by the Reformulation agent where:

TACC
Pi

= TACC
Pi

∪ Tacc (21)
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TREJ
Pi

= TREJ
Pi

∪ Trej (22)

If TACC
Pi

has been modified, the Reformulation agent launches a new search
using the new query:

Search
(
KINIT

Pi
∪ TACC

Pi

) �→ D
′

(23)

then updates all the relevant documents based on the information retrieval.

Di =
(
Di,RI ∪ D

′
,Di,REC

)
(24)

This process of reformulation, described here after the first result of a query
will be repeated each time the user selects the documents proposed as relevant
(these may have been derived from a query already re-formulated).

Community Agent. The decision layer contains one Community agent whose
role is to suggest documents which were considered relevant by users of nearest
navigation profiles. When creating a profile Pi, the community agent analyses
all other profiles Pj to compare their initial terms and accepted to those of Pi. If
all terms of Pi are included in those of a profile Pj , documents deemed relevant
for Pj will be recommended for Pi

The construction of the set DAJ representing all documents to be added to
those recommended is as follows

∀Pj ∈ P|KINIT
Pi

⊂ KINIT
Pj

∪ TACC
pj

,DREC
Pj

⊂ DAJ (25)

Dj = (Dj,RI ,Dj,REC ∪ DAJ) (26)

4 Application to a Digital Corpus on Transportation Law

The customized browsing multiagent platform, modeled in the previous section,
is intended to be implemented for an access to a digital prototype corpus of
international transport law. We describe in this section, the corpus used for the
prototype implementation in progress with the platform Cartago [45] then a
usage scenario.

4.1 The IDIT Corpus

A prototype of a platform of navigation in a digital corpus in the field of inter-
national transport law is in development under the PlaIR 2.0 project (Regional
Indexing Platform) in collaboration with the Institute of International Transport
Law (IDIT).

The corpus constituted by IDIT [5], contains over 40 000 numbered references
in all fields of Transport (Rail, Road, Maritime, Air, Multimodal and Logistic)
of different type of document (Court Cases, Doctrine, Legislation...) These docu-
ments are indexed using a terminology and a full text analysis of the documents.
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Customization based on the observation of users’ browsing is very interesting in
this type of corpus. On the one hand users do not have the same needs for a the
same query due to different levels of expertise. On the other hand, the “typical”
browsings are held without being precisely formalised by frequent practices as
comparative case studies, court-case, specific research . . .

4.2 The Artifacts

The modeling of the artifacts of the system for their implementation in
Cartago [45] is shown in Fig. 2.

Fig. 2. The artifacts

An artifact is defined by its operations and its observable properties. As
examples, we cite some operations in the Profile artifact that allow agents to
update the information it contains: SetOwner, UpdateQuery, SetTacc and
SetTrej respectively used to change the user, the terms of his current infor-
mation need, accepted and rejected terms. Furthermore, the observable prop-
erties provide information to the agents. For example, the Search artifact
currentQuery and currentResult respectively contain the keywords of a query
and documents obtained as result.

The concept of links between artifacts (Links in Cartago) enables sharing of
operations between artifacts. In the Profile artifact, the agent can access and
add relevant documents as well as the user’s information needs AddReleventD,
AddQuery. For lack of space, we can not detail here all the artifacts of the model.

The decision layer is implemented in Jason, which allows us to use the inte-
grated platform JaCa (Jason+Cartago).

4.3 Execution Scenario

In this section, we describe a browsing scenario within the IDIT corpus.
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Initial Query. Suppose a user, Paul, initiates a navigation seeking all legal
decisions involving trucks. His initial query is KINIT

N1
= {trucks}. The Interface

agent creates a Browsing artifact defined by N1 = ({trucks} , Paul).
The Interface agent launches a first query: Search(trucks) via the Search

artifact, which returns two documents DN1,RI = {Decision1,Decision10}. It
follows the creation of a Document artifact D1 = {{Decision1,Decision10} , ∅}.

Fig. 3. Relevance feedback

Reformulation. The user chooses to visualise two documents (Fig. 3). He con-
siders the decision10 as a relevant result. This relevance feedback, and the first
results, involves the creation of an Profile artifact by the Reformulation agent
initialised to P1 = ({trucks} , ∅, ∅, {Decision10}). The Reformulation agent
retrieves the index terms of the decision10,Index(Decision10), that returns
{motorised vehicles, trucks, fruits, foods, accidents,motorcycles, car}.

Let’s assume that the terms having the most important weight and that are
not in the initial query are: motorised vehicles, accidents and fruits.

The Reformulation agent suggests then these terms to the user who has the
choice to accept or reject them. Suppose that Paul accepts the last two, his
navigation profile then became:
P1 = {{trucks} , {accidents , fruits} , {motorised vehicles} , {Decision10}}.

The Reformulation agent launches a new Search:
Search(trucks, accidents, fruits) which returns as results the decisions (1,

10, 15, 20 and 19). The user consults the decisions (20, 19 and 15) and judges
the decisions 15 and 19 as relevant.

P1 = ({trucks} , {accidents, fruits} , {motorised vehicles} , {Decision10,
Decision15,Decision19}).

The terms of the index of decision15 and the decision19 are: fruits, trucks,
damages, goods, percentage of damage and delivery time.
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The terms accepted by the user will bring new documents, that may be
marked as relevant, bringing new terms proposed and so on until the set of
terms remains stable.

Community Recommandation. Suppose a new user, Jean uses the platform
after Paul.

The associated browsing artifact is N2 = ({fruits,delivery time} , Jean).
Alongside the documents proposed by Interface and Reformulation agents, the
Community agent compares this initial information need with other known
profiles.

As a result he finds {fruits,delivery time} ⊂ {
KINIT ∪ TACC , Paul

}
. He

proposes as recommended documents, relevant documents judged by Paul for
this information need namely decisions (27, 15, 19 and 10). The result to be dis-
played to the user includes the results of the interface agent and the recommen-
dations of the Community agent: Decision1, Decision51, Decision11, Decision19

et Decision27, Decision15, Decision10 and Decision19.

5 Conclusion and Perspectives

We presented through this article a multiagent model to accompany browsing
in a digital corpus of documents. The corpus of International Transport Law
documents, considered in the PlaIR 2.0 project, represents a case of access to
information where customization is a crucial aspect to be considered and includes
different points of view namely a user profile, a use case for browsing, seman-
tic proximity between documents or recommendation built on the history of
browsing.

We have proposed a model as a layer of artifacts to represent a shared user
browsing environment, and as a decision layer, the agents who will, together
with the user, influence the browsing by evolving their environment. A browsing
scenario illustrates how the agents will proactively propose reformulations of
queries or documents deemed relevant in past browsings. As perspective, we
plan an experimental validation on a panel of users.
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Abstract. In this paper we describe a collaborative agent-based frame-
work that allows service providers to monitor and evaluate component
reliability using reports of the results of composed service executions. In
the framework, service providers share reliability data with each other to
mutually maintain the reliability of their services and protect them from
unreliable components. Consumers rate success or failure of the com-
posed service after each transaction. In service environments, providers
can utilise component services offered by other providers to create new
enterprise services. Therefore, a distributed component service can be
executed simultaneously by several composed services. Since a composed
service is offered as an integrated service, it is not possible for consumers
to directly recognise a component that causes the service to fail. Col-
laborating agents use the association between component and composed
services to monitor the reliability of the components and identify those
that are unreliable.

1 Introduction

In service-oriented environments, a service can act as a component of the business
processes of multiple providers where it is jointly executed in those processes.
Each business process is exposed externally to the consumers as a Web service.
Meanwhile, composed services (CSs) may contain several component services.
This association between composed and component services can benefit the CS
providers and their consumers. The correlation between the reliability of CSs
sharing components allows the evaluation of the reliability of their components.
Therefore, CSs can collaboratively achieve better reliability during component
selection and using adaptation by substituting unreliable components.

Service reliability is an important attribute of trustworthy services [1,2]. The
reliability of a CS depends on the successful execution of its components. We
measure reliability as the percentage of successful executions over a specified
period of time. We describe novel framework and mechanisms for the monitoring
and evaluation of component service reliability based on the consumer reports on
the reliability of CSs. The CSs invoke distributed component services. Despite
the possible varying process structure and allocation of components between

c© Springer International Publishing Switzerland 2016
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Fig. 1. Example Travel service sharing distributed components.

CSs, our solution assumes some degree of sharing of components between them.
The CS providers set up contract agreement between each other to ensure fair
collaboration and sharing of reliability data to mutually maintain their reliabil-
ity. In order to evaluate the reliability for a set of component services, we find a
system of equations in which the number of equations equals the number of vari-
ables. The linear or nonlinear system of equations can then be solved to provide
a unique solution. Each equation corresponds to the structure of a particular CS.
The variables in those equations correspond to component reliabilities.

Figure 1 shows an example travel CS modelled using BPMN [3]. The CS is
orchestrated fromdistributed component services to perform eight tasks. The illus-
trated CS is offered by one provider while other variations of the composition are
available from other providers e.g. offering flight and hotel services only. There-
fore, services offered by component providers are used jointly by the travel ser-
vices. A CS is offered to consumers as a whole service and component providers
are unrecognisable. The services are implemented as a process with a Web portal
for the consumers to collect the required data to be processing. The consumers are
requested to submit a reliability report. The reliabilities of components computed
by the agents are utilised by the CS providers to maintain their reliability. Business
processes consist of constructs as in Fig. 1, including Sequence, Synchronised Par-
allel and Exclusive Choice. In BPMN, AND merge/split parallel gateway is indi-
cated by ‘+’ and the exclusive XOR gateway by ‘×’. Process structure can affect
reliability, and the evaluation of components as a result. Other constructs include
Unsynchronised Parallel construct andMulti-choice with SynchronisedMerge con-
struct. We use an empty gateway ‘♦’ in merging Unsynchronised Parallel paths
to indicate that it has to wait for one incoming branch in order to proceed to the
next flow. Inclusive gateways ‘ ’ are used to split and merge the process flow
in Multi-Choice with Synchronised Merge. In this construct a subset of the con-
struct’s services are executed in parallel and the outgoing flow is triggered only
when all parallel executions are completed. Constructs in business processes are
described by researchers e.g. [4].

The rest of the paper is structured as follows. Section 2 describes the frame-
work. Section 3 discusses the reliability computation. Section 4 describes exam-
ples and experiments to examine the approach. Related work is discussed in
Sect. 5 and Conclusions in Sect. 6.
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2 Collaborative Framework

Our proposed framework for the exchange of reliability data between CS
providers and reliability computation by agents is illustrated in Fig. 3. The CSs
correspond to those in Fig. 2. Each provider orchestrates a subset of compo-
nents and invokes them by its execution engine. When a consumer executes a
CS he or she submits a reliability report that indicates either success or failure
of the execution. Each CS agent exchanges reliability data and CS models with
corresponding agents and computes component reliability. The bus connecting

Fig. 2. CSs sharing components.

agents exemplifies the communication chan-
nel to exchange the data. Mutual collab-
oration through the sharing of reliability
data is ensured through a contract-based
agreement between CS providers. Details of
establishing the agreement are outside the
scope of this paper. Coordination agents are
proposed to have the responsibility of coor-
dinating and controlling the scope of col-
laboration between local agents to ensure scalability and effectiveness of the
multi-agent system. Following a CS execution, a reliability rating Ri ∈ {0, 1}
is recorded, where i is an index number for the rating. The reliability of a CS
is measured based on the number of successful executions to the total execu-
tions l over a specified period of time (1 ≤ i ≤ l). A CS Failure indicates that
a component service has not completed execution successfully. Figure 4 models
the procedure for identifying unreliable components performed by CS agents.
A failure reported by a consumer triggers the computation of the component
reliabilities. The agent continuously updates the state by collecting reliability
statistics from peer agents. The statistics are used to evaluate components’ reli-
abilities. The data includes BPMN models of the related CSs in XML. Based on
the data, the agent checks if it can set up enough equations where each equa-
tion represents own or peer composed service. The unknowns are the component
reliabilities. The number of equations should equal the number of unknowns in
order to find a unique and accurate solution. If not, the server can solve the

Fig. 3. Collaborative framework to monitor component reliability.
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Fig. 4. Procedure of identifying unreliable component service by a CS agent.

problem by finding a local solution. In the next sections we focus on the case
where it is possible to find equal equations and variables. The computation of
reliability of component services is carried out locally by the local agents.

3 Computation Approach

The agent’s computation of reliabilities of CS components has to consider the
following aspects of the collaborating CSs: (i) The CS process constructs which
determine the structure of the equation representing the CS and its linearity.
(ii) The level of sharing and distribution of components among collaborating
CSs. This affects the accuracy of results. (iii) The probability that some compo-
nents are executed in constructs with optional components such as Exclusive
Choice and Multi-choice with Synchronised Merge constructs. The following
steps describe the set-up of required equations by a CS agent to evaluate relia-
bility of CS components. The next sections detail the computation and provide
examples.

Step (1) Find equal number of CSs and Components: Assemble a set of equations
whose size m is at least equal to the number of their variables z i.e. provider’s
CS components that have unknown values. We use S̄ to indicate the set of
components of all CSs with unknown reliability, i.e. S̄ =

⋃m
j=1 Sj where Sj is

the set of components of a composed service CSj and j is a numeric identi-
fier for the CS. In order to achieve equal equations and variables there must
be |S̄| linear or nonlinear equations (i.e. m = z = |S̄|). If this can be achieved
then unique solutions can be found and the computation process ends. These
are detailed in Sect. 3. If equal number of equations and variables cannot be
achieved, go to step (2). If all equations are linear, the problem is solved using a
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linear solution for better accuracy and speed. The reliability rcsj of CSj with n
Sequence components is calculated as product of reliabilities of its components
as in Eq. (1) due to the dependency between components.

rcsj =
n∏

i=1

ri (1)

Consequently, the component reliabilities can be computed using the equation∑n
i=1 log(ri) = log(rcsj

). The equations apply also to some other constructs such
as Synchronised Parallel. The boolean function g(si, CSj) is a function that
indicates whether si is a component of CSj . If Sj is the set of components of
CSj then

g(si, CSj) =

{
1 if si ∈ Sj

0 if si /∈ Sj

(2)

The component reliabilities can then be calculated using matrix multiplication
as in Eq. 3. Alternatively, if the equations are nonlinear the problem is solved as
a nonlinear system. In such cases, if S̄ is the set of all variables (i.e. components
of all CSs) then we must have |S̄| nonlinear equations. Therefore, to calculate
component reliabilities, the equation for CSj can be represented as rcsj =f(Rj)
where f is a nonlinear function that is defined by the structure of CSj , Sj is the
set of components of CSj (i.e. Sj ⊂ S̄) and Rj is the set of Sj reliabilities.

⎛
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Step (2) Consider only a subset of components: Assemble a set of equations
whose size is not equal to the number of CS components but equals the number
of the equations’ variables and includes a subset of the CS components. The
equation for the local CS is not included in the set of equations i.e. Sj �⊂ S̄ but
Sj ∩S̄ �= ∅. The set of considered components may also include some that are not
in the local CS. This also provides a unique solution that includes the values for
some of the CS components. If this step is achieved and some of the component
reliabilities become known, return to step (1) to compute the remaining CS
component reliabilities. Otherwise, go to step (3).

Step (3) Find a local solution instead: If equal number of equations and variables
cannot be achieved (z > m), then assemble best possible set of equations which
is where there would be the least number of variables and maximum number of
equations and z ≈ m. This provides local optimal solutions. In order to increase
the evidence that the solution indicates the actual reliabilities of the components,
multiple sets of equations can be solved and their solutions are compared.



70 H. Elshaafi et al.

4 Examples and Experiments

We first use as an example the set of four Sequence-based CSs in Fig. 2. The
services share components indicated by numbers. Each equation represents reli-
ability of a corresponding CS in Fig. 2 according to the CS components e.g.
equation rcs1 = rs1 · rs2 · rs3 represents CS1.

Example 1. Based on the aggregated reliability reports, the following are relia-
bilities for CS1 to CS4 respectively; {0.78, 0.96, 0.97, 0.80}. We aim to evaluate
the reliability of their components. Since we have equal number of equations and
variables, there is one solution to this problem. Accordingly, we can calculate
the reliabilities of the components based on Eq. (3). This results in the values
{0.96, 0.97, 0.84, 1.0} for rs1 to rs4 respectively. Figure 5 presents how compo-
nent reliabilities changes as a result of the change of CS reliabilities. In each case
one CS changes while the rest of the CS are fixed at values used in Example (1).
The shaded area is where the computed results are feasible i.e. all component
reliabilities are between 0 and 1.0. The feasible solution range indicates where
solutions are valid i.e. all reliabilities between 0 and 1. As mentioned earlier, this
depends on the shared components in the changing CS and the distribution of
components among all CSs. As a CS reliability increases the net result of mul-
tiplication of its component reliabilities components must also increase i.e. at
least one component reliability has to increase. The changes in the component
reliabilities must also satisfy other equations for which the CS reliability does
not change. As a result, the changes of component reliabilities affect the size of
the feasible solutions. The unreliable component may not always be affected by
the change but that it can be identified even when the CS reliabilities are not
precise. The solution to Example (1) is shown by the dashed line.

Composed services can contain more complex constructs. The linear solution
described in the previous example applies also to CSs with Synchronised Parallel
constructs because Eq. (1) applies to this construct as well. Composed services
CS5 to CS8 in Fig. 6 contain more complex constructs including Unsynchronised
Parallel in CS5, Exclusive Choice in CS6 and Multi-choice with Synchronised

Fig. 5. Evaluation results of component reliabilities based on their CSs.
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Fig. 6. More complex CSs sharing multiple components.

Merge construct in CS7. The additional complexity requires more elaborate pro-
cedure for the evaluation of component reliabilities. The reliabilities of the CSs
in Fig. 6 can be represented with a system of nonlinear equations that based on
reliability aggregation techniques for each type of construct. Because an Unsyn-
chronised Parallel construct fails when the execution of all its components fail,
its reliability rθ is aggregated as rθ = 1 − ∏n

i=1(1 − ri), where θ signifies the
construct and n is the number of construct components. For Exclusive choice
construct, reliability is the sum of reliabilities of the exclusive components mul-
tiplied by the respective probability of execution ρi (i.e. rθ =

∑n
i=1 ρi · ri). For

a Multi-choice with Synchronised Merge construct containing a set of compo-
nents S and two or more subsets k of those components that may be executed
in parallel, reliability is aggregated as in Eq. (4).

rθ =
∑

k⊂S

(
ρk ·

∏

i∈k

ri

)
(4)

In our example, we assume that there is equal percentage of executions
between exclusive components of Exclusive Choice. We also assume the per-
centage executions of subsets {s5, s6}, {s6, s7} and {s5, s6, s7} of Multi-choice
with Synchronised Merge is 30 %, 30 % and 40 % respectively. Accordingly, for
CSs in Fig. 6 we set up a system of nonlinear equations. For example, for CS5
the equation is rcs5 = (1 − (1 − rs5)(1 − rs6)) rs7 . As we have four equations and
four unknowns there is only one solution to this non-linear system of equations.

Fig. 7. Evaluation results of component reliabilities in more complex CSs.
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Example 2. The following reliabilities are aggregated for CS5, CS6, CS7 and
CS8; {0.92, 0.75, 0.68, 0.62} respectively. Using the nonlinear system solver
fsolve in MATLAB. The starting points for the component reliabilities in the
algorithm are set at 0.5 for each variable. The solver provides the correct result
i.e. {0.67, 0.92, 0.94, 0.99} for rs5 to rs8 . The solution indicates low reliability
of the component s5. Figure 7 presents the change in the computed component
reliabilities when the reliability of one CS (CS5 and CS6 respectively) gradually
changes while the other CSs stay at the reliability specified in this example.

5 Related Work

There is a wide range of research in the area of reliability of component-based
systems and services. However, to our knowledge, no existing work addresses
the collaborative monitoring of reliability of component services based on the
reliability of their compositions. Our collaborative solution also has advantages
over related work. For example, Nepal et al. [5] only consider the evaluation
of component reliability based on individual CS. Researchers such as in [6–8]
discuss how to aggregate component Quality of Service (QoS) and how to select
component services for new composition but do not examine how the QoS of
a component is pre-evaluated except through direct interaction of consumers
with the component. However, component services may not always have direct
business value as atomic services unless used in a composition. Therefore, our
solution addresses an important problem that has not been addressed yet. The
method proposed by Nepal et al. aims to fairly distribute QoS (e.g. reliability)
values from a CS to its components. It includes exchange of data between entities
in the service community, but does not support correlation between reliability
data from different sources to derive component reliabilities. Their algorithm
does not consider collaborations between providers. Other attempts to solve
the problem of distributing feedback from CSs to components include the work
by Wen et al. [9] who distribute the scores based on the contribution of each
component in the service’s success and failure. Zheng and Lyu [10] propose
a reliability prediction approach for services that utilises past failure data of
similar users to predict service failure probabilities for a current user. In our
previous work [11] we describe the aggregation techniques for trustworthiness
attributes. In [12] we introduce the topic of determining component reliability
from their CSs in the case of unequal number of CSs and their components.
This paper builds on and complements our previous work. Grassi and Patella
[13] present reliability prediction method that aims to address decentralization
and autonomy.

6 Conclusion

The paper describes a multi-agent framework and a detailed methods to col-
laboratively evaluate the reliability of joint distributed components of multiple
composed services in service environments where components are highly shared
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between CSs. In addition to the characteristics of reliability in CSs, local agents
also consider other aspects in computing reliabilities of components. Compari-
son of results to those from the related work indicate that our results are more
accurate. The approach can discover unreliable components with some tolerance
to inaccuracies in CS reliability reports. However, it is limited by the existence
of joint components between CSs and the data exchange regarding structure and
reliability.
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from the EU Seventh Framework Programme under grants no. 257930 (Aniketos) and
no. 619682 (Mas2tering).
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Abstract. We outline a new model of multi-agent coalition formation which
focuses on how collaborative agents can improve their coalition formation skills
over time, learning from their prior interactions. The proposed research direction
builds on our prior work on distributed coalition formation in collaborative multi-
agent systems (MAS), centered at partitioning the underlying network of agents
into non-overlapping cliques. At the core of that prior research is the MCDCF
algorithm which provides a semantically simple, fully decentralized, local and
(for sufficiently sparse networks) scalable mechanism for multi-agent coalition
formation [1–3]. Our goal is to extend the MCDCF-based coalition formation
along several new dimensions. First, we want to consider candidate coalitions
that (i) no longer have to be cliques but can be more general types of (connected)
subgraphs, and (ii) that also satisfy additional, more complex “compatibility”
properties stemming from individual agents’ capabilities and preferences.
Second, we begin exploration of semantically more rich and versatile ways of
capturing this inter-agent compatibility than what’s found in the existing litera‐
ture. In particular, we propose applying graph pattern techniques to capture a
variety of qualitative “compatibility relationships” among agents. Next, we revisit
approaches to and benefits of reinforcement learning (RL) in the context of
autonomous agents repeatedly engaging in coalition formation. Last but not least,
we discuss benefits of each agent maintaining other agents’ reputations that
quantify those agents’ coalition formation effectiveness in the past. With these
extensions, we argue that the resulting modeling framework adequately captures
core aspects of a much richer class of multi-agent coalition formation scenarios,
as well as, more broadly, of a variety of distributed consensus reaching problems
in collaborative MAS.

1 Introduction: Coalition Formation in Collaborative MAS

Distributed coalition formation is an important and frequently encountered problem in
a broad variety of collaborative multi-agent systems (MAS). Autonomous agents may
need to self-organize into coalitions in order to divide-and-conquer tasks, share
resources, and/or reach consensus on various matters of common interest. Not surpris‐
ingly, mathematical models and scalable algorithms for effective coalition formation
have been intensely researched by the Distributed AI community for over 20 years.
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In most MAS applications that necessitate fully decentralized multi-agent coordi‐
nation, the interacting agents are both physically and logically distributed. Moreover,
in cyber-physical collaborative multi-agent domains such as autonomous micro
unmanned (aerial, ground or underwater) vehicles or smart wireless sensors, agents
might be prone to failures and are severely resource-bounded, including in terms of
limited ranges of their sensing and communication capabilities [3, 4]. These constraints
have important implications for the design of practical MAS coalition formation proto‐
cols. One, such protocols need to be decentralized and, ideally, strictly local. Two, the
computational and communication loads per-agent should be rather modest; this applies
to the semantics of inter-agent communication, the number and size of exchanged
messages, and the overall cost of local computations carried out by each agent. Three,
such protocols need to ensure system-level robustness in the presence of multiple indi‐
vidual node and/or communication link failures [3].

One general framework which captures all of these key aspects of decentralized MAS
coalition formation, formulates coalition formation as a distributed constraint optimi‐
zation or satisfaction problem over a graph, where the graph nodes represent agents and
graph edges usually capture either communication links between agents, or some aspect
of inter-agent pair-wise mutual compatibility (e.g., [5, 6]). When all explicitly captured
constraints on allowable coalitions are derived from the structure of such a graph, the
coalition formation problem boils down to design of an appropriate distributed algo‐
rithm for graph partitioning or graph covering.

2 Distributed Graph Partitioning Based Coalition Formation

In graph-based models of multi-agent coalition formation, most common approaches
model the coalition formation process as (i) graph covering (when a single agent is
allowed to simultaneously belong to more than one coalition) or (ii) graph partitioning
(when each agent can belong to only one coalition at a time). Local communication
constraints and desire to achieve the highest level of system-level robustness and fault-
tolerance have motivated the (maximal) clique based solutions, in which the resulting
coalitions are required to be (maximal) cliques of the graph capturing the underlying ad
hoc network topology of interacting agents. One such fully distributed and local graph
partitioning algorithm for coalition formation, MCDCF, was originally proposed by us
back in 2004 [1, 2]. That algorithm has been demonstrated to be scalable and efficient
on fairly large networks of cooperating agents (made of hundreds or even thousands of
nodes), as long as those networks are sparse [1, 2, 7, 8]. Further, the MCDCF algorithm,
originally inspired by coordinating micro-UAVs [4], has a number of desirable proper‐
ties relevant to a much broader range of collaborative MAS domains. Those desirable
properties include simple semantics of communication and local reasoning, scalability
and good “convergence in practice” properties (as long as certain general, fairly reason‐
able in practice assumptions about the underlying network topology hold), and good
fault-tolerance in the presence of “gracious” (that is, non-malicious, non-Byzantine)
failures [3]. Software simulations on interesting types of underlying graphs have
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confirmed theoretically established scalability and convergence properties, under the
sole assumption of sufficient sparseness [7, 8].

However, in many important collaborative MAS applications, the requirement that
each coalition be a clique in the underlying communication network topology may be
too stringent. One practical danger is that MCDCF may end up resulting in too many
small coalitions rather than more preferable fewer but larger ones [7, 8]. In our renewed
interest in coalition formation via distributed graph partitioning, we relax the cliqueness
requirement to merely insisting that each coalition be a connected (sub)graph. This
ensures that messages from any member of a coalition can reach any other member
without assistance from a central controller – as long as the connectedness of such a
coalition is maintained, in the presence of possible individual agent and/or communi‐
cation link failures [3].

Communication connectedness within a coalition, however, is merely a necessary,
but in general not a sufficient condition for a coalition to be effective. An effective
coalition is comprised of agents that are mutually compatible with each other, and whose
combined capabilities and resources will enable them to complete high-payoff tasks. A
number of models capturing mutual (in)compatibility and resourcefulness of agents
forming coalitions with each other have been proposed in the MAS literature (see, e.g.,
[6, 9, 10]). In the graph-based models, these constraints on coalition properties translate
into which subgraphs are most desirable (optimization) or, at least, acceptable
(constraint satisfaction) as candidate coalitions. The second key modification we intro‐
duce to the MCDCF framework is to explicitly capture the desirability of different
candidate coalitions in terms of each agent’s capabilities and preferences, and agents’
mutual compatibility w.r.t. those capabilities and preferences, beyond those implied by
the network topology. To illustrate, let’s consider the following scenario: a multi-agent,
multi-task environment comprised of multiple autonomous agents and mutually inde‐
pendent tasks. We will assume, an agent can work on only one task at a time, and belong
to only one coalition at a time. Let’s focus on a “single shot” problem where, rather than
planning to optimize its performance over multiple stages and multiple tasks, each agent
is striving to maximize the gain or utility stemming from the selection of a single task,
based on how preferable that task is (this, basically, defines each agent’s objective func‐
tion) and what are each task’s resource requirements (which essentially defines appli‐
cable sets of constraints).

Within this general setting, let’s consider a concrete example. Assume that Task1
requires agent resources or capabilities {A,B,C}, Task2 requires {A,D,E} and Task3
requires {D,E,F}. Consider the coalition-formation problem from a local viewpoint
of an agent, call it Agent1, which has capabilities [A,B,D]. To form an effective
coalition for tackling Task1, Agent1 needs to team up with one or more other agents
at least one of whom has the capability {E}. However, if (based on estimated
expected utility and/or other metrics) Agent1 prefers Task3, it needs to team up with
agent(s) that have capabilities {E,F}. Therefore, if an agent can partially or totally
order known to it tasks from most to least preferable, such preference ordering of
tasks implies a similar preference ordering of how desirable are different other
agents as candidate coalition partners.
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This model of tasks’ requirements in terms of tuples of resources [5, 6] can be further
generalized in various ways to more realistically capture the requirements on combined
capabilities of a coalition or team of agents so that such a coalition can successfully
complete a given task and be rewarded the payoff associated with that task. We empha‐
size that, whatever the exact meaning of agents’ capabilities, preferences and mutual
compatibility in a particular scenario, all of those are assumed intrinsic properties of
individual agents in terms of each agent’s “skillset”; see, e.g., [4, 6, 11] for some specific
examples. In particular, these agents’ properties are independent of the network topology
which, in most cyber-physical applications, is cf. a consequence of the agents’ physical
distances from each other, and practical limitations on communication and sensing
ranges. We note that, in the model outlined above, (i) an agent’s capabilities are mapped
in a 1-to-1 manner to a task’s resource requirements (hence, we basically use the terms
“capability” and “resource” interchangeably); and (ii) each such capability (or, equiv‐
alently, resource) is binary, in a sense that an agent either has a particular capability or
does not have it (and likewise with tasks’ resource requirements). More general models,
where capabilities and resources can take on more general (discrete or continuous)
values, can be readily formulated and indeed a number of such models are found in the
existing literature. Such more refined models of capabilities and resources naturally lead
to more general distributed constraint satisfaction or optimization formulations of
coalition formation for task and/or resource allocation (see, e.g., [6, 9]).

To obtain a more flexible framework than previously proposed models of resources
and capabilities [5, 6, 9], we take advantage of recent progress in graph pattern
mining. We specify the network of agents not merely as a “traditional” graph – that is,
an ordered pair G = (V, E), where V is the set of nodes (agents) and E is the set of edges
(links that connect pairs of agents). Instead, we model a network of agents as a labeled
graph G = (V, E, L), where L is a set of semantics-carrying labels that are applied to the
nodes (or, more generally, to both nodes and edges). Then coalition formation can be
formalized as a (labeled) graph pattern mining problem: an acceptable candidate coali‐
tion is a connected subgraph of G such that all hard constraints as specified by sentences
over L are satisfied, and a desirable coalition is one that, in addition to satisfying hard
topological (connectedness) and semantic (a set of expressions over L) constraints, also
“ranks high” with respect to the soft constraints (i.e., the preferences). The soft
constraints and, when appropriate, an objective function, can also be specified as an
appropriate set of expressions over L. This formulation of graph-based coalition forma‐
tion allows us to take advantage of efficient algorithms and heuristics in graph pattern
mining (see, e.g., [12]), while providing much more flexibility, versatility and expressive
power than our original MCDCF – or, indeed, other frameworks defined on unlabeled
graphs.

We are currently exploring various possible specifications of the label set L and
constraints specified as statements about those labels, and how different choices of L
and statements over L “map” into particular collaborative MAS scenarios of interest.
One such scenario is an ensemble of micro-UAVs on a multi-task mission [4, 11].
Another, rather different application domain, that in particular necessitates very different
“semantics” of vertex and edge labels, are networks of search engines or other “experts
on the Web” that provide search, relevance ranking and recommendation services to the
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end user [15]. These two sample applications differ in more than semantics of graph
labels; the natures of constraints as well as what exactly constitutes inter-agent mutual
(in)compatibility are also rather different. We will report new insights from the gener‐
alized coalition formation framework as outlined herein in our future work.

3 Learning to Form Better Coalitions and Value of Reputation

Highly dynamic collaborative MAS such as ensembles of micro-UAVs often necessitate
repeated engagement in coalition formation and other coordination activities. Therefore,
programming such agents to be able to learn from their past experience is highly desir‐
able. Various Reinforcement Learning techniques have been successfully applied to
micro-UAVs, team robotics and other collaborative multi-agent domains for many
years. More recently, the need as well as the opportunities for more complex, multi-
tiered learning spanning the levels of individual agents, small subgroups of agents and
entire large ensembles have been investigated [11, 13].

The MAS environments we are interested in are typically only partially observ‐
able: what agents sense about their tasks (and about each other) is in general noisy and
incomplete [4]. Further, these environments tend to be highly dynamic; in particular,
changes to the inter-agent communication network topology or the distribution, resource
requirements and/or (estimated) values of tasks may necessitate that the agents need to
engage in coalition formation repeatedly. Moreover, those subsequent interactions of an
agent may have to be with candidate coalition partners with whom that agent has not
formed coalitions before. However, even in such complex, non-episodic environments,
an agent should be able to learn over time, based on the feedback (typically, in the form
of received utility or payoff) from the previous interactions. In our coalition formation
for distributed task and/or resource allocation setting, this payoff comes from the utility
associated with a completed task (or multiple tasks), that an agent was capable of
completing as a member of a coalition it has joined [2, 5]. That is, how successful an
agent has been in striving to join best possible coalitions, is measured by the value (and
implicitly, the success rate) of tasks that have been completed by the coalitions that this
agent was a part of.

To provide for the necessary adaptability, flexibility and ability to cost-effectively
learn over time in such complex circumstances, we propose that each agent maintains
its own local, cognitively simple model of reputation of other agents. As such an agent
engages in repeated coalition formation interactions with some of the other agents, it
updates its reputation evaluation of those other agents based on (i) successfulness of
prior attempts to form coalition with those agents and (ii) whenever the coalition forma‐
tion has indeed succeeded, on effectiveness of thus formed coalitions (recall our
comments earlier in this section and see, e.g., references [3, 5, 6]). So, in the future
rounds of coalition formation, each agent will try to form coalitions preferably with
those (near-by and/or otherwise compatible) other agents (i) that provide the capabilities
required for completing the desired task (or set of tasks) and (ii) whose reputation based
on the past interactions is the highest.
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Decision-making of goal- or utility-driven autonomous agents based on those agents’
view of other agents’ reputation has been studied in the context of economics-centric
applications of MAS and AI such as, for instance, e-Commerce [16]. However, we argue
that quantifying and maintaining reputation of other agent is potentially very beneficial
for autonomous agents in a much broader variety of MAS applications, including but
not limited to the traditional collaborative domains such as team robotics and ensembles
of autonomous unmanned vehicles [3, 4]. In particular, individual agent as well as agent
ensemble reinforcement learning and meta-learning in such collaborative MAS appli‐
cations, as proposed for example in [11, 13, 17], can be also applied to how an agent
maintains and updates its model of other agents’ reputations, and then uses the infor‐
mation on those reputations in order to get better at choosing candidate coalition partners
in the future rounds of coalition formation.

Setting aside the details of how an agent models other agents’ reputation, we observe
that, from an individual agent’s standpoint, the perceived utility of various available
tasks and the perceived reputation (and therefore suitability, trustworthiness, reliability,
etc.) of various other agents can be assumed to be two independent, mutually orthogonal
properties. Therefore, there are many possible ways of balancing out and trading off
between two qualitatively distinct, and potentially competing, objectives. On one hand,
a utility-driven self-interested agent will wish to complete the task with the highest
(expected) utility – and therefore, this agent will aim for the coalition partners potentially
enabling the completion of the most valuable task. On the other hand, a risk-averse agent
will strive to form coalition with most reliable among other agents, that is, with those
agents whose reputations are the highest – even if a coalition with those most reputable
agents enables completion of less valuable tasks. We argue that ultimately, these consid‐
erations boil down to the familiar paradigm of maximizing expected payoff (as the most
common goal for risk-taking rational agents) vs. minimizing the variance (as the most
common objective for risk-averse agents). Therefore, the usual machinery from math‐
ematical economics can be fruitfully applied in this context, in order to design bound‐
edly-rational agents with the desired level of risk-tolerance, and in particular achieve a
suitable tradeoff between aiming for coalition partners that have the potential to ensure
the highest possible payoff (but perhaps also have a higher risk of failure) on one hand,
and preferring coalition partners that are most trustworthy to not fail (thus ensure some
payoff while minimizing the likelihood of failed coalition), on the other. Theoretical and
experimental investigation on how to establish the right tradeoff, given the properties
of a particular coalition formation scenario, as well as the risk tolerance level of a
particular agent or group of agents, is the subject of our ongoing research.

4 Summary

We revisit some approaches to distributed multi-agent coalition formation for the
purposes of task or resource allocation. Our focus is on scalable graph partitioning algo‐
rithms for coalition formation. Within that framework, we expand on the prior arts
(including our own research) and initiate investigating the semantic enrichment of such
graphs or networks of agents in order to more faithfully capture the most relevant
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properties of both the individual agents and the inter-agent interaction patterns. One
promising novel direction of such semantic enrichment is via graph patterns and pattern
mining, which can enable discovering non-obvious (in)compatibility relationships
among agents. We also briefly revisit some proposed reinforcement learning approaches
that enable agents to improve their coalition formation effectiveness over time; to
enhance such learning, we propose that each agent maintains and dynamically updates
a model of other agents’ reputations. We argue that maintaining reputations of other
agents holds many potential benefits in a broad variety of multi-agent encounters,
including but not limited coalition formation and other types of distributed problem
solving, as well as across a range of negotiation-based interactions among either strictly
cooperative or self-interested autonomous agents (see, e.g., [3, 11, 14]).

With the proposed extensions to the modeling frameworks of distributed coalition
formation found in the existing literature, we argue that the most important aspects of a
rich class of multi-agent coalition formation and other distributed consensus problems
can now be adequately captured. Our future work will focus on making the abstract ideas
outlined in this short paper concrete, followed by pursuing a rigorous theoretical and
experimental investigation that will quantify the benefits arising from the proposed
enrichments of mathematical and computational models of distributed multi-agent
coalition formation.
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Abstract. The ubiquity of sensor infrastructures in urban environments
poses new challenges in managing the vast amount of data being gener-
ated and even more importantly, deriving insights that are relevant and
actionable to its users and stakeholders. We argue that understanding the
context in which people and things are connected and interacting is of key
importance to this end. In this position paper, we present ongoing work
in the design of a multiagent model based on immunity theory concepts
with the scope of enhancing sensor-driven architectures with context-
aware capabilities. We aim to demonstrate our approach in a real-world
scenario for processing streams of sensor data in a smart building.

1 Context-Awareness in Distributed Sensor-Driven
Systems

Automatically acquiring context models from distributed data sources is an
important open research issue in the realm of sensor-driven systems [7]. In
contrast to existing distributed system, the problem is exacerbated due to a
high device heterogeneity, a large-scale deployment, as well as the dynamically
appending or removing of devices. In this sense, context-awareness can enable
systems to operate in a more flexible and adaptable manner and switch between
different modes and configurations in response to dynamics in the environment
or to user requests.

In this paper we propose a multiagent (MAS) architecture that draws inspira-
tion from immunity theory in order to represent, acquire and infer context infor-
mation. Existing solutions are typically limiting in the sense that they attempt
to map incoming sensor data to predefined high-level context descriptions [8,14].
In our approach, we construct context models that emphasize patterns in the
data in a bottom-up fashion, without the assumption of predefined system rules
or other built-in understanding of the structure of the data. Moreover, we pro-
vide a novel approach to represent data within an artificial immune system (AIS)
based on sparse distributed representations (SDRs), which is instrumental for
context modelling.
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Fig. 1. Negative selection: (a) generating the detector set and (b) monitoring via non-
self pattern recognition [16]

2 An Agent-Based Model Using the Artificial Immune
System Approach

Artificial immune systems represent biologically-inspired mechanisms that repli-
cate some of the observed immune functions, principles and models, applying
them for various problem solving purposes. From a computational perspective,
the vertebrate immune system exhibits a number of particularly interesting
characteristics: (i) distributed information management using no central organ
for controlling the functioning of the system; (ii) dynamic, parallel processing
involving autonomous system components performing complementary roles; (iii)
self-adaptation and self-learning capability allowing the system to remain stable
in a continuously changing environment. Artificial immune systems have already
been designed and successfully applied in different application domains, includ-
ing network security [11,12], intrusion detection [6,13], fault diagnosis [10] or
fraud detection [3,9].

2.1 The Biological Immune System

Succinctly, the main role of the immune system is to perform forensic monitoring
of the host organism in search for foreign disease causing elements, called anti-
gens (non-self ), in a process termed self/non-self discrimination. In order to do
so, during the maturation process T-cells migrate into the thymus, where they
are exposed to elements that are considered representative for the self. A process
termed negative selection (see Fig. 1) ensures that only T-cells that are tolerant
to self leave the thymus and are circulated through the body. Mature cells either
evolve into so-called memory cells or die once they exceed their life-cycle.

Complementary, the clonal selection process is responsible for proliferating
antibodies in order to cope with the invading non-self antigen, in proportion
to the affinity with which the antigen is recognized. Moreover, clones undergo
a hypermutation procedure, whereby a selective pressure causes the resulting
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Fig. 2. MAS architecture overview

antibodies to have a higher affinity with the selective antigen. For a detailed
discussion, background and terminology, we refer the reader to [5].

2.2 A MAS-Based Approach to AIS and Sensor-Driven Systems

Our approach builds upon the AIS metaphor in relation to the task of con-
text acquisition and inference in the following manner. We propose a multiagent
model to represent the structure of a sensor-driven system. We base this choice
on the fact that MAS allows to address challenges of autonomous and decentral-
ized decision-making in a flexible manner, by decomposing complex tasks and
assigning subproblems to loosely coupled components that interact and coor-
dinate autonomously to solve system-level design goals ([17]), much like in the
case of an AIS. Also, MAS solutions have been employed to tackle a wide spec-
trum of applications, ranging from the energy domain [15], to transportation [4],
to healthcare [2]. Now, our proposed functional architecture depicted in Fig. 2
consists of several agent roles:

– Observer agents are running on sensor devices and are responsible for mon-
itoring the environment and collecting sensor data. The role of the observer
agents is to inspect the incoming data stream for abnormal behavioral pat-
terns. Negative selection is applied here for discriminating between the cur-
rent context (self) and the emergence of a new one (non-self). This can be
regarded as an alternative paradigm to pattern recognition, by means of cap-
turing information about the complement set of the patterns to be recognised,
without prior knowledge of the structure of these patterns. Moreover, observer
agents are organized into clusters that reflect in some way their spatial dis-
tribution (i.e. floor levels in a building).
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– Messenger agents. Once a change of pattern is detected by the observer agent,
messenger agents, encapsulating this data (i.e. context features), are created
proportionally to the level of stability displayed by the emerging pattern.
This procedure is akin to the clonal selection phase of the immune system. In
contrast to observer agents which reside at the sensor level, messenger agents
are mobile in the sense that they migrate within their cluster to other sensor
devices. In effect, messenger agents carry out the role of antibodies in the AIS,
acting as a distributed short-term memory. Thus, within a fixed lifecycle, if
they match sensor patterns exceeding a certain threshold, they are evolved
to context agents. Otherwise, they are eliminated from the system.

– Context agents act as a long-term distributed memory of stable context pat-
terns encountered throughout the system. In addition, the population of con-
text agents can be differentiated in relation to the time-point when an agent
has last been matched, which adds a temporal dimension for context analysis.

– Cluster agents are responsible for aggregating data regarding the population
of messenger and context agents within their designated cluster, reflecting its
current state, alongside the level of stability of the existing contexts. Notably,
a spatio-temporal generalization of the observed lower-level patterns can be
carried out at this stage.

– Reasoning agent provides support for performing system-wide reasoning
about the state of the system, given that patterns are expected to emerge
at the global level from the interplay of different context patterns. Addition-
ally, the reasoning agent can act as a gateway for querying information about
the system.

2.3 Properties of Sparse Distributed Representations

A generally accepted way to represent data in an AIS is using Hamming shape-
spaces, where an attribute string s = 〈s1, . . . sL, 〉, built upon the set of binary
elements, in an L-dimensional shape-space, represents an immune cell, while
the degree of match is determined using the Hamming distance. In this work we
propose a different approach based on SDRs ([1]) for encoding and manipulating
the data, while maintaining the binary format, which is required for certain
processes of the AIS (i.e. hypermutation). In short, a context is denoted by an
attribute string ‖s‖ = n, which is a high-dimensional binary vector, where only
a small percentage of the bits are active ‖s‖1 = w, w � n. Then, we define a

Fig. 3. Context inference procedure



86 R.-C. Mihailescu et al.

match between strings s1 and s2 as the overlap in the number of bits that are
active: overlap(s1, s2) = s1 · s2. Encoding the data in SDR form gives rise to
several desired properties.

First, SDRs achieve a high tolerance to noise in the input data, which is
a typical occurrence in sensor readings. Suppose that the overlap between two
attribute strings s1 and s2 is considered a match if the number of bits w, that are
active in the same locations in both strings, exceeds a predefined threshold θ. It
follows that, by lowering θ in contrast to w, we can increase the noise robustness
of the system. Clearly though, a certain level of parameter tuning is required
at this stage, since by lowering θ we could also influence the probability of a
false match with another random string. Second, SDRs exhibit a high reliability
in recognizing a larger pattern based on matching only a subset of the active
bits of that pattern. This is an important property for inferring a context match
given that a context is generally based on data gathered from multiple, often
different sensors. Thus, a specific sensor reading can be perceived as a subset
of its associated context. We refer to this property as spatial pooling. Third,
SDRs have the interesting property of reliably storing a set of binary patterns
as a single fixed representation, by performing an OR operation over the set of
patterns. Then, to determine if a new pattern is a member of the initial set,
we simply perform the overlap function and asses whether there is a match. We
term this feature temporal pooling because it allows to represent a context as
a sequence of sensor readings observed over a certain time interval. The overall
data flow is captured in Fig. 3. Finally, it is important to point out that under
the right set of parameters, SDR can enable massive capacity for representing
spatio-temporal sequences, while exhibiting robustness to noise.

3 Discussion and Future Work

In this position paper we introduced a MAS architecture for modelling context
inference based on biologically inspired computing mechanisms in the immune
system. This work is currently being carried out within the CoSIS project1 and a
test scenario is planned to be deployed in one of the buildings at Malmö Univer-
sity in collaboration with several industry partners. The main goal is to leverage
contextual information inferred from monitoring smart buildings in order to fos-
ter services that increase user satisfaction through value added services for smart
environments.
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Abstract. The economic profitability of Smart Grid prosumers (i.e.,
producers that are simultaneously consumers) depends on their tackling
of the decision-making problem they face when selling and buying energy.
In previous work, we had modelled this problem compactly as a factored
Markov Decision Process, capturing the main aspects of the business
decisions of a prosumer corresponding to a community microgrid of any
size. Though that work had employed an exact value iteration algorithm
to obtain a near-optimal solution over discrete state spaces, it could not
tackle problems defined over continuous state spaces. By contrast, in
this paper we show how to use approximate MDP solution methods for
taking decisions in this domain without the need of discretizing the state
space. Specifically, we employ fitted value iteration, a sampling-based
approximation method that is known to be well behaved. By so doing,
we generalize our factored MDP solution method to continuous state
spaces. We evaluate our approach using a variety of basis functions over
different state sample sizes, and compare its performance to that of our
original “exact” value iteration algorithm. Our generic approximation
method is shown to exhibit stable performance in terms of accumulated
reward, which for certain basis functions reaches 98% of that gathered
by the exact algorithm.

Keywords: Energy · Smart Grid · Factored MDPs · Decision-Making ·
Approximation methods · Continuous state spaces

1 Introduction

In the emerging Smart Grid, prosumers are entities that both produce and con-
sume energy, and which could be of utmost importance for the effectiveness
and the stabilization of the electric networks [3,14,15]. A prosumer could corre-
spond to a single residence, a specific industry, or to whole neighbourhoods of
houses, that may or may not be connected to the rest of the electricity Grid.
Already today, in Europe alone, there exist dozens of energy cooperatives encom-
passing hundreds of thousands of electricity prosumers [18]. The prosumer we
consider in this work corresponds to a microgrid distributing power to a com-
munity. As such, he produces energy by means of renewable energy sources, and
c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 91–107, 2016.
DOI: 10.1007/978-3-319-33509-4 8



92 A. Angelidakis and G. Chalkiadakis

is responsible for the needs of residential consumers. Moreover, the prosumer
has access to storage devices (batteries), which he can use to store energy for
future use. Our prosumer is connected to the wider Grid, and he has to take
decisions regarding the amounts of energy to purchase from or sell to utility
companies. The economic viability of such an entity therefore relies entirely on
its business decisions regarding buying, selling, or storing energy; the prosumer
aims to maximise profits, while covering the electricity needs of its consumers.
Prosumers like the one we consider here are set to become commonplace in the
near future [3].

There has been much recent interest in decision making regarding selling
and buying electricity in the Smart Grid. There are many competitors in the
well-known PowerTAC research competition, for instance, pitting autonomous
brokers that compete with each other in order to maximize profits through energy
trading.1 Most of published work in the domain, however, does not deal with
prosumers; and papers that do, do not focus on micro-grid consumers. As an
example, Nikovski and Zhang [13], propose a method for finding the optimal con-
ditional operational schedule for a set of power generators, assuming stochastic
electricity demand and stochastic generator output. However, they do not tackle
the problem of selling or storing the power generated. Kanchev et al. [10], on
the other hand, propose an energy management system for prosumers managing
photovoltaic generators, storage units, and gas micro-turbines; but their system
is deterministic, and does not consider any uncertainties or perceivable failures.

To the best of our knowledge, our recent work in [2] is the only one tackling
the decision-making problem faced by a micro-grid prosumer, modelling him as
a factored Markov Decision Process (FMDP) [4]. In this way, the problem can be
represented compactly, and an exact solution can be provided via dynamic pro-
gramming, notwithstanding its large size. Our FMDP representation enabled
a simple value iteration [16] method to outperform a state-of-the-art method
for stochastic planning in very large environments [2]. However, the state space
in [2] was finite, and as a result its generalisation to large state spaces is problem-
atic [16]. In our work here we remove this limitation, and adopt an alternative
solution method that approximates the value function, and can thus be employed
in continuous state spaces.

Specifically, in this paper we employ fitted value iteration, a sampling-
based approximation method that is known to perform well in a large class of
MDPs [8,12]. This enables us to provide a near-optimal solution to the problem
faced by a prosumer corresponding to a microgrid of any size, when the problem
is modelled as a continuous-state FMDP. Representing the approximate value
function requires the use of certain parameters and basis functions [5,12]. We use
some well known polynomial and non-polynomial basis-functions, and estimate
the optimal approximate value function parameters via employing off-the-shelf
optimization algorithms.

In a nutshell, our contribution in this paper lies in proposing and evaluating,
for the first time, the use of an approximate factored MDP solution method to

1 See http://www.powertac.org/node/11 for a list of related publications.
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continuous state decision problems faced by Smart Grid prosumers. We test-
evaluate our approach using a variety of basis functions over different state sam-
ple sizes, and compare its performance to that of our original “exact” value
iteration algorithm. Our generic approximation method is shown to exhibit sta-
ble performance in terms of accumulated rewards, reaching about 98 % of the
performance of the exact algorithm in some cases.

The rest of this paper is organized as follows. Section 2 provides a brief back-
ground on factored MDPs and reviews related work; Sect. 3 then describes our
model, while our approximate value iteration algorithm is described in Sect. 4;
Sect. 5 presents our evaluation; and, finally, Sect. 6 concludes this paper and
outlines future work.

2 Background

Algorithms for approximate value iteration fall into three different cate-
gories: model-based value iteration with parametric approximation, model-free
value iteration with parametric approximation, and value iteration with non-
parametric approximation. First, we describe the value iteration with paramet-
ric approximation approaches in some detail. Specifically, in Sect. 2.1 we present
model-based algorithms, and in Sect. 2.2 we describe offline and online model-free
algorithms. Then, in Sect. 2.3, we present value iteration with non-parametric
approximation.

2.1 Model-Based Value Iteration with Parametric Approximation

This section considers Q-iteration with a parametric approximator. Q-iteration
[16] is a model-based algorithm for approximate value iteration. Approxi-
mate Q-iteration [5] is an extension of the exact Q-iteration algorithm. Exact
Q-iteration starts from a Q-function Q0 and at each iteration i updates the
Q-function:

Qi+1 = T (Qi+1) (1)

where T is the mapping between the states and the Qvalue. In approximate
Q-iteration, the Q-function cannot be represented exactly. Instead, an approx-
imation is compactly represented by a parameter vector θi ∈ ρn, using a
appropriate approximation mapping F: Rn → Q:

Q̂i = F (θi) (2)

This approximate Q-function replaces Qi, as an input to the Q-iteration map-
ping T. So, the Q-iteration update becomes:

Q̂i+1 = (T ◦ F )(θi) (3)

The Q-function Q̂i+1 cannot be explicitly stored. Instead, it must also be rep-
resented approximately. A new parameter vector θi+1 is used. This parameter
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Fig. 1. An illustration of approximate Q-iteration. At each iteration, the approxima-
tion mapping F is applied to the current parameter vector to obtain an approximate
Q-function, which is then passed through the Q-iteration mapping T. The result of T
is then projected back onto the parameter space with the projection mapping P. The
algorithm converges to a fixed point θ∗, when passing through P ◦ T ◦ F leads back to
itself. Q-function F (θ∗) is the approximated solution [5].

i ← 0
repeat

for k=1,. . . , ns samples do

Qi+1(xk, uk) ← ρ(xk, uk) + γmaxu′{F (θi)}
end
θi+1 ← argminθ

∑
(Q(xk, uk) − F (θ)(xk, uk))2

i ← i+1
until θ is satisfactory ;

Algorithm 1. Least-squares approximate Q-iteration for deterministic
MDPs [5].

vector is calculated by a projection mapping P : Q̂ → Rn. Least-squares regres-
sion can be used to choose P, which produces:

p(Q) = θ, where (4)

θ = argminθ

∑
(Q(xi, ui) − F (θ)(xi, ui))2 (5)

The most common problem is ensuring convexity, and some care is required to
ensure that θ exist. For example, when the approximator F is parametrized as a
linear function, it is a convex quadratic optimization problem, and the respec-
tive techniques must be used in order solve the problem and find the θs. Figure 1
illustrates approximate Q-iteration, and the relations between the mappings of
T and P, and Q-functions. Then, Algorithm1 presents an example of approxi-
mate Q-iteration for a Markov decision process (MDP), using the least-squares
projection. (We refer to [5] for more details.)
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Another well known model-based value iteration algorithm is fitted value
iteration (FVI) [8,12]. This algorithm is known to be well-behaving, in the sense
that by using a sufficiently large number of samples for a large class of MDPs,
good performance can be achieved with high probability, as convergence rate
results indicate [12]. FVI was the algorithm of choice for us in this paper.

2.2 Model-Free Value Iteration with Parametric Approximation

Model-free algorithms for approximate value iteration do not have any prior
knowledge for the transition and reward model. Algorithms from that class are
can be cast as either offline model-free approximate value iteration or online
model-free value iteration.

Offline Model-Free Approximate Value Iteration. The transition dynam-
ics f and the reward function ρ are unknown in the case of offline model-free
approximation. Only some transition samples are available:

(xi, ui, x
′
i, ri)|i = 1, ..., ns

where the next state x′
i and the reward ri are observed after taking action ui

in the state xi. The fitted Q-iteration method of Algorithm2 is an example of
a model-free version of approximate Q-iteration. There are two changes wrt.
the original algorithm. First, a sample-based projection mapping is taking place
using only the samples (xi, ui), via least-squares regression. Second, due to the
fact that F and ρ are not available, the updated Q-function Qi+1 = (T ◦ F )(θi)
cannot be computed exactly. Hence, the Q-values Qi+1(xi, ui) are approximated
using some parameter variables θi s.t. F (θi) ≈ Qi+1.

i ← 0
repeat

for k=1,. . . , ns samples do

Qi+1(xk, uk) ← r(xk, uk) + γmaxu′{F (θi)}
end
θi+1 ← argminθ

∑
(Qi+1,k − F (θ)(xk, uk))2

i ← i+1
until θ is satisfactory ;

Algorithm 2. Least-squares fitted Q-iteration with parametric approxima-
tion [5].

Online Model-Free Approximate Value Iteration. The original Q-learning
updates the Q-function with:

Qi+1(xi, ui) = Qi(xi, ui) + αi[ri+1 + γmax′
uQi(xi+1, u

′) − Qi(xi, ui)] (6)

after observing the next state xi+1 and reward ri+1, as a result of taking action ui

in state xi. A straightforward way to integrate approximation in Q-learning is by
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using gradient descent [5]. For simplicity, we denote the approximate Q-function
at time i by:

Q̂i(xi, ui) = [F (θi)](xi, ui) (7)

The algorithm aims to minimize the squared error between the optimal value
Q∗ and the current Q-value:

θi+1 = θi − 1
2
αi

∂

∂θi

[
Q∗(xi, ui) − Q̂(xi, ui)

]2
(8)

However, in reality Q∗(xi, ui) is not available, and it is thus replaced by an
estimate derived from the Q-iteration mapping:

ri+1 + γmax′
uQ̂i(xi + 1, u′)

The approximate Q-learning update then takes the form:

θi+1 = θi − 1
2
αi

∂

∂θi

[
ri+1 + γmax′

uQ̂i(xi + 1, u′) − Q̂(xi, ui)
]2

(9)

Actually an approximation of the temporal difference is computed. With a lin-
early parameterized approximator: φT (xi + 1, u′)θi and φT (xi, ui)θi, the update
simplifies to:

θi+1 = θi − 1
2
αi

∂

∂θi

[
ri+1 + γmax′

u

(
φT (xi + 1, u′)θi

) − φT (xi, ui)θi

]2
(10)

Approximate Q-learning requires exploration. As an example, Algorithm3
presents gradient-based Q-learning with a linear parametrization and ε-greedy
exploration. Basically, at each time-step of this algorithm, with some small prob-
ability an exploratory action is chosen uniformly at random.

for i=1,. . . , N time-step do

ui ←
{

u ∈ argmax′
u(φT (xi, ui)θi), if probability 1 − εi.

a uniform random action in U, with probability εi.

apply ui, measure next state xi+1 and reward ri+1

θi+1 ← θi+1 = θi−1

2
αi

∂

∂θi

[
ri+1 + γmax′

u

(
φT (xi + 1, u′)θi

)
− φT (xi, ui)θi

]2

end
Algorithm 3. Q-learning with a linear parametrization and ε-greedy explo-
ration [5].
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2.3 Value Iteration with Non-parametric Approximation

In the non-parametric case, fitted Q-iteration can no longer be described using
approximation and projection mappings that remain unchanged from one iter-
ation to the next. Instead, non-parametric approximators are generated at
each new iteration. Algorithm 4 outlines fitted Q-iteration with non-parametric
approximation. The non-parametric regression of the algorithm is responsible for
generating a new approximator Qi+1 that represents the updated Q-function,
using information provided by the available samples.

i ← 0
repeat

for k=1,. . . , ns samples do

Qi+1(xk, uk) ← R(xk, uk) + γmaxu′{Qi(x
′
k, u′)}

end
find Qi+1 using non-parametric regression on (xk, uk),Qi+1,k

i ← i+1
until Qi+1 is satisfactory ;

Algorithm 4. Fitted Q-iteration with non-parametric approximation [5].

3 A Factored MDP Model for Buying and Selling Energy

Factored Markov Decision Processes (FMDPs) [4] provide a compact alternative
to standard MDP representation. Specifically, they decompose states into sets of
state variables in order to represent the transition and model compactly—since
transitions and rewards may rely on specific model aspects, corresponding to
subsets of variables only. Thus, the set of states in a factored MDP representation
correspond to multivariate random variables, s = 〈si〉, with the si variables
taking on values in their corresponding DOM(si) domains. Intuitively, state
variables correspond to a selection of features which are sufficient to describe
the system state. In FMDPs, actions are also quite often described as random
variables, while reward functions used are assumed to be factored into specific
(usually additive) components. Furthermore, FMDP models allow for external
signals, described by signal variables, affecting state variables; while temporal
Bayesian networks (TBNs) and influence diagrams can be employed to represent
the effects of actions on state transitions and rewards. A multitude of techniques
that exploit the resulting representational structure can then be used to solve
large problems, at least approximately (e.g., linear value functions, approximate
linear programming, stochastic algebraic decision diagrams, and so on) [4,9].

The FMDP model in our work here is as in [2], with the only difference
that the state space is not finite. We provide a summarized description of this
model here, and refer to [2] for more details. The model assumes that the Grid
is represented by some utility company that can specify time–specific tariffs
determining the sell and buy prices of electricity, to which the prosumer can
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subscribe to. The tariffs available to prosumers for the day-ahead are announced
by the utility company at the beginning of each day. Then, the problem facing
the prosumer is taking the right decisions as to which tariff to subscribe to,
and what amounts of energy to buy, sell, or store at any given interval of the
day-ahead—so as to meet demand at a minimum cost, and make a profit by
selling the electricity to the utilities. We note that all factored variables in our
formulation are independent of the size of the prosumer microgrid–i.e., they are
not affected by the number of generators or homes populating it.

Factored States, Actions, and Signals. The factored states are described as a
multivariate random variable s = 〈si〉, where each variable si can take a value
in its domain DOM(si). The first one, tms, represents the time steps at which the
prosumer takes decisions. Its domain is set to [1 . . . 24], one for each hour in the
day-ahead (for which we perform our actions scheduling). The second variable,
bat, represents the amount of energy available in the batteries, and its domain
is [0 . . . Batterymax], with Batterymax refers to the maximum capacity of the
batteries. This state variable takes on continuous values. Finally, tf represents the
tariff the prosumer subscribes to at each tms and its domain is the tariffs that the
utility announces during the day. Its domain is DOM(tf) = {tf1, · · · , tfi, · · · , tfK},
with K corresponds to the number of tariffs available on a specific day. Each tfi
tariff is described by a buyingi and a sellingi price.

Then, actions can be described as a multivariate random variable a = 〈ai〉
where each variable ai affects the transition from a factored state to another,
and takes a value in its domain DOM(ai). The discretization for each DOM(ai)
is based on the discretization of the DOM(si) domains, in a way that from any
given state, actions can lead to any other. There are three factored actions.
First, action buy, which corresponds to the amount of energy bought or sold
to the electric utility. Loadmax denotes the maximum total predicted residen-
tial consumption load of the prosumer, and RESnom denotes the nominal power
generating capacity of the renewable energy sources. The domain for buy is set to
[-RESnom . . . Loadmax]. Negative buy values signify the selling of energy. Sec-
ond, factored action chg, represents the attempt to charge or discharge the bat-
teries. Its value range is [-Batterymax . . .Batterymax]. Finally, the third action,
seltf, corresponds to a selection of tariff by the prosumer. Its domain is [0 . . . K].
The value 0 corresponds to the choice of the prosumer to remain to its current
tariff, while values 1 to K corresponds to a choice to select one of the other K
tariffs.

Now, there are three types of external signals received by the prosumer and
can be described as multivariate random variable sg = 〈signali〉. Each variable
signali can take a value in its domain DOM(signali). prod and cons signify
the prediction about the production and consumption of the prosumer at a
specific time step tms. Their domains are DOM(prod) = [0 . . . RESnom] and
DOM(cons) = [0 . . . Loadmax], and corresponds to the variables RESnom and
Loadmax respectively. The third signal, pricetf, represents, the buy and sell prices
(buyingi and sellingi) for each one of the K tariffs.
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Finally, we note that there exist certain physical constraints that need to
be respected at all times [2]. A battery cannot be charged over its capacity, and
there should not be an attempt to discharge an energy quantity higher than that
currently stored in the unit. Moreover, the battery storage level must always
be kept between 20% and 80%. Finally, it is crucial that the balance energy
constraint [1,11] must be respected at all times. This means that, at any time
step t, power produced (including that bought) should match power consumed
(including that stored):

prodt − const − chgt + buyt = 0 (11)

Transition Model. State transitions in our model are stochastic, since faults may
occur while taking actions. The variable tms is an exception to this rule–since
one specific time step is always followed by the next one. For the rest of the
variables, we define certain bounded regions which include a subset of the state
space lying close to the factored state intended to transition to by performing a
factored action taken at time t. The boundaries can be set to any values required.
Actions are successful with some probability p while, with probability 1−p, they
transition (uniformly at random) to some state within the bounded region.

Factored Reward Representation. The reward function is associated with
(a) either the gain from selling power to the utility or the cost of buying power in
a certain price; (b) the running costs for being subscribed to a tariff; and (c) the
operation costs of using the storage devices. As such, we choose to represent the
reward function as a cost function with three main components. The function
describing the immediate cost for a transition from state st to s ′

t+1 by executing
some a t at time-step t:

Cost(st,a t, s
′
t+1) = Cenergy + Cperiod + Cbl

Cenergy, captures the cost per Wh for buying electricity given the buy/sell
rates prescribed by the tariff in effect:

Cenergy(tft+1, buyt) =

⎧
⎨

⎩

buyt · buyingtft+1
if buyt ≥ 0

buyt · sellingtft+1
if buyt < 0

Cperiod captures the periodic cost for being subscribed into a tariff:

Cperiod(tft+1, price
t+1
tf ) = C1 exp{−C2 · (buyingt+1

tf − sellingt+1
tf )}

where C1 = 0.013, C2 = −2.7 [2]. Cbl, captures the costs associated with battery
life losses. That is, the costs of charging (or discharging) the storage devices
(batteries). The Cbl cost of an attempted chg action can then be viewed as a
fraction of the Cinit initial investment cost for the batteries:

Cbl = Lloss · Cinit
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The “life loss” Lloss factor in the above equation is affected by the effective
throughput Ac of the battery over a certain charge period, measured in Ah (see [2,
17] for details):

Lloss =
Ac

Atotal

Atotal is the total cumulative throughput (in Ah) during the battery’s lifetime.

4 Solving the Factored Continuous-State MDP

With the above model at hand, we solve the prosumer decision problem using
a model-based value iteration approximation method. Model-based value iter-
ation is appropriate for the task, due to our prior knowledge of the transition
and reward models. Specifically, our method of choice is fitted value iteration
(FVI) [8,12], a sampling-based approximation method that is known to be well-
behaving, as explained in Sect. 2.1 above. We now describe the method in some
detail.

The decision problem of the prosumer has a continuous state space S = Rn,
but we will assume that the action space A is discrete. In traditional, exact value
iteration, one needs to perform the following update:

V (s) ← max
a

∫

s′
Pr(s ′ |a , s) · (R(s,a , s ′) + V (s ′)).

The main idea of fitted value iteration is to approximately carry out this step,
over a finite sample of states s(1),. . . , s(m). Specifically, we can use a supervised
learning algorithm–linear regression in our description below–to approximate the
value function as a linear function of the states:

V (s) = θT φ(s)

Thus, to approximate the value function, one needs to obtain the parameters θ
and the basis functions φ, where φ is some appropriate feature mapping of the
states. For each state s in our finite sample of m states, fitted value iteration
will first compute a quantity y, which will be our approximation to

∫

s′
Pr(s′ |a , s) · (R(s,a, s′) + V (s′))

Then, it employs some supervised learning algorithm, for instance linear regres-
sion, to get V (s) close to y. In detail, the method is as described in Algorithm 5.

Fitted value iteration does not provably always converge. However, in prac-
tice, it often does converge (or at least approximately converge) [12]. If one uses a
deterministic MDP model, then fitted value iteration can be simplified by setting
k = 1 in the above algorithm. This is because the expectation becomes an expec-
tation over a deterministic distribution, and so a single iteration is sufficient to
exactly compute that expectation.
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Randomly sample m states s(1),. . . , s(m) ∈ S
for k iterations do

for each horizon h do
for each sampled state s do

for each action a do
sample state transitions s′

q(a) = 1
m

∑
( Rh(s,a) + γ Vh−1(s

′) )

end
yh(s) = min(q(a)) % min because reward corresponds to costs

end

θ ← argminθ
1
2

∑
(θT φh(s, a) − yh(s))2

Vh(s) = θT φh(s, a)
end

end
Algorithm 5. Fitted Value Iteration with finite horizon. Algorithm
description based on the pseudo-code in Andrew Ng’s lecture notes in
http://cs229.stanford.edu/notes/cs229-notes12.pdf.

Now, in order to find the optimal parameters θ, we have to solve the equation:

θ ← argminθ
1
2

∑
(θT φh(s, a) − yh(s))2

This is an optimization problem and we employ least linear square optimization
to this purpose. IBM CPLEX provides us with a high performance optimizer to
solve such optimization problems. Selecting the basis functions φ, on the other
hand, can require extensive experimentation, in order to choose the ones whose
use results to the best performance in a given setting. In our case, we evaluated
several candidate basis functions, as we report in Sect. 5 below.

5 Evaluation

We evaluate our model by examining a residential prosumer at New Hampshire,
New England, north-eastern United States. Our simulated prosumer serves 30
households and includes 20 photovoltaic modules with nominal power 60 kW,
2 wind-turbines with nominal power 1000 kW and 24 deep cycle 12 Volts batter-
ies 212AH C20/FMD200 – VRLA/AGM, with cost of each battery 269,00 e.
Estimated battery lifetime is 10–12 years. All experiments were conducted on a
2.10 GHz × 4 Intel Core i3-2310 M processor, with 8 GB of memory.

We initially adopted the following discretisation for our state and action vari-
ables. The discretisation step size is shown inside the range of the factored state
bat (corresponding to the prosumer’s batteries’ array), and the action chg below:

bat = [0kWh : 1kWh : 60kWh]

chg = [−60kWh : 1kWh : 60kWh]
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We also defined nine tariffs, which are as follows:

tf1 = {0.1e, 0.1e} tf4 = {0.2e, 0.1e} tf7 = {0.3e, 0.1e}

tf2 = {0.1e, 0.2e} tf5 = {0.2e, 0.2e} tf8 = {0.3e, 0.2e}
tf3 = {0.1e, 0.3e} tf6 = {0.2e, 0.3e} tf9 = {0.3e, 0.3e}

which thus give rise to 10 possible seltf tariff selection actions (nine corresponding
to choosing one of the tariffs, plus one for staying with their current one). The
transition boundaries for our state variables were set to boundbat = 1kWh and
boundtf = 0.1e.

The discretisation above results to a state space size of |S| = 13, 176, when
the values of the state variable tms are also taken into account. However, tms can
be incorporated into the problem’s horizon, by setting the horizon to be equal to
the number of time steps at which the prosumer is required to act; this effectively
reduces the size of the finite state space. Without tms, the state space contains
549 discrete states, while the size of state-action space is |S × A| = 664290. This
is the finite space upon which the exact value iteration algorithm of [2] operates.

Now, in order to learn the approximate value function for this problem
and generalise to the continuous state spaces, we use (progressively increasing)
fractions of the aforementioned finite state space as the m samples required
by the FVI method of Algorithm 5 for learning the Vh(s). Specifically, we
learned 11 different approximate value functions, using sample sizes of 5%
and {10%, 20%, 30% . . . 100%} of the finite state space, and then we evalu-
ated the performance of their corresponding resulting policies, by observing the
actual rewards they accumulate, and by calculating their root mean squared error
(RMSE) [7] with respect to the rewards accumulated by the exact value itera-
tion algorithm of [2]. In order to assess the effect of different basis functions on
approximation quality, we tested 9 different basis functions at each one of our 11
approximation settings. These functions are the well-known sigmoid, gaussian,
inverse quadratic, thin plate spline, and five polynomials of 1st to 5th degree.

All the FVI variants thus obtained, compute value functions that constitute
generalised solutions; these can then be used to provide the optimal (greedy wrt.
the value function) policies, given any particular state space discretisation. Here
we assume a discretisation that is as the one presented above, and evaluate the
performance of each FVI variant as follows. Once the approximate value func-
tions and their corresponding approximate optimal policies are calculated, we
execute the policies 1, 000 times each—and compute their accumulated rewards
over a complete horizon, and its average value over the 1, 000 runs. We can thus
assess the various variants in terms of average performance wrt. accumulated
rewards. We present our findings in Table 1. Moreover, we calculate the RMSE
of the rewards derived from policies corresponding to the approximate and non–
approximate value function. The RMSE values are presented in Table 2.

We see in those tables that, with the exception of the inverse quadratic vari-
ants, all methods exhibit good performance, which is also quite stable across
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Table 1. Accumulated reward when using different basis functions and different sample
sizes of the finite state space for learning the approximate value function. All numbers
in the 5 % to 100% columns are averages over 1000 runs and discount factor γ=1.
We also report that the average actual reward when running the exact value iteration
(EVI) method of [2] is 1850 for the entire finite state space. Values shown in bold are
those that are over 1820 = 98% · 1850e.

Percentage of Sampling

5% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% Average

Functions Sigmoid 1321 1641 1641 1641 1641 1641 1641 1641 1641 1641 1641 1613

Gaussian 1483 1778 1805 1807 1816 1817 1818 1817 1818 1818 1818 1781

Inverse quadratic 581 585 580 576 578 580 585 586 585 586 581 582

Thins plate spline 1469 636 1205 1205 1206 1207 1206 1207 1206 1206 1207 1179

1st polynomial 1821 1824 1824 1824 1824 1825 1825 1826 1826 1826 1827 1825

2nd polynomial 1824 1825 1824 1826 1823 1826 1826 1826 1826 1826 1829 1826

3rd polynomial 1350 1241 1141 1346 1347 1346 1346 1346 1347 1347 1268 1312

4th polynomial 1350 1241 1143 1347 1346 1347 1347 1347 1347 1347 1268 1312

5th polynomial 1821 1824 1824 1826 1823 1826 1827 1827 1827 1826 1830 1826

most sample sizes used for learning. The gaussian and the 1st,2nd and 5th poly-
nomial variants, in particular, are doing very well, often exhibiting performance
that reaches or exceeds 95% of that of the exact value iteration (EVI for short)
algorithm used in [2]. Moreover, they appear to be able to do quite well even
with small sample sizes. By contrast, the sigmoid method does exhibit stable
performance, regularly at 85% of that of EVI. The fact that most variants, and
the polynomial variants in particular, are good approximations of the exact value
function is further exhibited in Figs. 2, 3, 4, 5, 6, 7, 8, 9 and 10, where blue line
presents the approximate value function while the red line presents the EVI value
function.2 We observe there that the graphs of their approximate value functions
in general follow closely those of EVI for a large part of the state space, even
though the expected values calculated do not match those calculated by EVI.
Indeed, what is important for a good approximation is that the graph slope and
the relative ranking of the state values are as those in the EVI value function
graph, while the actual values do not matter. The graphs for the value functions
of certain polynomial variants and of the gaussian, exhibit this behaviour. By
contrast, the graph of the thin plate spline and the inverse quadratic variants
depart from that of EVI, which is consistent with the fact that their performance
wrt. RMSE and accumulated rewards is not as satisfactory as that of the rest
of our methods. In conclusion, the variants that exhibit the strongest and more
stable performance are those employing gaussian and the 1st,2nd and 5th poly-
nomial basis functions, with the 2nd and 5th degree polynomial variants, doing
slightly better, regularly reaching a performance that is at about 98.7% of that
achieved by EVI.

2 States on the x axis in these figures are ranked in reverse order wrt. steps-to-go in
the horizon: states with small indices occur early in the day-ahead, and the ones to
the right late.
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Table 2. RMSE with respect to the EVI [2] policy reward for discount factor γ = 1.

Percentage of Sampling
5% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% Average

Functions

sigmoid 1050 458 340 407 236 275 275 275 275 275 236 373
gaussian 1371 648 109 68 132 135 135 135 135 135 189 291

inverse quadratic 1488 1487 1488 1488 1488 1488 1488 1488 1488 1488 1488 1488
thins plate spline 3.9 105 7.2 106 2.8 106 9.8 105 1.9 105 1.2 105 1.2 105 1.2 105 1.2 105 1.2 105 6.1 104 1.1 106

1st polynomial 24 26 24 143 229 206 206 206 206 206 226 155
2nd polynomial 18 23 23 144 230 202 202 202 202 202 227 153
3rd polynomial 2341 7829 7585 4694 4249 4254 4254 4254 4254 4254 4358 4757
4th polynomial 2341 7829 7585 4694 4249 4254 4254 4254 4254 4254 4358 4757
5th polynomial 27 26 24 144 230 203 203 203 203 203 227 154
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Fig. 2. Approximate value function
with a sigmoid basis function (Color
figure online).

0 500 1000 1500 2000 2500 3000
−500

0

500

1000

1500

2000

States

E
xp

ec
te

d 
V

al
ue

 

 
Approximate Value Iteration
Exact Value Iteration

Fig. 3. Approximate value function
with a gaussian basis function (Color
figure online).

0 500 1000 1500 2000 2500 3000
−500

0

500

1000

1500

2000

States

E
xp

ec
te

d 
V

al
ue

 

 
Approximate Value Iteration
Exact Value Iteration

Fig. 4. Approximate value function
with an inverse quadratic basis func-
tion (Color figure online).
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Fig. 5. Approximate value function
with a thin plate spline basis function
(Color figure online).
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Fig. 6. Approximate value function
with a 1stdegree poly basis function
(Color figure online).
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Fig. 7. Approximate value function
with a 2nddegree poly basis function
(Color figure online).
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Fig. 8. Approximate value function
with a 3rddegree poly basis function
(Color figure online).
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Fig. 9. Approximate value function
with a 4thdegree poly basis function
(Color figure online).
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Fig. 10. Approximate value function with a 5thdegree poly basis function (Color figure
online).
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6 Conclusions

This paper proposes and evaluates, for the first time, an approximate value
iteration method for solving the decision problem facing Smart Grid prosumers
when operating within an environment modelled as a continuous-state factored
MDP. We provided a thorough evaluation of various functions that might form
the basis of the approximate value function, and demonstrated that our approach
performs very well for several such functions. As such, our model and solution
technique allow the determination of approximately optimal policies regarding
the main prosumer activities.

Future work includes incorporating more prosumer actions into our model,
such as altering the projected production and consumption levels to increase the
economic turnouts; and testing alternative MDP solution methods. Finally, we
plan to incorporate our model within renewable energy sources cooperatives, the
emergence of which is of extremely high economic, social, and environmental
importance [6,18].
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Abstract. This paper presents a control algorithm for composing for-
mations of swarm robots. The composed formations represent specific
symbols. The algorithm is based on our mobile software agent based
control model where robots acquire any control program as necessary.
The robots start working with just generic control programs and they
acquire control programs for specific tasks from outside as mobile soft-
ware agents. Since the mobile software agents can migrate from one robot
to another autonomously, they can migrate to the most conveniently
located robot for a specific task. This control model eliminates unneces-
sary movements of physical robots, contributing to suppressing the total
costs of any multi-robot systems. Our control algorithm for composing
formations takes the advantages of this mobile agent model. We have
implemented our algorithm in a simulator and conducted experiments
to demonstrate the feasibility of our approach.

Keywords: Mobile agent · Formation control · Multiple robots · Swarm
intelligence

1 Introduction

In the last decade, robot systems have made rapid progress not only in their
behaviors but also in the way they are controlled. In particular, a control system
based on multiple software agents can control robots efficiently [1]. Multi-agent
systems introduced modularity, reconfigurability and extensibility to control sys-
tems. It has made the development of control systems easy on distributed envi-
ronments such as multi-robot systems.

On the other hand, the excessive interactions among agents in the multi-
agent system may cause problems in the multiple robot environments. In order to
mitigate the problems of excessive communication, mobile agent methodologies
c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 108–120, 2016.
DOI: 10.1007/978-3-319-33509-4 9
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have been developed for distributed environments. In a mobile agent system, each
agent can actively migrate from one site to another site. Since a mobile agent can
bring the necessary functionalities with it and perform its tasks autonomously,
it can reduce the necessity for interaction with other sites. In the minimal case,
a mobile agent requires that the connection is established only when it performs
migration [2].

The model of our system is a set of cooperative multiple mobile agents execut-
ing tasks by controlling a pool of multiple robots [3]. The property of inter-robot
movements of the mobile agents contributes to the flexible and efficient use of
the robot resources. A mobile agent can migrate to the robot that is the most
conveniently located to a given task, e.g. the nearest robot to a physical object
such as a soccer ball. Since the agent migration is much easier than the robot
motion, the agent migration contributes to saving power consumption [1]. We
took the advantage of the fact that any agents on a robot can disappear as soon
as they finish their tasks. If the agent has a policy of choosing idle robots rather
than busy ones, in addition to the power-saving effect, it would result in more
efficient use of robot resources.

We proposed our model in a paper and have shown the effectiveness of saving
power consumption [1] and the efficiency of our system for searching targets
[4,5], transporting them to a designated collection area [6], clustering robots [7],
and serialization of them [8,9]. Choosing idle robots is a new feature we have
introduced in the current system. In our system, all the robots have no specific
tasks; they are all general purpose. In such a system, the same robot can perform
various tasks such as mentioned above and when the robot completes a task it
can proceed another task immediately or become idle state waiting for the next
task. Our mobile agent system can work efficiently in such a situation because
mobile agents can select the suitable robot for the current task without central
control and do not burden other robots working for different tasks.

In the previous paper, we focus our attention on the formation control of
robots [10]. Formation control is one of the most important tasks in the multi-
robot applications, especially when individual robot has limited abilities and a
given task requires collective actions. For example, robots may aggregate for
coordinated search and rescue, collectively transporting large objects, explor-
ing and mapping unknown area, or maintaining formations for area defense or
flocking [11].

We have utilized the concept of the ant colony optimization (ACO) for the
formation control. ACO is a swarm intelligence-based method and a multi-
agent system that exploits artificial stigmergy for the solution of combinator-
ial optimization problems. In fact, we have implemented both the ants and the
pheromone as mobile software agents. They are Ant agents (AAs) to drive robots
and Pheromone agents (PAs) to attract AAs. Each AA creates PA at the loca-
tions for its neighbor robots to occupy, which diffuses to attract neighbor AAs
through migrations. Once a PA reaches the AA to attract, the AA migrates
to the robot nearest to the target location, and then drives the robot to the
location, following the guidance of the PA. The control manner achieved distrib-
uted formation without any leader, and the migration properties of the agents
contribute to suppressing the total cost of the formation.
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In this paper, we propose an improved algorithm for multi-robot formations.
In forging the new algorithm, we have focused on the efficiency. The new algo-
rithm calculates the locations suitable for efficiently composing a formation so
that the robots can suppress the duration time and energy consumption. In this
algorithm, we introduce two kinds of mobile agents; the guide agent and node
agents. The guide agent migrates among the robots in order to collect the loca-
tions of the robots and calculates the optimal locations of the robots for the
formation based on the conceptual barycenter of them. The node agents drive
the robots to the locations that the guide agent calculates.

The structure of the balance of this paper is as follows. In the second section,
we describe the background. The third section describes the mobile agent model
and the algorithm for our formation control. In the fourth section, we report the
results of the numerical experiments using a simulator based on our algorithm.
Finally, we conclude our discussions in the fifth section.

2 Background

Kambayashi and Takimoto have employed mobile agent system for our frame-
work [3]. The framework helps users to construct intelligent robot control soft-
ware by migration of mobile agents. They have implemented a team of coopera-
tive search robots in order to show the effectiveness of their framework [5]. At the
same time they have demonstrated that their framework contributes to energy
saving of multiple robots [1,4]. They have achieved significant energy saving for
search robot applications.

Formation control strategies can be classified into three strategies [12];
behavior-based, virtual-structure, and leader-following. Behavior-based strategy
defines simple behaviors or motion primitives for each robot. Balch and Arkin
[13] proposed the motor scheme control. In virtual-structure strategy, virtual
structure considers the entire formation as a rigid body. The motion of each
robot is translated from the motion of the virtual structure, which is deter-
mined by the definition of the dynamics of virtual structure. Lewis and Tan [14]
proposed one of pioneering works. In leader-followed strategy, some robots are
selected as leaders, and the other robots follow the leaders. Das et al. [15] pro-
posed one of the most popular control techniques using a feedback linearization
control method. Cheng [11] proposed not only a formation control algorithm
but also a formation generation algorithm using Contained Gas Model in which
robots act like a particle in a container.

We proposed distributed formation control algorithm using mobile agents
that is inspired by ant colony optimization [10]. In the approach, the guide agent
plays the role as the leader. Unlike leader-followed strategy, however, the guide
agent does not drive robots to compose formations. Instead, the guide agent
has the virtual-structure of the objective formation and calculates the optimal
locations of the formations. After calculating the locations to which the swarm
robots are supposed to move, the guide agent generates node agents and makes
them drive the robots to the locations. Our approach assumes that each robot
knows the shape of the formation.
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3 The Mobile Agents

Our system model consists of robots and two kinds of mobile software agents.
We assume that the robots have simple capabilities of locomotion such as driving
wheels, measuring distance and angle through an optical camera and a sensor
as well as some communication devices with which they can communicate each
other through a communication network such as a wireless LAN.

In our algorithm, all the controls for the mobile robots are achieved through
the mobile agents. They are a guide agent (GA) and node agents (NAs). There is
one GA in the system, which calculates the location of the conceptual barycen-
ter of the formation and all the locations for the robots to occupy, based on
the conceptual barycenter. NAs physically drive the robots to the locations to
compose the formation. Here, consider that several formations are continuously
performed. In that case, the distribution of robots in the field would be different
every time. In order to efficiently adapt the formation to each distribution, while
suppressing the duration time for composing a formation and the total length
of traces of robot movements, the GA determines the target locations of the
robots based on the center coordinate, i.e. the conceptual barycenter, of each
distribution.

To determine the center coordinate of the formation, we use the concept
of the barycenter of all robots in the field. The GA migrates among robots in
order to collect locations of the robots and calculate the barycenter of them as
if they are connected into one object. Upon the completion of GA’s calculation,
NAs drive the robots to the locations that the GA determines based on the
conceptual barycenter. We assume that the objective shape is represented as a
set of point coordinates. We also assume that the mobile agents on the robots do
not know the absolute coordinates of robots but they can measure the relative
coordinate of neighbor robots using sensors or cameras. In our algorithm, all
mobile agents uses relative coordinate from the base robot that is selected by
the GA. Each relative coordinate is represented as a vector value. When an
mobile agent migrates from the base robot R1 to the robot Rn along the path
(R1, · · · , Rn), the relative coordinate pn of robot Rn are calculated as follows:

pn =
n−1∑

i=1

vi (1)

vi is the vector value from robot Ri to robot Ri+1. The vi can be measured by
sensors or cameras.

3.1 Guide Agent

In this section, we describe the algorithm for the GA. The GA can migrate to
robots through communication networks. First, the GA visits robots scattered in
the field to find an idle robot. Once the GA finds an idle robot, the GA appoints
that idle robot to be the base robot to calculate the relative coordinates. Then,
the GA traverses all the reachable idle robots one by one in order to collect their
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locations. When the GA visits all the reachable idle robots, the GA calculates
the conceptual barycenter g as follows:

g =
1
n

n∑

i=1

pi (2)

n is the number of robots and pi is the relative coordinate of each robot from the
base robot, which is calculated by (1). The information of the original formation
F is represented as follows:

F = {f1,f2, · · · ,fi, · · · ,fn}

We assume that fi is the vector value from the conceptual barycenter fo of the
original arrangement of nodes in formation F . Henceforth we call the conceptual
barycenter as just the barycenter. The GA translates them to the vectors from
the base robot. The GA uses the barycenter g in the field instead of barycenter
of the original formation. Thus, the vectors from g are identical to the vectors
from fo. To translate the vectors from g to the vectors from the base robot, the
GA adds g to each fi as follows:

pfi = fi + g,fi ∈ F (3)

Since each fi is identical to the vector value from g, each pfi becomes the target
locations for robots to move. Upon completion of the calculation of all the vector
values, the GA generates NAs that drive robots to pfi .

Example 1 (Calculating locations). Consider that the objective shape is the
square as shown in Fig. 1. The vector fi in this figure is a relative coordinate
from the barycenter of the original formation that is represented as a small cir-
cle at the center in the figure. Figure 2 shows the initial state of the positions
of robots and the pale color circle in the figure represents the base robot that
becomes the base coordinate of the positions of robots. That is, the base robot
has coordinate (0, 0). The GA calculates the barycenter g by (2), which is the
vector (or the relative coordinate) from the base robot (Fig. 3). After that, the
GA overlaps the barycenter of the original formation and the barycenter g in the
field as shown in Fig. 4, where fi is the relative coordinate from the barycenter
of the original formation. To translate fi to the vector from the base robot (pfi

in Fig. 4), the GA add g to fi followed by (3), so that the relative coordinate
pfi is calculated.

3.2 Node Agent

In this section, we describe the algorithm for NAs. The GA calculates the relative
coordinates (pf1 , · · · ,pfn) from the base robot. n is the number of robots of
the formation. For each robot, the GA generates the corresponding NA, and
gives each NA the relative coordinate pfi as the target location to which it
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Fig. 1. Objective
formation.

Fig. 2. Initial state.
(Color figure online)

Fig. 3. Barycenter.

Fig. 4. Translation. Fig. 5. Location of an
NA.

Fig. 6. The movement.

should drives the robot. The NA calculates the movement vector m to the target
location as follows:

m = pfi − p (4)

Coordinate p is the current coordinate of the NA from the base robot as shown
in Fig. 5, and movement vector m is a relative coordinate from current robot
to target location as shown in Fig. 6. If a NA finds some robots that are nearer
to the target location than the current robot, the NA migrates to the nearer
robot instead of driving the current robot in order to suppress the duration time
and energy consumption for composing the formation. After each migration, the
coordinate p of NA is updated as follows:

p ← p + v

Vector v is the vector from the current robot to the nearest robot that is mea-
sured by sensors or cameras.
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Fig. 7. Formation of letter A. (Color
figure online)

Fig. 8. Formation of letter A (2).
(Color figure online)

4 Experimental Results

In order to demonstrate the correctness and effectiveness of our method, we have
implemented our algorithm on a simulator, and conducted numerical experi-
ments. In the experiments, we assume the following conditions.

1. Robots are scattered in an 800× 800 square field in the simulator.
2. The view range of each robot is 150 units, and the range of wireless network

is wider than the view range.
3. Each robot can move 2 units in each step in the simulator.
4. The initial locations of robots are randomly set without overlapping.
5. Each robot is represented as a circle on the grid field.

First, we conducted experiments for formation of letter A in different initial
arrangements of robots as shown in Figs. 7 and 8. In the figures, where small
black circles represent robots, large circles represent robots with a NA, and the
small pale color circle represents the barycenter, both formations are composed
around the center of the area where robots scatter. The results show that GA
calculates the barycenter and the NAs compose the formation around it correctly.

4.1 Comparison to the Other Algorithm

We also conducted experiments to compare this novel approach with our previous
approach [10] in terms of efficiency we gain and the total cost we reduce. We
investigated the efficiency by the duration time, and the total cost by the total
length of traces of robots for composing formations. In the algorithm, when
all the NAs arrive at the target locations means that the formation task is
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completed. On the other hand, in our previous work, robots gradually compose
a formation, and then continue fine adjustments after the formation composing is
mostly completed. Thus, it was hard to decide when the task ends in our previous
work. Therefore, we have to decide allowable deviation, and check whether the
current locations of robots are under it in every time steps.

In order to show the preciseness in our new algorithm, we measured gaps
between the current locations and the objective ideal positions, and calculated
the average of them. First, we calculated the barycenter of points for both actual
and ideal points, and then calculated all the coordinate of robots relative to the
barycenter. After that, we measured the distances between the relative coor-
dinates of actual robots and the ideal relative coordinates, and calculated the
averages D of them for various shapes with the difference numbers of robots as
follows:

D =
1
n

n∑

i=1

‖Ii − Ai‖ (5)

In the equation, Ii is the ideal relative coordinate of a robot from the barycenter,
Ai is the actual relative coordinate of the robot from the barycenter and n is the
number of NAs composing the shape. Figure 9 shows the average distances of
this algorithm and the previous work for convergence time, where the horizontal
axis is time and the vertical axis is the average distance calculated by (5). In the
experiment, the objective formation is a circle with radius 150 units, the number
of nodes of the formation is 20, and the number of robots that are scattered in
the field is 40. We assume that NAs that compose a formation are generated
after the GA calculates the barycenter and the target locations based on it,
and hence, the line chart for the newly proposed approach, which represents
the change of average distances, starts from 100 time steps after calculation of
the barycenter. As shown in the figure, the experimental result shows our newly
proposed approach is remarkably more efficient than the previous approach even
if it includes the time for calculating the barycenter and the target locations.
This is because each NA knows its own target location to move, so that NAs
can go straight to the locations.

On the other hand, the previous approach determines the target locations
dynamically. It continuously adjusts the current locations once they arrive
around the targets. Indeed, in most cases, all NAs completed their task by the
140 steps, while the previous approach took approximately 600 time steps to
settle down. Also, for the same reason, the total length of traces of the newly
proposed approach becomes much shorter than the previous approach. The trace
of the newly proposed approach is 30 times as short as the previous approach.
Previous approach takes 25000 units and newly proposed approach 800 units.

4.2 Migration

Migrations to other robots can contribute to suppressing the duration time and
energy consumption for composing formations. To show this effect, we conducted
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Fig. 9. Comparison to our previous approach.

Fig. 10. Effect of migration.

an experiment under the condition where NAs continue to stay on initial robots
without migrating to other robots. We compare the result with an experiment
in which NAs use the migration to make robots move to their target locations,
where the objective shape is a circle whose radius is 150 units. The number of
nodes of the shape is 20, and the number of robots is 60. Therefore only 20 out of
60 robots are used to compose the shape. Figure 10 shows the average distance
of the experiments. In the case with migration, the whole task was completed
at 150 time steps, where the GA completed its task at 120 time steps and then
NAs moved to their target in 30 time steps.

On the other hand, in the case without migration, it took 310 time steps to
complete the whole task, where the total time of the task of NAs was 190 time
steps that was 6 times as much as the case with migration. Also, as shown by the
bar named “60” in Fig. 11, the total length of traces of robots for composing the
formation was 600 for the case with migration, and 2700 for the case without
migration. This result shows the traces with migration are 4.5 times as short
as ones without migration in average. These results show the superiority of the
migration.
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Fig. 11. Total length of traces for different condition.

Fig. 12. Effect of the number of robots.

Finally, in order to check the influences of the number of robots to the dura-
tion time and energy consumption, we conducted experiments with the cases
of the number of robots: 40, 60, 80 and 100. Like the other experiments, the
objective shape is a circle whose radius is 150 units, and the number of nodes
of the shape is 20. Figure 12 shows the average distances of these experiments.
As shown the figure, the GAs completed their tasks at time steps 80, 120, 160
and 200, respectively. This means that the cost of GAs is in proportion to the
number of robots. On the other hand, NAs complete their tasks at 60, 30, 25
and 20 time steps, respectively. Also, as shown in Fig. 11, the total lengths of
traces are 800, 570, 470 and 410, which is in inverse proportion to the number
of robots. The result shows that the migration is suppressing energy consump-
tion more effectively as the number of robots increases. In our simulator, mobile
agents are able to migrate to other robots in one time step and robots move
2 units in one time step. Hence, the faster network speed is, the more important
the number of robots becomes.

Conversely, when network speed is slow, visiting robots for collecting their
locations might become a bottleneck of the task in terms of total time. The bar
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named “No GA” in Fig. 11 shows the experiment where the GA does not collect
any locations of robots. In this case, where the number of robots is 60 and the
barycenter is not calculated, the length of traces becomes twice as long as the
case with GA. These experiments show that the newly proposed approach can
suppress energy consumption in proportion to network speed and the number of
robots without sacrificing the total time.

4.3 Accuracy of Movement and Sensors

We have conducted experiments in the simulator assuming the ideal conditions.
In such a condition, robots can move correctly with no error and sensors or
cameras can measure precise distances and directions to other robots. In the real
world, there are some movement errors and sensor errors caused by imperfect
hardware. We simulate sensor errors, movement errors and angle errors.

Figure 13 shows the influences of errors for the newly proposed approach and
the previous approach in the same error condition, where the objective shape is
a circle whose radius is 150 units. The number of nodes of the shape is 20, and
the number of robots is 60. Sensor errors and movement errors are 20 percent of
sensed distance and movement length respectively. Angle errors is added within
[−10, 10] degrees. In the newly proposed approach, the duration time of the task
was not influenced by the errors. Since robots could not measure the precise
locations, however, the eventual formation was distorted. The average distance
of robots from actual locations to the ideal locations was 20 units.

On the other hand, although the previous approach was also affected by
errors, the eventual formation is less distorted than the newly proposed approach.
This arises from the difference of the distance between attractor and attractee. In
the newly proposed approach, NAs that are attractors tend to move to the target
locations that are attractees in a long way repeating migrations, so that errors
are accumulated. On the other hand, in the previous approach, each agent just
attracts other agents to neighbor locations. Thus, the newly proposed approach

Fig. 13. Influence of error.
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would be suitable for composing formations with not so many nodes for not so
big shape.

5 Conclusions and Future Works

We have proposed a control algorithm for composing formations of swarm robots
based on their distributions using many mobile software agents. In this approach,
we introduced two kinds of mobile software agents, a guide agent (GA) and node
agents (NAs). The GA traverses all the robots and calculates the conceptual
barycenter of them, and then, calculates the suitable locations of the formation
using the barycenter. The GA generates NAs that drive robots to the calculated
locations. Each NA migrates to the robot that is nearest to the target location,
and drives that robot to the location.

In order to show the effectiveness of our algorithm, we have implemented
it on a simulator. And then we have conducted numerical experiments on the
simulator. We have shown that our algorithm suppresses the duration time for
a given formation task and energy consumption compared with our previous
approach, and composes the formation at a suitable location based on the dis-
tribution of robots. Furthermore, we have shown that increasing the number of
robots is effective to suppress energy consumption. We have simulated the errors
caused in the real world, and shown that the proposed approach in this paper
is not affected by the errors in term of the duration time of the formation task,
while it tends to accumulate errors in the migration process compared with the
previous approach.

As a future direction, we plan to conduct a control experiment. We will
implement another multi-robot system where message-based approach being
employed, and compare the result with that of our current agent-base system
to show superiority of our agent-based approach. Also we plan to invent a new
algorithm that adjusts the each location at certain intervals at low network cost
in order to mitigate the problem of error accumulation.
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Abstract. Maintaining the balance between electricity supply and
demand is one of the major concerns of utility operators. With the
increasing contribution of renewable energy sources in the typical sup-
ply portfolio of an energy provider, volatility in supply is increasing
while the control is decreasing. Real time pricing based on aggregate
demand, unfortunately cannot control the non-linear price sensitivity of
deferrable/flexible loads and leads to other peaks [4,5] due to overly
homogenous consumption response. In this paper, we present a day-
ahead group-based real-time pricing mechanism for optimal demand
shaping. We use agent-based simulations to model the system-wide con-
sequences of deploying different pricing mechanisms and design a heuris-
tic search mechanism in the strategy space to efficiently arrive at an opti-
mal strategy. We prescribe a pricing mechanism for each groups of con-
sumers, such that even though consumption synchrony within each group
gives rise to local peaks, these happen at different time slots, which when
aggregated result in a flattened macro demand response. Simulation
results show that our group-based pricing strategy out-performs tradi-
tional real-time pricing, and results in a fairly flat peak-to-average ratio.

Keywords: Demand side management · Demand response · Market seg-
mentation · Energy consumption scheduling · Energy pricing · Demand
shaping · Smart grid · Multi agent systems

1 Introduction

The electricity grid is undergoing transformation from a centralised unidirec-
tional transmission system to a “smart grid” that facilitates the two way flow of
electricity and information. As a result there are opportunities to mitigate the
need for scaling infrastructure (both generation capacity and transmission lines)
to accommodate (i) Deficiency in supply peaks, (ii) Integration of more renew-
ables, and (iii) Fault tolerable redundancy in unreliable infrastructure. Utilities
and grid operators have to maintain sufficient capacity and infrastructure to be
able to cater to the expected peak, which most of the time is under-utilised. For
example, let us suppose that on some day the renewable energy is at a minima:
c© Springer International Publishing Switzerland 2016
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This causes a deficit in supply, which in turn causes wholesale prices to rise. How-
ever, this higher wholesale price cannot generate further renewables. Moreover,
due to flat prices at the user-end, the customers do not have any incentive to cur-
tail or shift their demand. This condition forces the utilities increase generation
from expensive non-renewable sources in order to meet the demand.

The smart grid promises an alternative wherein customer can actively partic-
ipate (altering their consumption profile) in response to “information” (pricing,
incentives, frequency, etc.) from suppliers, and empowers the grid operators to
shape demand so as to minimize their cost price. In particular, ‘smart pricing’
drives users are encouraged to voluntarily manage their loads, e.g., by reducing
their consumption at peak hours or by shifting their consumption to different
cheaper time interval [2,3,6]. In this regard, critical-peak pricing (CPP), time-
of-use pricing (ToUP), and real-time pricing (RTP) are amongs the popular
practices. In RTP tariffs, the price of electricity varies at different hours of the
day. However, the challenges that the RTP faces are: (i) Additional information
and decision making burden is thrust upon the customers, (ii) All customers are
geared to respond simultaneously (e.g., every user switching on the air condi-
tioning at the same time), thus generating other peaks in demand [4,5,7].

In this paper, we consider a scenario where a source of energy (utility) is
shared among several consumers, each of whom are equipped with ‘smart agents’
that make optimal load curtailment and scheduling decisions based on published
day-ahead prices that may vary by time-of-day, while respecting user-defined
constraints. We present a simple market segmentation technique that can be
utilised by grid operators to make users coordinate their consumption pattern
[1], in order to have the macro demand mimic the expected supply of the fol-
lowing day. We use agent-based simulations to model the system-wide conse-
quences of deploying different pricing-mechanisms. We design a heuristic search
mechanism in the strategy space to efficiently arrive at an optimal strategy. We
prescribe a pricing mechanism for each groups of consumers, such that even
though there exists a consumption synchrony within each group which gives rise
to a local peak, these happen at different time slots such that the aggregate
results in a flattened macro demand response. The remainder of the paper is
organised as follows: We introduce the system and model in Sect. 2. The DSM
based on individual and group interactions peak to average ratio cost minimi-
sation problems are formulated in Sect. 3. Greedy search algorithms used for
simulations are presented in Sect. 4. Our simulation results are in Sect. 5, and
our concluding remarks in Sect. 6.

2 System Model

In this section, we describe and define the system model of a centralised Electric
utility and several residential consumers.
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2.1 Residential Consumers

Throughout the paper, we use N
.= {1, 2, 3, ...} to denote the set of residential

consumers. Each of the residential consumer loads/appliances as per their price
sensitivity, categorised in two groups of loads: (i) Fixed (load level is price sen-
sitive - we call this ‘curtailment’ type of sensitivity), and (ii) Flexible (schedule
is price sensitive, we call this ‘deferrable’ sensitivity).

Fixed Load: For each user n ε N , let Afixed
n represents a set of fixed non-

deferrable household appliances and xh
n,afixed denote consumption value for

hour h, of the nth user, for each non-deferrable appliance afixed ∈ Afixed
n .

For simplicity, we assume the time granularity to be of one hour. Fixed
load consumption vector for 24 h for nth user can be written as Xn,afixed

.=
{x1

n,afixed , x2
n,afixed , . . . , x24

n,afixed}. Fixed loads exhibit load level price sensitiv-
ity, which we model by using a sigmoid function for the price sensitivity of the
fixed loads using below equation. Here The b denotes unregulated base price,
xi

n,afixed (b) denotes the base consumption level.

xi
n,afixed(p) = xi

n,afixed(b)[
1
2

+
1

1 + e(p−b)
]. (1)

Flexible Load: For each user n ε N , let Aflexi
n represent set of deferrable loads

and Xn,aflexi
.= { x1

n,aflexi , x2
n,aflexi , ...., x24

n,aflexi } denotes a flexible load con-
sumption vector for nth user for aflexi ∈ Aflexi

n . Flexible loads can be scheduled
anywhere within consumers preferences without much effect on their life style.
If [an, bn] is the preferences of nth user, then the smart agent depending upon
the set of 24 h day-ahead prices advertised CH

.= {c1, c2, ..., c24}, will schedule
load loadaflexi to the lth hour where minimum price is advertised within user
preferences and for all hours excluding the lth hour flexible load consumption
vector will be zero.

2.2 Electric Utility

An electric utility is assumed to be well-connected to all residential consumers via
the electric grid and communication link. Electric utility advertises price to each
user, who then responds accordingly. Uniform 24 h day-ahead pricing advertised
to all users, results in a synchronization in their responses, and leads to a peak
in another time interval. To avoid this type of a peak, and also for more optimal
demand shaping, we propose that the utility segments the market customers
into different groups, and then advertises different prices to the different groups.
The following nomenclature will be used throughout the paper to represent the
set of groups and pricing advertised in each group: R: Set of groups/region
.= {r1, r2, ....} and CR: Set of pricing strategies in each group .= {cr1, cr2, ....}.
Energy cost function that may be the cost of generating or distributing by utility
or artificial cost tariff used for load control is assumed to be increasing piecewise
linear increasing function, as shown in Fig. 1, where (p, d) are base price and
base supply.
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Fig. 1. Plot of energy cost function of utility

3 Optimization Problem

In this section, we formulate the two different optimization problems: (i) DSM
based on Individual Interactions, and (ii) DSM based on Group Interactions
(Group-based pricing strategy). In system for DSM based on individual interac-
tions, each consumer responds rationaly to same pricing strategy advertised by
the utility and in system for DSM based on group interactions, Rational con-
sumers are segmented into groups with each group advertised a representative
pricing strategy which ensures local peaks of each group to different time. The
main objective of a utility is to minimize peak in macro demand with respect
to that of supply, and increase the average consumption to match supply. The
performance function, Peak-to-Average ratio (PAR), captures this perfectly and
can be mathematically expressed as:

PAR
.
=

H max
hεH

∑
nεN

∑
aεAn

xh
n,a

∑
hεH

∑
nεN

∑
aεAn

xh
n,a

, (2)

DSM Based on Individual Interations: In day-ahead real-time pricing based on
past demand, supply, price sensitivity of customer, and corresponding external para-
meters (weather, public events, festivals, etc.), the following day’s (future) demand and
supply, as functions of external parameters can be predicted and each consumer can
be modelled for price sensitivity. That is then used to decide what price is to be adver-
tised for each hour of next day. This problem of finding the optimal real time pricing,
given predicted demand and supply, can be mathematically formulated as: min

CHεC
PAR.

If we assume that k types of pricing can be advertised for any particular hour, then
the above search problem can be solved exhaustively in O(k24) steps, which is of the
dimension of the pricing strategy space C. Intuitively, based on the predicted demand
and supply curves, the pricing strategy of increasing (or decreasing) price for that hour
deviates from the base price by an amount proportional to the difference between the
demand and supply. We find that this model works well for fixed load scenario only,
and the non-linear price sensitivity cannot be controlled by this simple linear strategy
for flexible load scenario.

DSM Based on Group Interactions: In the flexible load scenario, the coordina-
tion amongst the users comes into play, which sometimes synchronize their deferrable
behaviour to same time slot, often leading to large peaks in demand. The problem
with the above formulation is that the aggregate demand results in inaccurate and
suboptimal decisions because of non-linear effects. However, with huge computational
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power and data analysis, it is possible to solve the optimization problem, which takes
care of the individual utility optimal decisions and grouping of people having the same
advertised strategy, mathematically represented as min

crj ,rj ∀j
Segmented PAR., where

Segmented PAR is given by:

Segmented PAR
.
=

H max
hεH

∑

iεR

∑

nεri

∑

aεAn

xh
n,a(cri)

∑

hεH

∑

iεR

∑

nεri

∑

aεAn

xh
n,a(cri)

, (3)

Again, if we assume that k types of pricing can be advertised for any particular hour,

then the above problem can be solved exhaustively in O(Nk24
) steps.

4 Greedy Algorithm

Instead of an exhaustive search in this huge space, we used a greedy approach, similar
to the gradient descent with the error as an approximation to slope (as we do not know
the slope of the objective function). The main aim is to exploit the price sensitivity
(reaction to price changes) of residential consumers in the best way, in order to give
demand a desired shape. The price sensitivity of a typical residential customer can be
characterised by two types: deferrable and curtailment. The latter, because of linearity,
can be easily controlled for optimal pricing strategy search using gradient descent type
algorithm with gross demand as reference. The former cannot be controlled using gross
demand, because of its non-linear nature. In order to control the flexible load, we
divided the customers into 24 groups, with each advertised lowest price in group ith

hour; as per its effect on gross demand, the group size is determined. Detailed greedy
algorithms for controlling both fixed and flexible load, are presented below.

Fixed load demand shaping: The gradient descent (greedy) algorithm for fixed load
demand shaping, is represented in Algorithm 1 and depicted schematically in Fig. 2a.
First, take the seed 24 h vector pricing strategy, as ch = base price ∀ h ε H. Second,
simulate the assumed multi agent model to give gross demand. This is then used with
previous step demand to calculate Estimated Demand (ED), which is then used for
deciding the pricing strategy for the next step as the earlier assumed superposition of
(0.8 × current strategy) plus (0.2 × demand charge (shown in Fig. 1)) parameterised
by estimated demand. This is repeated till demand converges to the supply, as close
as desired.

Flexible load demand shaping: The gradient descent (greedy) algorithm for flexible
load demand shaping, is represented Algorithm 2 and depicted schematically in Fig. 2b.
Each of the 24 groups is characterised by a representative 24 h day-ahead pricing adver-
tised. First of all, each group is assigned a pricing based group id, gross demand for
base pricing strategy and supply. For ith group, the mechanism of deciding pricing
strategy is as follows: For any hour, if demand leads the supply (1.5 × base price) is
advertised, else (base price) is advertised. The ith element of the strategy vector is then
replaced by (0.5 × base price) to give the final pricing to be advertised in ith group.
Then, the Error (E) is calculated as {Supply (S) - Demand (D)}, if supply is greater
than demand, else {zero}. The size for each group is determined to be E(i), as fraction
of
∑

iεH

E(i) and normalised to the total number of customers (n). Now, the 24 different

groups are assigned random customers (with similar characteristics) as per calculated
size. The resulting demand is then compared with supply to get the error, which is
then used to update each group size till demand converges very close to supply.
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Algorithm 1. Gradient descent control for fixed load demand shaping
1: procedure Prescribe–Pricing Strategy
2: ch = base price ∀ h ε H.
3: for Demand not converged to Supply do
4: Got gross demand(D) =

∑

nεN

∑

aεAn

xh
n,a.

5: Error(E) = kp×( Demand (D) - Supply (S) ) + kd×(Prev Error - Error(E)) + kI×
Integral Error.

6: Prev Error = E.
7: Integral Error = Integral Error + E.
8: Estimated Demand (ED) = S + E.

9: Update ch ∀hε H as function of ED in demand charge (Fig. 1).
10: end for
11: end procedure

(a) Fixed load demand shaping. (b) Flexible load demand shaping

Fig. 2. Schematic diagram of gradient descent control mechanism

Algorithm 2. Market Segmentation for flexible load demand shaping
1: procedure Prescribe–Pricing Strategy
2: Initialise ch = base price.
3: Got gross demand(D) =

∑

nεN

∑

aεAn

xh
n,a.

4: for i in H do
5: cri[i] = 0.5 × base price.
6: if D[j] > S[j] ∀ j ε H/i then

7: cri[j] = 1.5 × base price
8: else
9: cri[j] = base price
10: end if
11: end for
12: Error(E) = ((Supply (S) - Demand (D)) > 0 ? 1:0) * (S - D).

13: ri = (E(i) × N)/
∑

iεH

E(i).

14: Compute Demand
∑

iεR

∑

nεri

∑

aεAn

xh
n,a.

15: for Demand not converged to Supply do
16: Calculate |Error(e)| = |S − D|.
17: Update ri = ri − (e(i) × N × 0.1)/

∑

iεH

|e(i)|
18: Got gross demand(D) =

∑

nεN

∑

aεAn

xh
n,a.

19: end for
20: end procedure
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5 Simulation Results

In this section, we present the simulation results for each approach and their quan-
titative comparison. In our simulations, there are n = 1000 consumers. Each user is
assumed to have four curtailment type sensitivity load (Fan, Refrigerator, Light, AC)
and four deferrable type sensitivity load (Dishwasher, Washing Machine, Dryer, Elec-
tric Vehicle). Each of the curtailment type load is assumed to be a different harmonic
of a sinusoid basis function i.e. different Amplitude, DC Offset, and Time Period for
each curtailment type. Flexible load is characterised by the consumption value (load)
and user preference range [a, b]. Different load and user preference is assumed for each
appliance.

Fixed load demand shaping: For simulating fixed load only case, all the flexible
loads were assumed to be zero. The demand for the assumed settings with constant base
pricing strategy (2 Units for all hours), pricing strategy vector prescribed by proposed
heuristic search. As mentioned earlier, the basic gradient descent search algorithm
based on gross demand, cannot control deferrable load non-linearity and leads to other
peaks, as shown in Fig. 3.

(a) Demand for base pricing strategy (b) Pricing strategy prescribed using fixed load
shaping (Algorithm 1)

(c)Demand for group based pricing strategy
(Al-gorithm 2)

(d) Number of customers assigned to each
group usingAlgorithm 2

Fig. 3. Fixed and flexible load demand shaping simulation results

Flexible load demand shaping: For simulating flexible load only case, the fixed
load price sensitivity was assumed to be zero. Demand for the assumed settings with
constant base pricing strategy (2 Units for all hours) is used; the corresponding demand
is shown in Fig. 3. For quantitative performance comparison, we use Peak to average
ratio, Root mean square error, and Cosine distance. Table 1 shows the results obtained
when Algorithms 1 and 2 are used for fixed and flexible loads. Algorithm 1 works fine
in case of only fixed loads, but it cannot control when deferrable loads are introduced.
Whereas, Algorithm 2 results in very good coordination among flexible loads resulting
in flatter (closer to unity) peak-to-average ratio, lesser mean square error and cosine
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distance closer to unity, as evident from Table 1 for the different cases (CP: constant
pricing, PP: prescribed pricing).

Table 1. Quantitative performance measures

Measure Fixed load control Flexible load control

CP PP CP PP

Peak to average ratio 1.6236 1.1826 1.5059 1.283

Root mean square error 823908 621301 592932 477405

Cosine distance 0.9442 0.9758 0.9777 0.9967

6 Concluding Remarks and Future Directions

In this paper, we presented a day-ahead group-based real-time pricing mechanism for
optimal demand shaping in the multi-agent framework. We proposed market segmen-
tation optimisation objective function for demand side management rather than an
aggregated optimisation leading to a smart pricing model driving users to coordinate
their loads automatically. Simulation results confirmed the potential of this type of
demand side management strategy. Our approach is also amenable for generalisation
in to other related scenarios where (a) there are different types of customers with indi-
vidual load profiles and corresponding price sensitivities, (b) there are multiple energy
sources with different energy cost, or even (c) residential users who can store energy
at certain hours with battery, PHEV, heat pumps, etc. and (d) commercial users and
load in an industrial region.
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Abstract. Modern artificial intelligence approaches study game-playing agents
in multi-agent social environments, in order to better simulate the real world
playing behaviors; these approaches have already produced promising results. In
this paper we present the results of applying human rating systems for com-
petitive games with social activity, to evaluate synthetic agents’ performance in
multi-agent systems. The widely used Elo and Glicko rating systems are tested
in large-scale synthetic multi-agent game-playing social events, and their rating
outcome is presented and analyzed.

Keywords: Multi-agent systems � Rating systems � Game playing

1 Introduction

Since complex problems began to be studied as Multi-Agent Systems (MAS), the study
of Social Learning (SL) has become more exciting [1, 2]. Diverse scientific areas such
as sociology, economics, computer science, mathematics and marketing use social
learning as an Artificial Intelligence (AI) tool for developing MAS [2]. Ferber [3]
shows that the two extremes of the Social Organizations (SO), cooperation and
competition, may be studied autonomously or as a combined social organization, which
depends on the case study. As it is quite usual in such cases, the social environments
are being populated with game playing agents [4]. For a game agent, social environ-
ment is represented by a game with all its components and entities [3, 4]. Learning in a
game is said to occur when an agent changes a strategy choice in response to new
information, and thus mimicking human behavior [4–6]. All those studies and many
others support that the simulation of complex social environments and the analysis of
their data become an intractable problem of agent social learning mechanisms. In
addition, due to the continuous evolution of the dynamic systems that attempt to better
simulate the human behaviors and habits, there have been some attempts to apply
human rating systems to evaluate virtual agents and assess their performance [7].
Among the most widely used human rating systems are Elo [8] and Glicko [9]. Gen-
erally, different rating systems may disagree about players’ absolute performance but
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could report similar ranking results with small deviations on specific events, like
tournaments, for example [10].

The contribution of the study presented in this paper is to demonstrate how these
two human rating systems perform in multi-agent systems which try to enhance the
potential of the social events for the purposes of learning in unknown environments.
Our study shows that although these rating systems seem to be adequate and useful for
MAS evaluation, they also tend to not always be consistent. Also, it should be high-
lighted that the simulation of human behavior with synthetic agents is far from being
accurate. By comparing the selected rating systems in MAS, it was found that they do
not agree in several agents’ ratings. Since Glicko (v2) was introduced as an
improvement of Elo it was expected that the two ratings would be fairly similar, but, as
it turned out, various inconsistencies have been recorded in the experimentations, such
the large deviations in various agents’ ratings players, which presents an ambiguity for
their effectiveness in multi agents systems.

The rest of this paper is structured in three sections. The next two sections provide a
brief background of the selected rating systems, the game used for the experiments and
the game-playing social environment. The fourth section describes our experimentation
on multi agent systems, also highlights the comparison of the rating systems. The last
section presents our conclusions and our scheduled future work.

2 Performance Rating

Rating systems were first used in chess to calculate an estimate the strength of a player,
based on player’s performance against the opponent. The Ingo and Harkness system
was the first chess player rating system [11]. It was first used to allow the members of
the United States Chess Federation (USCF) to track their individual progress in terms
other than tournament wins and losses [11].

The Elo rating system was first introduced by Arpad Elo in 1960 as a simple skill
calculation of players, based on their wins and losses, and of their opponents in chess
[8]. Chess, however, is a competitive two-agent system, where each agent’s perfor-
mance is based solely on its skill. In multi-agent systems, it is used as a calculation of
fitness for many different learning or search algorithms, with promising results [7].

The Elo system assumes that each player has a skill that is drawn from a random
distribution (an agent may have a “good” game or may have a “bad” game); it attempts
to find the center of that distribution and converge to that value. The calculation is
performed after each match, in a game between two agents A and B. Each agent has a
current rating, RA for agent A and RB for agent B. Unrated players, generally start with
a rating of 800 Elo, which is associated to bad playing or a beginner level. Rating also
depends on the tournament type and the players’ attributes.

The Glicko rating system was first introduced by Mark Glickman in 1995 as an
improvement of the Elo rating system [9]. The Glicko (v2) rating system is a method
for assessing a player’s strength in games of skill, such as chess and go. The main
contribution of this measurement method is “ratings reliability”, the so-called ratings
deviation (RD). RD measures the accuracy of players rating. After a game, the amount
of the ratings change depends on the RD: the change is smaller when the players’ RD is
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low, and also when their opponents’ RD is high. The RD itself decreases after playing a
game, but increases slowly over time of inactivity.

The Glicko rating system was improved by its inventor and was named Glicko-2.
This newer version introduces the rating volatility σ [9]. A slightly modified version of
the Glicko-2 rating system is used by the Australian Chess Federation.

In the Glicko rating systems, unrated players start with rating set to 1500 and RD
set to 350. A player’s most recent rating is used to calculate the new RD from the
previous with a specific set of formulas provided by the Glicko rating systems.

3 The Game-Based Multi-agent System

Our workbench, RLGame [12], was initially presented as a purely competitive test
environment. It is a tool for studying multi-agent systems via its tournament version,
RLGTournament [4, 15] that implements a round-robin tournament scheme (combi-
nations, repetitions not allowed) to pair participants against each other. RLGTourna-
ment fits the description both of an autonomous organization [3] and of a social
environment [2, 3].

The RLGame board game is played on an n × n square board by two players and
their pawns. Two a × a square bases on opposite board corners are initially populated
by β pawns for each player, with the white player starting from the lower left base and
the black player starting from the upper right. The goal for each player is to move a
pawn into the opponent’s base or to force all opponent pawns out of the board (it is the
player and not the pawn that acts as an agent in this scenario). The base is considered to
be a single square, therefore a pawn can move out of the base to any adjacent free
square. Players take turns and pawns move one at a time, with the white player moving
first. A pawn can move vertically or horizontally to an adjacent free square, provided
that the maximum distance from its base is not decreased (so, backward moves are not
allowed).

The rightmost boards demonstrate the loss of pawns, with arrows showing pawn
casualties. A “trapped” pawn automatically draws away from the game; thus, when
there is no free square next to the base, the rest of the pawns of the base are lost. The
leftmost board in Fig. 1 demonstrates a legal (“tick”) and an illegal (“cross”) move for

Fig. 1. Examples of game rules application.
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the pawn pointed to by the arrow, the illegal move being due to the rule that does not
allow decreasing the distance from the home (black) base.

Each agent is an autonomous system, which acts according to its characteristics and
knowledge. The learning mechanism of each agent is based on approximating its
(reinforcement-learning-inspired) value function with a neural network [2, 3], with
similar techniques already documented in the field [13]. Each autonomous (back
propagation) [14] neural network is trained depending on its customization and the next
possible moves. The board positions for the next possible move along with some flags
on overall board coverage are used as input-layer nodes. The hidden layer consists of
half as many hidden nodes. A single node in the output layer denotes the extent of the
expectation to win when one starts from a specific game-board configuration and then
makes a specific move.

RLGame was transformed into a tool for studying multi-agent systems via its
tournament version, RLGTournament. RLGTournament fits the description both of an
autonomous organization and of a social environment [3]. Depending on the number of
the agents, social categories can be split into sub-categories of micro-social environ-
ment, environment composed of agent groups and global societies, which are the next
level of the cooperation and competition extremes of the social organizations [2, 3].

4 Experimentations and Results

In order to study the human rating systems Elo and Glicko applied onto MAS and
analyze the performance and learning rate of the agents using as many reliable data as
possible, a large scale tournament was configured as follows: 126 agents, all with
different characteristics, were used in a round-robin tournament with 100 games per
match (each match was repeated 100 times). Each agent played 125 matches against
different agents, resulting in a total number of

126
2

� �
� 100 ¼ 126!

124!� 2!
� 100 ¼ 787:500

experiments, which have been repeated twice. Both experiments are identical in terms
of agent configurations and flow of execution.

A first comparison between the Elo and Glicko ratings obtained by the experiments
is shown in Fig. 2, which shows the graph of the Elo-Glicko signed difference1

(top) and the corresponding histogram of signed differences (bottom). The signed
difference is simply

di ¼ RE
i � RG

i i ¼ 1 . . . 126

where RE
i is the rank of the i-th agent according to the Elo rating and RG

i is the rank of
the same agent according to the Glicko rating. It turned out the in our experiments these

1 We are not considering here the L1 distance but rather the simple subtraction of the rankings.
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differences fall within [–94, 68] and, apparently, the two rating systems “disagree” in
how they rank the agents in most cases, with a “strong disagreement” in many cases.
The histogram shows that the distribution of this “disagreement” is similar to a normal
distribution with zero mean (denoted ‘m’ in the graphs) and large variance. The
standard deviation (denoted in the graphs as ‘s’) is about 33 (σ = 32.716), which means
that most of the Elo-Glicko rank differences can be expected to fall within a region that
spans a range of about 66 rank positions. This spanning range is quite high (more than
half of the total range) if one considers that there are 126 total rank positions, which is a
strong indication that the two ranking systems treat the experiments in a quire different
way and they are not expected to produce consistent rankings.

Further study of the results included the usage of the Spearman’s rank correlation
coefficient (ρ) [16], which measures the statistical dependence between two variables,
and is specifically efficient at capturing the monotonic (non-linear, in general) corre-
lation on ranks. As known, the range of the coefficient falls within [−1, 1], with high
negative values representing strong negative correlation, low absolute values repre-
senting small or no correlation and high positive values representing strong positive
correlation. In our experiments it was estimated that

q ¼ 0:5987

which indicates a typical positive correlation, which is not strong enough to support a
consistent behavior of the two ranking methods.

Fig. 2. Divergence between Elo and Glick ratings and the corresponding histogram
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Figure 3 presents a graph of the Elo rankings vs. the Glicko rankings. Ideally, if the
two ranking systems would agree, we would expect to find all point on the diagonal. In
our case we see that there are many agents off-diagonal. If we adopt a scenario that we
are error-tolerant (i.e. we accept rank differences with specific limits) we may define
various Special Zones centered around the diagonal that would represent various zones
of ranking “agreement”. These Zones are presented in various shades of gray in Fig. 3.
If for example agent X was ranked in the 26th position by the Glicko system and in the
36th position by the Elo system, then the error (disagreement) is ten positions, which
corresponds to about 8 % error relative to the total range of 126. In addition, the green
and red lines make a heuristic distinction of “good”, “moderate” and “bad” playing, by
simply dividing the total ranking scale to three regions of equal lengths. Table 1 reports
the number of agents (and corresponding percentage) in various Special Zones that
accept absolute rank differences in the set {2, 5, 10, 20, 40}.

It is evident that even one adopts a fault-tolerant approach the two ranking methods
produce consistent rankings only for a very small number of agents.

Fig. 3. Elo vs. Glicko ranking and the special zones of tolerance
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Table 2 presents a more detailed view of the difference in the ranks obtained by the
two rating methods for the identified Special Zones and playing performance.
Specifically, it shows how many of the agents fall within a Special Zone either for both
methods (rows “Agree for”) or for just one of the methods (rows “Disagree for”); it also
presents those results using the heuristic classification as “Good”, “Moderate” or “Bad”
produced by uniformly dividing the total rank scale in three equal parts.

5 Conclusions

As more and more multi-agent systems with social organization and advanced learning
mechanisms are being studied, synthetic agent-rating mechanisms are starting to be
applied and tested. Among the choices for agent rating there are the rating methods for
human performance, such as Elo and Glicko, which have initially been developed to
rank human players performance on games like chess and go. Extensive experiments
have shown that the rankings produced be the two methods show excessive ranking
inconsistencies and rise doubts on the applications of both methods in synthetic worlds.

By developing a simpler method as a substitute to existing rating methods, we also
hope to use it as a benchmark to calculate the extent to which these two methods differ
as regards score calculation in a series of multi-agent competitions. Such simpler
methods may rely on just adding up the number of wins, maybe discounted over time,
and still provide adequate information as to the quality of individual agents. In our
future work we are planning to develop and compare more suitable rating mechanisms
that would be efficient in assessing the performance of synthetic agents in multi-agent
systems with social organization.

Table 1. Various special zones of Elo-Glicko absolute rank difference tolerance

Rank difference #agents % agents 
2 (1.67%) 10 7.94 
5 (4.03%) 21 16.67 

10 (8.06%) 33 26.19 
20 (16.13%) 64 50.79 
40 (32.26%) 95 75.39 

Table 2. Agreement and disagreement of the two methods within the special zones

Playing 
perfor-
mance

Agreement / 
disagreement 

of methods

2 ranks dif-
ference

5 ranks dif-
ference

10 ranks dif-
ference

20 ranks dif-
ference

40 ranks dif-
ference

#agents #agents #agents #agents #agents
Good Agree for 4 7 9 21 31

Disagree for 38 35 33 21 11
Moderate Agree for 4 10 18 23 33

Disagree for 38 32 24 21 9
Bad Agree for 2 4 7 20 31

Disagree for 40 38 35 20 11
SUM Agree for 10 (7.94%) 21 (16.67%) 34 (26.98%) 64 (50.79%) 95 (75.39%)

Disagree for 116 (92.06%) 105 (83.33%) 92 (73.02%) 62 (49.21%) 31 (24.61%)
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Abstract. We examine how synthetic agents interact in social environments
employing a variety of agent training strategies against diverse opponents. Such
agent training and playing methods indicate that quality playing relies more on
the correct set-up of the learning mechanism than on experience. The experi‐
mentation provides valuable insight into the potential of an agent to compete
against other agents in its environment and yet manage to also co-operate so that
this particular environment allows for the emergence of a competitive champion
agent, which will represent its group in further contests. Additionally, by inves‐
tigating performance while constraining the number of moves we gain interesting
insight into competitive learning and playing with resource constraints.

Keywords: Multi-agent systems · Social learning · Opponent based learning

1 Introduction

Computer social simulation and agent-based simulation began to be used widely in the
1990s, as a way of modeling and understanding social processes [1–3]. Many agents in
a common location, each one usually acting selfishly, produce Multi-Agent Systems
(MASs), sometimes mimicking traits of human behavior [1, 4, 5] and one can show that
agent differentiation improves playing behavior [7]. Moreover, learning occurs when an
agent changes its tactic or strategy in response to new information [1, 2, 4, 5]. Agent
differentiation in game based multi-agent systems is a key aspect of social environments,
with other parameters being the size of the environment, rules, pay offs and penalties,
amongst others [1–5].

Using a metaphor, we note that in a school courtyard, pupils play against each other
with the aim to top their local ranking table but they also hope to, collectively, improve
their performance when their school faces off an adversary and individual matches can
be scheduled. Chess players in clubs participate in a series of intra-club matches before
leading to chess club tournaments, where each club fields only some of its members.
Football teams participate in national tournaments and, then, champions get a chance to
represent their leagues at international events. These are all examples of individual
agents working for their own purposes but also sharing a common goal of group
improvement. For all these contexts, an abstraction is evident: one needs to optimize the
effort to be spent with colleagues, who act as competitors, before one tries to tackle
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opponents from another group. There exists, therefore, an interesting co-operation/
competition dilemma: you need to practice effectively and efficiently, before you
actually challenge an unknown opponent.

To translate the metaphor in the context of multi-agent systems endowed with
learning capabilities, we introduce a game to allow for two opponents (of varying
strength, tactics and motives) to compete against each other, then we create an envi‐
ronment where arbitrary collections of agents compete against each other and, then we
design an evaluation toolkit to measure how two distinct groups of agents manage their
intra-group training with respect to their inter-group face off. There may even exist
restrictions on the amount of learning resources (time, allowable number of practice
games, allowable number of defeats: one can readily think of several such resources).
Additionally, there exist quite a few allowable degrees of freedom for such experiments;
besides learning resources, one can experiment with a variety of learning mechanism
configurations (thus, simulating different characters; for example, fast vs. slow learners,
risky vs. conservative learners, exploiters vs. explorers, etc.), as well as a variety of
opponent selection mechanisms (opting to play against a stronger or a weaker opponent,
opting to play against an opponent of unknown stature, etc.), all of which lead to a wealth
of social interactions. Such interactions can be recorded and subsequently analyzed with
the objective of identifying interesting (or promising) behaviors.

To facilitate the research above, one needs to address two broad directions. On one
hand, one needs to design, experiment and analyze the results of various learning and
interaction mechanisms, to investigate the emergence of social hierarchies and of “best”
individuals. This direction is best served by machine learning, data mining and analytics
at large, and is the focus of this paper, with an emphasis on the formation of clusters of
agent behavior within a society. On the other hand, all these activities require the utiliza‐
tion of high performance computing infrastructures and tools to manage the experi‐
mentation life cycle (in this paper we make extensive use of a home-grown platform for
this purpose).

So, our paper focuses on benchmarking the performance of synthetic agents and
profiling that performance across a range of properties.

The main contribution of the paper is to highlight the effect of the initial diverse
configuration of agents on the eventual ranking within a society and to present the best
learning strategy against diverse synthetic agents in the same society group. Those
experiments generally suggest that powerful agents can be created across a range of
learning behavior configurations and that inexperienced playing agent need to have a
positive predisposition to learning.

The rest of this paper is structured in three sections. The next section provides a brief
background of game-playing social learning aspects and the synthetic agents’ characters.
The third section describes our experimentation on socially trained synthetic agents and
some attributes for better learning and training in inter-group contests. The last section
presents our conclusions and sets out future work.
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2 A Brief Background

As originated in the MAS domain, social organizations are environments where more
than two agents act autonomously, each with its own information about the world and
the other agents [2, 4]; the concept also applies to games [4, 5, 9]. There are two extremes
regarding the interactions between agents in MAS environments [2, 3]: Cooperation,
where agents cooperate for a common goal (sometimes sharing utility functions and
knowledge) and Competition, where an agent can only win when another agent loses
(zero-sum game).

To demonstrate our approach and our results, we use RLGame; a strategy board
game [10] which features two players and their pawns and is played on an n × n square
board. Two a × a square bases are on opposite board corners; these are initially populated
by β pawns for each player. A pawn can move out of the base to any adjacent free square,
by starting the game with the first move of the white player from the lower left base
towards the upper right base of the black player. The black player follows the exactly
opposite direction. A pawn can move vertically or horizontally to an adjacent free square,
provided that the maximum distance from its base is not decreased (thus, backward
moves are not allowed). Players can move a pawn at a time and take turns to move. A
pawn that cannot move is lost. A player also loses by running out of pawns. Each player’s
goal is to move a pawn into the opponent’s base or to force all opponent pawns out of
the board.

Each agent-player is autonomous and acts according to its characteristics and
knowledge. The learning mechanism of each agent is based on approximating its
(reinforcement learning inspired [13]) value function with a back propagation neural
network [2, 3]. A neural network takes as input a game board snapshot and outputs a
value that reflects the expectation to win by making a specific move.

The agent’s goal is to learn an optimal policy that will maximize the expected sum
of rewards in a specific time, determining which action should be taken next given the
current state of the environment. The policy to select between moves is an ε-Greedy
policy, with ε denoting the probability to select the best move (exploitation), according
to present knowledge, and 1-ε denoting a random move (exploration) [14]. The learning
mechanism is associated with two additional learning policies, Gamma (γ) and Lambda
(λ). Risky or conservative agent behavior is associated with the γ discount rate parameter,
which specifies the learning strategy of the agent and determines the values of future
payoffs, with values in 0..1; effectively, we associate large values with long-term strat‐
egies. The speed and quality of agent learning is associated with Lambda, which is the
learning rate of the neural network, also taking values in 0..1. Small values of λ can
result in slow, smooth learning, whereas large ones could lead to accelerated, unstable
learning. These properties are what we, henceforth, term as “characteristic values” for
the playing agents.

For our social organization experiments we evolved RLGame to its tournament
variant, RLGTournament [4, 6], implementing a Round-Robin scheme to pair partici‐
pants against each other; this set-up corresponds to the competition extreme. Similar
techniques have also been used in similar contexts [5, 9] and earlier experiments have
demonstrated that self-playing trained agents are, generally speaking, weaker than
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socially trained ones [4, 6]. This concurs with similar findings, which report that the
efficiency of an agent in a social environment is better than the corresponding one of a
self-playing agent; as a result, the population and the number of the games are important
attributes of social learning environments [5].

3 Experimental Investigation

3.1 Testing Inexperienced Agents

The first part of the experiments pits inexperienced agents against experienced ones, for
studying their progress under a variety of constraints on the number of pawn moves,
with each “experienced” having already played about 12,000 games [15]. Table 1(a)
presents the agents’ configurations, ratings (also using the Elo [16] and Glicko [17]
systems, widely used for rating chess players) and rankings. There are twenty-one expe‐
rienced agents from three different classes, Good Playing (GP), Moderate Playing (MP)
and Bad Playing (BP), with Good-Moderate-Bad playing being classified as such by the
researchers who actually analyzed the results of previous RLGame tournaments [15].
Additionally, seven inexperienced agents were initialised, in correspondence to the
experienced agents and a further trivial agent was added (PlrxN). A further default rating
system is also reported, based on the grades earned by each player; this is the sum of
games won by each agent during the tournament, with each win contributing +1 and
each loss contributing −1.

Table 1. (a) Agent setup and statistics (b) initial results.
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We report on five experiments (Table 2) featuring the same agent configurations
(Table 1(a)) but subject to different RLGame pawn-move constraints. With an 8 × 8
board size and a 2 × 2 base size, RLGame cannot be concluded in fewer than 10 pawn
moves; we thus set the lowest allowable number of moves at 16 and then double the
limit, with the last constraint effectively imposing no limit at all (as Table 2 shows,
unlimited moves always result in one side winning over the other).

Table 2. Results from first 5 experiments.

Results, in particular for the inexperienced agents, confirm that a well-tuned learning
mechanism is more efficient than the experience (Table 1(b)). Note that all three rating
systems produce relatively similar rankings of the agents, though there do exist devia‐
tions. A notable singularity is observed with player Plr23, which demonstrates a huge
difference between its old and new ranking. This position difference probably arises
from the combination of a quite large γ value and a low ε value, which are associated
with the discount rate parameter and the policy of selecting the next move, suggesting
that a long-term strategy coupled with a stronger exploration bias may cause instability.

The inexperienced MP agent only has positive results when facing lower level class
agents, while when it faces agents from the same class, the contest seems to be resolved
based on the importance of the experience. The BP inexperienced agent lost nearly 90 %
of the matches only scoring wins against similar level agents.

3.2 Successive Training of Agents in Intra-group and Inter-group Settings

We now report on a series of experiments to simulate the preparation of an agent in intra-
group matches to represent its group in subsequent tournaments against agents coming
from other (“hostile”) groups. For this reason, a GP agent configuration is chosen to
determine the best intra-courtyard training against experienced and inexperienced agents
of different configurations and classes. This agent is trained with six different classes in
intra-group matches, experienced and inexperienced agent, in order to determine the
best training evolution strategy for a good playing agent (which is starting to compete
based on zero experience). Experiment configurations are shown in the left sub-table of
Table 3. We developed two categories of experiments composed of three different
experiment set-ups for each one. The first category contains experiments with inexper‐
ienced opponents of three different classes and the second category features experienced
opponents, with all other configurations kept to the values of the first category. In both
experiments, the subject agent (Plr1N) begins as an inexperienced one and, after those
experiments, is tested in further different configurations, as shown in the two sub-tables
to the right of Table 3.
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Table 3. Plr1N training and tournament playing, experiments setup.

Initial results of the agent from the inter-courtyard (right side of Table 3) experiments
show that there performance does not seem to be affected by the experience level of the
intra-courtyard opponents (as seen in the left side of Table 3). Some details appear in
Fig. 1, which shows the progress (Grades) of Plr1N form the inter-courtyard training
sessions. The lines refer to the experienced three different agent classes (opponents)
whereas the dashed lines refer to the inexperienced three different agent classes (oppo‐
nents); we denote GP opponents with rhombus symbol, MP opponents with triangle
symbol and BP opponents with square symbol.

Player Plr1N has the best evolution against a weaker opponent, regardless of such
an opponent’s experience. The main difference occurs when playing with a same class
experienced agent, where the player’s Plr1N performance clearly deteriorates.

Inter-courtyard experiments are setup for testing player Plr1N after its intra-court‐
yard training; Plr1N variants are then tested in twelve tournaments with different oppo‐
nent configurations, as shown in the two sub-tables to the right of Table 3.

In general, the Plr1N, after training, performed good in almost all cases. Based on
these results we observe that: a GP agent trained with experienced opponents performs
better against experienced opponents in tournaments, a GP agent trained with experi‐
enced MP opponents always performs better, and a GP agent trained against inexper‐
ienced BP opponents performs better than one trained with BP experienced opponents.

With regard to those strategies, it seems that when an agent faces opponents of
corresponding strength, it does face some instability in its progress, which is not the case
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when training with lower level opponents, where progress is more stable. In general, the
strength of the opponents influences the power of the learning-to-play agent. Still, there
do exists anomalies in this relatively clear pattern which need to be resolved (at the top
left graph of Fig. 1, we observe that Plr1N coped better against some experienced agents
compared to some inexperienced ones).

4 Conclusions and Future Work

The results of these experiments suggest that an opponent is an important key point on
an agent’s learning progress in a social environment. We have also demonstrated that
intra-courtyard training is necessary for preparing inexperienced members of a group
for inter-courtyard matches. Some important highlights of those experiments are: when
an inexperienced agent meets equivalent agents (i.e. good playing), regardless of
whether the latter are experienced or not, it faces serious problems on its progress.
Additionally, training with lower level opponents produces more stable evolving agents,
which, however, are at the low end of the performance spectrum and may be unable to
improve with a satisfactory pace.

Based on these outcomes, we plan to investigate how agents may decide to select
their opponents to improve their (individual and collective) learning (and playing)
behavior. This may also take place under resource constraints (for example, given only
10 games to play and given access to the performance rankings of all agents in the
tournament, an agent might decide to play against an opponent and skip another one).
In addition, the dynamic manipulation of the characteristic values could produce more
powerful agents, which dynamically match their effort to their opponents. Our experi‐
mental platform [15] allows us to investigate such social learning aspects of the agents
and simulate powerful social environments.

Fig. 1. Training Plr1N inter-courtyard with different classes.
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Abstract. In this research, the blocking permutation flow shop prob-
lem is invoked where the Particle Swarm Optimization algorithm (PSO)
is used to minimize the total tardiness criterion. Indeed, particles con-
structing the swarm and their corresponding velocities are encoded as
a job-permutation lists. Initially, the population is formed using a new
NEH heuristic version and then updated based on some fixed neigh-
borhood search method. The computational evaluation carried out on
the well-known benchmark sets of Ronconi and Henriques has shown
that the proposed technique is very effective in comparison with other
state-of-the-art algorithms. New best solutions for the fixed instances are
reported.

Keywords: Flow shop · Blocking · Total tardiness · PSO algorithm

1 Introduction

The permutation flow shop problem is one of the leading problem that has been
explored as a machine scheduling models since Johnson’s paper appearance that
solves the 2-machine flow shop problem [1]. The main query is to specify for
each machine the same complete sequence of all jobs minimizing some fixed
criterion. The most likely studied optimization measure is the makespan (Cmax)
which defines the time at which the last job in the sequence is completed. Other
scheduling objectives have been tackled: the maximum lateness, the maximum
tardiness, the maximum earliness, the total flow time and others. In any case, it
is assumed that buffer storage capacity between machines is infinite.

When we assert that no intermediate buffer exists between consecutive
machines, then the problem becomes a Blocking Permutation Flow Shop (BFSP)
[2]. If there are no buffers, then the job blocks the machines till its next machine
becomes free. In such situation, we are talking about some blocking context
namely ‘Release when Starting Blocking (RSb)’. One of the pioneering works on
this problem is [20] who revealed that the F2|blocking|Cmax instance may be
c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 145–153, 2016.
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reduced to a special case of the traveling salesman problem which may be solved
using Gilmore and Gomory algorithm [7]. When m > 2, the problem belongs to
the class of strongly NP-hard [11]. Likewise, the two-machine flow shop under
total flow time and/or tardiness is NP-hard [3,21].

Among the proposed constructive heuristics for the BFSP under makespan,
we refer basically to the Profile Fitting (PF) [15] and the NEH (Nawaz-Enscore-
Ham)[16] heuristics. Under total flow time, we cite the modified NEH heuristic
(NEH-WPT) [25]. As an improvement heuristics, we mention the Genetic Algo-
rithm (GA) proposed in [5], the (Ron) algorithm in [22], the Tabu search (TS)
algorithms used in [8], and the Hybrid Discrete Differential Evolution (HDDE)
algorithm proposed in [24]. Later, a Discrete Artificial Bee Colony algorithm
(DABC D) is proposed [6] and compared with other algorithms including DABC
[23] and HDDE. Hybrid DABC algorithms are proposed in [12], and a Revised
Artificial Immune Systems (RAIS) algorithm is used in [14]. In [17], a three-phase
algorithm is presented, and a Discrete Particle Swarm Optimization is proposed
in [26]. Next, a Memetic Algorithm (MA) is appeared in [18], and a chaos-induced
discrete self organizing migrating algorithm is applied in [4]. Unfortunately, there
is a huge work dedicated to developing both exact and heuristic algorithms for
both makespan and total flow time criteria, it seems that little work has dealt
with the total tardiness criterion until recently. In [27], a TS procedure is pro-
posed, and in [2] a new NEH-based method called (FPDNEH) and a Greedy
Randomized Adaptive Search Procedure (GRASP) were proposed. In [28], an
efficient Iterated Local Search algorithm (ILS) coupled with a Variable Neigh-
borhood Search (VNS) is presented. Concretely, in this work, the Particle Swarm
Optimization algorithm (PSO) is used to solve the blocking permutation flow
shop scheduling problem. This method is adopted to minimize the total tardiness
criterion. We hybridize the algorithm with a local search technique and provide
new schemes for all particles and their corresponding velocities. Computational
experiments are done using the well known Ronconi and Henriques’s benchmark
sets.

Thus, the paper is organized as follows. Section 2 roughly introduce the BFSP
problem. In Sect. 3 we detail the proposed blocking PSO algorithm. The exper-
iments results are reported in the next section and finally, Sect. 5 includes some
concluding remarks.

2 The Blocking Flow Shop Scheduling Problem

This study investigates the blocking problem minimizing the total tardiness in
the M -machine permutation flow shop environment. The problem may be stated
as follows. Consider N independent jobs to be processed sequentially on M
different machines with zero intermediate storage. So that in-between queues
of jobs waiting in the system for their subsequent operation are prohibited.
Besides, when processed, all jobs follow the same route in the machines. Each
job may be processed on exactly one machine at any time, and each machine
can process only one job at a time. Jobs are ready for processing at time zero
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and have no precedent constraints among them. Indeed, there is exactly one
task corresponding to the processing of job i (i = 1, 2, ..., N) on each machine j
(j = 1, 2, ...,M) which needs a processing time pij , and could have some fixed
due date Di (the time point at which the job should finish). Anyway, a job
cannot leave a machine until the next machine downstream is free. Based on the
afore-stated definition, the objective is to meet a final sequence processing all
jobs on all declared machines under tardiness. The blocking instance considered
in this study is the Fm|block|∑ Tj representing the BFSP under tardiness [10].
Let: Π := (π1, π2, ..., πN ) be a solution for the problem, where πi denotes the ith

job in the considered sequence; dπi,j (i = 1, 2, ..., N ; j = 0, 1, 2, ...,M) represents
the departure time of job πi on machine j, where dπi,0 denotes the time job πi

starts its processing on the first machine. The corresponding values of makespan
of Π may then be calculated as Cmax(Π) = CπN ,M (Π), where Cπi,M = dπi,M

is the completion time of job πi on machine M that can be deduced using the
following expressions [19]:

dπ1,0 = 0 (1)

dπ1,j =
∑

j
k=1pπ1,k

j = 1, 2, ...,M − 1 (2)

dπi,0 = dπi−1,1 i = 2, ..., N (3)

dπi,j = max{dπi,j−1 + pπi,j , dπi−1,j+1} i = 2, ..., N ; j = 1, 2, ...,M − 1 (4)

dπi,M = dπi,M−1 + pπi,M i = 1, 2, ..., N (5)

Using one more time the afore recursion, we may calculate the total tardiness
(TT) as TT (Π) =

∑N
i=1(Ti) where Ti = max{0, (Cπi

− Di}). We choose to
calculate the due dates Di following the Total Work content (TWK) rule [9]:
Di = τ × (

∑M
j=1(pπi,j)). τ is the due date tightness factor and

∑M
j=1(pπi,j) is

the total processing time of job πi on all machines. τ is taken randomly in the
range [1–3] to make the job’s due date loose, medium or tight.

3 The Blocking PSO Algorithm

PSO algorithm is a population-based stochastic optimization technique first
introduced by Kennedy and Eberhart [13]. Each member in the swarm is called
a particle and has a velocity V t

i to explore the solution space iteratively thus to
update its current position Xt

i . This update is done based on two factors: the
local best P t

i and the global best Gt. The first factor represents the personal
best position of the ith particle and the second refers to the global best solu-
tion obtained by the population at the tth iteration. During the search, there is
interaction between particles in the neighborhood where they share information.
After a fixed number of iterations, the swarm looses its heterogeneity and the
algorithm is headed straight for the optimal solution. Mathematically, the new
position of the ith particle is updated as follows:

Xt
i = V t

i + Xt−1
i (6)
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Meanwhile, the velocity update is performed as:

V t
i = wt−1V t−1

i + c1r1(P t−1
i − Xt−1

i ) + c2r2(Gt−1 − Xt−1
i ) (7)

where wt is the inertia weight, constants c1 and c2 are two learning factors,
and r1, r2 are random numbers between (0, 1). The key concept in applying
successfully PSO algorithm is thus to provide an effective decoding mechanism to
change the continuous solution into a discrete one. To the best of our knowledge,
there is no published paper employing the PSO algorithm to minimize the BFSP
under tardiness.

3.1 Solution Representation

A particle in the swarm is encoded as a job-permutation list of N jobs. That is,
a particle at the tth iteration is denoted as Xt

i = {xt
i1, x

t
i2, ..., x

t
iN} where xt

ij is
the index of the job arranged at position j. Similarly, the velocity of that particle
is defined as a permutation of all jobs.

3.2 Population Initialization

The swarm is constructed based on the NEH heuristic [16]. This technique gen-
erates only one sequence at each run. We need to generate several permutations
to form the initial swarm. The steps of our revised-NEH algorithm are described
as follows. After initializing the seed sequences, α random jobs are picked up
randomly and exchanged in the α first positions in each particle’s permutation
instead of changing the two first jobs. Among the α generated sequences only
the best one is retained. Stage 3 is the iterative process of the classic NEH. So,
for each particle a sequence is generated depending on the α random number
drawn. Besides, for each particle i, the personal best position P t

i is initialized the
same as its current position Xt

i and its initial velocity V t
i is fulfilled randomly.

The swarm is evaluated using the objective function TT (Xi) and the global best
Gt equals to the best position among the whole swarm is memorized.

3.3 Particle Enhancement Scheme

A neighborhood search technique is needed to evolve the position values of par-
ticles in the solution space. This position update is based on discrete job per-
mutations. In fact, in the iteration t, the ‘otimes’ operator is used to update the
position of one particle using the following equations:

V t+1
i = V t

i ⊗ P t
i ⊗ Gt (8)

Xt+1
i = V t+1

i ⊗ Xt
i (9)
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where ‘⊗’ denotes the two-point crossover operator. The implementation of these
formulas consists of two phases. First, the particle’s personal best position is
crossed over the current global position in the swarm. Then, one of the two
resulting solutions is picked randomly and crossed over the current velocity.
These equations are simple and easy to implement but after some iterations there
is a risque to be trapped in local optima. To solve this problem, we performed
a referenced local search technique for that particle as in [17] and where the
new velocity is introduced as a reference. Indeed, if a particle’s current position
coincides with the global best position, then this particle will stop moving. The
referenced local search is used to search its neighborhood.

Xt+1
i = Referenced local search(Xt

i , V
t+1
i ). (10)

3.4 Final Blocking PSO Algorithm (BPSO)

Based on the solution representation, the population initialization, and the par-
ticle enhancement scheme the structure of the BPSO algorithm is summarized.
The algorithm is stopped when it reaches the Maximal Cycle Number of gener-
ation (MCN) or the maximum computation time allowed in milliseconds (T).

Algorithm. BPSO

Stage 1: Initialization

– Initialize the parameters: P S, T , and MCN.
– Generate the initial swarm: apply the Revised-NEH heuristic to produce P S particles and initialize their

velocities randomly.
– Evaluate each particle in the swarm using the objective function T T (Π).
– Set the personal best of each particle to be the particle itself, and the global best to be the best one among

the swarm.
– Set t = 0 and cp = T .

Stage 2: Update the current global best position Gt

For each particle i Do

– If T T (P t
i ) < T T Gt) then Gt = P t

i

End For

Stage 3: Stopping criterion

– If (t = MCN) or (cp = 0) Then return the obtained global best position and Stop

Stage 4: Swarm evolution

For each particle i Do

– If Xt
i = Gt Then pick randomly another particle

– Set V
t+1
i

= V t
i ⊗ P t

i ⊗ Gt

– Set X
t+1
i

= Referenced local search(Xt
i , V

t+1
i

)

– If the objective value T T (X
t+1
i

) has not been improved Then replace the X
t+1
i

by another random position
– Update the personal best position

Stage 5: Update iteration counter: t = t + 1 and cp = cp − 1 then go to Stage 2

4 Computational Results

In this section we describe the computational experiments conducted to evaluate
the performance of the BPSO algorithm based on the well-known test problems
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of Ronconi and Henriques [2]. In such benchmark, there are 5 groups of job
sizes: 20, 50, 100, 200, and 500. In each job subset (20,50,100), there are 5,
10, and 20 machines to process the jobs, respectively. The job subset (200)
has 10 and 20 machines, and the job subset (500) has only 20 machines to
process the jobs. 10 different matrices of processing times were generated for
each of the 12 sizes, and for each of those matrices 4 scenarios were built. Each
instance is independently executed ten replications, and in each replication the
Relative Percentage Deviation (RPD) is computed. TTA defines the objective
value reached by the BPSO, and TTMin defines the minimum objective value
obtained among all the compared algorithms.

RPD(A) =
(TTA − TTMin) × 100

TTMin
(11)

The BPSO algorithm is coded in Visual C++ and run on an Intel Pentium
IV 2.4 GHz PC with 512 MB of memory. On the basis of a set of preliminary
experiments, best results were achieved using the following parameters (Table 1).

Table 1. Parameters values used for the BPSO after calibration

Parameter MCN PS T

Value 100 50 N × (M/10) ms

4.1 Comparison of Ronconi and Henriques’s Benchmarks

In this subsection we present the performance evaluation of the BPSO with
respect to minimization of the total tardiness. We have used the already
announced benchmark set of Ronconi and Henriques where due dates are uni-
formly distributed between P (1−T −R/2) and P (1−T +R/2) [30]. Accordingly,
each one of the four scenarios correspond to a combination of T = {0.2, 0.4}
and R = {0.6, 1.2}. Table 2 summarizes the results of the comparison of the
algorithms under the fixed criterion. The effectiveness of the reported methods
against the GRASP metaheuristic [2] and the GA based on the path relinking
technique GA PR [29] was measured by listing again the ARPDs values, where
TTMin defines the total tardiness value obtained by GRASP algorithm. Based
on Table 2, BPSO obtained the same results as the GRASP in 55 problems.
These performances are much more better than those obtained by GA PR (110
problems). We report the average of improvement percentage of each class with
10 problems. For all test instances, BPSO achieved the highest improvement
with N*M varying from (20*5) up to (500*20).
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5 General Conclusion

In this paper we have proposed a new variant of PSO algorithm to the permu-
tation flow shop scheduling problem under blocking such to minimize the total
tardiness criterion. This population-based technique was hybridized with local
search to much more intensify the exploration and so diversify the search. Initial
population is generated based on a new revised-NEH heuristic by changing the
step 1 of the original NEH algorithm. Computational results attest that BPSO
algorithm is very competitive when compared with leading algorithms. Improve-
ments occur in all Ronconi and Henriques’s instances from (20×5) to (500×20)
test sets.
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Abstract. We consider the problem of scheduling Electric Vehicle (EV)
charging within a single charging station aiming to maximize the number
of charged EVs, as well as the amount of charged energy. In so doing, we
propose one offline optimal solution using Mixed Integer Programming
(MIP) techniques, and two online solutions which incrementally execute
the MIP algorithm each time an EV arrives at the charging station. More-
over, we apply agent based negotiation techniques between the station
and the EVs in order to service EVs when the MIP problem is initially
unsolvable due to insufficient resources (i.e., requested energy, charging
time window). We evaluate our solutions in a setting partially using real
data, and we show that when applying negotiation techniques, the num-
ber of EVs charged increases on average by 7%, energy utilization by
6.5 %, while there is only a small deficit (about 10 %) on average agent
utility which is unavoidable due to the fact that the initial incremental
demand-response problem is unsolvable.

1 Introduction

Electric vehicles (EVs) are an efficient alternative to internal combustion engined
ones when it comes to running costs, environmental impact and quality of
driving. However, these advantages come with a certain cost, as EVs suffer from
short range and long charging times. In order such problems to be reduced,
a large number of charging stations with state of the art facilities (i.e., fast
chargers, or battery swappers) should exist. However, here there is a quandary
problem, as drivers will not buy EVs if charging stations are not available, and
companies, organizations, or even countries will not invest in charging facilities
unless many EV-customers exist.

In this paper, we claim that multi-agent systems can be proved useful in
partially solving such problems and making EVs popular. In particular, we study
a setting where EVs arrive at a single charging station and need to charge. The
EVs are self-interested agents that need to maximize their profit (i.e., maximize
energy charged and minimize waiting time), while the charging station aims to
maximize the number of serviced EVs and the utilization of the available energy.
c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 157–171, 2016.
DOI: 10.1007/978-3-319-33509-4 14



158 A. Seitaridis et al.

To date, a number of papers trying to solve similar problems exist in the
literature [9]. For example, Bayram et al. [1] assumes a large number of charg-
ing points, each of them having pre-ordered a certain amount of energy. They
use a centralized mathematical programming algorithm to optimally allocate
the energy to EVs, so as to service the maximum number of EVs. The authors
evaluate the mechanism in a setting where both selfish (want to charge at the
nearest charging point), and cooperative EVs exist, and verify the performance
of their algorithms. In turn, [6] propose dynamic programming algorithms that
schedule the charging of EVs according to the availability of energy while guar-
anteeing the intended journeys can be completed. They also show that their
solutions can adapt to fluctuations in energy generation from renewable sources
thus increasing EV penetration to the grid. Instead, in [4], agents state time
windows within which they will be available to charge, and bid for units of elec-
tricity in a periodic multi-unit auction (one auction per time step). In order to
ensure truthfulness, the authors developed a mechanism that occasionally leaves
units of electricity unallocated (burned), even if there is demand for them. In
addition, using more traditional agent-based negotiation techniques, Gan et al.
[3], implement an iterative procedure to allow EVs to negotiate the charging
rate (at different time points) with a utility company (that broadcasts a price
signal to control charging). Crucially, they show that, should the charging char-
acteristics of all EVs be known, an optimal solution is reached in a decentralized
fashion. Finally, the authors in [2,5] propose methodologies for coping with the
important problem of placing the charging stations in such places so that the
number of EVs they service can be maximized.

The common characteristic of the majority of the work in this field is that
the preferences of the EVs, once communicated to the charging station(s) are
taken for granted (e.g., to [1,4,6]). In other words, the preferences of the EVs
do not change. The main difference of our approach is that here, we propose an
agent-based scheme where in case an EV’s preferences cannot be fulfilled, the
station can negotiate with it and suggest a different charging plan. In contrast to
[3], charging characteristics of all EVs are not assumed to be known. Note that,
negotiation techniques [7] have already been considered as an efficient method
to increase the participation of various actors within the smart grid [8].

We advance the state of the art as follows:

1. We propose an offline optimal solution to schedule the charging of EVs in a
single charging station aiming to maximize energy utilization and EV satis-
faction (i.e., number of serviced EVs).

2. We propose an online algorithm, which incrementally uses the aforementioned
optimal formulation, for EV charging scheduling.

3. We extend the aforementioned algorithm with the ability to start a negoti-
ation procedure with the EVs (by making counter offers to them) in case a
charging plan based on their initial preferences cannot be calculated. In this
vein, we propose three algorithms for calculating the offers that are made to
the EVs during the negotiation procedure.
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4. Finally, we empirically evaluate our proposed algorithms in a setting partially
using real data (renewable energy generation) and we prove the efficiency of the
negotiation technique in increasing EVs satisfaction and energy utilization.

2 Problem Definition

In this paper, we study a setting where a number of EVs arrive at a single
charging station over time and need to charge. We assume that each EV has
his own agent which communicates to the charging station the EV’s needs and
constraints and tries to satisfy them in the best possible way. In a real scenario,
such an agent could reside on the navigation system of the car. At the same
time, the charging station aims to serve as many clients as possible in order
to maximize its profit, as well as the total welfare of the agents. In so doing,
it takes into consideration its available resources (i.e., charging slots, available
energy (both renewable and non-renewable energy is assumed to be available to
the charging station)), as well as the EVs’ constraints.

In more detail, we denote the set of EV-agents ai ∈ A, and the charging
station c which has a number of charging slots sj ∈ S. Moreover, we assume a
set of discrete time points t ∈ T to exist. At each time point, the charging station
has et ∈ E energy units available for EV charging (note that, energy storage is
not supported). The number of charging slots, as well as the amount of energy
set an upper limit to the number of EVs that can charge simultaneously. Now, for
each EV we define a tuple pi =

〈
ai, t

sys
i , tarr

i , tdep
i , emax

i , emin
i

〉
. In more detail,

upon its arrival to the system at time point tsys
i , each EV i informs the charging

station about its arrival time at the station tarr
i ≥ tsys

i (i.e., the EV can inform
the charging point about its preferences the time it arrives to it, or earlier), the
preferred departure time tdep

i , as well as the maximum emax
i and minimum emin

i

energy that it prefers to charge.
Now, once an EV has informed the charging station about its preferences,

the station applies a scheduling algorithm to decide on its charging schedule. In
case, given the EV’s and station’s constraints, such a schedule is impossible to
be computed, the station begins a negotiation procedure with the EV, during
which a number of counter offers/suggestions are communicated to it. During
this procedure, the EV can either accept or reject the offers. This procedure is
presented in detail in Sect. 3.3.

3 EV Scheduling Algorithms

To solve the problem of EV charging scheduling, three approaches are considered.
In more detail, the charging station’s parameters (i.e., number of chargers, and
available energy) are assumed to be known in advance, while the EVs’ preferences
can either be known in advance (offline approach - see Sect. 3.1) or can be made
known dynamically (online approaches - see Sects. 3.2 and 3.3).
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3.1 Offline Optimal Solution

In this section we present a centralized, static, optimal Mixed Integer Program-
ming (MIP) formulation of the problem (developed using IBM ILOG CPLEX
12.5) which is used for benchmarking purposes, but it also acts as an important
building block for the online algorithms presented in the following sections. The
aim of this formulation is to find the optimal charging plan such that both the
number of EVs serviced, and the amount of energy charged are maximized. Thus,
the objective function to be maximized (Eq. 1) is a weighted sum of these two val-
ues. The weights show the priority that the station gives to the two values. The for-
mulation contains two binary decision variables: (1) decision variable ai,t ∈ {0, 1}
denoting whether an EV i is charging at time point t, and (2) bi ∈ {0, 1} denoting
whether an EV is serviced or not. The objective function is maximized under a
number of constraints:

Objective Function:

w1 ×
∑

ai∈A

∑

t∈T

ai,t + w2 ×
∑

ai∈A

bi (1)

where w1 + w2 = 1

Constraints:

∀ai ∈ A,

tdepi∑

t=tarr
i

ai,t × bi ≤ emax
i (2)

∀ai ∈ A,

tdepv∑

t=tarr
v

ai,t × bi ≥ emin
i (3)

∀t,
∑

ai∈A

ai,t ≤ |S| (4)

∀t,
∑

ai∈A

ai,t ≤ et (5)

In more detail, every vehicle i must charge a number of energy units between
its minimum and maximum preferred values (Eqs. 2 and 3), while the number
of the vehicles that charge simultaneously must not exceed the total number of
charging slots (Eq. 4). Finally, the total number of energy units charged at one
time point, should not exceed the total number of the available energy units
(Eq. 5). From now on, we will refer to the MIP formulation of the problem as
Optimal which takes as input parameters all tuples pi,∀ai.
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3.2 On-Line Scheduling Algorithm Without Suggestions

To this point, the number and the preferences of the EVs were assumed to be
known in advance. However, here, the EVs inform the charging station about
their preferences dynamically, the time they arrive at the system (see Algo-
rithm1). Once the station receives a new charging request, it calls the optimal
scheduling algorithm giving as input the preferences of the new EV as well as
the charging plan of the EVs that have already arrived at the past, while con-
straints 6 and 7 are added to the MIP formulation. In more detail, the EVs
ai ∈ charged ⊆ A that have already been scheduled to charge are constrained to
receive the number of energy units (i.e., etotal

i ) that was decided the first time
(Eq. 6), within the predefined departure time (Eq. 7). What can change is the
time points that the EV will actually charge. Regarding the new EV, the charg-
ing station is free to decide whether or not it will be charged, as well as the time
points the charging will take place. Note that, the case where an EV can book
a slot for charging and then cancel it, or leave the charging station earlier than
its predefined time is not studied.

∀ai ∈ charged, bi = 1 (6)

∀ai ∈ charged, etotal
i =

∑

t∈T

ai,t (7)

Algorithm 1. Dynamic EVs Scheduling Algorithm Using MIP
for ∀t ∈ T do

for ∀ai ∈ A : tarri = t do
{All EVs arriving at t are assigned to set current.}
current ← current + pi

end for
Call Algorithm 2(current)

end for
Return: ∀ai ∈ A, ai,t, e

total
i and charged

3.3 On-Line Approach with Suggestions

Similarly to the previous algorithm, here EVs’ preferences become available
dynamically, the moment the EV arrives at the system. However, in addition
to what has been studied so far, here the charging station has the ability to
make counter offers/suggestions to the EVs in case it is impossible to cover their
needs as they are communicated to it at first. In more detail, once an EV arrives
at the system and communicates its needs to the station, it applies the optimal
scheduling algorithm as this has been described in Algorithm1. In case a feasi-
ble solution does not exist and a schedule cannot be calculated, then the station
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Algorithm 2. EVs Scheduling Algorithm
Require: current

Call Optimal(current)
{Each EV that has charged and is not in set charged}
for ∀ai ∈ A do

if (bi = 1) AND (ai /∈ charged) then
charged ← charged + ai

etotali =
∑

t∈T ai,t

end if
end for
Return: (∀ai, t ai,t, e

total
i , bi) and charged

starts a negotiation procedure and makes a number of counter offers to the EV,
which can either be accepted or rejected (see Algorithm 3 and Fig. 1). In order
to capture the EV’s reply, variable ri ∈ {0, 1} is defined which is actually drawn
from a probabilities distribution. In the next section, the algorithms that are
used in order to calculate the station’s suggestions to the EVs are presented.

Algorithm 3. EVs Scheduling Algorithm with Suggestions.
for ∀t ∈ T do

for ∀ai ∈ A : tarri = t do
current ← current + pi

end for
Call Algorithm 2(current)
{For the EVs that couldn’t be scheduled for charging}
for (∀ai ∈ current : bi = 0) do

count = 4
while (accepted! = 1) AND (count ≤ 6) do

{We call Algorithms 4, 5, 6 consecutively (see Figure 1).}
Call Algorithm count
accepted = ri
count = count + 1

end while
end for

end for
Return: ∀ai ∈ A, ai,t, e

total
i and charged

3.3.1 Suggestions Calculation Algorithms
Here, we describe how the charging station calculates the offers made to the
EVs during the negotiation procedure. As one can see in Fig. 1, this negotiation
phase has up to three steps. In each one, the station is making an offer to
the EV, which can either be accepted or rejected. This negotiation starts from
the stations’ most preferred solution, where the proposed amount of energy is
identical to the original, thus its utilization is maximized, but the charging time
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Fig. 1. EV-station negotiation procedure

window is widened, then, at the second step the time window remains the same
but the amount of proposed energy is reduced (the maximum available energy
should be at least equal to the minimum amount asked by the EV), and finally
a totally different time window but with the initially desired amount of energy
is proposed to the EV.

1. Step 1: Here the station calculates a wider time window (see Algorithm 4)
in order to provide to the EV at least the minimum energy it has asked for.
In so doing, the station aims to widen the predefined time window until the
necessary energy becomes available. Firstly, the window is widen to the right
(i.e., future time points) and if enough energy is still not available, it is also
widen to the left, given that the EV’s arrival time at the system is different
(smaller) compared to the arrival time at the station. For every time point
that an available energy unit is found, variable energy ∈ N is increased by
one. If such a time window is not found, or the new time window has a not
acceptableτ ∈ {0, 1} size (acceptableτ is defined by the user), or the EV rejects
the offer, the station goes to the next step.

2. Step 2: In case enough energy is not available within the time window defined
by the EV, the station calculates whether a smaller amount of energy
(see Algorithm 5) can be provided within these time limits. In so doing, the
station has already decided a percentage acceptablee ∈ [0, 1] of the initial
energy within which an offer can be made to the EV. In other words, the
station searches within the time window if emin

i × acceptablee energy units
are available. In case enough energy is not found, or the EV rejects the offer,
the station goes to the next step.

3. Step 3: Finally, the station can calculate a different time zone (see Algo-
rithm6) for an EV to charge. In so doing, the time window within which the
EV will charge is shifted across the set of time points (constrained so as the
arrival time of the EV is not violated), while the tightness of the window is
also taken into consideration (i.e., the first and the last time points at which
an EV will charge should not be too far from each other). Note that, the main
difference with Algorithm 4 is that here the time window can be completely
different compared to the initial one, while in Algorithm4 the initial window
acts as a pivot, and is always part of the offer.
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Algorithm 4. Wider Window Calculation Algorithm.
Require: ∀i, pi, acceptable

{First widen window to the right. If desired energy not found, widen window to the
left. If acceptable window is found suggest to EV. Initial window acts as a pivot}
t′arri = tarri ; t′depi = tdepi ; found = 0; energy = 0
{The available energy in the initial time window is calculated.}
for (∀t ∈ T : (t ≥ tarri ) AND (t ≤ tdepi )) do

if (et > 0) AND (
∑

ai∈A ai,t < |S|) {If enough energy and chargers exist} then
energy= energy + 1

end if
end for
{t′depi is increased by 1 until necessary energy found, or final time point is reached.}
while energy < emin

i do
t′depi := t′depi + 1;
if (et′end

i
> 0) AND (

∑
ai∈A ai,t′end

i
< |S|) then

energy = energy + 1;
end if

end while
{t′arri is decreased by 1 until necessary energy is found, or tsysi is violated.}
while energy < emin

i do
t′arri := t′arri - 1;
if (et′end

i
> 0) AND (

∑
ai∈A ai,t′end

i
< |S|) then

energy = energy + 1
end if

end while
{If energy is found and time window not too large.}
if (energy ≥ emin

i ) AND ((t′depi − t′arri ) ÷ (t′depi − t′arri ) > acceptable) then
found = 1;

end if
Return: t′arri , t′depi , energy, found

Algorithm 5. Less Energy Calculation Algorithm.
Require: ∀i, pi, acceptable

{Searches in given window how much energy is available. If more than acceptable
percentage, then suggest to EV.}
energy = 0
for (∀t ∈ T : (t ≥ tarri ) AND (t ≤ tdepi )) do

{If enough energy and chargers exist.}
if (et > 0) and (

∑
ai∈A ai,t < |S|) then

energy= energy + 1
end if

end for
percentage = energy ÷emin

i

if percentage ≥ acceptable then
found = 1

end if
Return: energy, found
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Algorithm 6. Another Time Zone Calculation Algorithm.
Require: ∀i, pi, acceptable

t′arri = tsysi , t′depi = tsysi − 1
{If the longest time window based on t′arri is large enough for the station to provide
the minimum required energy.}
energy = 0, penalty = 0
while (|T | − t′arri ) ≥ (emin

i ) do
while ((energy < emin

i ) and (t′depi < (|T | − 1))) do
t′depi = t′depi + 1 {Increase new window to the left}
if (et > 0) and (

∑
ai∈A ai,t < |S|) then {If enough energy, chargers exist}

energy = energy + 1
else

penalty = penalty + 1
end if

end while
{If t′depi has reached the final time point, no window can be found}
if (t′depi = |T |) then

Break
else

{If a window containing the desired energy is found check if it sparse}
if (penalty ÷ (tdepi − tstarti + 1) ≤ acceptable) then

found = 1; break
end if

end if
{If a legitimate window was not found, increase start time by one and continue}
if (et′arr

i
> 0) and (

∑
ai∈A ai,t < |S|) then

energy = energy − 1
else

penalty = penalty − 1
end if
t′arri = t′arri + 1

end while
Return t′arri , t′depi , found

4 Evaluation

We evaluate our algorithms according to execution times (see Sect. 4.1), perfor-
mance (i.e., EVs charged, EVs’ utility, and energy utilization) (see Sect. 4.2),
and sensitivity (i.e., dependence of the performance on the number of charging
slots) (see Sect. 4.3).

Throughout the evaluation, we assume the charging station to operate 24 h
a day (we want to show how the system operates in a full day) and 288 time
points to exist (i.e., 1 time point = 5 min - as our energy data was measured
every 5 min). The day is divided into 4 zones, each one with 72 time points where
the zones are equivalent to: (1) morning to noon, (2) afternoon, (3) evening to
night, (4) early morning of the next day. Also, the charging station has 5 charg-
ers (this is a number that fits our EVs data so as the scenario to be realistic).
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On top of this, we assume that all EVs have the same charging rate, which is
one unit of energy at each time point. Moreover, EVs arrival times are generated
by Gaussian distributions, where the probability for an EV to arrive during the
first and third time zones is higher compared to the rest, and energy demand
is generated by a uniform distribution. Also, the weights in our objective func-
tion are 50-50, which means that the station tries to maximize the serviced
EVs and its profit with the same priority. Finally, we use real data regard-
ing energy production from renewable energy sources (photovoltaic), generated
by the International Hellenic University’s solar panel park (energy, measured in
kilowatts per hour, generated by a single solar panel with a five-minute interval).
We assume that in every five minutes (i.e., 1 time point) an EV uses 0.6 kW/h
(1 energy unit) for charging. Finally, the collected data is transformed from
kW/h to energy units, and it is multiplied by 5, as we also assume that the
station contains five solar panels (energy that fits the EVs data).

4.1 Execution Times

Execution time and scalability is a major factor in the usability of a given
scheduling algorithm. For this reason, here, keeping all parameters but the num-
ber of EVs fixed, we measure the execution time of both the online and the
offline algorithms. For a setting with 30–300 EVs (see Fig. 2), we could argue
that for the optimal algorithm the execution time increases near linearly, while
for the online without suggestions increases super-linearly with a rather low rate
of growth, while for the online with suggestions the execution time increases
super-linearly with a rather high rate of growth. However, in the worst case,
the average execution time does not exceed the 100 s, thus making even the
online with suggestions usable for large settings. Remember, that the online
algorithms call the optimal one incrementally when an EV arrives at the sys-
tem, and therefore their larger execution times were expected. Also note, that
the online algorithm with suggestions has an even larger execution time as it
includes also the execution of the algorithms for calculating the suggestions.
Finally, we should mention that the execution time of the online algorithm with
suggestions depends on the number of EVs that accept an offer and the negoti-
ation round that this happens, as the calculation of the offers is time consuming
(i.e., calculation of fewer offers leads to lower execution time).

4.2 EV Satisfaction and Energy Utilization

Here, we evaluate the performance of our proposed algorithms in terms of EV
satisfaction (i.e., number of serviced EVs and average utility), as well as energy
utilization (see Figs. 3, 4, 5 and Table 1). In terms of EV satisfaction, the offline
algorithm is better than the online one without suggestions. This was expected
given the fact that in the offline approach full knowledge of EV demand is
assumed to be known in advance. Now, in terms of energy utilization, the gap
between the two approaches is smaller, as even though the online algorithm
charges less EVs, it uses about the same amount of energy. This happens because
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Fig. 2. Algorithms’ execution time

the online algorithm decides to charge more vehicles with high needs for energy
compared to the offline one. Thus, the station still has a good profit, but many
agents are unsatisfied. When it comes to the online algorithm with suggestions,
in settings with 30–100 EVs, is clearly ahead of the online without suggestions
and close to the optimal solution, while from 100 until 150 EVs remains ahead
of the online without suggestions but with a smaller gap. Here, we can point out
the fact that the online algorithm shows the bigger improvement in settings with
small to medium number of EVs. For larger number of EVs, the station starts
becoming too congested and therefore the negotiation procedure becomes less
effective. If you see this in correlation with the high execution times when the
number of EVs increases, we could argue that the online with suggestions may
not worth being used for large number of EVs. Regarding energy utilization, the
online with suggestions has a clear advantage for small and medium number of
EVs where more available charging slots exist, while later it starts leveling off.

In terms of agent utility, the offline and the online algorithm without sugges-
tions achieve 100% utility of the EVs that have been serviced, as their needs,
and constraints are fully covered. Now, the online algorithm with suggestions
achieves an average utility of about 88–90 % as despite the fact that more EVs
are charged, some of their initial constraints are relaxed. This small deficit on
average agent utility is unavoidable due to the fact that the initial incremen-
tal demand-response problem is unsolvable. In order to measure the utility, for
every agent that will finally charge, we compute the Euclidean distance between
its initial preferences and what it finally gets. Later, this value is normalized to
[0, 1]. We notice that, at 30 to 60 EVs the utility is high, at 60 EVs it drops and
then it continuously increases. This can be attributed to the fact that at 30 EVs
not many suggestions have to be made as initial EV preferences can be fulfilled,
thus the utility is high. At 60 to 120 EVs the utility drops, as in this window,
the station is neither too empty, nor too congested, and therefore many EVs
accept offers during the negotiation procedure. From 120 to 150 EVs, the sta-
tion is already too congested with EVs charging within their initial preferences
and therefore, less offers are being made to EVs.

Now, regarding the online algorithm with suggestions, its performance is
directly related to the attitude of the agents during the negotiation procedure.
In other words, the more cooperative the agents are, the more successful, the
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Fig. 3. EVs charged

Fig. 4. Energy used

Fig. 5. Average utility

negotiation is. Therefore, we conducted a set of experiments where different levels
of agent cooperation is assumed to exist. A cooperative agent is defined as an
agent which has a high probability of accepting an offer (80 % to 90 %), while a
non-cooperative agent is an agent with low probability of accepting offers (25 %
to 30 %). As can be seen from Figs. 6, 7, 8, when the majority of the agents are
cooperative higher number of them are serviced and energy is better utilized,
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Table 1. Algorithms comparison - 5 chargers

Number of Evs

60 90 150

EVs charged On-Line vs Off-Line −15.48 % −14.63 % −25.79 %

Strategy vs On-Line 11.43 % 9.80 % 2.88 %

Energy utilization On-Line vs Off-Line −2.95 % −1.19 % −1.18 %

Strategy vs On-Line 9.59 % 7.54 % 2.29 %

Agents’ utility On-Line vs Off-Line 0.0 % 0.0 % 0.0 %

Strategy vs On-Line −12.95 % −12.4 % −8.45 %

Fig. 6. Number of serviced EVs

Fig. 7. Energy utilization

however the performance is worse in a setting where the majority of the agents
are non-cooperative. Also, as expected, the utility of the cooperative agents is
lower, as they accept more changes to their initial preferences.

4.3 Sensitivity Analysis

Here we further evaluate our algorithms, in a setting where the number of charg-
ers varies but infinite amount of energy exists. We can observe (see Fig. 9) that
for settings with up to 90 EVs the online algorithm with suggestions performs
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Fig. 8. Average utility

Fig. 9. Offline VS online with suggestions with different number of chargers

better compared to the offline one especially for small numbers of chargers. This
can be explained due to the fact that when chargers are few, the initial pref-
erences of many EVs may not be able to be covered, and thus the negotiation
procedure is more efficient. In contrast, for larger numbers of EVs, full knowl-
edge of future demand gives a big advantage to the offline one, and therefore it is
better than the online one. Moreover, when the station becomes too congested,
minimal space for feasible suggestions exists. Thus, we can conclude that overall,
the offline algorithm is less sensitive to the change of the number of chargers.

5 Conclusions and Future Work

In this paper, we propose a number of algorithms for the problem of scheduling
EV charging at a single station. In more detail, we present an offline optimal
algorithm, and two online ones which incrementally call the optimal one when an
EV arrives at the station. Moreover, we use agent-based negotiation techniques
between the charging station and the EV-agents. Through an in depth empirical
evaluation, we show that the performance of our solutions depends on the number
of EVs, the energy they need to charge, the time of the day they need to charge,
and the number of chargers that exist at the charging station. Moreover, we
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show that such negotiation techniques can prove to be efficient in increasing the
number of serviced EVs and the utilization of the available energy, with only a
small decrease in the average utility of the EVs. In this way, EVs that otherwise
would not charge, now the can be charged either a smaller amount of energy or
in a different time window.

Future work will look at applying learning techniques so as EVs’ profiles to be
modeled [10]. In this way, personalized suggestions can be made from the station
to the EVs during the negotiation procedure in order to increase the probability
of an EV accepting an offer. Moreover, mechanism design techniques will be
applied so as to force EVs to always report their preferences truthfully (currently,
truthfulness is assumed). Finally, sophisticated load balancing techniques will
be investigated so as the integration of the charging station and the EVs to the
smart grid to take place in the most smooth and efficient manner.
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Abstract. In the context of Smart Cities, one of the main indispensable ele-
ments required by a city is the electric power, for which electric towers are used
to distribute it. Transmission towers have electrodes which need to be reviewed
on a regular basis by controlling its resistance in order to assure avoidable
malfunctions not to appear. From the point of view of Smart Cities, it is possible
to address this maintenance task by trying to minimize the cost of operation
through the estimation of values and the reduction of the size of the population
sample. To do so, the use of an intelligent-agent virtual-organization based
architecture is proposed within this working environment, which by using
mathematical estimation models and agreement based negotiations it is capable
of maximizing the estimations, minimizing the associated cost. The proposed
model is evaluated in a simulator through a real case study, which allows
validating the proposed approach.

1 Introduction

One of the main areas of Information Technology (IT) focuses on the application of
emerging techniques and technologies in different everyday objects. The aim is to
interconnect these objects and provide them with the ability to acquire some degree of
knowledge and/or intelligence, which allows obtaining new benefits and features. This
new paradigm is known as the Internet of Things (IoT). One of the main fields of
research and application of IoT are cities. Using IoT techniques can make them smarter,
Smart Cities. Generally, Smart Cities are associated with the pursuit of benefits for
citizens. These benefits may affect the society directly by offering new or improved
skills; or indirectly, by using the application of IT to achieve savings.
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At present, the tendency is to transform a portion of the assets of the city into
intelligent entities, interconnecting them by using large-scale networks to provide data
practically automatically and instantaneously. However, there are different assets of the
cities that are not suitable for this transformation to IoT, either because of their nature
or the cost that adapting the existing infrastructure would entail. Among these assets is
the focus of this article: the Transmission Towers (TT) that transport electricity. Many
are located in isolated points, where even communication through mobile technologies
is limited and the cost of the required equipment to monitor and control them is too
high to be included or placed on every TT. However, it is important for the TT to
benefit from smart city features, which will undoubtedly result in an economic benefit.

The main benefit of IoT, in this case, is the reduction of maintenance costs, which
in this type of infrastructure is complex because these costs are necessary to guarantee
periodic revisions in each TT, which include measuring different parameters to ensure
the security basics of the installation. In addition, such revisions are imposed by law in
most developed countries [4], although the specific processes to be followed are
defined in each country. The threshold value of the observable parameters in each
revision is also defined, which guarantees the safety of the electric line. Undoubtedly,
having to revise all TT represents a high cost, mainly due to the great distance they
cover, their inaccessibility and the need for specialized equipment and personnel.
However, this cost can be reduced if the number of TT to check is minimized.
Obviously, there must be a high level of confidence that the TT that are not reviewed
are not going to fail.

Therefore, the problem consists of predicting the TT that should be physically
checked. The complexity is determined by the large amount of TT. In fact, in Spain
alone there are over 42,000 km of high voltage power lines [14], many of them,
supported by more than 600,000 TTs. The solution is approached from a perspective of
Artificial Intelligence (AI), through the use of Virtual Organizations (VO) of intelligent
agents. These autonomous entities use distributed decision making processes and
incomplete information, features that cater to the proposed problem. The VO create
stratified sampling to analyze the state of the lines, the samples are used to analyze the
condition of similar tower over ground with similar resistivity. Taking this into con-
sideration, the system will determine the number of TT requiring review. Agents will
then have to cooperate, negotiating with each other in order to determine the final
sample of TT to be reviewed. To this end, we propose a framework for negotiations
based on Agreement Technologies (AT), which provides the organizational system
with the capability of finding and learning solutions when the problem to solve involves
reaching an agreement among the agents, with autonomy and interactions between
stakeholders being the main keys. The agents incorporate a neural network to predict
resistance depending on several parameters. The proposed model is evaluated in a
simulation environment, which, by using real data from TTs in Spain, allows validating
the results of the samples and predictions obtained.

The following section presents the problem in greater detail, as well as existing
related works. In Sect. 3 the proposed multi-agent system is detailed, followed by the
model of argumentation in Sect. 4. The evaluation of the system is presented in Sect. 5.
Finally, Sect. 6 presents the detailed conclusions.
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2 Problem Description

A TT is a structure, usually made of steel, acting as a support for aerial electric
conductors which are used to transport electrical energy. Each TT has (i) an associated
configuration set, defining the model, the location and other static aspects; a (ii) state,
which will group a set of observable magnitudes that vary over time; and (iii) revision
history, which stores the evolution of data (static and dynamic).

One of the main drawbacks and the main reason that TT must be regularly reviewed
is their exposure to people, who can walk around them or even touch them. A mal-
function can cause that person to suffer serious or fatal electrical shock, in addition to
causing other problems with energy distribution. In order to guarantee that situations like
this never happen, and for additional security reasons, the regulations of each country
forces a revision of the elements involved in the distribution of electricity through high
voltage power lines (in the case of Spain, the legislation is published in [4]). The revision
of a TT involves a high cost when having to manage the displacement of technical
equipment and specialized machinery to each TT. Furthermore, the process requires
previous preparation, since the towers are active high voltage lines. Definitively, by
reducing the number of supports to be measured, the value and time of completion of the
operation is decreased.

Most of the problems that can arise in a TT depend on their earth leakage. To
achieve a good earth leakage, each TT has a number of buried or partially buried
electrodes. These electrodes are conductors that remain in contact with the ground to
(i) assure the grounding of static charges or atmospheric electrical discharges; (ii) limit
the flow and contact voltages in the vicinity of the support; or (iii) limit the uninten-
tional contact voltage with higher voltage systems. Flow and contact tensions are two
magnitudes with complex measurements, but they are related to the grounding voltage.
Therefore, the electrodes must be properly maintained to ensure they have a resistance
that is preferably low, offering sufficient capacity for current conduction.

In general, a material resistivity (!) is defined as the ratio of the magnitudes of the
electric field and current density, given that a perfect conductor would have a resistivity
equal to zero, while a perfect insulator would have infinite resistivity. Based on this
value, it is possible to determine the ability of a conductor to act as grounded elec-
trodes, that is, its ability to derive the current can flow from the TT.

In particular, soil resistivity depends on the materials used in the floor where the
support is located, relative humidity and ambient temperature. The transmission lines
should not exceed a maximum value of grounding resistance of 20 Ω, although it may
vary according to the soil resistivity. It must be clear that flow and contact tensions are
two magnitudes with complex measurements compared to the grounding resistance,
and there there is a relationship among the three of them; therefore, the parameter with
the most essential measurement is is the grounding resistance.

Wenner method [18] is used to measure resistivity, which defines the soil resistivity as:

q ¼ Resistance
�
KR ð1Þ
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This paper attempts to speed up the measurement task by estimating the most
appropriate TT and designing a sample of different lines in order to validate the state of
the towers. To do so, it is necessary to begin with information (locations) on a set of
TTs in Spain, allowing us to know (i) the type of terrain over which it has been raised,
including its (approximate) resistivity (ρp) and the distance to the rest of towers (d);
(ii) the type of each tower, which in turn has its own coefficient of resistivity, KR; and
(iii) the line they belong to, which is important because ideally each line consists of
towers of the same type; although this may not be the case with older facilities. With
this information, samples are carried out to validate the state of the towers, and new
configurations of towers are designed.

2.1 Transmission Tower Maintenance, Measurement and Related Works

The problem of maintenance on power lines is required mainly because of security
reasons. There are different types of maintenance [2], which are presented below. First,
the (i) corrective maintenance consists of fixing existing bugs for the system to start
working correctly again. This type of maintenance can be divided, according to its
required planning, into planned or unplanned maintenance. The planned corrective
maintenance is a technique that ensures a reduction in costs and duration of the repair.
So, classification algorithms [10] or neural networks [16, 17] have been applied to
address problems of ice accumulation [9, 19] as well as the prediction of physical
deterioration of machinery (generators and transformers) [13, 21]. Next, the (ii) pre-
ventive maintenance consists of reducing equipment failures by seeking solutions to
problems before they happen. During the process, the service may be interrupted to
carry out conservation work, which must be planned [1, 5]. The (iii) predictive
maintenance arises as a complement to preventive and corrective maintenance. It
consists of monitoring a number of parameters for further analysis, looking for possible
anomalies. Finally, the (iv) proactive maintenance is a preventive maintenance
strategy used to stabilize the reliability of the machinery or equipment. Within this
maintenance, the work proposed in [3] stands out, where the authors manage to model
the impact of proactive maintenance work theoretically. Later, thanks to the concepts of
residual useful life and the models of each phase of failure, an optimal planning from
the economic point of view is provided.

Although there is previous work in the maintenance of TT, there are no known jobs
trying to predict the magnitudes that guarantee the safety of the line. This pioneering
work makes it possible to predict and sample the number of TTs to revise through the
use of intelligent agents. The system tries to predict the state of the lines by sampling
the towers according to several parameters such as ground resistivity and type elec-
trode, and other parameters such as the last revision and information taken from other
towers. A VO is designed to include a specific module of ATs, whose power of
argumentation is based on the use of a CBR (Case Based Reasoning), thus making it
capable of learning as it is used. The VO designs the stratum and the final towers are
selected through a negotiation process according to same parameters.
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3 Multiagent System Description

Once the problem to be addressed has been detailed, namely, the reduction of opera-
tional costs in the maintenance of TTs, the solution is posed by an innovative approach
where the set of TT to review is developed by using statistical sampling. Statistical
samplings are used to estimate which resistance values are closest to a value with a
maximum error and with known confidence levels, which makes it possible to avoid
performing a complete analysis of a line with TT having similar features.

The problem can be addressed by a VO, which makes use of information gathered
during the inspections and reviews of electrical lines. Using this information, it is
possible to (i) predict the status of each TT and to (ii) determine what TT should be
measured when companies have to make revisions in an area or line.

To create the model of interaction it is first necessary to analyze the motivation for
potential users to use the system. Externally, there are two interest groups identified
through an analysis of requirements. First, the user is the client of the application,
which is used to manage the tasks related to the power lines and their maintenance.
And, secondly, the provider is dedicated to updating the system information, adding
new data as inspections or reviews are conducted. The VO can be framed in a dynamic
but simple environment, since although new elements appear in the system, the output
will always have the same format and meaning.

From this initial analysis of roles and external environment, the VO designed as
part of this work can be seen in Fig. 1 and consists of the following roles:

• User. Represents the potential user of the system, which will use the prediction tool
for optimal maintenance of power lines. Has access to the entire information
repository. Finally, it is also responsible for starting a process of prediction for a set
of high voltage power lines.

• Provider. Represents external entities that perform actual measurements in the TT;
the system provides reliable information.

• Tower. Represents each TT and is in charge of storing each individual state.
Therefore, contains information on the configuration, status, position, revision
histories, etc. In addition to the agents representing the real TTs, the fictitious tower
agents represent nonexistent TTs whose values have been estimated by using the
final software tool.

• Predictor. This agent represents the predictability of the state of a TT in the system.
It must have access to the repository revision histories of the TTs, as well as its
information, to incorporate extra information on the estimation. The agent incor-
porates neural networks to predict the resistance and is used during the sample to
predict the resistance of the tower.

• Neighborhood. Responsible for neighbor discovery of the tower agents. Able to
access its information and exchange it with those agents who can know about it.
The agent provides information about which TTs have the closest value to a
specified distance or resistivity value.
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• Sample. Retrieves the information of the selected towers and designs a sample over
them. The agent retrieves the towers of the selected lines and designs a stratified
sampling in order to reduce the number of towers reviews to carry out and perform a
statistical analysis over the whole line.

In the next section the interactions between these agents are described through the
model of argumentation, detailing the way they autonomously agree on the necessary
revisions.

4 Argumentation Model

The proposed negotiation model is presented throughout this section. In the first
subsection a required previous step is explained; in the next subsection a general
overview of it is also presented; then the various designed argumentation mechanisms
are presented, and finally the negotiator agent architecture is presented.

4.1 Initial Step

One of the objectives of this work is to develop a stratified sampling to carry out a
statistical analysis of the lines. The samples are stratified according to the KR and the
ground resistivity in order to analyze similar towers for each stratum. Ground resistivity
should not change considerably, because it depends to a greater degree on the com-
position of the terrain. The size of the sample is calculated for each stratum, and is
defined to calculate the average resistance with a level of confidence and error. The
population is divided into three groups according to the kind of electrodes and the KR

associated. Additionally, the system calculates the deciles for each group of three. The
size of the sample is then calculated for every decile. The Eq. (2) define the size of the
sample, the error value is defined according to Eq. (3).

Fig. 1. MAS schema
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n ¼ z2r2i Ni

e2i Ni � 1ð Þþ z2r2i
ð2Þ

e ¼ Max qiþ 1 þ qi
� �

=2 � k; qiþ 1 � qi
� � � k

� � ð3Þ

Where z = 1.96, σ is the variance, N is the population size, k is a constant defined by
0.15, ρi is the lower value of the resistibility in the decile i, ρi+1 the upper value of the
resistivity in the decile i.

For each decile we have to select the ni elements with which the negotiation of this
process is carried out. One of the desirable properties of a negotiation mechanism is
flexibility, which is based on the ability of operators to refine their decision making
processes and calculation of preferences during the negotiation. Since a rational agent
has the ability to change its preferences if its information about the environment is
updated, it seems logical to design negotiation models based on the exchange of
information, which allows influencing mental attitudes and beliefs of the other agents.
Therefore, an argument can be understood as a piece of meta-information that aims to
make a more attractive or acceptable proposal [8]. Thus, compared to traditional
cooperative models, argument-based negotiations are intended to cover this limitation.

4.2 Negotiation Description

The negotiations begin the moment the user agent requires the system to measure the
sample of the TTs within a region. At that time, each TT within the territory is
associated with a tower agent which checks its current Trust Percentage (TP). If TP
equals 100, it means that the state of its parameters is reliable and does not require
review, and therefore the agent does not participate in the negotiation. Otherwise, it
does will participate by exchanging the arguments with its peers until a valid proposal
is found.

During the negotiation process, all agents are connected and collaborate in pursuit
of a common goal, which is to achieve the best solution based on their experiences.
Thus, agents may have opposite interests:

• Safe: agents that promote this value will select those solutions that increase
their TP.

• Economic: agents that promote this value will select those solutions involving the
lowest revisions.

• Neutral: agents seeking to maximize their TP and reduce costs as much as possible,
with a more relaxed posture than the others.

Each tower has a type of individual proposal (safe or economic) for the TT they
represent.

Initially, to argue the individual proposal, it is necessary to obtain from the Predictor
Agent the TP in the worst case of not being revised: Worst TP (WTP) (should be revised
means its TP would be 100). Once this value is known, the Tower Agent determines its
role in the negotiation, evaluating its history and checking two situations: (i) if the tower
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previously had a TP lower than the WTP (Previous TP, PTP); and (ii) consulting the
Neighborhood Agent TP of its neighbors (NTP).

If there has not been a situation where TP <WTP, the position that the Tower Agent

will adopt will be the safe one. On the other hand, if it is true that WTP[
Pn

i¼1
NTPi

n ,
where n is the number of neighbors, it will adopt an economic position, prioritizing the
revision of its neighbors. Otherwise, its position will be neutral.

Thus, different situations may occur during the negotiation:

(a) Agents involved accept the proposal because they coincide, so the TT represented
is added to the sample to be reviewed.

(b) Agents involved do not accept because more than one wishes the TT they rep-
resent to be revised.

(c) Agents involved do not accept because none wants the TT represented to be
revised.

(d) The agents involved have a neutral perspective.

In situation a, because there is no agreement, the TT represented by the Tower
Agent is added to the sample to review. In case b, c and d, the agents with the safe
solution must negotiate to determine which TT are finally reviewed; an exchange of
arguments supporting each position will use a CBR model, as detailed in subsequent
sections.

4.3 Negotiation Mechanism

As previously noted, when defining a model of negotiation based on agreements in
which arguments are used, it is first necessary to determine a number of mechanisms
that support the negotiation process itself. The most important mechanisms are com-
munication language and domain language.

To begin, the FIPA ACL (Foundation for Intelligent Physical Agents’ Agent
Communication Language) [6] is selected as the language of communication primarily
because of its semantic capacity, as it includes locutions to express acceptance,
rejection, proposal applications, requests, inquiries, statements, declarations, etc.
Communication was made through the use of PANGEA [15, 20], which allows for a
cross-platform distributed development and disengages the specific functionality of the
application of basic functions, such as access to data or norms of communication
between agents. For this negotiation, 4 types of locution on FIPA ACL are to be used:
(i) inform: desire_to_revise (L3), desire_not_to_revise (L4), prefer_to_revise (L5),
prefer_not_to_revise (L6), withdraw_dialogue (L11); (ii) propose: open_dialogue (L1);
agree_to_revise (L9); (iii) accept-proposal: enter_dialogue (L2), agree_not_to_revise
(L10); (iv) refuse: refuse_to_revise (L7), refuse_not_to_revise (L8).

Once the language of communication is defined, it is necessary to define a domain
language, allowing the passage of meta-information separately or together with other
locutions. To this end, we must define an ontology compatible with IFAP in order to
carry out the decision-making process that will determine which TT are reviewed. Its
class structure is defined in the Table 1.
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The structure is composed of two abstract classes (Concept and Predicate). The
other classes are defined in the way shown in the diagram. For a better understanding,
the type attributes Attributes, Constraint and Valuation, must be defined. First, (i) at-
tributes reflects parameters that are associated with the TTs and which the Tower Agent
already knows. They are needed when estimating the TP of the neighbors in the CBR.
In particular, they are the model of the TT (predefined), the type of terrain on which the
tower stands, the UTM (Universal Transverse Mercator) coordinates where the tower
is located, and the number of neighbors (provided by the Neighborhood Agent). The
value reflected by (ii) constraints, refers to its current TP and the TP it would adopt if
each of its neighbors were revised. If the safe role was initially taken, it means that its
WTP is the smallest one of the values sent and there are no lower values in its history.
In the case of playing an economic role, it means that its WTP is larger than the
smallest one of the values. Finally, (iii) valuation provides the level of interest of an
agent in the review of each of the possibilities (it and its neighbors). In the case of
adopting a safe role, the value that is associated to its current TP would take the
maximum value (1), while the neighbor with the worst TP after the review would take
the minimum (0). If taking an economic role, it will not be to be revised, so it will
choose to take the minimum value (0) and the neighbor with the highest CP value will
take the maximum value (1).

Table 1. Negotiation ontology

Concept

AgentAction
∎ Open_dialogue: area (String)
∎ Agree_to_revise: proposal (Tower instance)
∎ Revise: proposal (Tower instance)
∎ Not_revise: proposal (Tower instance)
AgentID: agent identifier (String)
Tower: attributes (String)
Revision Requirement: constraints (String)
Revision Requirement Valuation: constraints (String): valuation (String)
Predicate
Desire_to_revise: tower (Tower instance): revision requirement (Revision Requirement
instance)

Desire_not_to_revise: tower (Tower instance): revision requirement (Revision Requirement
instance)

Prefer_to_revise: tower (Tower instance): revision requirement validation (Revision
Requirement Validation instance)

Prefer_not_to_revise: tower (Tower instance): revision requirement validation (Revision
Requirement Validation instance)

Withdraw_dialogue: area (String)
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4.4 Negotiator Agent Model

Having presented a description of the model of negotiation and support mechanisms,
this section will now present the structure of the negotiation agents. Figure 2 represents
the structure of the Tower agent, an Argumentation-based Negotiator (ABN) which is a
fundamental trait. As shown, the agents have the possibility of explicitly exchanging
meta-information.

The most important elements of the proposed ABN structure, starting with the
context model, will now be presented, followed by a description of how the system is
able to make predictions, and finally the argumentation model, which is where the CBR
system resides.

4.4.1 Context Model
When establishing the negotiation, the TP value is important, but the arguments must
also consist of other parameters such as the type of support, the type of terrain, the
position of the tower and the number of neighbors. Thus, the (i) type of support ensures
that Kr values vary in the threshold range, guaranteeing that the resistances of the
electrodes are similar. Resistance grounding (ρp) also depends on the soil resistivity, so
the terrain is another parameter whose influence is similar to that of Kr; however, it is a
variable parameter that depends on environmental conditions, so it is less influential
than the type of support. The (ii) position of the tower is important because it indicates
the distance to each tower. In nearby distances of less than 5 km, and given the same
type of terrain, the resistance value of the electrodes should be similar. Each Tower
Agent contains information about the position of the support represented by UTM
coordinates. Then, the (iii) number of neighbors parameter influences the negotiations,
because the greater the influence over its neighbors, the higher the priority of
measuring the tower.

Fig. 2. ABN structure
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4.4.2 Prediction
The system has two different functionalities. On the one hand the system helps to
determine the model of the tower to install in a position according to the Kr and the
ground resistivity, where the ground resistivity has to be calculated based on the nearest
towers. On the other hand, the system has to predict the resistance for the selected
towers during the sampling.

To identify the ground resistivity, a series of steps are followed. First we need to
find and identify the nearest Tower Agents, for which the Delaunay triangulation
method [12] is used. According to the algorithm, it is possible to generate a mesh from
these points (Tower Agents) where all elements involved are vertices of one or more
Delaunay triangles. Once the triangles are known, it is necessary to check the triangles
to which the TT belongs, with the remaining vertices representing the TTs with less
distance to the known support.

If the information corresponds to a real Tower Agent registered in the system, it is
enough to obtaining the triangles where the TT represented by the Tower Agent is a
vertex. If it does not belong to the system, there are two possible options: (i) the Tower
Agent is within the area covered by any of the triangles of the mesh (Fig. 3); (ii) the
Support Agent is located outside the area covered by the mesh. In the first situation,
the nearest neighbors are the agents located in the vertexes of the triangle within which
the tower is located. To determine whether a point lies on a triangle it is possible to use
vector calculation or barycentric coordinate based techniques. In the second situation, it
is necessary to regenerate the mesh to include the new support as part of the system.
This way, the necessary links are generated and it is possible to determine the
neighbors. This approach improves the accuracy of the system if the fictitious supports
are consolidated as real ones.

From the calculation of the mesh, the prediction is calculated as follows. First, the
estimated ground resistivity �q is calculated for a TT:

�q ¼
Xn
1

q TTið Þ � Dmax=diPn
1 Dmax=di

ð4Þ

Fig. 3. TT fictitious positioning (black)
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With an estimated error of σ, where:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
1

ðqi � �qÞ2 Dmax=diPn
1 Dmax=di

s
ð5Þ

In addition to predicting the resistivity, the system has to predict the resistance for
new towers and for the selected towers during the sampling. To predict the resistance, a
CBR model is implemented by the agents. The case is defined with (6)

C ¼ fR; q;Kr; h; tg ð6Þ

where h is the ground humidity and t is the temperature.
The cases are divided into three groups according to the Kr and a multilayer

perceptron (MLP) is trained for each subset. During the retrieve phase the agent selects
the MLP based on the Kr which is used in the reuse phase to predict the resistance. The
new measure is introduced in the system in the revise and retain phases. The retraining
of the neural network is carried out when the number of new measures reaches a value.

The MLP networks are defined according to this structure: four input ðq;Kr; h; tÞ, 9
neurons in the hidden layer, 1 output with the resistance. The activation functions are
sigmoid.

4.4.3 Argumentation Model
Once each of the supports has a position within the negotiations, it is necessary share
them with their peers. During this process, each individual agent shares its information
with its peers. If several agents have a safe position, they must negotiate with each
other in order to determine the agent whose TT will finally be reviewed.

The arguments developed in the argumentation are built through a CBR. Thus,
firstly the case C is established based on information provided by the opponent where,
in addition to the information of each of the supports benefited from the opponent’s
position Ti, its current TPi and future TP are stored (in case of revising the opponent).
In other words, TP

0
i.

C ¼ Ti ¼ fKr; d; ng TPi TP
0
i

� � ð7Þ

From this description of the problem, the cases that are similar in terms of Kr and
position d are recovered from the cases base. Along with these cases the real TP

0
,

previously observed during a real revision, will be recovered, with two possible
situations:

• If TPi � TP
0
i, then experience shows that the opponent is right and therefore the

contrary position has to be accepted.
• If TPi [ TP

0
i, then it is argued according to the recovered case or cases, where a real

revision showed the error in predictions. In this case the opponent must provide new
information or accept the position.
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Once the negotiation is finished, those TT with the safe position are added to the
revision list. Once the case has been reviewed and its parameters measured, the cases
base is updated with the actual values, making it easier to deliver better results in the
future.

5 Results

A tool was developed to help check the validity of the proposed system. With it, the
user can ask the system for information on the TTs to be reviewed. It boasts a database
of approximately 80,000 TTs with actual measurements distributed throughout Spain.

In the tool, the first step that the user must take is to define the lines or TTs that
require revision, as seen in Fig. 4a. Subsequently, a detailed map of existing TTs is
presented and can run the system.

It offers added functionality such as the ability to define new measurements which
are recorded in the system through the provider agent, thus becoming part of the
knowledge of the agents and specially of the CBR. It also allows the definition of
fictitious TTs, which are represented in the system with their respective agent and the
estimated value according to the methodology explained. An example can be seen in
Fig. 4b, where the red marker is the fictitious TT and the closest neighbors (three in this
case) are represented with a blue marker.

The output provided to the user consists of the list of TTs that the system has
resolved to propose for reviewing. The system provides different visualizations which
allow consulting the TTs separately or together over the field, as shown in Fig. 4c,
where a simple listing view is shown.

The accuracy of the system when predicting the resistivity of fictitious TT is mainly
affected by the distance between the TTs and the truthfulness of the previously gathered
data. Some of the provided existing data has been proved to be wrong because of
different errors on the measurement process, so these tests have been carried out, taking
into consideration the correct data gathered with this purpose. With these data, high
accuracy levels were achieved as shown in Table 2.

Fig. 4. Final application. (a) Line & TT filtering; (b) Fictitious TT definition; (c) TT to be
reviewed
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These results show that the accuracy of the estimation achieved by the software tool
is more efficient the lower the distance of the TT considered. This is logical, as the
resistivity is a parameter directly related to the type of the terrain, so considering widely
spaced TT could have a negative influence on the result even if they have a lower
relevance in the algorithm. As for reducing the number of TT that should be reviewed
by the technicians, the system offers a significant reduction percentage as can be seen in
Table 3.

The most significant reduction is achieved as a greater number of TT is preselected
for review. However, a lower level reduction is achieved when TT are far apart, even
when the number of TT is high. Obviously, the farther TT are located from other TT,
the more different their values are. For this work, the reduction only makes sense when
working on a specific area or power line, so this problem is never going to be faced.

6 Conclusions

This paper proposes a model of artificial intelligence that allows predicting and sam-
pling the number of TT to review. With this prediction system, it is possible to reduce
the maintenance cost of the power transport infrastructure. By using VO and AT it is
possible to propose a system capable of reducing the number of measurements in TT,
although there are factors that cannot be controlled, such as undetectable environmental
changes that alter the soil resistivity.

In addition, the system presented is able to decide autonomously which TT must be
reviewed. The reduction amount of the initial sample depends directly on parameters
such as the distance between them, the similarity of the resistance, soil resistivity and
Kr values.

Table 2. Accuracy percentage on the estimation according to the mean distance.

Mean distance (km) Accuracy of the estimation (%)

*1 98.85 %
*5 97.74 %
*50 94.41 %
*300 90.15 %

Table 3. Percentage on the estimation according to the distance with fictitious TTs.

TTs Mean distance (km) Proposed TTs Reduction (%)

100 *50 27 73
200 *50 35 82.5
500 *50 64 87.2
800 *50 83 89.625
800 *300 154 80.75
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In addition, sampling is useful only when correct data is available. If predicted
values or previous values are significantly different to those obtained when measured,
more TT are likely to be wrong, so all the initial sample should be reviewed in order to
solve more errors.
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Abstract. Smart Grid technologies are changing the way energy is gen-
erated, distributed and consumed. With the increasing spread of renew-
able power sources, new market strategies are needed to guarantee a
more sustainable participation and less dependency of bulk generation.
In PowerTAC (Power Trading Agent Competition), different software
agents compete in a simulated energy market, impersonating broker com-
panies to create and manage attractive tariffs for customers while aim-
ing to profit. In this paper, we present TugaTAC Broker, a PowerTAC
agent that uses a fuzzy logic mechanism to compose tariffs based on
its customers portfolio. Fuzzy sets allow adaptive configurations for bro-
kers in different scenarios. To validate and compare the performance of
TugaTAC, we have run a local version of the PowerTAC competition. The
experiments comprise TugaTAC competing against other simple agents
and a more realistic configuration, with instances of the winners of pre-
vious editions of the competition. Preliminary results show a promising
dynamic: our approach was able to manage imbalances and win the com-
petition in the simple case, but need refinements to compete with more
sophisticated market.

Keywords: PowerTAC · Energy trading agents · Smart electricity
market · Smart grids · Fuzzy logic · Power tariffs

1 Introduction

The management of energy consumption and production is not only a customer
concern, but however, a new trend characterised by the wide presence of distrib-
uted renewable power sources in low voltage grids. This factor is imposing new
challenges for main energy generation and distribution companies. In this new
scenario companies are not able anymore to predict energy demand, given lim-
ited visibility (small and distributed generator units are unknown), production
volatility (weather uncertainty affects renewable energy generation) and con-
sumption flexibility (caused by smart grid and home automation technologies
that can control and shift loads to improve customer efficiency).
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M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 188–202, 2016.
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Electricity markets at retail level can help to address grid energy genera-
tion and load balance challenges, providing economical incentives for customers
to control and shift loads. Moreover, the available information also enables the
consumption and production forecasts [1]. As a result of liberalisation programs,
the new dynamics of electricity markets allow more complex market approaches,
competition and indirect supply-demand regulation through energy tariffs [2].
Figure 1 shows the different layers of a smart grid, highlighting tariff as the ele-
ment which enables brokers to act on the customers layer and provide customer’s
access to energy plans.

Fig. 1. Tariffs as the link element between Market and Customers

The energy brokers represent companies, intermediary trading entities
responsible for providing tariffs to customers. Aiming to achieve higher mar-
ket shares and profit, brokers compete for offering attractive tariffs based on the
negotiated energy and prices. Electricity market simulation frameworks com-
prise important tools to test and validate different approaches and algorithms
for brokers in a simulated and controlled environment. In this sense, this work
presents an approach based on fuzzy logic to define competitive strategies for
energy brokers in the market. The proposed approach was defined and tested on
the PowerTAC simulation framework.

The paper is organised as follows. Section 2 gives an overview of the challenges
on the Electricity Markets area and related work regarding the PowerTAC com-
petition. Section 3 presents our approach to create a competitive broker agent
named TugaTAC and Sect. 4 describes the preliminary results, obtained from
running competition experiments, comparing our model with other approaches.
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We conclude Sect. 5 pointing the advantages of using fuzzy logic in the tariff
creation process and looking for improvements in future work.

2 Electricity Markets and Power Trading Agent
Competition

Electricity markets comprise commercial environments where energy is traded
by several entities, such as generator companies, retailers, intermediary utilities,
households, small and medium enterprises, electric vehicles owners and others.
Energy is negotiated for different time slots and intervals, ranging from several
minutes to months and can be negotiated through directly purchase transactions,
auctions, or tariff contracts. Usually, electricity markets are separated in the
wholesale electricity market, where retailers (brokers) negotiate large amounts
of energy (MWh) with big distribution entities, such as generation companies
or power plants, and the retail market, where small and medium customers
negotiate small quantities of energy (kWh).

The retail market dynamics directly influence the wholesale market and vice-
versa, since retailers define their prices based on their customer portfolio and
wholesale market price, while wholesale market define their prices based on sup-
ply and demand principles. These features create dynamic environments with
high financial risks that have been leveraged by the advent of smart grid and
the use of all kinds of smart appliances and metering.

Creating intelligent autonomous systems to safely and effectively operate
in such environments requires tests and validation of the employed strategies
and algorithms, before deploying them in real world scenarios. In this sense,
there exist electricity market simulation frameworks, such as the PowerTAC [3].
The PowerTAC employs many robust models, based on real historical data, to
simulate the wholesale market, the regulated distribution utility, and the cus-
tomer population, composed by different kinds of customers, such as households,
electric vehicles, and a variety of commercial and industrial entities. Some of
them can also have energy production capabilities through solar panels or wind
turbines, for example. The regulated distribution utility uses a market-based
mechanism for balancing the energy supply and demand.

2.1 PowerTAC Broker Agents

PowerTAC also comprises an electricity market competition1, where different
teams are challenged to develop fully autonomous broker agents to operate
between wholesale and retail markets. In order to simulate a more realistic envi-
ronment, the simulation relies in different constraints, such as fees and periodic
payments [4]. The broker agents act as self-interested companies, aiming to make
high profits from energy negotiations on both supply and demand sides. In the
real world, brokers would represent energy retailers, commercial or municipal
utilities or even energy cooperatives [5].
1 http://powertac.org/.

http://powertac.org/
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As retailers, brokers need to define profitable tariff contracts to achieve bigger
market share. Thus, brokers indirectly compete in the energy market by offering
specific tariffs contracts for each kind of customers (production, consumption,
storage) and specific type of energy source (solar, wind, thermal, etc.). Moreover,
brokers should try to reach a balanced portfolio, i.e. trying to keep the amount of
energy produced by customers close to the demanded energy, in order to reduce
the dependency from wholesale-coming energy.

Agents can use different tariff features in order to draw the customers’ atten-
tion, including fixed or dynamic price for kWh along the day, incentives for
energy saving, bonus for sign-up, early withdrawal penalties, and monthly dis-
tribution fees. In fact, brokers can analyse information from different sources,
such as customers, wholesale market and even weather. Such information enables
predicting subscribers’ production and consumption, which can lead to the nec-
essary actions to keep reduced imbalances, through tariffs for complementary
types of customers.

In simulation environments it is easy to analyse values and compose binary
solutions as “if variable is greater than some value then do that”. This approach
limits brokers coverage, creating crisp sets of possible actions. In real decision
making scenarios, human brokers compose their solutions based on both numbers
and conceptual analysis. Humans often interpret concepts, such as “high”, “low”,
or “interested”, enabling a richer set of combination values for actions [6]. In
energy markets and also in the PowerTAC competition, many of these conceptual
values could be combined to design a tariff generator mechanism.

2.2 Tariff Selection Problem

Since we are dealing with tariff composition, an important problem is how to
design competitive and interesting tariffs that provide the conditions required by
customers and yet, be profitable to brokers [3]. Customers want to select the best
tariff based on self interest. For example, some customers prefer tariffs with time-
of-use price while others could prefer fixed prices, and so on. Customers actively
participate in the market by choosing new tariffs through periodic evaluation of
publicly offered tariffs. In PowerTAC, customers are utility-based, which means
that they choose the next action based on the calculated gain on doing so.
Nevertheless, the utility function used in customer models include an aversion of
change and complexity that can retard the changing for better tariff offers [7].
Accordingly to the PowerTAC specification [8], customers in the competition
evaluate new offers with a higher frequency at the beginning of the simulation.
They use a inertia model for the probability of not evaluating tariffs, calculated
as Ia that depend on the number of tariff publication cycles (n) and a factor
I ∈ [0, 1] as seen in Eq. 1.

Ia = (1 − 2−n)I (1)

The key part of customer evaluation is the calculation of the expected gain
over maintaining the current contract. Our intention is to find a good approach
that can attract customers’ attention and also have high utility. If no broker
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achieve this goal, customers will use default tariffs provided by the default broker,
an agent that assure at least one option for customers.

In PowerTAC, the utility of a given tariff Ti is computed as a function of per-
kWh payments pvi, periodic payments ppi, a one-time sign-up payment psignupi,
a potential one-time withdrawal payment pwithdrawi in case the customer with-
draws its subscription before the tariff’s contract minimum duration, and an
inconvenience factor xi to account for inconvenience of switching subscriptions,
and of dealing with time-of-use or variable prices or capacity controls. The Eq. 2
describes this utility.

ui = f(pvi, ppi, psignupi, pwithdrawi, xi) (2)

On the other hand, the cost of using a default broker tariff depends on the
consumption amount Ctdefault, the cost per-kWh (Pvdefault) and the periodic
payment Ppdefault, as seen in Eq. 3. More details about PowerTAC models can
be found in [8].

costdefault =
de∑

t=0

(Ctdefault ∗ Pvdefault + Ppdefault) (3)

Many PowerTAC related works address this problem with different
approaches, depending on the market type and tariff features focus, as seen
in Table 1. Reddy et al. [9] created a model to predict the attraction probability
of a specific tariff, given the broker’s portfolio. Liefers et al. [10] uses a Tit-For-
Tat strategy, copying and improving opponent’s tariffs. The CrocodileAgent [11]
in the other hand, uses market properties as scarcity, balance and oversupply to
generate the “most needed” tariffs at a given time.

Table 1. Comparison of PowerTAC broker agents

Broker Approach Market

AgentUDE [12] Agressive fee manipulation Retail

CwiBroker [13] Equilibrium in continuous markets Wholesale

CrocodileAgent [11] Maximize profitability Wholesale

Mertacor [14] PSO to estimate relevant features Wholesale

TacTex [15] MDP to minimize costs Wholesale

Default broker [16] Fixed (high) prices Retail

Although some of the related works on PowerTAC retail market describe
conceptual characteristics, none have considered modelling conceptual values
in the calculations. We have seen that mapping features to values only helped
competitors to interpret the market in a simplistic and rigid way. This motivates
addressing the tariff creation problem with a different paradigm, the conceptual
analysis. The goal is to create a tariff generator that could interpret and adapt
linguistic concepts helping to easily define efficient tariffs.
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3 TugaTAC Broker Agent

In this work, we propose a strategy for developing PowerTAC agents based on
fuzzy models. The proposed approach is called TugaTAC. It consists on updat-
ing tariffs using a conceptual model for agent’s interest on selling or buying
energy. Depending on the production and consumption quantities coming from
the customers who are subscribed to TugaTAC’s tariffs (portfolio), a fuzzy model
determines the broker intentions and what it needs to do in order to improve the
tariffs and attract the best profile of clients (consumers or producers) that could
help reducing imbalances. Figure 2 shows a simplified scheme of the TugaTAC
reasoning mechanism, in which the market prices are combined with the values
of energy production and consumption from the broker’s customer portfolio.

Fig. 2. TugaTAC tariff composition and interactions with the environment

3.1 Fuzzy Conceptual Tariff Strategy for Retail Market

The reasoning mechanism described in Fig. 2 is highly conceptual and connects
numerical values to abstract interest. Fuzzy systems are suitable models for this
kind of approach. Fuzzy is an alternative for the traditional binary logic in which
variables can present more than two values (true or false), usually presenting a
continuous range between 0 (completely false) to 1 (completely true) [17]. In
fuzzy logic instead of a complex mathematical formulation, the variables are
described using conceptual values, e.g. a temperature variable could be specified
as “cold”, “normal”, and “hot”.

Our approach for tariffs is based on a fixed price tariff model, where customers
pay the same price along the day for the kilowatt-hour. Therefore, this strategy
focuses on the price value definition. For this, it is considered the fluctuation of
the wholesale market price (clear price), which varies along the day according
to demand and production. This way the tariff price is always above the clear
price or otherwise the broker would lose money. Thus, we have defined two fuzzy
models: one for selling energy and the other for buying, implemented and tested
using the jFuzzyLogic API2.
2 http://jfuzzylogic.sourceforge.net/.

http://jfuzzylogic.sourceforge.net/
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The fuzzy models are illustrated in Fig. 3 for buy-interest and in Fig. 4
the sell-interest model. The fuzzification process establishes the correspondence
between the input and output models. A set of IF-THEN fuzzy rules are defined
in terms of the concepts defined. This comprises one of the advantages of using
fuzzy logic, allowing adaptive configurations for brokers in different scenarios by
easily changing rules as observed in Algorithm 1.

Fig. 3. Fuzzy input variable for model buy-interest

Finally, to create the tariffs we used an approach similar to [11]. On initial
rounds customers tend to be more opened to new tariffs. Besides, most of the
tariffs are published in this period. TugaTAC uses a Tit-For-Tat approach, copy-
ing competitors’ tariffs when a tariff for the same power type does not exist in
its portfolio. If there is already some similar tariff, the fuzzy model is triggered
to calculate a new value, in order to beat the offered conditions.

IF buy-production IS high THEN definitely-interested
IF buy-production IS high AND buy-consumption IS high THEN interested
IF buy-production IS low AND buy-consumption IS high THEN
not-interested
IF buy-production IS medium OR buy-consumption IS high THEN
not-interested
IF buy-production IS medium AND buy-consumption IS medium THEN
interested

Algorithm 1. Fuzzy rule set example: buy-interest variable

The resulting value of the fuzzy represent a multiplying factor for the prices
(per-kWh) called interest, which represent the willingness to perform the action,
as interest ∈ [0, 1]. When the interest is high, then multiplication will make the
prices rise, otherwise the price will decrease. The evaluation of the new price
values are verified in two equations, one for buying (to producers, Eq. 4) and
other for selling (to consumers, Eq. 5).

buying : pricenew = pricelast − (pricelast ∗ buyinterest) (4)

selling : pricenew = pricelast + (pricelast ∗ sellinterest) (5)
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Fig. 4. Fuzzy input variable for model sell-interest

3.2 Tariff Composition Mechanism

The tariff composition module is responsible for creating and updating tariffs
that are offered to customers. We used a similar approach as in [11]. The fuzzy
model is triggered hourly for each energy type in order to calculate the updated
tariff prices, as seen in Sect. 3.1. We also considered generic tariffs, such as pro-
duction, consumption, and storage types. With this approach, the broker can
cover more market possibilities offering a wide range of tariffs.

4 Evaluation

Experiments on a competition environment bring some challenges regarding eval-
uation metrics and how to evaluate the performance of the broker. PowerTAC,
as an open source distributed Multi-Agent System simulation platform, allows
to configure a local server to run the simulation. In this work we have used the
2015 version for both server and client.

The best way to evaluate the performance of TugaTAC is facing well consol-
idated agents, winners of the last competitions. If it presents good results under
such scenarios, then it could be considered a competitive broker for real tourna-
ments. Since the binary code for the ultimate PowerTAC finalists are available
online, we could run the simulation with this exciting configurations. In fact,
besides downloading the real PowerTAC competitors we instantiated another
broker and called it ZucaTAC. ZucaTAC shares the same code of TugaTAC but
has the fuzzy module disabled, updating the tariff prices with a random interest
factor, useful for increasing the number of competitors without introducing other
complex strategies as those presented by real competitors. Being a preliminary
work, our broker is not yet tuned in order to fairly compete with the big ones,
which have very complex reasoning architectures and include many other fac-
tors to tariff creation, as seen in Sect. 2.2. However, we wanted to check whether
TugaTAC was able to win the competition in three evaluation experiments:

1. Experiment 1 - 1 vs DF: only one broker vs the default
2. Experiment 2 - 2 vs DF: 2 agents plus the default broker
3. Experiment 3 - 3 or more: 3 or more agents competing.
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The experiments consisted on running one complete simulated tournament
and evaluate the results. The winner of the competition is the broker agent with
the highest total profit. Our validation metrics are: the energy traded both in
wholesale market and retail market, and the total profit at the end of the game.
We analyse each one of the experiments and their results regarding these metrics
and the dynamics through the simulations.

4.1 Experiment 1 - TugaTAC Against the Default Broker

Firstly, we ran the simplest test: competing against the default broker. As
explained on Sect. 2, the default broker guarantees that customers have at least
one tariff option. In this case, if TugaTAC wins against the default broker, it
means that our strategy at least makes sense. If something is wrong, e.g., if prices
are not competitive, the results would show a big deficit with the bank.

Figure 5 presents the profit evolution during the simulation. TugaTAC won
the competition with more than 2 million euros in cash, a significant difference
against default broker’s profits. It seems that initially, the default broker had
some advantage in the tariff publication period, being overcame in less than
10 h. Although it seemed to gather customers attention in the moment our tariffs
were being adjusted. TugaTAC refinements in future versions will try to reduce
this time.

Fig. 5. Experiment 1 - Profit results
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Table 2. Experiment 1 - Results of the simplistic competition scenario

Broker Agent Wholesale trades Retail trades Profit

TugaTAC 23 MWh −47575 kWh 2364911e

default-broker 0 MWh 0 kWh 59019e

In Table 2 we see the ranking results of the simulation. The energy traded
with wholesale and retail markets are described on the respective columns and
represent the total amount of traded energy through the competition in each
market. Negative values represent energy sold. Although the default broker had
not traded any energy, it made some profit because initial customers paid fees
when they changed to TugaTAC tariffs. In the end of the game TugaTAC had
95 % of the customers subscribed, corroborating that TugaTAC is suitable for
the competition.

4.2 Experiment 2 - 2 Brokers Against the Default Broker

Results from Experiment 1 have shown that TugaTAC seems to be a good broker,
taking a big part of the market share and winning the competition against the
default broker. However, the results of the first experiment do not give us much
information about how good our fuzzy model performed. In Sect. 2 we have seen
that in the cost formula (Eq. 3), customers have a penalty when subscribing to
default broker tariffs. This could be a reason why TugaTAC gathered so many
subscriptions and won the competition in Experiment 1.

The second step for validating this approach is to compare TugaTAC fuzzy
mechanism to another broker, similar in complexity. For that, we ran the compe-
tition including the ZucaTAC agent. Figure 6 shows the profit dynamics through-
out the game. It seems that in a more competitive scenario, TugaTAC slowly
increases its participation on the market, trying to adjust the needs on buying
and selling energy.

TugaTAC achieved positive profit. The cumulative balance chart in Fig. 7
corroborates that the strategy seeks somehow for wholesale independence, by
showing a more squared shape in TugaTAC’s balances meaning equilibrated
participation on the markets. Finally, Fig. 8 shows the trading prices on this
simulation. It is easy to see that the fuzzy model guaranteed a good adjustment
on competitiveness. TugaTAC was able to negotiate less energy with a better
relation of customers prices when compared to the prices paid on wholesale.
In fact, TugaTAC has demonstrated to be good competing with other agents.
The experiments have shown that the profit margin is very similar to the values
achieved on the real competition [18].

4.3 Experiment 3 - 3 or More Agents

In a software competition things can change drastically from year to year. We
wanted to compare our approach with the most advanced broker available.
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Fig. 6. Experiment 2 - Profit competition dynamics

Fig. 7. Experiment 2 - Balance competition dynamics

Nothing better than competing with the current champion, serving as a bench-
mark. We have downloaded the binaries of AgentUDE, winner of the 2014 Pow-
erTAC. This test scenario consisted on putting three agents to compete. In one
side, ZucaTAC, with its simple mimic mechanism for tariffs generation. In the
middle, TugaTAC, our novice competitor with its powerful fuzzy adjustment
system. And, in the other side, AgentUDE.

AgentUDE’s strategy relies on contract withdraw fees. The broker publishes
highly competitive (low price) tariffs with big penalties for the customers and
then, increasing prices at the same time that the other competitors react to draw
market attention, customers start to move to others’ tariffs and are penalised
with high fees.
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Fig. 8. Experiment 2 - Evolution of price dynamics

In Fig. 9 we can clearly observe through the evolution of the game that Agen-
tUDE had a flawless victory against TugaTAC. We observe the impact of the low
price strategy directly related to TugaTAC profit drop. We highlight AgentUDE
stayed in owe a long time, having negative profits. In some way, this could repre-
sent that our TugaTAC resisted well to competitor’s attacks. Another interesting
behaviour was noticed when comparing the tariff evolution dynamics. AgentUDE
not only recovered from the owe, but yet gained much of the market share, as
seen in Fig. 10. With the greatest market share assured, it increased tariff prices
and got the revenue recovered.

Fig. 9. Experiment 3 - AgentUDE vs TugaTAC
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Fig. 10. Experiment 3 - Tariff analysis: price, energy and subscribers count

Table 3. Experiment 3 - Results of the realistic competition scenario

Broker Agent Wholesale trades Retail trades Profit

AgentUDE14 42 MWh −47793 kWh 70497e

TugaTAC 31 MWh −27485 kWh 11311e

ZucaTAC 4 MWh 2246 kWh 2790e

default-broker 0 MWh 0 kWh 59e

Table 3 shows the result of the competition in terms of each broker’s accu-
mulated profit. TugaTAC is second after AgentUDE, with a profit of 11311e.
AgentUDE made approximately 600 % more profit with 70490e. ZucaTAC
appears third, without having much presence in this game, only 2790e explained
by its simplicity and not adaptive tariff prices. In the last place is the default
broker, with only 59e. It is interesting to see that in more complex scenarios the
default broker loses expressiveness also. Although AgentUDE achieved the high-
est score, we believe that its strategy is not a fair comparison for our preliminary
work on TugaTAC, which is not sensitive to that kind of strategy.

It is clear that AgentUDE outperforms TugaTAC in terms of profit and
energy traded amount. AgentUDE is a very consolidated broker, with many
optimisations, using more competition information to compose the tariffs. We
already expected that our simple tariff generation mechanism could be insuffi-
cient to defeat more complex broker strategies. Current work in TugaTAC consist
in analysing and considering other information sources to enhance its ability to
manage market information as weather forecast to predict production, learning
other players’ strategies or optimising its participation on the wholesale part. As
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a preliminary work, we know that TugaTAC agent lacks some implementation
in these aspects and we envisage to present an improved version in future work.

5 Conclusions and Future Work

This work outlines how fuzzy systems can be employed for composing tariff
contracts in the electricity retail market. The inherent features of fuzzy mod-
els enable a rather more conceptual interpretation of the market information,
than a traditional complex mathematical rearrangement. This enables market
experts and managers to define suitable tariff policies. The PowerTAC frame-
work demonstrated to be a powerful simulation engine for developing and testing
new strategies for energy markets.

Our experiments have shown that TugaTAC is not the most optimised broker
for trading energy at lower prices in the smart grid market but it is still highly
competitive. When compared to the 2014 champion, the fuzzy strategy showed
great potential leading the competition in market share and profit for a long time,
just losing in the end affected to the drop-pricing fee penalisation approach. As a
preliminary work, we observe that the models proposed in TugaTAC are promis-
ing, but need to be refined. TugaTAC is not very sensitive to other competitors’
strategies and should be extended, integrating more market information, such
as consumption and production forecasts that could improve profits. A balanced
participation is a very good goal for agents in this scenario, where learning mech-
anisms could also be considered to improve agent’s decisions. As future work we
envisage to extensively test and tune the fuzzy models. Finally, we intend to
apply fuzzy to support trading in wholesale market.
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Abstract. Software agents, acting on behalf of humans, have been iden-
tified as an important solution for future electronic markets. Such agents
can make their own decisions given prior preferences and the market
environment. These preferences can be described using web ontology
languages (OWL), while the market can be represented in a machine-
understandable way by utilizing the technique of Semantic Web Services
(SWS). Besides, SWS enables agents to automatically discover, select,
compose and invoke services. To extend the dependability and interactiv-
ity of SWS, we have utilized dialogue games and the proof-carrying code
to enable buyers interact with sellers, so that interest properties for an
online auction market can be automatically certified. Our decision mak-
ing framework combines formal proofs with informal evidence collected
by web services in a dialogue game between a seller and a buyer. We have
implemented our approach and experimental results have demonstrated
the feasibility as well as the validity of this framework as an enabler for
a buyer agent to enter or not an online auction.

Keywords: Dialogue games · Decision making · Online auction ·
Semantic web services

1 Introduction

We consider e-commerce scenarios wherein software agents can buy or sell goods
on behalf of their owners. To enable software agents to participate in such online
trading, the trading mechanism should be presented in a machine understand-
able way. The Semantic Web provides an approach to enable agents to read and
interpret a trading mechanism as an online service for which static and dynamic
information can be explicitly described using ontology languages. For example,
the Web Ontology Language (OWL) [12], which is based on description logic, can
be used to express classes and relationships among them. The Semantic Markup
for Web Services (OWL-S) [9], which is focused on the process description of
a service, can be used to describe the procedures of the trading mechanism.
c© Springer International Publishing Switzerland 2016
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However, the message exchange in the architecture of semantic web services is
restricted as a client-server or request-response pattern. To extend the inter-
activity of the semantic web services, argumentation is introduced to support
message exchanges via dialogues. By using dialogue games, agents can assert,
challenge and justify their arguments according to their knowledge [16].

Dialogue games are rule-governed interactions among software agents [11],
wherein each agent presents its ideas by making “moves” based on a set of rules.
Since the common agent communication languages, such as FIPA ACL [7], lack
certain locutions to express justifications for statements, additional locutions are
proposed to extend the FIPA ACL so that argumentation can be supported in
a dialogue [10]. Argumentation via dialogue games permit agents to carry out
various types of interactions, such as information seeking, inquiry, persuasion
or negotiation. Agents can construct a dialogue by dynamically adjusting the
content and sequences of utterances as the discussion ensues. In our framework,
we have used an inquiry dialogue to make two agents take turns in asserting,
questioning, accepting, or rejecting statements. The goal of an inquiry dialogue
is to find out whether a statement is true or false or show that there is insuffi-
cient evidence to accept a statement [17]. In our work, evidence can be formal
proof or an informal statement (e.g., statistical evidence) for a desirable prop-
erty of the trading mechanism. An example of a desirable property of an auction
mechanism could be that the highest buyer wins or that bidding its true valua-
tion is the optimal strategy for a buyer. Formal proofs are constructed using the
Coq [6] theorem prover within the PCC (Proof-Carrying Code) paradigm [13].
In our online auction scenario, PCC enables the auctioneer to develop proofs for
properties of interest and the buyer to check the correctness of a given proof [3].
By considering the set of evidences collected in a dialogue for a set of desirable
properties, a buyer agent as a service consumer can evaluate the quality of a
service and make decision as to whether to enter or leave a service.

The contributions in this paper are three-fold:

– We have integrated dialogue games within the PCC paradigm so as to
increase trust in an agents-mediated online auction. As a consequence, we have
extended the interactivity of agents communication wherein formal proofs can
be used as arguments in a dialogue.

– Since, not all desirable properties of an online auction mechanism will have asso-
ciated formal proofs, we have allowed for informal or empirical evidence related
to the QoS (Quality of Service). For example, an auctioneer may claim that it
does not have a proof that its mechanism is free from cheating, but 98% of its
consumers never complained about being cheated. We have designed a dialogue
game wherein formal and informal evidence can be used as arguments.

– We have constructed a decision model over the formal and empirical evidences
allowing a buyer agent, with predefined expectations, to decide whether to join
or not an auction.

The proposed dialogue game framework is implemented in JADE [4], which is
a widely used tool to implement multi-agent systems. It provides mechanisms
to create agents, enable agents to execute tasks and make agents communicate
with each other.
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The remainder of this paper is organised as follows: In Sect. 2, we will intro-
duce the technique of Semantic Web Service and give an example of an English
Auction which is written in the language of OWL-S. The proposed dialogue
framework is presented in Sect. 3. In Sect. 4, we present an example that imple-
ment our framework, followed by related work in Sect. 5 and conclusion in Sect. 6.

2 Semantic Web Services

The Semantic Web [5] not only enables greater access to content but also to
services on the Web. Semantic Web Services (SWS) is a technology that combines
semantic web and web services to develop new web applications. OWL-S [9] is one
standard for the SWS technology. OWL-S is composed of three main parts: the
service profile for advertising and discovering services; the process model, which
gives a detailed description of a service operation; and the grounding, which
provides details on how to interoperate with a service via messages. Current SWS
technique can help us build a system that enables agents to publish, discover
and invoke services in an open environment (the Internet).

2.1 A Scenario: An English Auction

In this paper, we use OWL-S to build up the web service. OWL-S can be
used together with other Semantic Web languages, such as OWL DL [12] and
SWRL [8], to describe the properties and capabilities of a Web service in unam-
biguous, computer-interpretable form. To set up a semantic web service, the first
step is to build the ontology of the specific area. The ontology can be used to
formally describe the semantics of terms representing an area of knowledge and
give explicit meaning to the information, which enables automated reasoning,
semantic search and knowledge management of the specific area. For example,
the ontology of auction domain can contain the constructs of classes, relations,
axioms, individuals and assertions. More details can be found in Sect. 4. After
the construction of domain ontology, the trading mechanism should be described
using the OWL-S ontology. In the trading mechanism, functional description
should be defined: inputs, outputs, preconditions and results (IOPEs).

In OWL-S, a process represents a specification of the approaches a buyer use
to interact with a service. In our scenario, we have used two kinds of processes:
one is atomic process, which corresponds to a single interchange of a request mes-
sage and a response message; the other is composite process, which consists of a
series of processes linked together by control flows and data flows. The control
flow describes the relations between the executions of different sub-processes.
The control constructs include sequence, split, if-then-else, iterate etc. Data flow
specify how information is transferred from one process to another. In our exam-
ple of an English auction, we can define one if-then-else branch to describe that
when a new bid is greater than current bid (a local variable), we update the
value of current bid with the new bid. This process can be simply described as
follows.
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<proces s :Compos i t eProces s>
<process :composedOf>

<p r o c e s s : I f −Then−Else rd f : ID=”CompareBid”>
<p r o c e s s : i fC ond i t i o n>

<expr:SWRL−Condit ion>
swr lb : l e s sThan(#currentBid ,#newBid )
</expr:SWRL−Condit ion>

</ p r o c e s s : i fC ond i t i o n>
<p ro c e s s : t h en>

< !−− Update the value of #currentBid −−>
. . .

</ p ro c e s s : t h en>
<p r o c e s s : e l s e>

< !−− Keep the value of #currentBid as usual−−>
. . .

</ p r o c e s s : e l s e>
</ p r o c e s s : I f −Then−Else>

</ process :composedOf>
</ proces s :Compos i t eProces s>

In our setting, we consider the scenario that a buyer communicate with an
auctioneer to decide whether or not to join an online auction. Therefore, we
do not need to define the grounding of the service. OWL-S can be used to
build complex business solutions by describing the functional, non-functional
properties of a service, so that agents can perform automatic reasoning on these
descriptions. Dialogue games, which can help software agents interact rationally
by providing support or counterexample for a conclusion, make this reasoning
more flexible for greater interaction between an auctioneer and a buyer.

3 Our Dialogue Game Framework

Online auction web sites, such as eBay, have attracted millions of users around
the world to sell, bid and buy goods. In our specific scenario, software agents are
assumed to be capable of buying or selling goods through online auction houses.
In this scenario, how can buyer agents choose the appropriate auction house?
A buyer agent will have properties of interest. These properties need to hold in
the auction for the agent to join, bid, and buy items. Our framework is aimed
at enabling a participant (e.g., software agent) to interact with the auctioneer
before deciding whether or not to join the auction. These interactions between
the auctioneer and a buyer are carried out within a dialogue game wherein the
buyer agent can query whether desirable properties hold and request associated
evidences. An auctioneer needs to convince buyers that its service has some
desirable properties, which can be proved formally [2,3]. For that purpose, an
auctioneer specifies some desirable properties and develops formal proofs for
them by using a theorem prover such as Coq in our case. Buyers use a proof
checker to check that these proofs are valid and hence the service really has these
characteristics. This process illustrates the PCC paradigm. Thus, trust can be
established between auctioneers and buyers. Buyers can object to the auctioneer
under the condition that a counterexample is found by the proof checker. In our
framework, Coq is the interactive theorem prover used to specify and generate
proofs, while Coq proof checker is used as the checker.
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Fig. 1. The dialectical approach framework. A buyer agent uses a dialogue to commu-
nicate with the auctioneer and the checking of proofs of desirable properties can be
integrated within the dialogue using PCC paradigm.

We have integrated the PCC paradigm within our dialogue model as illus-
trated by the framework in Fig. 1. In this framework, both the auctioneer and
the buyer share the same question ontology for general online auction services.
An OWL-S process ontology which provides a machine understandable descrip-
tion of the auction mechanism can be visited by both the participants. In the
case of properties with formal proofs, the related specification of this OWL-S
description can be translated into Coq specifications so that proofs of these
properties can be developed from within Coq. These kind of sound language
translation is described in our previous work [1]. The proof certificates for the
established desirable properties and QoS information are local to the auction-
eer. This strengthens the interactivity between a buyer and an auctioneer and
reduce knowledge disclosing. The proofs will be disclosed to a buyer when related
questions are proposed in a dialogue game. The dialogue game is used to enable
a buyer agent to find out about properties and certificates. This dialogue is a
two-person game, which means that only one buyer can communicate with the
auctioneer at a time.

3.1 The Formal Dialogue Model

The proposed inquiry dialogue consists of a number of locutions or moves, pre-
conditions that indicate the rules that must be satisfied before a move, and the
post-conditions that describe the actions that will occur after a move. We have
restricted the number of participants in the inquiry dialogue to two. Let P be the
set of participants in the dialogue. A participant is either a sender or a recipient.

A dialogue D is simply defined by a sequence of moves between the par-
ticipants. One move represents a message exchange made from one participant
to the other. As the dialogue progresses, each move is indexed by a timepoint,
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which is denoted by a natural number, and only one move can be made at each
timepoint. In our inquiry dialogue model, seven types of moves are defined. They
are open, assert, question, justify, accept, reject and close, and the type of each
legal move should be one of them.

Definition 1. A dialogue, denoted D, is a sequence of moves [mr, ...,mt],
where r, t ∈ N, r < t, involving two participants Pi ∈ P, i = {1, 2}, such that:

1. the first move of the dialogue, mr is of type open,
2. the last move of the dialogue, mt is of type close,
3. Sender(ms) ∈ P (r ≤ s ≤ t)
4. Sender(ms) �= Sender(ms+1)(r ≤ s < t).

The first move of a dialogue D must always be an open move (condition 1),
while the last move should be a close move (condition 2). Each move of the dia-
logue must be performed by a participant of the dialogue (condition 3). Finally,
participants take turns to make moves (condition 4).

The dialogue assumes that each participant holds a commitment store that
records its statements in a dialogue. The commitment store of participant Pi

is defined as a private-write, public-read record containing all the commitments
incurred by Pi. Both of the participants can read the commitment store of Pi,
but the content of this commitment store can only be written using the moves
made by Pi.

Definition 2. A commitment store is a set of beliefs denoted as CSt
x, where

x ∈ P is an agent and t ∈ N is a timepoint.

The commitment store of Pi is created when the agent enters into a dialogue
and persists until the dialogue terminates.

Definition 3. A proof is an argument from hypotheses to a conclusion and
each step of the argument follows the laws of logic.

Definition 4. A counterexample is a special kind of example that disproves
a statement or proposition.

Definition 5. An argumentation framework is a pair AF = <AR,
attacks>, where AR is a set of arguments, and attacks is a binary relation
on AR.

In our dialogue model, a counterexample can be used to attack the state-
ment proposed by an auctioneer, which means that a counterexample denies
a statement. Attacks are represented in the dialogue as reject moves. A buyer
responds with reject when a formal proof justification provided by an auctioneer
is unsuccessfully checked.

The state diagram of the dialogue is given in Fig. 2. A buyer can open a
dialogue by using the open move. Then, the auctioneer can give an assertion to
the buyer. The buyer can choose to close the dialogue on the condition that she
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Fig. 2. The state diagram of the dialogue. Nodes indicate the agent whose turn is to
utter a move. Moves uttered by the auctioneer are labeled with a dashed line, while
those uttered by the buyer are labelled with a solid line.

does not have any issues to raise with the auctioneer. Otherwise, the buyer can
give a move of type question to query on the issues that she is concerned about.
The auctioneer must give a justification to the buyer for each specific question.
There are three cases in the justification process: (1) the auctioneer has a formal
proof for the answer to the question at hand; (2) the auctioneer has an informal
evidence for the answer; or (3) the auctioneer does not know the answer for the
question. In the first case, the buyer can check the correctness of the formal
proof. If this proof is certified, then the buyer gives an accept move; otherwise,
the proof checker will generate a counterexample and refuse the property at
hand by making the reject move. In the second case, the buyer will compare
the informal evidence with a reasonable expected value for the issue of interest
and will accept it with some score. In the last case, the buyer will give a reject
move to the auctioneer. Besides, the auctioneer can give assertions to the buyer,
so that the dialogue can carry on until both participants agreed to close the
dialogue.

The locutions used in the dialogue model are defined as follows.

Definition 6. open(b): buyer b opens a dialogue.

– Pre-conditions:
1. b /∈ P , where P is the set of dialogue participants.

– Post-conditions:
1. P ′ = P ∪ {b}
2. CSb = ∅
3. ρ = b.

An buyer b can open a dialogue. The precondition of this locution is that the
buyer is not a participant of this dialogue. The postcondition is that buyer b
becomes a participant of the dialogue (post-condition 1) and his commitment
store is created (post-condition 2).
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Definition 7. assert(a, b, φ): auctioneer a gives an assertion to the buyer.

– Pre-conditions:
1. a �= ρ
2. locutiontype(ls−1) ∈ {open, accept, reject}
3. φ ∈ Σa

– Post-conditions:
1. CSa′

= {φ} ∪ CSa

2. ρ = a.

The auctioneer should not have uttered the previous move (pre-condition 1)
and the assert move should be given under the conditions that a buyer has
open a dialogue. The justification is accepted or rejected by the buyer (pre-
condition 2). A belief φ from the beliefs store of the auctioneer will be asserted
by the auctioneer to ask the buyer to propose a question (pre-condition 3). Once
the assertion has been uttered, the belief φ will be added to the commitment
store of the auctioneer (post-condition 1).

Definition 8. question(b, a, φ): buyer b asks a question about property φ to the
auctioneer a.

– Pre-conditions:
1. b �= ρ
2. locutiontype(ls−1) ∈ {assert}
3. φ /∈ Σb

4. φ /∈ CSb

– Post-conditions:
1. φ /∈ Σb

2. φ ∈ CSb

3. ρ = b.

A buyer can ask questions to the auctioneer after the auctioneer has uttered
an assertion (pre-conditions 1 and 2). The property φ does not contain the
knowledge base of b (pre-condition 3) and the buyer has not proposed questions
about this property (pre-condition 4). Once b has uttered the question, the
knowledge base of b does not change (post-condition 1), and the commitment
store of b has been updated (post-condition 2).

Definition 9. justify(a, b, φ): auctioneer a justifies the property φ for buyer b.

– Pre-conditions:
1. a �= ρ
2. locutiontype(ls−1) ∈ {question}
3. φ ∈ CSb

4. φ /∈ Σb

– Post-conditions:
1. φ /∈ Σb

2. φ ∈ CSa

3. ρ = a.
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After receiving a question about property φ (pre-condition 2 & 3), the auctioneer
a should provide a justification to this property. The knowledge base of the buyer
and commitment store remains the same in this move (post-condition 1). The
justification of this property is added to the commitment store of the auctioneer
(post-condition 2).

Definition 10. accept(b, a, φ): buyer b accepts the justification of property φ.

– Pre-conditions:
1. b �= ρ
2. locutiontype(ls−1) ∈ {justify}
3. φ /∈ Σb

4. φ ∈ CSa

– Post-conditions:
1. φ ∈ Σb

2. φ ∈ CSa

3. ρ = b.

The accept move is used to accept the justification for property φ in the pre-
ceding justify move (pre-condition 2). The property φ is not contained in the
knowledge base of the buyer before the move of accept (pre-condition 3), and
the auctioneer has provided the justification for this property (pre-condition 4).
Property φ becomes the element of the knowledge base of b after this move
(post-condition 1). The commitment store of a does not change in the move of
accept (post-condition 2).

Definition 11. reject(b, a, φatt, φ): buyer b rejects the property φ using φatt.

– Pre-conditions:
1. b �= ρ
2. locutiontype(ls−1) ∈ {justify}
3. attack(φatt, φ)
4. φ /∈ Σb

5. φ ∈ CSa

– Post-conditions:
1. φ /∈ Σb

2. φ ∈ CSa

3. ρ = b.

Buyer can raise an rejection by giving an evidence φatt to previously declared
property φ in response to the move justify (pre-condition 2). There is an evidence
φatt which attacks φ (pre-condition 3). The knowledge base of b and commitment
store of a does not change (pre-condition 4 & 5 and post-condition 1 & 2).

Definition 12. close(p): participant p closes a dialogue.

– Pre-conditions:
1. p �= ρ
2. locutiontype(ls−1) ∈ {assert, close}
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3. ∀φ ∈ Σb, φ ∈ CSb

– Post-conditions:
1. if matched-close P = ∅.

The participant can only close a dialogue after an assert or close (pre-condition
2). The buyer chooses to close the dialogue when all the questions in his knowl-
edge base have been proposed (pre-condition 3). When both participants have
agreed to close the dialogue, they will be removed from the dialogue (post-
condition 1).

3.2 Decision Model and Processes of the Dialogue

In our setting, both the auctioneer and the buyer agents share the same knowl-
edge base, which includes the ontologies of the online auction and related
specifications. Both agents can understand each other’s messages but have a
private knowledge base. The set of questions are private to the buyer and the
set of answers associated to the questions are private to the auctioneer. How-
ever, when a question or answer is proposed, it becomes public to both partici-
pants. Each question is associated with a preference level, which determines the
order in which the questions are proposed by the buyer. The preference level
E = {strong, average, weak} is then used to drive the dialogue forward.

A Weighted Sum model is used in the dialogue game. The output of the
Weighted Sum model is a binary set of O, whose elements are {Y es,No}. Deci-
sion is made by evaluating a bunch of properties, which are represented as the
set of H. We assume that every property is bind with a score si and a rela-
tive weight wi, which indicates the importance of a property. The value of si
is determined by a function which depends on the type of evidence provided. If
we have formal evidence, then the scoring function will return either negative
value in the case of the proof cannot be accepted by the proof-checker, or a full
score otherwise. If the evidence is empirical, then the scoring function is in the
form of intervals, see Sect. 4 for more details. The summation of weights equals
to 1, such that

∑n
i=1 wi = 1 wherein n is the number of elements in H. The final

score fs is calculated as follows:

fs =
n∑

i=1

wisi,

where n is also the number of elements in H.
The buyer has an reasonable expectation in the form of an admissibility

threshold ε beyond which the final score will lead the buyer to join the auction.
In other words, if fs ≥ ε, then the buyer will choose Y es to join the auction at
hand. The threshold ε may come from experience or be derived from historical
data.

The inquiry dialogue is described by Algorithm1. A dialogue starts with a
move opening an inquiry dialogue, that has a matched-close to terminate the
dialogue and whose moves conform to the rules for each locution described in
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Algorithm 1. The processes of an inquiry dialogue
1: buyer opens an inquiry dialogue uses an open move
2: auctioneer gives an assert to ask buyer to propose a question
3: while buyer has question(s) that has(have) not been proposed do
4: buyer selects a question which with the highest preference level
5: buyer asks this question using the move whose type is question
6: auctioneer gives a justification using the move whose type is of justify
7: if the justification is unknown or has failed to be checked then
8: buyer gives a reject move
9: else
10: buyer gives an accept move
11: end if
12: auctioneer gives an assert to ask buyer to propose a question
13: end while
14: buyer gives a close move
15: auctioneer gives a close move to terminate the dialogue

Sect. 3.1. The buyer starts an inquiry dialogue by giving an open move, then the
auctioneer propose an assert move to ask buyer to propose questions. The buyer
chooses an unproposed question which with the highest preference level from his
knowledge base and then uses the move of question to propose it. After receiving
a question, the auctioneer should respond by a justify move. If the content of
a justification is unknown, or a formal proof that is failed to be checked. The
buyer will give a reject move, otherwise he should accepts the justification use
an accept move. The auctioneer should give an assertion to ask buyer to propose
a new question in the end of the loop. A dialogue can be closed when both of
the participants agree to terminate it. All of the proposed questions and related
justifications are stored in the commitment store of the dialogue. Besides, each
question can only be asked once.

4 Inquiry Dialogue Example

We have illustrated the proposed inquiry dialogue by means of an example where
a buyer talks to an auctioneer to decide whether or not to join an online auction
service. The shared question ontology contains three types of questions: (1) ques-
tions about those properties whose answers could be formal proofs of a service;
(2) questions about the functional properties (e.g. inner operation of a service)
of a service; and (3) questions about the non-functional properties (e.g. QoS) of
a service. In this example, four questions are proposed as listed in Table 11.

In Table 1, each question is marked by an ID, and the related type and content
of each question are defined use the OWL objectProperty relationship. Users can
extend this ontology by adding questions as the classification of types.

The buyer holds a private knowledge base that contains the questions to
inquire about. The preference level and weight of each question are shown in
1 The ontology files are available upon request.
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Table 1. Questions in the shared ontology

QuestionID hasType hasContent

Q1 FormalProperty Can you prove that the payment is the
highest bid?

Q2 FunctionalProperty What’s the payment method?

Q3 nonFunctionalProperty What’s the Reputation of your service?

Q4 FormalProperty Can you prove that the winner has the
highest bid?

Table 2. As mentioned above the buyer will choose the questions in order on the
basis of the preference level and calculate the scores of the justifications using
the variable weight. The summation of all the weights in this table equals one.

Table 2. Questions of the buyer

QuestionID Preference level Weight

Q1 Strong 0.3

Q2 Average 0.2

Q3 Strong 0.3

Q4 Weak 0.2

Table 3. Justifications of the auctioneer

QuestionID Justification

Q1 FormalProof PEquHB

Q2 Visa DEBIT

Q3 0.85

Q4 FormalProof WhatsHB

The auctioneer uses Table 3 to search for the answers for each query, a buyer
can not directly visit this table unless she queries the auctioneer. All the ques-
tions in the shared ontology should be contained in this table, though there may
exist questions that do not have related answers. Table 4 shows the grading stan-
dards of the buyer for the justifications. As this grading table is subjective, a
buyer can grade the justification based on his own preference. However, for the
question whose justification is a formal proof, the buyer should give full marks
to it when the proof is successfully checked.

An example dialogue between buyer and auctioneer is presented as in Fig. 3.
The turn order in the above dialogue is deterministic, the buyer should open a
dialogue in Move 1. Then the auctioneer and buyer give assertions one by one.

Moves 2–5: The auctioneer asks buyer to ask a question. buyer searches in
his knowledge base of questions and find out the question with the highest pref-
erence, say Q1. Then the auctioneer searches the justification for the question
from Table 3. This justification is a formal proof, so the auctioneer should send
a proof checker(in the case that the buyer does not have the proof checker) and
related proof files to the buyer. The buyer then uses the proof checker to check
the correctness of the proof and gets positive feedback. Finally, the buyer accepts
the justification.
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Table 4. Grading table of the buyer

QuestionID Justification Score

Q1 Formal proof successes 100

Formal proof fails −50

Do not have formal proof 0

Q2 Alipay 100

Visa DEBIT 80

Others 0

Q3 [0.90,1.00] 100

[0.70,0.90) 80

[0.50,0.70) 50

[0.00,0.50) 0

UNKNOWN 0

Q4 Formal proof successes 100

Formal proof fails −50

Do not have formal proof 0

(1) buyer → auctioneer : open(buyer)
(2) auctioneer → buyer : assert(auctioneer, buyer, You can ask a question.)
(3) buyer → auctioneer : question(buyer,auctioneer,Q1)
(4) auctioneer → buyer : justify(auctioneer,buyer,FormalProof PEquHB)
(In the justification process, the auctioneer sends the proof to the buyer
and the proof is successfully checked by using the COQ proof checker.)
(5) buyer → auctioneer : accept(buyer,auctioneer,FormalProof PEquHB)
(6) auctioneer → buyer : assert(auctioneer, buyer, You can ask a question.)
(7) buyer → auctioneer : question(buyer,auctioneer,Q3)
(8) auctioneer → buyer : justify(auctioneer,buyer,0.85)
(9) buyer → auctioneer : accept(buyer,auctioneer,0.85)
(10) auctioneer → buyer : assert(auctioneer, buyer, You can ask a question.)
(11) buyer → auctioneer : question(buyer,auctioneer,Q2)
(12) auctioneer → buyer : justify(auctioneer,buyer,Visa DEBIT)
(13) buyer → auctioneer : accept(buyer,auctioneer, Visa DEBIT)
(14) auctioneer → buyer : assert(auctioneer, buyer, You can ask a question.)
(15) buyer → auctioneer : question(buyer,auctioneer,Q4)
(16) auctioneer → buyer : justify(auctioneer,buyer,FormalProof WhasHB)
(In the justification process, the auctioneer sends the proof to the buyer. The buyer
failed to checked the proof by using the COQ proof checker, which meansthe proof
provided by the auctioneer is wrong. The buyer finds an attack to this property.)
(17) buyer → auctioneer : reject(buyer,auctioneer,FormalProof WhatsHB)
(18) auctioneer → buyer : assert(auctioneer, buyer, You can ask a question.)
(19) buyer → auctioneer : close(buyer)
(20) auctioneer → buyer : close(auctioneer)

Fig. 3. An example of the inquiry dialogue
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Moves 6–9: The auctioneer asks buyer to ask another question. The buyer
finds question Q3, which has the highest preference level within the remain-
ing questions. The auctioneer gives the justification with value 0.85 and buyer
accepts it.

Moves 10–13: After the auctioneer requests the buyer to ask a question. The
buyer proposes question Q2 and receives the justification with value of Visa
DEBIT. The buyer accepts the justification in this round.

Moves 14–17: The auctioneer asks buyer to ask a question. The buyer proposes
the last question from his knowledge base, which is Q4. Then the auctioneer sends
the proof to the buyer. The buyer uses the proof checker to check the correctness
of the proof and gets a counterexample, which means the proof provided by the
auctioneer is wrong. In this case, the buyer find an attack of this property.
Finally, the buyer rejects the justification.

Moves 18–20: The auctioneer asks the buyer to propose a new question. How-
ever, all the questions in the buyer ’s knowledge base have been raised. The buyer
chooses to close the dialogue in move 19 and the auctioneer agrees to close the
dialogue.

After the termination of the dialogue, the buyer calculates the scores for each
justification. The final score fs is calculated as: fs = 0.3 ∗ 100 + 0.2 ∗ 80 + 0.3 ∗
80+0.2∗ (−50) = 60. We assume that the admissibility threshold, ε, of the buyer
is 70. As fs < ε, the buyer decides to not join the auction house.

5 Related Work

In the work of [14], an inquiry dialogue is proposed to enable agents to negotiate
over ontological correspondences. In this dialogue, agents can not only make
assert moves to assert beliefs, they also can object to a belief by providing an
attack and accept or reject beliefs. In the ArguGRID [15] project, Web service,
agents and argumentation techniques are combined to support decision making
and negotiations inside Virtual Organizations. ArgSCIFF [16] is a project that
aims to make Web service reasoning more visible to potential users by using
dialogues for service interaction. The difference between their work and our
approach is that we have incorporated the PCC paradigm into the dialogue to
enable agents to automatically check formal proofs that are provided by the
service provider.

6 Conclusion

In this paper, we have proposed a dialogue game to enable buyer agents to auto-
matically query an auctioneer before deciding whether or not to join an online
auction. We have formally described this inquiry dialogue model by defining
the rules of locutions and commitments. The auctioneer and the buyer share
a common knowledge enabling them to communicate and make sense of each
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other’s arguments. But they also have private knowledge. For example, the ques-
tions related to properties of interest to the buyer are not known to the auctioneer
until they are revealed through the dialogue. The buyer has a ranking function
over the questions in the form of a preference level, which is used to drive the
dialogue forward. A decision model over possible answers in line with predefined
expectations is used to decide whether to join or not an auction. This framework
is implemented from within JADE and formal proofs are developed using Coq.
Experimental results have demonstrated the feasibility as well as the validity
of this framework. Future work includes the extension of the range of desirable
properties to be proven in the system and extensive evaluation of our approach.
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Abstract. This paper presents a strategy and conditions for non-failing
persuasion using a dialogue model using argumentation. A concept of the
predicted knowledge of the other agent participating in the dialogue is
introduced. In the dialogue model, an agent’s knowledge is updated as
the dialogue proceeds; an argumentation framework is constructed from
the current knowledge; and only the content of an acceptable argument
can be offered as the next move. In this paper, a modified dialogue model
is proposed in which the next move is determined using predicted knowl-
edge and a strategy that navigates a non-failing persuasive argumenta-
tion is presented. Conditions under which persuasion never fails using
this strategy when the prediction is equivalent to the actual knowledge
of an opponent are described. Moreover, what the predicted knowledge
should contain for non-failing persuasion are discussed. The introduction
of predicted knowledge improves the formulation of real dialogue.

Keywords: Argumentation · Persuasion · Dialogue · Predicted
knowledge base

1 Introduction

To achieve agreement during a dialogue between agents, it is important to resolve
existing conflicts by exchanging protocols; persuasion is one dialogue type that
has such characteristics. Each agent participating in a dialogue has their own
knowledge, which changes as the dialogue proceeds. If dialogue is regarded as a
game, then each agent is a player who determines their next move by considering
the effect of the move based on a dialogue protocol. The agent’s knowledge is
updated with the utterance of an opponent, which may add knowledge that is
inconsistent with their current belief. As an argumentation framework can handle
inconsistency or nonmonotonicity of knowledge bases, it is useful for creating a
dialogue model.

Amgoud et al. proposed a dialogue model using argumentation [2]. In their
model, an agent’s knowledge is updated as the dialogue proceeds; an argumenta-
tion framework is constructed from the current knowledge, and only the content
of an acceptable argument can be asserted as the agent’s beliefs. This approach
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models argumentative agents who behave rationally; however, it lacks the view-
point of predicting the opponent’s inner states. On the other hand, in an actual
dialogue, especially in the case of persuasion, we usually predict the opponent’s
knowledge or beliefs and create a strategy to succeed in persuasion.

Consider the following situation of students selecting their research labora-
tory. Alice and Bob want to apply to the same laboratory. Alice, who prefers a
strict professor’s laboratory, wants to apply to Charlie’s laboratory. She knows
that Charlie is generous as well as strict. On the other hand, Bob wants to apply
to a generous professor’s laboratory, but does not want to apply to a strict pro-
fessor’s laboratory. Bob does not know about the reputation of Charlie. In this
example, if Alice has no idea about Bob’s knowledge, then she may first say,
“Let’s apply to Charlie’s laboratory because he is strict,” which will fail to per-
suade Bob to accept Alice’s proposal. However, if she knows that Bob does not
like strict professors, then she could say, “Let’s apply to Charlie’s laboratory
because he is generous,” which will successfully persuade Bob to accept the pro-
posal. This choice of utterance is based on the key knowledge that Bob does not
want to apply to a strict professor’s laboratory and on Alice having the correct
key knowledge as her prediction.

In this paper, we revisit the dialogue model proposed by Amgoud et al.
and enhance it to lead to non-failing persuasion by creating a strategy based
on predicted knowledge. We propose a dialogue model in which each agent has
predicted knowledge of their opponent as well as their own knowledge. In this
strategy, an agent does not present an argument that s/he predicts will lead the
opponent to refuse the proposal, and positively presents an argument that s/he
predicts will lead the opponent to accept it. These decisions are made using an
argumentation framework constructed from predicted knowledge.

We investigate the conditions under which persuasion succeeds, or at least
does not fail using this strategy, when a prediction is equivalent to the actual
knowledge of an opponent. Moreover, we discuss what the predicted knowledge
should contain for persuasion not to fail.

This dialogue model using predicted knowledge, improves the formulation of
real dialogue and can be extended to handle dialogues including a lie.

The rest of the paper is organized as follows. Section 2 describes the argumen-
tation framework on which our model is based. Section 3 formalizes our dialogue
model and proposes a persuasion strategy. Section 4 gives an example of a per-
suasive dialogue. Section 5, discusses the properties of this strategy. Section 6
compares our approach with other approaches. Finally, Sect. 7 presents our
conclusions.

2 Argumentation Framework

Dung’s abstract argumentation framework is defined as a pair of a set and a
binary relation on the set [6]. We instantiate each argument by a set of formulas
generated from a given knowledge base. In addition, preference is introduced to
give relative strength to arguments.
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Definition 1 (Argument). Let Σ be a set of propositional formulas, called
knowledge base. Σ may be inconsistent and not deductively closed. An argument
on Σ is defined as a pair of support H and a conclusion h, (H,h), where either
of the following conditions are satisfied: (i) H = ∅ and h ∈ Σ, or (ii) H is a
consistent minimal subset of Σ in the sense of set inclusion, H � h, and ∀h′ ∈ H;
h′ �≡ h where ≡ represents logical equivalence.

For an argument A = (H,h), supp(A) and concl(A) denote H and h, respec-
tively. fml(A) denotes a set of formulas in A, that is, fml(A) = H ∪ {h}. For a
set of arguments Arg, Fml(Arg) denotes

⋃
A∈Arg fml(A).

In an argumentation framework for a persuasive dialogue, it is often necessary
to give relative strength to arguments to determine which formula is acceptable
[1,4,8]. Similar to existing approaches, we define an argumentation framework
with preferences.

The strength of each formula is assigned in advance, such that a higher
level is more strong than a lower one. As a result, Σ is partially ordered with
respect to strength. The preference of an argument is calculated depending on
this strength, such that it depends on the least strong formula included in sup-
port of an argument. We do not discuss how to assign strength here, since it is
out of the focus of this paper.

Definition 2 (Preference). Let Σ be a set of formulas and str be a function
that returns a natural number for an element of Σ. For each argument A, gen-
erated from Σ, Pref(A) is defined as minF∈supp(A)str(F ) if supp(A) �= ∅, and
str(concl(A)) if supp(A) = ∅.

Let A1 and A2 be arguments. If Pref(A1) ≤ Pref(A2), it is said that A2 is
preferable to A1.

Definition 3 (Attack). For a pair of arguments A1 = (H1, h1) and A2 =
(H2, h2), if h2 ≡ ¬h1, then it is said that A2 rebuts A1 ; if there exists h ∈ H1

such that h2 ≡ ¬h, then it is said that A2 undercuts A1; A2 either rebuts or
undercuts A1 and A2 is preferable to A1, then it is said that A2 attacks A1.

Definition 4 (Argumentation Framework). An argumentation framework
for a knowledge base Σ under strength str, denoted by AF (Σ, str), is defined as
a pair 〈AR,AT 〉 where AR is the set of arguments generated from Σ and AT is
the set of attacks on AR based on str. If str is fixed throughout the discussion,
then we denote AF (Σ) in the form where str is omitted.

Definition 5 (Acceptable). Let 〈AR,AT 〉 be an argumentation framework.
For a set of arguments S ⊆ AR and an argument A1, for any argument A2 ∈ AR
that attacks A1, there exists an argument A3 ∈ S that attacks A2; it is said that
A1 is acceptable with respect to S.

Definition 6 (Grounded Extension). Let AF = 〈AR,AT 〉 be an argumen-
tation framework. For a set of arguments S ⊆ AR, let F be a function:

F (S) = { A ∈ AR | A is acceptable with respect to S }. Let S′ be the least
fixedpoint of F . Then S′ is said to be the grounded extension of AF , and denoted
by Ext(AF).
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Note that there exists a unique grounded extension for any argumentation
framework [6]. Hereafter, we use the term “extension” to mean a grounded exten-
sion, unless there is any confusion.

In addition to these well-known concepts, a few more new concepts are
defined.

Definition 7 (Belief). Let AF be an argumentation framework. A set of for-
mulas appearing in arguments in the extension is said to be a belief of AF , that
is, Bel(AF) =

⋃
A∈Ext(AF) fml(A).

Definition 8 (NBA-Argument). Let AF = 〈AR,AT 〉 be an argumentation
framework. For an argument A1 ∈ AR, if there does not exist an argument
A2 ∈ AR that attacks A1, then A1 is said to be not-being-attacked-argument of
AF , NBA-argument in short.

3 Dialogue Model

3.1 Dialogue Model Based on an Argumentation

Amgoud et al. proposed a dialogue model based on an argumentation [2]. An
agent’s knowledge and belief were distinguished by setting them as formulas in a
knowledge base, and in an extension of an argumentation framework constructed
from the knowledge base and an opponent’s utterances, respectively. We modify
this model by introducing a predicted knowledge base.

A dialogue is a sequence of utterances by agents along the protocol. Each
agent constructs an argumentation framework from an initial knowledge base and
the set of formulas provided so far. When an opponent makes an utterance, and
new formulas are provided, then the argumentation framework is revised. First,
s/he calculates the extension of the argumentation framework, that represents
the consistent set of formulas that s/he currently believes. These are the formulas
allowed for use as the next utterance. Next, s/he selects the best move from these
allowed moves using a predicted knowledge base of an opponent.

Let X be a participant of a dialogue. Let ΣX be X’s initial knowledge base,
ΣY be her opponent Y ’s initial knowledge base, and ΠY be Y ’s initial knowl-
edge base on X’s prediction. That is, X has two knowledge bases ΣX and ΠY .
It is usually assumed that common sense or widely prevalent facts on the sub-
ject are also known by the opponent. On the other hand, there is knowledge
that only the opponent knows, or that the agent is not sure that the opponent
knows. Therefore, we assume that the predicted knowledge base is a subset of
the opponent’s real knowledge base, that is, ΠY ⊆ ΣY .

We consider acts of an agent.

Definition 9 (Act). An act is either assert(p), assert(S, p), assertS(S, p),
challenge(p) or pass, where p is a formula and S is a set of formulas.
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An act assert is asserting the statement with or without its ground, and
an act assertS is asserting the ground itself. An act challenge is asking the
reason for the assertion. An act pass is passing on the turn, without giving any
information.

Let T be an act. We define the function formula that returns a set of formulas
for an act.

formula(T ) =

⎧
⎪⎪⎨

⎪⎪⎩

{p} if T = assert(p)
{p} ∪ S if T = assert(S, p)
S if T = assertS(S, p)
∅ otherwise.

Definition 10 (Move). A move is a pair of (X,T ), where X is an agent, and
T is an act.

Definition 11 (Dialogue). When ΣP , ΣC ,ΠP and ΠC are given, a dialogue
dk between a persuader P and their opponent C on a subject ρ ∈ ΣP is a finite
sequence of moves [m0, . . . , mk−1] where each mi (0 ≤ i ≤ k − 1) is in the form
of (Xi, Ti) and the following conditions are satisfied:

(i) X0 = P and T0 is either assert(ρ) or assert(S, ρ).
(ii) For each i (0 ≤ i ≤ k − 1), Xi = P if i is even, Xi = C if i is odd.
(iii) For each i (0 ≤ i ≤ k − 1), mi is one of allowed moves.

An allowed move is a move that obeys a dialogue protocol which is defined
later.

Definition 12 (Complete Dialogue). For a dialogue [m0, . . . , mk−1] between
a persuader P and its opponent C on a subject ρ, if mk−2 = (X, pass) and
mk−1 = (Y, pass), then it is said to be a complete dialogue.

As a dialogue proceeds, formulas in each agent’s knowledge base are disclosed.
An agent’s commitment store is a set of formulas which s/he has provided so far.

Definition 13 (Commitment Store). For a dialogue dk = [m0, . . . , mk−1]
where each mi (i = 0, . . . , k − 1) is in the form of (Xi, Ti), X’s commit-
ment store for dk, which is denoted by CSdk

X , is defined as ∅ if k = 0, and⋃
i=0,...,k−1,Xi=X formula(Ti) if k �= 0.

Definition 14 (Argumentation Framework for a Dialogue). For a dia-
logue dk = [m0, . . . , mk−1], an argumentation framework of agent X for dk is
defined as AF (ΣX ∪CSdk

Y ), which is denoted by AFdk

X . A predicted argumenta-
tion framework of agent Y by X for dk is defined as AF (ΠY ∪ CSdk

X ∪ CSdk

Y ),
which is denoted by PAFdk

Y .

A dialogue protocol is a set of rules for each act. For example, assertS(S, p) is
allowed if an agent has asserted p but not asserted S as its ground, challenge(p)
is allowed if p has been asserted by the opponent but its support has not. An
agent is basically allowed to assert a proposition contained in the extension of the
current argumentation framework, and not allowed to give a repetitive assertion.
An allowed move is a move that obeys the rules.
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Definition 15 (Allowed Move). Let X,Y be agents, and dk = [m0, . . . , mk−1]
be a dialogue. The preconditions of each act of agent X for dk are formalized as
follows. If a move mk satisfies the precondition, then mk is said to be an allowed
move for dk.

– assert(p):

• if k = 0 and ∃A ∈ Ext(AFdk

X ); p = concl(A).
• if k �= 0 and ¬p ∈ CSdk

Y and ∃A ∈ Ext(AFdk

X ); p = concl(A).

– assert(S, p):

• if k = 0 and ∃A ∈ Ext(AFdk

X ); p = concl(A), S = supp(A).
• if k �= 0 and ¬p ∈ CSdk

Y and (X, assert(p)) �= mi (0 ≤ i ≤ k − 1) and
∃A ∈ Ext(AFdk

X ); p = concl(A), S = supp(A).

– assertS(S, p): if p ∈ CSdk

X , (X, assert(S, p)) �= mi (0 ≤ i ≤ k − 1) and
∃A ∈ Ext(AFdk

X ); S = supp(A), p = concl(A).
– challenge(p): if p ∈ CSdk

Y and (Y, assert(S, p)), (Y, assertS(S, p)) �= mi

(0 ≤ i ≤ k − 1).
– pass: if k �= 0.

There are two additional preconditions for mk:

– for every act: if not both of the acts of mk−2 and mk−1 are pass.
– for an act other than pass: if mk �= mi (0 ≤ i ≤ k − 1).

After the move mk = (X,T ), the following updates are undertaken: dk+1 is
obtained from dk by adding (X,T ) to its end, CS

dk+1
X = CSdk

X ∪ formula(T )
and CS

dk+1
Y = CSdk

Y .

Definition 16 (Win/Lose). For a complete dialogue dk between a persuader
P and their opponent C on a subject ρ, the dialogue is said to be win by P if
ρ ∈ Bel(AFdk

C ), strongly win by P if ρ ∈ Bel(AFdk

P ) ∩ Bel(AFdk

C ), and lost by
P if ¬ρ ∈ Bel(AFdk

C ).

Definition 17 (Dialogue Tree). A dialogue tree between P and C on ρ is a
finite tree of which each node corresponds to a dialogue, and constructed in the
following manner.

1. The root node corresponds to ε (an empty sequence).
2. For a node N corresponds to dialogue di = [m0, . . . , mi−1],

(a) if the act of mi−2 and that of mi−1 are both pass, N has no child node;
(b) otherwise, its child nodes N1 . . . , Nl are the nodes corresponding to

[m0, . . . , mi−1,mij ] (1 ≤ j ≤ l), respectively, where {mi1 . . . mil} are
the set of all allowed moves at N .
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A dialogue tree is a finite tree of which each leaf is a complete dialogue, and
in which the depth of a node corresponding to dialogue dk is k. It surveys all
possible dialogues between P and C on ρ. Therefore, different branches may
include the same move whereas a single branch never includes the same move
with the exception of the pass act.

Definition 18 (Failure Tree). Let Tr be a subtree of a dialogue tree. If all
leaves of Tr are dialogues lost by P , then Tr is said to be a failure tree.

Definition 19 (Fatal Move). For a dialogue tree, let N be a node from which
outgoing edges are P ’s moves and N1, . . . , Nl be its child nodes. If there exists Ni

(1 ≤ i ≤ l) that is a root node of a failure tree, and there exists Nj (1 ≤ j ≤ l)
that is not a root node of a failure tree, then the move from N to Ni is said to
be P ’s fatal move at N .

Once a fatal move is taken, there is no possibility of P ’s winning a dialogue
whatever move s/he makes afterwards. Therefore, strategy should be constructed
in such a way that makes P avoid selecting a fatal move.

3.2 Strategy

Strategy is a function of AFdk

X , PAFdk

Y and a set of allowed moves that returns
a move mk = (X,T ).

Definition 20 (Never Lose). Let S be an arbitrary strategy. If P does not
lose in all possible dialogues between P and C on ρ taken by S, then it is said
that P never loses by S.

We propose a strategy SNF . This strategy is based on the principle that an
agent will not make a risky move. An agent avoids making a move that causes
their opponent to believe ¬ρ, whereas s/he positively makes a move that causes
their opponent to believe ρ. S/he gives no more information if the goal is satisfied.

Strategy SNF : Let AFdk

P and PAFdk

C be an argumentation framework of P
for dk and a predicted argumentation framework of C by P for dk, respectively.
Then the move mk = (P, T ) is selected by the following rules.

The following rule 1 is prior to rule 2, and rule 2 is prior to rule 3.

1. If ρ ∈ Bel(AFdk

P ) ∩ Bel(PAFdk

C ) where dk �= d0, then (P, pass) is selected.
2. For all possible actions where dk = d0, if ¬ρ ∈ Bel(PAFd1

C ), then
m0 = (P, assert(ρ)) is selected.

3. The descending order of priority on taking actions is assert(p), assert(S, p),
assertS(S, p), challenge(p) and pass, that is, assert(p) has the highest prior-
ity. If T is either assert(p), assert(S, p) or assertS(S, p), then the following
rules are applied.
(a) If ¬ρ ∈ Bel(PAFdk+1

C ), then (P, T ) is not selected.
(b) If ρ ∈ Bel(PAFdk+1

C ), then (P, T ) is selected.

If multiple moves that satisfy all of the above rules exist, then one of them
is selected nondeterministically.
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4 Example

We show the formalization of the example of selecting a laboratory discussed in
Sect. 1. Let a, g and s represent propositions that applying to Charlie’s labora-
tory, Charlie is generous, and Charlie is strict, respectively. In this dialogue, P
(Alice) tries to persuade C (Bob) to believe a (to apply to Charlie’s laboratory).

Assume that the strength of the formulas are given as follows: str(g) =
str(s) = str(s → ¬a) = 3, str(g → a) = str(s → a) = 2 and str(a) =
str(¬a) = 1. We show the case in which the predicted knowledge base of C by
P is equivalent to C’s actual knowledge base, that is, ΠC = ΣC . Assume that
knowledge bases are given as follows.

ΣP = {g, s, g → a, s → a, a} ΠP = {g → a}
ΣC = {g → a, s → ¬a,¬a} ΠC = {g → a, s → ¬a,¬a}
Below we show relevant arguments from given knowledge bases. The number

attached to each argument is its preference. More arguments can be constructed,
but here we show only related ones to simplify an explanation.

A1 = (∅, g)[3] A6 = (∅, a)[1]
A2 = (∅, s)[3] A7 = (∅,¬a)[1]
A3 = ({s, s → ¬a},¬a)[3] A8 = ({g → a,¬a},¬g)[1]
A4 = ({g, g → a}, a)[2] A9 = ({s → a,¬a},¬s)[1]
A5 = ({s, s → a}, a)[2] A10 = ({s → ¬a, a},¬s)[1]

We show three possible dialogues in Table 1.
Let PAFdk+1

C = 〈PAR
dk+1
C , PAT

dk+1
C 〉 be a predicted argumentation frame-

work of C by P for dk+1, that is, obtained as a result of the move mk in a dialogue
dk+1 = [m0, . . . , mk]. Here, PAFdk+1

C = AF (ΠC ∪ CS
dk+1
P ∪ CS

dk+1
C ). In these

dialogues, CSdi

C is ∅ for any i (0 ≤ i ≤ k + 1). Important transitions PAR
dk+1
C ,

Ext(PAFdk+1
C ) and CS

dk+1
P are shown in the table, and the graph representation

corresponding to PAFdk+1
C in each state is shown in Fig. 1(a)∼(e). In the figure,

nodes represent arguments and edges represent attacks.
Initially, there is no attack, PARd0

C = {A7, A8}, Ext(PAFd0
C ) = {A7, A8},

and CSd0
P = ∅ hold, represented in a graph AF1 (Fig. 1(a)). There are three

allowed moves at the initial state. That is, P can give three acts: assert(a),
assert({g, g → a}, a) or assert({s, s → a}, a).

Dialogue1 shows the dialogue along the strategy SNF . P first gives
assert({g, g → a}, a) from rules 3(a) and (b) (Fig. 1(c)). In this case,
a ∈ fml(A4) ⊆ Bel(PAFd1

C ). Next, C can provide only challenge(g),
challenge(g → a) or pass. The case in which challenge(g) is given is shown
in the table. P gives pass along the strategy SNF against C’s move. P continues
to give pass afterwards and finally wins. In case C gives pass at any move, the
result is the same.

If P does not have a strategy, she may make any one of three moves at
the initial state. Dialogue2 and Dialogue3 are the ones P gives assert(a) first
(Fig. 1(b)). Next, C can provide only challenge(a) except for pass. Next, P can
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Table 1. Transitions of argumentation frameworks.

give either of (assertS({g, g → a}, a) or assertS({s, s → a}, a). If P gives the
former one (Fig. 1(c)), a ∈ fml(A4) ⊆ Bel(PAFd3

C ) holds. Dialogue2 shows
this case. After that, if P gives pass, she finally wins. On the other hand, if P
gives the latter one (Fig. 1(d)), ¬a ∈ fml(A3) ⊆ Bel(PAFd3

C ) holds. Dialogue3
shows this case. Even if P gives assertS({g, g → a}, a) afterwards (Fig. 1(e)),
¬a ∈ fml(A3) ⊆ Bel(PAFd5

C ) holds, and P loses. In case C gives pass at any
move, the result is the same.

In this example, assertS(a, {s, s → a}) is a fatal move.

5 Results

In this section, we discuss some properties of our model and what formulas
should be included in a predicted knowledge base. All proofs are shown in the
Appendix.

Note that hereafter Ni denotes a node in the depth i in a dialogue tree.
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(a) AF1: initial state

(b) AF2: after (P, assert(a)) in Dialogue2 and Dialogue3

(c) AF3: after (P, assert({g, g → a}, a) in Dialogue1,
after (P, assertS({g, g → a}, a) in Dialogue2

(d) AF4: after (P, assertS({s, s → a}, a) in Dialogue3

(e) AF5: after (P, assertS({g, g → a}, a) in Dialogue3

Fig. 1. Predicted argumentation frameworks of C by P .
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Lemma 1. For a failure tree of which the root is Ni corresponding to a dialogue
di, ¬ρ ∈ Bel(AFdi

C ) holds.

Here, we introduce the concept of changing move (c-move). It represents the
turning point of the move from the state in which C does not accept ¬ρ, to the
state in which C accepts ¬ρ.

Definition 21 (c-move). For a dialogue dk+1 = [m0, . . . , mk], if ¬ρ /∈
Bel(AFdk

C ) and ¬ρ ∈ Bel(AFdk+1
C ), then mk is said to be changing move, c-

move in short.

The following theorem and its corollary show a condition for a non-failing
dialogue.

Theorem 1. If ΠC = ΣC , then P does not give a c-move at Nk for any k
(1 ≤ k) by the strategy SNF .

Corollary 1. If ΠC = ΣC and ¬ρ /∈ Bel(AFdk

C ), then P can avoid a fatal move
at Nk for any k (1 ≤ k) by the strategy SNF .

When the predicted knowledge base is equivalent to the real knowledge base,
if there exists such an initial move that P predicts that C will not believe ¬ρ
next, then P never loses. It means that there is a case in which we can judge
that P never loses under the strategy SNF simply from given knowledge bases.

Next, we consider the case in which the predicted knowledge base is a subset
of the real knowledge base.

We show the condition in which P ’s strongly win can be judged only from an
initially given C’s real knowledge base. The following theorem shows that when
the prediction is a subset of the real knowledge base, if there are no arguments
which have ¬ρ as its conclusion in C’s initial argumentation framework, then X
strongly wins by the strategy SNF .

Theorem 2. Let AF (ΣC) be AFd0
C = 〈ARd0

C , AT d0
C 〉. If ΠC ⊆ ΣC and {A | A ∈

ARd0
C ∧ concl(A) = ¬ρ} = ∅, then ρ ∈ Bel(AFdk

P ) ∩ Bel(AFdk

C ) holds for a
complete dialogue dk by the strategy SNF .

Next, we discuss what formulas should be included in a predicted knowledge
base ΠC .

The following theorem shows that it is insufficient to decide the condition for
ΠC in order not to fail in P ’s persuasion simply from given knowledge bases,
rather all dialogues must be surveyed.

Theorem 3. Let S be the set of formulas in NBA-arguments of AF (ΣP ∪ΣC),
If ΠC = S∩ΣC , then P cannot always avoid the fatal move by the strategy SNF .

We show a condition for ΠC using the concept of NBA-only move.
For a dialogue dk, let AFdk

X =〈ARdk

X , AT dk

X 〉 and PAFdk

X =〈PARdk

X , PAT dk

X 〉.
Then PARdk

X ⊆ ARdk

X holds.
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Definition 22 (NBA-Only Move). Assume that ΠY ⊆ ΣY . Let mk be X’s
move, AFdk+1

Y = 〈AR
dk+1
Y , AT

dk+1
Y 〉 and PAFdk+1

Y = 〈PAR
dk+1
Y , PAT

dk+1
Y 〉. If

there does not exist A ∈ AR
dk+1
Y − PAR

dk+1
Y such that ∃C ∈ AR

dk+1
Y ; (C,A) ∈

AT
dk+1
Y holds, then the mk is said to be X’s NBA-only move.

An intuitive meaning of an NBA-only move is as follows: when we compare
Y ’s argumentation framework and the predicted argumentation framework of Y
by X, let S be a set of arguments that are included in the former but not in
the latter; there is no argument in S that is attacked by some argument in the
former.

For a complete dialogue dk = [m0, . . . , mk−1] between P and C on ρ, let mi

(0 ≤ i ≤ k − 1) be a c-move, and SAdk
be the set formulas in NBA-arguments

in AFdi+1
C . Let SA =

⋃
dk

SAdk
. It is clear that SA ⊆ ΣP ∪ ΣC . Therefore, SA

is divided into two disjoint subsets SAP\C and SAC , where SAP\C is a set of
formulas included in ΣP \ΣC and SAC is a set of formulas included in ΣC .

Theorem 4. If ΠC = SAC and all c-moves in a dialogue tree are P ’s NBA-
only moves, then P does not give a c-move at Nk for any k (1 ≤ k) by the
strategy SNF .

Corollary 2. If ΠC = SAC , all c-moves in a dialogue tree are NBA-only and
¬ρ /∈ Ext(AFdk

C ), then P can avoid a fatal move at Nk for any k (1 ≤ k) by the
strategy SNF .

6 Discussion

There have been many studies on Dung’s abstract argumentation framework [12].
Among them, a dialogue model using argumentation based on this framework
has been proposed.

Our model is based on the one studied by Amgoud et al. The model is set
out and applied to several types of dialogues [2]. The strategy is defined and
the dialogue according to the strategy is shown [3]. There, the strategy is based
on the level of acceptance, strength of the argument and attitude of the agents.
The various relationships between sets of knowledge, including that between the
joint knowledge of agents and the outcomes of dialogues, are investigated [10].
The most significant difference between our work and theirs is the use of the pre-
dicted knowledge base. We construct a strategy using the predicted knowledge
base, whereas their strategy is constructed without considering the opponent’s
inner state. Moreover, we have given an explicit definition to the argumenta-
tion framework for the current state of a dialogue, whereas formalization of the
current argumentation framework is ambiguous in their works.

It is essential to consider an opponent’s beliefs, especially in handling a strate-
gic dialogue, which may include a lie. Several works have been undertaken regard-
ing on this issue. Thimm et al. studied a strategy that reflects an opponent’s
belief [16] but they did not relate belief to an extension of an argumentation
framework. Rienstra et al. showed a strategy of selecting the best move from
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multiple opponent models with probability [14], and Hadjinikolis et al. showed an
approach of augmenting opponent models from accumulated dialogues with an
agent’s likelihood [7]. They evaluated their approaches experimentally, whereas
we focus on giving a strategy and investigate its validity theoretically. Black
et al. formally investigated usage and maintenance of opponent models illustrat-
ing a simple persuasion dialogue with different types of persuaders [5]. However,
the order of utterances is out of their focus. Sakama presented the treatment
of untrusted argumentation [15]. Rahwan et al. discussed hiding and lying in
argumentation [13]. In these works, abstract argumentation frameworks are used,
that is, arguments are not constructed from logical deduction from knowledge
base, whereas a structured framework is used in our model.

ASPIC+ is a structured argumentation framework that generates arguments
from a knowledge base using logical entailment [11]. However, only static argu-
mentation can be handled in that framework and dynamically changing struc-
tures are not available. Okuno and Takahashi proposed a dynamic structured
argumentation [9]. In their proposed method, each agent’s argument is generated
from their own knowledge base and commitment store, and the argumentation
structure dynamically changes. Their model did not operate at the dialogue
level, whereas we propose here a dialogue model based on an argumentation
framework that changes at every move.

7 Conclusion

We have proposed a dialogue model that utilizes a predicted knowledge base
and a strategy of withholding moves predicted to fail and only providing moves
that avoid failure to persuade. We have investigated the conditions under which a
persuasive dialogue never fails using this strategy, when the predicted knowledge
base is equivalent to the actual knowledge base of an opponent. The introduction
of prediction provides a model that better simulates real dialogue.

Moreover, we have discussed what a predicted knowledge base should include
for a persuasive dialogue not to fail. Our main contribution is to set out the
formalization of a dialogue using prediction and to propose a strategy for non-
failing persuasion.

There are several issues that should be addressed in future work. The con-
ditions presented herein for non-failing persuasion are relatively loose and inef-
ficient and, therefore, more rigorous and efficient conditions should be explored.
The next step is to determine conditions for successful persuasion rather than
for non-failing persuasion. In addition, we will investigate a case in which a
predicted knowledge base is not a subset of an actual one.

Because it is necessary to have an opponent’s predicted knowledge base to
construct a lie or to reveal it, our final goal is to develop a strategy to handle dia-
logue that includes a lie, and to investigate conditions of a predicted knowledge
base that support the validity of the strategy.
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Appendix

We show the sketch of the proofs because of the space limit.

Proof for Lemma 1. For any dialogue di = [m0, . . . , mi−1], if P can proceed
with the dialogue just by giving pass as acts of mi, . . . , mk, then P does not add
any information to C. Therefore, a complete dialogue [m0, . . . , mi−1,mi, . . . , mk]
exists that satisfies Bel(AFdk+1

C ) = Bel(AFdi

C ). Thus, such a leaf node Nk+1

exists that satisfies Bel(AFdk+1
C ) = Bel(AFdi

C ) in a subtree of which the root
node is Ni. As Ni is the root node of a failure tree, ¬ρ ∈ Bel(AFdk+1

C ) holds.
Therefore, ¬ρ ∈ Bel(AFdi

C ) holds. ��
Proof for Theorem 1. For any dialogue dk, an agent must not give a move
at Nk if ¬ρ ∈ Bel(PAFdk+1

C ) holds by rule 3(a) of the strategy SNF . It follows
that ¬ρ /∈ Bel(AFdk+1

C ) holds, since ΠC = ΣC . It means that a move other than
c-move should have been selected by the strategy SNF . ��
Proof for Corollary 1. If a fatal move is selected at Nk, there exists a fail-
ure tree of which the root is Nk+1. From Lemma 1, ¬ρ ∈ Bel(AFdk+1

Y ) holds.
It means that this move is a c-move. It is a contradiction from Theorem 1.
Therefore, an agent can avoid the fatal move by the strategy SNF . ��
Proof for Theorem 2. In this case, according to the strategy SNF , agent P
first gives assert(ρ), and repeats pass against any move given by C afterwards.
C cannot attack ρ since s/he cannot construct an argument of which a conclusion
is ¬ρ. In this case, ρ ∈ Bel(AF (ΣC ∪ {ρ})) = Bel(AFdk

C ). ��
Proof for Theorem 3. We show an example. Assume that the strength of each
formula is given as follows: str(a) = str(a → ρ) = 5, str(b) = str(c) = str(b →
¬ρ) = 4, str(b → ρ) = str(c → ρ) = 3, str(¬ρ) = 2 and str(ρ) = 1. Assume
that knowledge bases are given as follows: ΣP = {ρ, b, b → ρ, c, c → ρ, a},
ΣC = {¬ρ, b → ¬ρ, a → ρ}. Then, ΠC is defined as {a → ρ}.

In this case, a dialogue in which P behaves according to the strategy SNF
proceeds as follows. P gives assert(ρ) as an initial move m0. Then, C can give
either assert(¬ρ), challenge(ρ) or pass. Assume that C gives assert(¬ρ) as m1.
Then P can gives either m2 = assertS({b, b → ρ}, ρ) or m′

2 = assertS({c, c →
ρ}, ρ). Let d3 and d′

3 dialogues [m0,m1,m2] and [m0,m1,m
′
2], respectively. If

P gives m2, it causes C to make a new argument ({b, b → ¬ρ},¬ρ), which is
an NBA-argument in AFd3

C . Therefore, C believes ¬ρ at the state. Since this
argument is not attacked other than by ({a, a → ρ}, ρ) which never appears in
any dialogue, ¬ρ ∈ Bel(AFdk

C ) holds for dk = [m0,m1,m2, . . . , mk−1]. On the
other hand, if P gives m′

2, it causes C to make a new argument ({c, c → ρ}, ρ),
which attacks an argument (∅,¬ρ) in AFd′

3
C . Therefore, C believes ρ at that

state. Thus, m2 is a fatal move. However, the strategy SNF cannot determine
which is the best move between m2 or m′

2. We should have b → ¬ρ in ΠC ,
instead of a → ρ. ��
Proof for Theorem 4. If AR

dk+1
C − PAR

dk+1
C = ∅, then c-move is never

selected at Nk by the strategy SNF , by the same reason with that of Theorem 1.
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Therefore, there should exist an argument A ∈ AR
dk+1
C −PAR

dk+1
C . Assume that

P gives a c-move at Nk.
Since A is an NBA-argument in AFdk+1

C from the assumption that all c-
moves in a dialogue tree are P ’s NBA-only moves, fml(A) ⊆ SAC ∪ SAP\C .
On the other hand, fml(A)∩SAC ⊆ SAC = ΠC and fml(A)∩SAP\C ⊆ CS

dk+1
P .

Therefore, fml(A) ⊆ ΠC ∪ CS
dk+1
P . On the other hand, ΠC ∪ CS

dk+1
P ⊆ ΠC ∪

CS
dk+1
P ∪ CS

dk+1
C = Fml(PAR

dk+1
C ). It follows that A ∈ PAR

dk+1
C , which is a

contradiction.
Therefore, P never gives a c-move at Nk. ��

Proof for Corollary 2. It is proved from Theorem 4 using similar logic to the
proof of Corollary 1. ��
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Abstract. Recommender Systems aim to provide users with search
results close to their needs, making predictions of their preferences. In vir-
tual learning environments, Educational Recommender Systems deliver
learning objects according to the student’s characteristics, preferences
and learning needs. A learning object is an educational content unit,
which once found and retrieved may assist students in their learning
process. In previous work, authors have designed and evaluated several
recommendation techniques for delivering the most appropriate learning
object for each specific student. Also, they have combined these tech-
niques by using hybridization methods, improving the performance of
isolated techniques. However, traditional hybidization methods fail when
the learning objects delivered by each recommendation technique are
very different from those selected by the other techniques (there is no
agreement about the best learning object to recommend). In this paper,
we present a hybrid recommendation method based on argumentation
theory that combines content-based, collaborative and knowledge-based
recommendation techniques and provides the students with those objects
for which the system is able to generate more arguments to justify their
suitability. This method has been tested by using a database with real
data about students and learning objects, getting promising results.

1 Motivation

According to the IEEE, a learning object (LO) can be defined as a digital entity
involving educational design characteristics. Each LO can be used, reused or
referenced during computer-supported learning processes, aiming at generating
knowledge and competences based on student’s needs [1]. LOs have functional
requirements such as accessibility, reuse, and interoperability. The concept of
LO requires understanding of how people learn, since this issue directly affects
the LO design in each of its three dimensions: pedagogical, didactic, and techno-
logical [2]. In addition, LOs have metadata that describe and identify the edu-
cational resources involved and facilitate their searching and retrieval. Learning
Objects Repositories (LORs), composed of thousands of LOs, can be defined

c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 234–248, 2016.
DOI: 10.1007/978-3-319-33509-4 19
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as specialized digital libraries storing several types of heterogeneous resources.
LORs are currently being used in various e-learning environments and belong
mainly to educational institutions [2,3]. Also, federations of LORs provide edu-
cational applications to search, retrieve and access specific LO contents available
in any LOR [4].

Recommender Systems aim to provide users with search results close to their
needs, making predictions of their preferences [5]. In virtual learning environ-
ments, Educational Recommender Systems (ERS) deliver LOs according to the
student’s characteristics, preferences and learning needs. In order to improve
recommendations, ERS must perform feedback processes and implement mech-
anisms that enable them to obtain a large amount of information about users
and how they use the LOs. ERS can be classified into several types [6]:

– Content-based ERS: in this kind of systems, recommendations are performed
based on the user’s profile and created from the content analysis of the LOs
that the user has already assessed in the past. The content-based systems use
“item-by-item” algorithms generated through the association of correlation
rules among those items.

– Collaborative ERS: these systems hold great promise for education, not only
for their purposes of helping learners and educators to find useful educational
resources, but also as a means of bringing together people with similar inter-
ests and beliefs, and possibly as an aid to the learning process itself. In this
case, the recommendations are based on a similarity degree among users. Col-
laborative filtering algorithms aim at suggesting new items or predicting the
utility of a certain item for a particular user profile based on the choices of
other similar user profiles.

– Knowledge-based ERS: these systems attempt to suggest LOs based on infer-
ences about the user’s needs and preferences. Knowledge-based approaches
use knowledge about how a particular item meets a particular user need, and
can therefore reason about the relationship between a need and a possible
recommendation. In addition, these systems are based on the user’s browsing
history and his/her previously selected LOs.

– Hybrid Recommender Systems: the hybrid approach combines several ERS
techniques in order to maximize the advantages of each one and, thus, make
better recommendations. To make the hybridization of recommendation tech-
niques –using at least two of them– Burke [6] describes different methods that
could be applied (e.g. weighted, switching, mixed, cascade, feature combina-
tion, feature augmentation, and meta-level).

In previous work, authors have proposed a Student-Centered Hybrid ERS,
designing and evaluating several recommendation techniques for delivering the
most appropriate LO for each specific student [7,8]. Also, they have combined
these techniques by using hybridization methods, improving the performance
of isolated techniques. The ERS proposed follows a hybrid recommendation
technique that combines content-based, collaborative and knowledge-based
approaches. In the system, LOs are retrieved from LORs and federations of
LORs, using the stored descriptive metadata for these objects. Concretely, our
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ERS follows the IEEE-LOM 1 standard to represent the metadata about the
LOs. This is a hierarchical data model that defines around 50 metadata fields
clustered into 9 categories. Figure 1 shows the fields used in our ERS (high-
lighted in green). Also, student profiles, including their personal information,
language, topic and LO’s format preferences, educational level, and learning
style (aural, kinesthetic, reader, or visual), are used by the system to generate
recommendations.

Fig. 1. IEEE-LOM metadata used in the ERS.

Therefore, as shown in Fig. 2, the ERS is composed by six modules: three
recommendation modules (one for each recommendation technique); a module
that performs the hybridization (integration) process, which follows a cascade
method to provide recommendations results in strict priority2; and, finally, two
modules that handle information about student profiles and LOs metadata.

The content-based recommendation module generates its recommendations
by applying inference rules among LOs metadata and the student’s learning
style. The collaborative recommendation module seeks similar user profiles to
deliver items that have been assessed by students with similar profiles. The
knowledge-based recommendation module searches some LOs similar to those
that the student has previously assessed. Then, the integration module performs
the hybridization process to provide the student with the most relevant and
appropriate LOs. This is done by selecting LOs that have been proposed by 2
or 3 of the recommendation modules. Figure 3 shows the specific LOs metadata
and students’ profile data that each recommendation modules uses.
1 1484.12.1-2002 - Institute of Electrical and Electronics Engineers (IEEE) Standard

for Learning Object Metadata: https://standards.ieee.org/findstds/standard/1484.
12.1-2002.html.

2 Several hybridization methods, as proposed in [6], were tested, and the cascade
approach achieved the best recommendation results [8].

https://standards.ieee.org/findstds/standard/1484.12.1-2002.html
https://standards.ieee.org/findstds/standard/1484.12.1-2002.html
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Fig. 2. Student-Centered Hybrid ERS.

Fig. 3. LOs metadata and students’ profile data used by the recommendation modules.

However, this hybidization method has several disadvantages. On the one
hand, it does not take the relevance of the LOs into account to encourage the
use of a specific LO over another (considering that a LO is relevant for a student
if it matches his/her learning objectives and profile). On the other hand, it fails
when the LOs delivered by each recommendation technique are very different
from those selected by the other techniques (there is no agreement about the
best LO to recommend). To analyze the incidence of this problem, we performed
some experiments to determine the dispersion degree between the LOs proposed
by each recommendation technique (to determine how different are the top 5
or the top 10 LOs proposed by the three recommendation modules). Dispersion
tests were performed as follows:

1. A student with a visual learning style was selected.
2. A search on the federation of repositories was performed to retrive LOs about

the topic (keyword) Algorithms.
3. The top 5 and top 10 results provided by each recommendation module (con-

tent, collaborative and knowledge-based) were saved for analysis.
4. The process was repeated with other keywords (Programming and Audit).
5. The process was repeated with other students with auditory and kinesthetic

learning styles.

Finally, the amount of LOs that overlap between the three recommenders for
each iteration of the tests was computed. The average of the results are shown
in Fig. 4.
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Fig. 4. Results of the dispersion tests.

Results show that, in many cases, the traditional hybridization method can-
not deliver any recommendation, since there is no intersection between the rec-
ommendations provided by the three recommendation modules. For instance,
knowledge-based recommendations (coloured in red) on the Top 5 tests, result
in an average dispersion of 0.8 LOs. This means that for each 5 LOs delivered
by this recommendation module, on average, only 0.8 overlap with the results
of the other techniques (there is no agreement among them).

To overcome this problem, in this paper we present a new hybrid recom-
mendation method based on argumentation theory. Among the wide range of
agreement technologies proposed in the last years [9], argumentation provides a
natural means of dealing with conflicts and knowledge inconsistencies with a high
resemblance with the way in which humans reach agreements. Our method com-
bines content-based, collaborative and knowledge-based recommendation tech-
niques, and provides students with those LOs for which the system is able to
generate more arguments to justify their suitability.

The rest of the paper is structured as follows: Sect. 2 reviews related work,
Sect. 3 presents our argumentation-based hybrid recommendation method, in
Sect. 4 we provide a validation proof for our proposal, and finally, Sect. 5 presents
conclusions and future work.

2 Related Work

Over the last years, the literature on ERS reports a growing interest in the area.
In [5, Chapter 12], discuss the need of support tools for learners based on contex-
tualised recommender systems. According to the authors, it is very important
to take into account pedagogical aspects, like prior knowledge, learning goals
or study time in the recommendation process. In addition, they argue that the
development of concrete evaluation frameworks that follow a layered approach
is still an open reseach issue. These frameworks may focus on incorporating as
many evaluation dimensions as possible, on addressing pedagogical dimensions,
or on combining a variety of evaluation methods, metrics, and instruments.

In this regard, in [10] a recommendation system based on genetic algo-
rithms that performs two recommendation processes was proposed. The first
one uses explicit characteristics represented in a matrix of student’s preferences,
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while the second assigns implicit weights to educational resources that are con-
sidered as chromosomes in a genetic algorithm that optimises them by using his-
torical values. However, compared with out proposal, this work does not perform
hybrid recommendation, but combines the characteristics of the student profile.
Following a hybrid approach similar to ours, Zapata et al. deliver educational
materials adapted to the user profile by combining several types of filtering meth-
ods with the available information about LOs and users [11]. However, although
this work combines several filtering criteria (content-based, collaborative activ-
ity, and demographics), it is aimed at helping teachers rather than students. By
contrast, the research presented by Sikka et al. [3], whichs presents an e-learning
environment to recommend learning materials by using web mining techniques
and software agents, implements just a unique collaborative recommendation
filter rather than using a hybrid approach. However, in [12] a review of some
hybrid recommendation systems was performed, concluding that the hybrid fil-
ter obtained by integrating collaborative and content-based filtering approaches
improves the predictions made by the recommender. We share this view and
extend it to recommend educational materials recovered from LORs.

Traditional recommender systems base their recommendations on quantita-
tive measures of similarity, but fail at using the qualitative data available to
empower recommendations [13]. Usually, recommender systems do not provide
an explanation about the reasoning process that has been followed to come up
with specific recommendations. However, people rely more on recommendations
when the system can also show the reasons behind the recommendations [14],
and when they can understand the reasons why these recommendations are
presented [15]. Moreover, even when users already know the recommendations
presented, the latter work demonstrated that they prefer recommender systems
that are able to justify their suggestions. Thus, what is understood as a good
recommendation is changing from the one that minimises some error evaluation
to the one that is really able to persuade people and make them happier.

Recently, some argument-based recommender systems and recommendation
techniques have been proposed to recommend music [16], news [17], movies [18],
or restaurants [19], to perform content-based web search [20] or to formalize
and structure user opinions in online recommender systems [21]. Among them,
we share the approach of the movie recommender system based on defeasible
logic programming proposed in [22]. In this work, authors define a preset pref-
erence criteria between rules to resolve argument attacks. However, as will be
explained in Sect. 3, we use a probabilistic method to compute the likelihood
that an argument prevails over another, which makes the system more adaptive.
In educational domains, argumentation theory and tools have a large history of
successful applications, specially to teach critical thinking skills in law courses
[23]. However, to the best of our knowledge, the application of argumentation
theory to enhance ERS is a new area of research.

There are a number of open challenges for the application of argumentation
theory to recommender systems [20], such as exposing underlying assumptions
behind recommendations, approaching trust and trustworthiness from the per-
spective of backing recommendations and providing rationally compelling argu-
ments for recommendations. Our work involves a contribution in this latter area.
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3 Formal Framework

In this section, we provide an overview on the argumentation formalism used for
our proposal. As pointed out in Sect. 1, the original Student-Centered Hybrid
ERS proposed uses several sources of knowledge to generate LOs recommenda-
tions for the students, namely information about the student profile and meta-
data about the LOs to recommend. In this paper, we present a hybrid recom-
mendation method based on argumentation theory that uses these sources of
knowledge and provides the students with those LOs for which the system is
able to generate more arguments to justify their suitability. Concretely, we use
a defeasible argumentation formalism based on logic programming (DeLP, see
[24] for details) to encode information about the facts (metadata and profiles
data) and the rules that determine the allowed inferences that can be done in
our system.

Definition 1 (DeLP). A defeasible logic program (DeLP) P = (Π,Δ), models
strict (Π) and defeasible (Δ) knowledge about the application domain. In our
system, the set Π includes strict inference rules with empty body that represent
facts. Correspondingly, the set Δ includes defeasible rules of the form P ←
Q1, ..., Qk, which represent the defeasible inference that literals Q1, ..., Qk may
provide reasons to believe P .

For instance, auditory(jose) represent the fact that a student named ‘jose’
has an auditory learning style and prefers materials with sounds, and auditory
formats such as mp3, mp4, or avi. Facts are assumed to be non-contradictory
(e.g., if ∼ represents default logic negation, auditory(jose) and ∼ auditory(jose)
cannot be inferred). Also, we show below the main defeasible rules of our argu-
mentative framework3. These rules are divided on 4 groups, 3 to represent the
knowledge used by each recommendation technique (content-based, collabora-
tive or knowledge-based), and 1 to represent general domain knowledge. Section 4
provides an example to clarify their meaning and use.

General Rules
G1: ∼recommend(user, LO) ← cost(LO) > 0
G2: ∼recommend(user, LO) ← quality metric(LO) < 0.7

Content-Based Rules
C1: recommend(user, LO) ←
educationally appropriate(user, LO) ∧ generally appropriate (LO)

C1.1: educationally appropriate(user, LO) ←
appropriate resource(user, LO) ∧ appropriate interactivity(user, LO)

C1.1.1: appropriate resource(user, LO) ← user type(user, type) ∧ resource
type(LO, type)

3 The complete rule set is not provided due to space limitations.
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C1.1.2: appropriate interactivity (user, LO) ← user type(user, type) ∧ interac-
tivity type(LO, type)

C1.2: generally appropriate(LO) ← structure(OA, atomic) ∧ state(LO, final)

C2: recommend(user, LO) ←
educationally appropriate(user, LO) ∧ generally appropriate(LO)) ∧ techni-
cally appropriate(user, LO)

C2.1: technically appropriate(user, LO) ← appropriate language(user, LO) ∧
appropriate format(LO)

C2.1.1: appropriate language(user, LO) ← language preference(user, language)
∧ object language(LO, language)

C2.1.2: appropriate format(LO) ← format preference(user, format) ∧ object
format(LO, format)

C3: recommend(user, LO) ←
educationally appropriate(user, LO) ∧ generally appropriate (LO) ∧
updated(OA)

C3.1: updated(LO) ← date(LO, date) < 5 years

C4: recommend(user, LO) ←
educationally appropriate(user, LO) ∧ generally appropriate(LO) ∧ learn-
ing time appropriate(LO)

C4.1: learning time appropriate(LO) ← hours(LO) < γ

Collaborative Rules
O1: recommend(user1, LO) ← similarity(user1, user2) >α ∧ vote(user2, LO) ≥ 4

Knowledge-Based Rules
K1: recommend(user1, LO) ← similarity(LO1, LO2) >β ∧ vote(user1, LO2) ≥ 4

Given a DeLP, the program can be queried to resolve if a ground literal can be
derived from the program, and hence supported by an argument(s) based on the
rules of Δ. Concretely, for our hybrid recommendation method to recommend a
LO to a specific user, we need to be able to derive any of the recommend(user,
LO) defeasible rules from our DeLP.

Arguments in this framework are defined as follows:

Definition 2 (Argument). An argument A for h (represented as a pair
〈A, h〉) is a minimal non-contradictory set of facts and defeasible rules that can
be chained to derive the literal (or conclusion) h.

Then, arguments are generetad by backward chaining of both facts and
defeasible rules, a mechanism similar to the Selective Linear Definite (SLD)
derivation of standard logic programming. Therefore, recommendations are com-
puted by chaining arguments in a recursive process that creates a dialectical tree
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(see [24]) whose root node is the original argument under discussion (i.e. whether
to recommend or not a LO for a particular user), and whose children nodes are
arguments that defeat their parents.

Arguments can be attacked by other arguments that rebut them (i.e. propose
the opposite conclusion) or undercut them (i.e. attack clauses of their body).

Definition 3 (Attack). An argument 〈B, q〉 attacks another argument 〈A, h〉
if we can derive ∼h from B or if q implies that one of the clauses of A no longer
holds (there are a sub-argument 〈A1, h1〉 from 〈A, h〉 such that Π ∪ {h1, q} is
contradictory).

Therefore, an argument for not recommending a LO can be generated if an
argument for recommending is attacked. Note that we assume negation as failure,
so an argument for not recommending a LO can be generated by chaining rules
whose literals cannot be derived (we do not have information to resolve them).
For instance, by using the rule O1, which recommends a LO for a user1 if other
similar user2 likes that object (i.e. user2 has voted the LO with a score greater
than 4), we can derive an argument for not recommending the LO: 1) if the
system cannot find a similar user (negation as failure); or 2) if there is a similar
user and he/she does not like the LO (undercut).

To resolve attacks between arguments, each rule has an associated probability
measure that estimates the probability that an argument (generated by using
the rule) succeedes based on the aggregated probability of the clauses that form
the body of the rule. In doing so, we use a simplified probabilistic argumentation
framework [25] that assigns probability values to arguments and aggregates these
probabilites to compute a suitability value to rank and recommend LOs.

Definition 4 (Argumentation Framework). In our ERS, an argumentation
framework is a tuple (Arg, PArg,D) where Arg is a set of arguments, D ⊆
Arg × Arg is a defeat relation, and PArg :→ [0 : 1] is the probability that an
argument holds.

The probability of an argument Arg = 〈A, h〉 is calculated as follows:

PArg =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1, if A ⊆ Π

k∑

i=1

PQi

k
, if A ⊆ Δ | h ← Q1, ..., Qk

(1)

Facts are assumed to have probability 1. The probability of defeasible rules is
computed as the average of the probabilities of the literals Q1, ..., Qk that form
their body (i.e. 1 if they are facts, 0 if they cannot be resolved, or PQi

if they
are derived from other defeasible rules).

Definition 5 (Defeat). In our ERS, an argument 〈B, q〉 defeats another argu-
ment 〈A, h〉 if B attacks A and PB > PA.
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4 Validation

Students query our ERS to get LO recommnendations that may fit their learning
objectives and preferences. With this aim, the system has a search engine that
allows a student to find LOs by using keywords that express the educational
skills that they want to achieve. This search results in a list of LOs that match
the keywords. After that, our ERS starts the recommendations proccess to rank
and deliver LOs of this list: the content-based recommendation module triggers
its inference rules by using the LOs metadata and the student’s learning style;
the collaborative recommendation module seeks similar user profiles to deliver
items that have been evaluated by similar students; and the knowledge-based
recommendation module determines whether any LO in the list is similar to
another LO that the student has already used and assessed positively. Then, the
new argumentation-based hybridization method is used to combine these three
sets of LOs and deliver those for which the system can generate better arguments
to justify their suitability for the search performed by the student.

To illustrate the operation of our method, in this section we show the results
of a validation experiment that we have performed using the LOs stored in
the FROAC4 repository (the Federation of Learning Objects Repositories of
Colombia) [2]. FROAC has 637 LOs indexed, stored in different repositories.
The main topics of the LOs stored are: Analysis and design of algorithms and
information systems, audit, databases, software engineering, artificial intelli-
gence, programming, natural sciences, social sciences, computing, and mathe-
matics. FROAC was developed at the Universidad Nacional de Colombia, as
a result of a research project entitled ROAC, Creación de un modelo para la
Federación de OA en Colombia que permita su integración a confederaciones
internacionales of COLCIENCIAS. FROAC also stores information about its
user’s profiles (students). For each student, FROAC stores explicit features such
as personal information (e.g. full name, date of birth, email, gender, and lan-
guage), LO preferences (language, topic, and format), and psycho-pedagogical
information (learning style). The students’ learning style is obtained through a
test with 24 questions that determine how the student processes the information
that he/she receives and turns it into knowledge. The students of the National
University of Colombia make an intensive use of FROAC. However, they have
difficulties in specifying a query string that meets what they really want to find.
Therefore, our ERS was implemented to help those students to find materials to
support their learning. Furthermore, students also reported difficulties to under-
stand why the system selects a specific LO over the list of potential candidates
as the one that best fits their learning objectives. Thus, we have designed the
new argumentation-based hybridization module not only with the objective of
improving the quality of recommendations, but also with the aim of being able
to provide the students with justifications for those recommendations.

In what follows, we report the results of one of the validation experiments
that we performed. We selected a student with an auditory learning style

4 FROAC: http://froac.manizales.unal.edu.co.

http://froac.manizales.unal.edu.co
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(he prefers auditory LOs with formats such as mp3, mp4, avi, etc.), has queried
the ERS to find LOs that can help him to improve his programming skills (he has
used the keyword ‘programming’). After retrieving the list of LOs that match
this query, the ERS executed its recommendations proccess and got the following
results5: the content-based recommendation module delivered the LO with ID
LO262 ; the collaborative recommendation module proposed a different LO, with
ID LO269 ; and finally, the knowledge-based recommendation module delivered
again the LO with ID LO269.

The ERS selected from these three proposals the LO that should be more rel-
evant for the studen learnig objectives. The relevance is understood as the suit-
ability of a LO in view of the student’s preferences and profile. Therefore, a LO
delivered by our ERS can be considered as ‘relevant’ if it matches the student’s
learning objectives (determined by the keywords) and profile (his/her learning
style, format, language, and learning time preferences). For this example, the
traditional hybridization method that our ERS used to date [8] will select and
provide the LO269 to Jose, since it has been recommended by two out of the
three recommendation modules.

To evaluate recommendation results according to their relevance for the stu-
dent, we can use the usual precision formula:

Precision =
RelevantLOs ∩ RetrievedLOs

RetrievedLOs
(2)

Therefore, according to our relevance definition, we get the following results:

– LO262 Precision = 1 content-based recommendation
– LO269 Precision = 0 collaborative recommendation and knowledge-based rec-

ommendation

which shows how the traditional hybridization method failed to deliver the most
relevant LO in this case. In fact, although LO269 is educationally appropriated
(its type fits the user’s learning style) and it is updated (it has been updated
within the last 5 years), it does not meet other user’s preferences. It is not gen-
erally appropiated (its structure is not atomic and its state is not final, which
means that it can be a LO under review), not technically appropiated (its lan-
guage and format do not match the preferences of the user), and not learning
time appropiated (it exceeds the maximum learning time preferred by the user).

Alternatively, our new argumentation-based hybridization method will trig-
ger the following rules6 for LO262 and LO269 with their associated probabilities:

Content-Based Rules
C1LO262 P=1: recommend(user, LO262) ←

educationally appropriate(user, LO262) ∧ generally appropriate (LO262)
C1LO269 P = 0.5: recommend(user, LO269) ←
5 For the sake of simplicity, we only provide the top 1 recommendation results of each

module.
6 Only a selection of these rules are presented due to space restrictions.



Argumentation-Based Hybrid Recommender System 245

educationally appropriate(user, LO269) ∧ generally appropriate (LO269)
C2LO262 P=1: recommend(user, LO262) ←

educationally appropriate(user, LO262) ∧ generally appropriate(LO262)) ∧
technically appropriate(user, LO262)
C2LO269 P=0.33: recommend(user, LO269) ←

educationally appropriate(user, LO269) ∧ generally appropriate(LO269)) ∧
technically appropriate(user, LO269)
C3LO262 P=1: recommend(user, LO262) ←

educationally appropriate(user, LO262) ∧ generally appropriate (LO262) ∧
updated(LO262)
C3LO269 P=0.66: recommend(user, LO269) ←

educationally appropriate(user, LO269) ∧ generally appropriate(LO269) ∧
updated(LO269)
C4LO262 P=1: recommend(user, LO262) ←

educationally appropriate(user, LO262) ∧ generally appropriate(LO262) ∧
learning time appropriate(LO262)
C4LO269 P=0.33: recommend(user, LO269) ←

educationally appropriate(user, LO269) ∧ generally appropriate(LO269) ∧
learning time appropriate(LO269)

Collaborative Rules
O1LO262 P=1: recommend(user, LO262) ← similarity(user, ‘juan’) >α ∧
vote(‘juan’, LO262) ≥ 4
O1LO269 P=1: recommend(user, LO269) ← similarity(user, ‘pablo’) >α ∧
vote(‘pablo’, LO269) ≥ 4

Knowledge-Based Rules
K1LO262 P=1: recommend(user, LO262) ← similarity(LO262, LO258) >β ∧
vote(user, LO258) ≥ 4
K1LO269 P=1: recommend(user, LO269) ← similarity(LO269, LO274) >β ∧
vote(user, LO274) ≥ 4

The collaborative recommendation module was able to find two similar users
‘juan’ that liked LO262, and ‘pablo’ that liked LO269, but recommended LO269
since ‘pablo’ is more similar to the actual user than ‘juan’. These inferences are
also encoded in rules O1LO262 and O1LO269. Similarly, the knowledge-based rec-
ommendation module was able to find a LO258 similar to LO269 and another
LO274 similar to LO269 that were successfully recommended in the past to the
actual user, but LO274 received a highest vote, and hence, LO269 was recom-
mended. These inferences are also encoded in rules K1LO262 and K1LO269. All
these requirements were also met by LO262. However, while for LO262 all lit-
erals hold and all rules have an associated probability of 1, some literals do not
hold for LO269 (those that represent the unfulfilled user preferences encoded in
the content-based rules), which decreases the probability associated with their
rules.
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Table 1. Explanation schemes.

Rule Explanation Description

C1 E1 The learning object LO fits the topic T, is suitable for your LS
learning style, and it is atomic and stable

C2 E2 The learning object LO fits the topic T, is suitable for your LS
learning style, and fits your L language and F format
preferences

C3 E3 The learning object LO fits the topic T, is suitable for your LS
learning style, fits your L language and F format preferences,
and it is updated

C4 E4 The learning object LO fits the topic T, is suitable for your LS
learning style, and fits your L language, F format preferences
and learning time < T preferences

O1 E5 The system has found a user that whose profile is similar to
yours who liked LO

K1 E6 The system has found that you liked LOx, which is similar to
LOy

Therefore, as the new argumentation-based hybridization method is able to
generate more arguments to justify the recommendation of LO262, the system
would succeed in selecting the most relevant LO for this specific user. Further-
more, we have also designed a module for constructing explanations (arguments)
based on these rules. Since the number of rules of our ERS is finite and small,
this is a simple module that associates each rule with a scheme of explanation
(see Table 1).

For instance, with the rule C1LO262 the ERS can use the explanation scheme
E1 and provide the user with an argument to justify the recommendation of
LO262: ‘The learning object LO262 fits the topic ‘Programming’, is suitable for
your ‘auditory’ learning style, and it is atomic and stable’.

5 Conclusions and Future Work

This paper has proposed the employment of an argumentation-based formal-
ism for modeling a hybrid recommender system which recommends LOs for
specific students. In addition, an initial validation using real data from a LO
repository of the Universidad Nacional de Colombia has been done with better
results than previously implemented approaches. The proposed argument-based
hybridization method is able to select the most relevant and suitable LOs to rec-
ommend, among those delivered previously by three recommendation modules
(content-based, collaborative and knowledge-based). Also, by using this method,
the recommender system can generate arguments to justify its recommendations.
The whole system is still being implemented to be integrated in the Federa-
tion of Learning Objects Repositories of Colombia. As future work, we plan to
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enhance the simple explanation module with and advanced human-computing
interaction module integrated in a conversational agent. Also, comprehensive
evaluation tests will be performed.
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8. Rodŕıguez, P.A., Ovalle, D.A., Duque, N.D.: A student-centered hybrid recom-
mender system to provide relevant learning objects from repositories. In: Zaphiris,
P., Ioannou, A. (eds.) LCT 2015. LNCS, vol. 9192, pp. 291–300. Springer, Heidel-
berg (2015)

9. Ossowski, S.: Agreement Technologies, vol. 8. Springer Science & Business Media,
Heidelberg (2012)

10. Salehi, M., Pourzaferani, M., Razavi, S.A.: Hybrid attribute-based recommender
system for learning material using genetic algorithm and a multidimensional infor-
mation model. Egypt. Inf. J. 14(1), 67–78 (2013)

11. Zapata, A., Menendez, V.H., Prieto, M.E., Romero, C.: A hybrid recommender
method for learning objects. IJCA Proc. Des. Eval. Digit. Content Educ. (DEDCE)
1, 1–7 (2011)

12. Vekariya, V., Kulkarni, G.R., Hybrid recommender systems: survey and experi-
ments. In: 2012 2nd International Conference on Digital Information and Com-
munication Technology and It’s Applications (DICTAP), pp. 469–473. IEEE, May
2012
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Abstract. Given n agents each of which has a secret (a fact not known
to anybody else), the classical version of the gossip problem is to achieve
shared knowledge of all secrets in a minimal number of phone calls. There
exist protocols achieving shared knowledge in 2(n−2) calls: when the
protocol terminates everybody knows all the secrets. We generalize that
problem and focus on higher-order shared knowledge: how many calls
does it take to obtain that everybody knows that everybody knows all
secrets? More generally, how many calls does it take to obtain shared
knowledge of order k? This requires not only the communication of
secrets, but also the communication of knowledge about secrets. We give
a protocol that works in (k+1)(n−2) steps and prove that it is correct: it
achieves shared knowledge of level k. The proof is presented in a dynamic
epistemic logic that is based on the observability of propositional
variables by agents.

Keywords: Gossip · Epistemic logic · Shared knowledge · Common
knowledge

1 Introduction: The Gossip Problem and Its
Generalization

The original version of the gossip problem goes as follows [1,13].

There are six agents each of which knows some secret not known to any-
body else. Two agents can make a telephone call and exchange all secrets
they know. How many calls does it take to share all secrets, i.e., how many
calls have to take place until everybody knows all secrets?

The problem can be generalized from six to arbitrary numbers of agents n. In
the literature one can find various protocols achieving the goal in 2(n−2) calls.
It has been proved that they are optimal: no protocol exists achieving the goal
with less calls [4,9,14].

There are contexts where agents have to achieve higher-order knowledge,
typically in order to coordinate some joint action. While after 2(n−2) calls all
secrets are shared knowledge, they fail to be common knowledge. Unless every-
body knows the protocol and there is a global clock, such common knowledge
cannot be attained. More modestly, the agents may want to achieve second-order
shared knowledge: they may have the goal that everybody knows that everybody
c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 249–263, 2016.
DOI: 10.1007/978-3-319-33509-4 20
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knows all secrets. This paper investigates how such higher-order knowledge can
be achieved.

Let Agt be the set of all agents. Let us denote the secret of agent i by si. To
simplify things we suppose that si is a proposition that is true. Let us write Kiϕ
to express that agent i knows that the formula ϕ is true. The initial situation
before the agents start gossiping is expressed by

∧

i∈Agt

(
si ∧ Kisi ∧

∧

j∈Agt,j �=i

(
¬Kjsi ∧ ¬Kj¬si

))

and the formula ∧

i∈Agt

Ki

( ∧

j∈Agt

sj

)

expresses the goal that every agent knows every secret. Let us abbreviate the
conjunction

∧
j∈Agt sj of all secrets by All . Furthermore, let EKJϕ abbreviate

the conjunction
∧

i∈J Kiϕ, where J ⊆ Agt is an arbitrary nonempty subset of
Agt . So EKAgtAll expresses that all secrets are shared knowledge: every agent
knows every secret. EKAgtEKAgtAll expresses the goal that every agent knows
that all secrets are shared knowledge. The formula

EKAgt . . .EKAgt
︸ ︷︷ ︸

k times

All

expresses that all secrets are shared knowledge up to depth k ≥ 1.
The result of a phone call between two agents is that their knowledge

increases. Let us model this by means of modal operators of action: the for-
mula [Call ij ]ϕ expresses that ϕ is true after i and j talked to each other. Then
[Call ij ]EK{i,j}(si∧sj) expresses that the result of Call ij is that i and j know their
secrets. When we say that during a call the agents communicate all they know
then this not only concerns secrets, but also knowledge about secrets and more
generally higher-order knowledge. Therefore calls achieve common knowledge
between the calling agents:

[Call ij ]EK{i,j} . . .EK{i,j}(si ∧ sj)

is the case for arbitrary nestings of EK{i,j}. Furthermore, the formula

[Call i1j1 ] . . . [Call i2(n−2)
j2(n−2)

]
︸ ︷︷ ︸

2(n−2) times

EKAgtAll

expresses that the protocol where i1 calls j1 first, then i2 calls j2, . . . , and finally
i2(n−2) calls j2(n−2) achieves shared knowledge.

We note (k, n) the instance of the generalized gossip problem with n ≥ 2
agents and the goal to achieve depth k ≥ 1 of shared knowledge. So the original
problem corresponds to the instance (1, 6). We are going to introduce a proto-
col achieving shared knowledge of depth k in (k+1)(n−2) calls. Our proofs are
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formally rigorous: they are couched in a dynamic epistemic logic that is called
DEL-PAO (Dynamic Epistemic Logic of Propositional Assignment and Observa-
tion), with epistemic operators Ki, for i ∈ Agt , and dynamic operators [Call ij ],
for i, j ∈ Agt . We had introduced and studied that logic in [10], building on
previous work by van der Hoek and colleagues [11,12] and with further develop-
ments reported in [5]. We do not address the question whether our protocol is
optimal and leave that to future work.

The paper is organized as follows. Section 2 presents our algorithm. Section 3
recalls syntax and semantics of our dynamic epistemic logic DEL-PAO. In Sect. 4
we show how to capture the algorithm as a DEL-PAO program. In Sect. 5 we
prove in DEL-PAO that the algorithm is correct. Section 6 concludes.

2 An Algorithm Achieving Higher-Order Shared
Knowledge

The following algorithm generates a sequence of calls for a given instance (k, n) of
the generalized gossip problem, for k ≥ 1 and n ≥ 4. Throughout the algorithm
two of the agents, which we call left and right , will have a central, fixed role:
each of the other agents only communicates with either left or right . The n−2
remaining agents will be numbered 0, 1, . . . , n−3.

The algorithm is made up of turns. During each turn, left and right collect
the secrets of other agents. Together with the last agent they talked to in that
turn, they thereby become what we call ‘semi-experts’. A further call between
complementary semi-experts turns them into full experts. The last agents left
and right talked to play a crucial role. These two further semi-experts are
permuted at each turn in a way that will guarantee that the goal is reached.

Algorithm 1. For t = 0..k do

agent left calls agent 0−t (mod n−2);
agent left calls agent 1−t (mod n−2);
...
agent left calls agent n−3;
agent left calls agent 0;
agent left calls agent 1;
...
agent left calls agent n−4−t (mod n−2);
agent right calls agent n−3−t (mod n−2).

At the first turn (turn 0), agent left calls agent 0, then 1, . . . , then n−4, and
finally agent right calls agent n−3; at the second turn (turn 1), agent left calls
agent n−3, then 0, then 4, . . . , then n−5; and finally agent right calls agent n−4;
and so on. So each turn involves n−2 calls, and overall the algorithm produces
a sequence of (k+1)(n−2) calls. In the rest of the paper, we assume that every
index of agent is taken modulo n−2 and we omit “(mod n−2)”.
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Fig. 1. Graphical represention of the first three turns of Algorithm 1. (Color figure
online)

Figure 1 gives a visual representation of Algorithm 1: agents 0, 1, . . . , n−3
are put on a wheel which, between each turn, rotates clockwise. Agent left (in
orange) calls everyone in ascending order, except the agent at the rightmost
position of the wheel, then right (in blue) calls this agent.

Theorem 1. The instance (k, n) of the generalized gossip problem can be solved
in at most (k+1)(n−2) calls.

The rest of the paper is devoted to the proof of the above theorem: we prove
that the sequence of calls produced by the algorithm is indeed a solution. Our
proof will be done in the formal language of DEL-PAO that we introduce first.

3 Dynamic Epistemic Logic of Propositional Assignment
and Observation DEL-PAO

Dynamic Epistemic Logic of Propositional Assignment and Observation
DEL-PAO is grounded on the notion of observability of propositional variables.
It refines a logic that was proposed and studied in a series of papers by van der
Hoek, Wooldridge and colleagues under the names Epistemic Coalition Logic of
Propositional Control with Partial Observability ECL-PC(PO) [12] and Logic of
Revelation and Concealment LRC [11]. The idea is that each agent has a set of
propositional variables she can observe: no different truth value is possible for
her. The other way round, any combination of truth values of the non-observable
variables is possible for her. We recall this logic now; more details are in [10].

3.1 Observability Atoms

The atomic formulas of DEL-PAO are called visibility atoms and take the form
Si1 Si2 . . . Sim p, where p is a propositional variable from a countable non-empty
set Prop and i1, i2, . . . , im are agents from a finite non-empty set Agt . When
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m=0 then we have nothing but a propositional variable. For m=1, the atom Si1 p
reads “agent i1 sees the value of the variable p”, and for m=2, the second-order
observation Si1 Si2 p reads “agent i1 sees whether i2 sees the value of p”; and
so on. Beyond individual observability the language of DEL-PAO also accounts
for joint observability: the atom JSp reads “all agents jointly see the value of
p”. Metaphorically, joint attention about p is the case when there is eye contact
between the agents when observing p. Joint visibility implies individual visibility:
when JS p is true then Si p should also be true.

One can define first- and higher-order knowledge about literals by means
of conjunctions of visibility atoms. Indeed, for a propositional variable p we
have that agent i knows that p is true when p is true and i sees p. Similarly i
knows that p is false when p is false and i sees p. The list below collects some
equivalences that will be valid:

Kip ↔ p ∧ Si p

Ki¬p ↔ ¬p ∧ Si p

¬Kip ∧ ¬Ki¬p ↔ ¬Si p

KjKip ↔ p ∧ Si p ∧ Sj p ∧ Sj Si p

KjKi¬p ↔ ¬p ∧ Si p ∧ Sj p ∧ Sj Si p

Formally, the set of observability operators is

OBS = {Si : i ∈ Agt} ∪ {JS},

where Si stands for individual visibility of agent i and JS stands for joint visibility
of all agents. The set of all sequences of visibility operators is noted OBS∗ and
the set of all non-empty sequences is noted OBS+. We use σ , σ ′, . . . for elements
of OBS∗. Finally, the set of atomic formulas is

ATM = {σ p : σ ∈ OBS∗, p ∈ Prop}.

The elements of ATM are also called visibility atoms, or atoms for short. For
example, JS S2 q reads “all agents jointly see whether agent 2 sees the value of
q”; in other words, there is joint attention in the group of all agents concerning
2’s observation of q. The elements of ATM are noted α, α′, . . . , β, β′, . . ..

3.2 Complex Formulas

Beyond atomic formulas the language of DEL-PAO has epistemic operators as
well as actions, alias programs, assigning truth values to visibility atoms. It is
defined by the following grammar:

ϕ ::= α | ¬ϕ | ϕ ∧ ϕ | Kiϕ | CKϕ | [π]ϕ
π ::= +α | −α | π;π | π � π | ϕ?

where α ranges over ATM and i over Agt .
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Our atomic programs are assignments of truth values to atoms from ATM :
+α makes α true and −α makes α false. Complex programs are constructed with
dynamic logic operators: π;π′ is sequential composition, π�π′ is nondeterminis-
tic choice, and ϕ? is test. Just as in dynamic logic, the formula [π]ϕ reads “after
every execution of π, ϕ is true”. The formula Kiϕ reads “i knows that ϕ is true
on the basis of what she observes”, and CKϕ reads “all agents jointly know that
ϕ is true on the basis of what they jointly observe”. These epistemic operators
account for forms of individual and common knowledge that are respectively
obtained via individual observation and joint observation of facts. They there-
fore differ conceptually from the classical operators of individual and common
knowledge as studied in the area of epistemic logic [8].

The other boolean operators 	, ⊥, ∨, → and ↔ are defined as abbreviations,
and K̂iϕ abbreviates ¬Ki¬ϕ. For J ⊆ Agt , the shared knowledge modality is
defined by

EKJϕ
def=

∧

i∈J

Kiϕ

and the iteration of that operator is defined inductively for k ≥ 0 by EK0
Jϕ = ϕ

and EKn+1
J ϕ = EKJEKn

Jϕ. We sometimes drop set parentheses and, e.g., write
EKi,jϕ instead of EK{i,j}ϕ. Moreover, skip abbreviates 	? and fail abbreviates
⊥?. We also use the abbreviation πk, for k ≥ 0, inductively defined by π0 = skip
and πk+1 = πk;π. Finally, if ϕ then π abbreviates (ϕ?;π) � ¬ϕ?; it therefore
does nothing when ϕ is false.

3.3 Introspective Valuations

The models of DEL-PAO are simply sets of visibility atoms. In order to guarantee
positive and negative introspection we have to ensure that agents are always
aware of what they see: for every agent i and propositional variable p, Si Si p has
to be in every valuation. More generally, a valuation V is introspective when it
contains every visibility atom having two consecutive Si, such as Sj Si Si Sk p. So
in an introspective valuation an agent is aware of what she sees, every agent sees
this, and every agent sees that every agent sees this, etc.

Formally, a valuation V ∈ 2ATM is introspective if and only if the following
hold, for every α ∈ ATM and i ∈ Agt :

Si Si α ∈ V (C1)
JS JSα ∈ V (C2)
JS Si Si α ∈ V (C3)
if JSα ∈ V , then Si α ∈ V (C4)
if JSα ∈ V , then JS Si α ∈ V (C5)

The set of all introspective valuations is noted INTR.
(C1) is about introspection of individual sight: an agent always sees whether

she sees the value of an atom. (C2) requires the same for joint sight; indeed,
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if JSα is true then JS JSα should be true by introspection, and if JSα is false
then all agents jointly see that at least one of them has broken eye contact. (C3)
forces the first to be common knowledge. (C4) guarantees that joint visibility
implies individual visibility. Together with (C2), (C5) guarantees that JSα ∈ V
implies JSσ α ∈ V for σ ∈ OBS∗.

Constraints (C4) and (C5) guarantee that JSα ∈ V implies σ α ∈ V for
σ ∈ OBS+. This motivates the following relation of introspective consequence
between atoms: α � β iff either α = β, or α = JSα′ and β = σ α′ for some σ .

Closure under introspective consequence characterizes introspective
valuations.

Proposition 1 [10]. A valuation V ⊆ ATM is introspective if and only if, for
every α, β ∈ ATM and i ∈ Agt:

σ Si Si α ∈ V for every σ ∈ OBS∗ (1)
σ JSα ∈ V for every σ ∈ OBS+ (2)
if α ∈ V and α � β then β ∈ V (3)

An atom α ∈ ATM is valid in INTR if and only if α belongs to every
valuation in INTR. By Proposition 1, α is valid in INTR if and only if α is of
the form either σ Si Si α with σ ∈ OBS∗, or σ JSα with σ ∈ OBS+.

Indistinguishability Relations Between Valuations. Two valuations are
related by the indistinguishability relation for agent i, noted ∼i, if every α that
i sees has the same value. Similarly, we have a relation ∼Agt for joint indistin-
guishability. They are defined as follows:

V ∼iV
′ iff Si α ∈ V implies V (α) = V ′(α)

V ∼AgtV
′ iff JSα ∈ V implies V (α) = V ′(α)

where we write V (α) = V ′(α) when α has the same truth value in V and V ′,
i.e., when either α ∈ V and α ∈ V ′, or α /∈ V and α /∈ V ′.

It is proven in [10] that the binary relations ∼i and ∼Agt are equivalence
relations on the set of introspective valuations INTR and that valuations in
INTR are not related to valuations outside of INTR by ∼i and ∼Agt .

Truth Conditions and Validity. Given an introspective valuation V , update
operations add or remove atoms from V . This requires some care: the resulting
valuation should also be introspective. For example, removing Si Si p should be
impossible. Another example is when V does not contain Si p: then V ∪ {JS p}
would violate (C4). So when adding an atom to V one also has to add all its
positive consequences. Symmetrically, when removing an atom one also has to
remove its negative consequences. Let us define the following:

Eff +(α) = {β ∈ ATM : α � β}
Eff −(α) = {β ∈ ATM : β � α}
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Clearly, when V is introspective then both V ∪ Eff +(α) and V \ Eff −(α) are
so, too (unless α is valid).

Now the truth conditions are as follows:

V |= α iff α ∈ V
V |= ¬ϕ iff V �|= ϕ
V |= ϕ ∧ ψ iff V |= ϕ and V |= ψ
V |= Kiϕ iff V ′ |= ϕ for all V ′ such that V ∼i V ′

V |= CKϕ iff V ′ |= ϕ for all V ′ such that V ∼Agt V ′

V |= [π]ϕ iff V ′ |= ϕ for all V ′ such that V RπV ′

where Rπ is a binary relation on valuations that is defined (by mutual recursion
with the definition of |=) by:

V R+αV ′ iff V ′ = V ∪ Eff +(α)
V R−αV ′ iff V ′ = V \ Eff −(α) and α is not valid in INTR
V Rπ1;π2V

′ iff there is U such that V Rπ1U and URπ2V
′

V Rπ1�π2V
′ iff V Rπ1V

′ or V Rπ2V
′

V Rϕ?V
′ iff V = V ′ and V |= ϕ

The relation Rπ is defined just as in PDL for the program operators ;, �
and ?. The interpretation of assignments is designed in a way such that we
stay in INTR: the program +α adds all the positive consequences of α; the
program −α fails if α is valid in INTR and otherwise removes all the negative
consequences of α. For example, we never have V R−S1 S1 pV

′, i.e., the program
−S1 S1 p always fails. In contrast, the program −S1 S2 p always succeeds, and
we have V R−S1 S2 p (V \ {S1 S2 p, JS S2 p, JS p}) because the only atoms—beyond
S1 S2 p itself—whose consequence is S1 S2 p are JS S2 p and JS p. Therefore V �|=
[−S1 S2 p]JS p for every V .

Like ∼i and ∼Agt , it is proven in [10] that valuations in INTR are only related
to valuations in INTR by Rπ. Therefore there is no risk to “go out” of the set
of introspective valuations with modal operators.

A model of ϕ is a valuation V such that V |= ϕ. A formula ϕ is satisfiable in
INTR if ϕ has an introspective model. For example, JS p ∧ ¬Si p has a model,
but does not have an introspective model and is therefore unsatisfiable in INTR.
A formula ϕ is valid in INTR if every introspective valuation is a model of ϕ.
We also say that ϕ is a validity of DEL-PAO. For example, ¬[−S1 S2 p]JS p is
valid in INTR, and ¬β → [+α]¬β is valid in INTR if and only if α �� β.

4 Expressing Calls in the Language of DEL-PAO

Our logic provides a suitable framework to model calls between agents and to
reason about the evolution of their knowledge. Before the proof of correctness of
our algorithm, we show how to express calls and we give some of their properties.

In the standard version of the gossip problem, agents only communicate their
factual knowledge during a call. In order to achieve higher-order knowledge they
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also have to tell what they know about others: for shared knowledge of level k
they have to exchange all their knowledge up to depth k−1.

Formally, let the level k of intended shared knowledge be given. Let i and
j be two agents. For a given integer m, let the set all nonempty sequences of
visibility operators Si and Sj of length at most k−m be {σ1, . . . , σl}. For example,
for k = 3 and m = 1 that set is {Si, Sj , Si Si, Si Sj , Sj Si, Sj Sj}. Then Call ij is the
sequential composition of programs of the form

if KiKy1 · · ·Kym
s ∨ KjKy1 · · ·Kym

s then +σ1Sy1· · ·Sym
s; . . . ; +σlSy1· · ·Sym

s

for secret s in {si : i ∈ Agt}, integer m ≤ k−1, and agents 〈y1, . . . , ym〉 ∈ Agtm.
For example, for k = 3 the following is an element of the sequence:

if KiKys∨KjKys then

+SiSys; +SjSys; +SiSiSys; +SiSjSys; +SjSiSys; +SjSjSys

That piece of program tests whether Kys is known by i or j and if so makes Sy s
visible for both i and j and i’s observation of Sy s visible for j, and vice versa.
We observe that the additions +Si Si Sk s and +Sj Sj Sk s are trivial because they
are introspectively valid.

Some properties of the program Call ij and its interaction with the shared
knowledge operator will be useful in our proofs.

First of all, the dynamic operators [Call ij ] and the shared knowledge oper-
ators EKJ are normal modal operators. So in particular [Call ij ]ϕ ∧ [Call ij ]ψ ↔
[Call ij ](ϕ∧ψ) and (EKJϕ∧EKJψ) ↔ EKJ(ϕ∧ψ) are DEL-PAO valid. Moreover,
we can put coalitions together: the schema

(EKJ1ϕ ∧ EKJ2ϕ) ↔ EKJ1∪J2ϕ

is valid for every J1, J2 ⊆ Agt . (To see this reduce EK according to its definition.)
Finally, calls preserve positive knowledge and produce shared knowledge, which
is a property that we state formally:

Proposition 2. Let s ∈ {si : i ∈ Agt} and m ≥ 0. Let ϕ be of the form either
Ki1 . . . Kims or EKJ1 . . .EKJm

s. Then:

1. ϕ → [Call ij ]ϕ is DEL-PAO valid;
2. Kiϕ → [Call ij ]EKk−m

i,j ϕ is DEL-PAO valid.

Proof. (1) is due to calls never decreasing knowledge. (2) is obvious from the
definition of calls.

Finally, the program corresponding to the turn t of Algorithm 1 is:

turnt = Call leftn−2−t; . . . ;Call leftn−3;Call left0 ; . . . ;Call leftn−4−t;Callrightn−3−t.
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5 Correctness of the Algorithm

We now prove that the algorithm returns a solution.
Let Agt = {left , right , 0, . . . , n−3} be the set of agents and Prop = {si :

i ∈ Agt} the set of propositional variables. The initial state is modeled by the
valuation

w0 = {si : i ∈ Agt} ∪ {Si si : i ∈ Agt} ∪ {α : α is valid in INTR}.

So all secrets are true, each agent knows her own secret, and moreover the
introspectively valid atoms are true. We have:

w0 |=
∧

i∈Agt

Ki

(
si ∧

∧

j∈Agt,j �=i

¬Kjsi

)
.

An agent is an expert for depth t if her personal goal for depth t is reached.
Precisely, agent i is an expert for depth t ≥ 1 if and only if we have:

KiEKt−1
AgtAll .

The dynamic modalities of DEL-PAO nicely allow to express that a further
call would turn an agent i into an expert, i.e., that i is a semi-expert. Indeed, two
agents i and j are complementary for depth t (‘semi-experts’), noted complt(i, j),
if a call between i and j would make them both experts for depth t. More
formally:

complt(i, j)
def= [Call ij ]EKi,jEKt−1

AgtAll .

Furthermore, two pairs of agents (i1, i2) and (j1, j2) are complementary for depth
t if and only if we have:

complt(i1, j1) ∧ complt(i1, j2) ∧ complt(i2, j1) ∧ complt(i2, j2).

We will prove that at each turn, two pairs of agents are complementary: the
first pair is agent left along with the last agent she called at this turn, and the
second is agent right along with the last (and only agent) she called at this turn.

The first turn is a special case where semi-experts of depth 1 are produced.

Lemma 1. We have:

w0 |= [turn0]
(
EKleft,n−4(sleft∧s0∧ . . . ∧sn−4) ∧ EKright,n−3(sright∧sn−3)

)
.

Proof. Let us write ij for the call between i and j. The first turn (turn 0) of
Algorithm 1 produces the following sequence of calls:

left0, left1, . . . , left(n−4), right(n−3).

By Proposition 2.2 we have w0 |= [Call left0 ]EKleft,0(sleft∧s0) and therefore
w0 |= [Call left0 ]Kleft(sleft∧s0). We do the same for the next call:
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w0 |= [Call left0 ][Call left1 ]EKleft,1(sleft∧s0∧s1)

⇒ w0 |= [Call left0 ][Call left1 ]Kleft(sleft∧s0∧s1).

And so on until:

w0 |= [Call left0 ][Call left1 ] . . . [Call leftn−4]EKleft,n−4(sleft∧s0∧s1∧ . . . ∧sn−4).

In the same vein we also have w0 |= [Callrightn−3 ]EKright,n−3(sright∧sn−3).
By Proposition 2.1 we then obtain:

w0 |= [Call left0 ] . . . [Call leftn−4][Callrightn−3 ]
(
EKleft,n−4(sleft∧s0∧ . . . ∧sn−4) ∧
EKright,n−3(sright∧sn−3)

)

which is the same as

w0 |= [turn0]
(
EKleft,n−4(sleft∧s0∧ . . . ∧sn−4) ∧ EKright,n−3(sright∧sn−3)

)
.

Lemma 2. For t ≥ 1, we have:

w0 |= [turn0; . . . ; turnt]
(
EKleft,n−4−tEKleft,0−t,...,n−4−tEKt−1

AgtAll ∧
EKright,n−3−tEKright,n−3−tEKt−1

AgtAll
)
.

Proof. We use induction on t. Both cases resemble the proof of Lemma 1.
Base case: t = 1. The turn 1 of Algorithm 1 produces the following sequence:

left(n−3), left0, left1, . . . , left(n−5), right(n−4).

By Lemma 1 and Proposition 2.2 we have:

w0 |= [turn0][Call leftn−3]EKleft,n−3EKleft,n−3All

⇒ w0 |= [turn0][Call leftn−3]KleftEKleft,n−3All .

Then again by Proposition 2.2:

w0 |= [turn0][Call leftn−3][Call left0 ]EKleft,0EKleft,n−3,0All

⇒ w0 |= [turn0][Call leftn−3][Call left0 ]KleftEKleft,n−3,0All ,

and for the next call:

w0 |= [turn0][Call leftn−3][Call left0 ][Call left1 ]EKleft,1EKleft,n−3,0,1All

⇒ w0 |= [turn0][Call leftn−3][Call left0 ][Call left1 ]KleftEKleft,n−3,0,1All ,

and so on until:

w0 |= [turn0][Call
left
n−3][Call

left
0 ][Call left1 ] . . . [Call leftn−5]EKleft,n−5EKleft,n−3,0,1,...,n−5All .
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Similarly we have:

w0 |= [turn0][Callrightn−4 ]EKright,n−4EKright,n−4All .

Finally we obtain the result by Proposition 2.1:

w0 |= [turn0][Call
left
n−3][Call

left
0 ] . . . [Call leftn−5][Call

right
n−4 ]

(
EKleft,n−5EKleft,n−3,0,1,...,n−5All

∧ EKright,n−4EKright,n−4All
)

⇔ w0 |= [turn0][turn1]
(
EKleft,n−5EKleft,n−3,0,1,...,n−5All

∧ EKright,n−4EKright,n−4All
)
.

Inductive case. The reasoning is similar, but generalized to turn t+1. Suppose
the formula is true for turn t. The turn t + 1 is:

left(n−3−t), left(0−t), . . . , left(n−5−t), right(n−4−t).

By our induction hypothesis and Proposition 2.2 we have:

w0 |= [turn0; . . . ; turnt][Call leftn−3−t]EKleft,n−3−tEKleft,n−3−tEKAgtEKt−1
AgtAll ,

that is:

w0 |= [turn0; . . . ; turnt][Call leftn−3−t]EKleft,n−3−tEKleft,n−3−tEKt
AgtAll ,

which implies:

w0 |= [turn0; . . . ; turnt][Call leftn−3−t]KleftEKleft,n−3−tEKt
AgtAll .

Then by Proposition 2.1:

w0 |= [turn0; . . . ; turnt][Call
left
n−3−t][Call

left
0−t]EKleft,0−tEKleft,n−3−t,0−tEK

t
AgtAll

⇒ w0 |= [turn0; . . . ; turnt][Call
left
n−3−t][Call

left
0−t]KleftEKleft,n−3−t,0−tEK

t
AgtAll ,

. . . and so on until:

w0 |= [turn0; . . . ; turnt][Call leftn−3−t][Call left0−t] . . . [Call leftn−5−t]

EKleft,n−5−tEKleft,n−3−t,0−t,...,n−5−tEKt
AgtAll .

Moreover, by Proposition 2.2:

w0 |= [turn0; . . . ; turnt][Callrightn−4−t]EKright,n−4−tEKright,n−4−tEKAgtEKt−1
AgtAll ,

that is:

w0 |= [turn0; . . . ; turnt][Callrightn−4−t]EKright,n−4−tEKright,n−4−tEKt
AgtAll .



How to Share Knowledge by Gossiping 261

We end as usual with Proposition 2.1:

w0 |= [turn0; . . . ; turnt][Call leftn−3−t] . . . [Call leftn−5−t][Callrightn−4−t](
EKleft,n−5−tEKleft,n−3−t,...,n−5−tEKt

AgtAll ∧
EKright,n−4−tEKright,n−4−tEKt

AgtAll
)

⇔ w0 |= [turn0; . . . ; turnt][turnt+1]
(
EKleft,n−5−tEKleft,n−3−t,...,n−5−tEKt

AgtAll ∧
EKright,n−4−tEKright,n−4−tEKt

AgtAll
)
,

which is our result for t+1.

Lemma 3. After turn t−1 of Algorithm 1, the pairs (left , n−3−t) and
(right , 0−t) are complementary for depth t.

Proof. From Lemma 2 we can deduce:

w0 |= [turn0, . . . , turnt−1]
(
KleftEKleft,1−t,...,n−3−tEKt−2

AgtAll ∧
KrightEKright,0−tEKt−2

AgtAll
)
.

Applying Proposition 2.2 we obtain:

w0 |= [turn0, . . . , turnt−1][Call leftright ]EKleft,rightEKAgtEKt−2
AgtAll ,

that is:

w0 |= [turn0, . . . , turnt−1][Call leftright ]EKleft,rightEKt−1
AgtAll ,

which is equivalent to:

w0 |= [turn0, . . . , turnt−1]complt(left , right).

By the same reasoning for left and 0−t, right and n−3−t, and finally n−3−t
and 0−t, we obtain that each of them are complementary, hence the result.

Lemma 4. The goal for depth t, EKt
AgtAll , is reached after the turn t of

Algorithm 1.

Proof. Turn t of Algorithm 1 is:

left(0−t), left(1−t), . . . , left(n−4−t), right(n−3−t).

By Lemma 3, after turn t−1 and the first call left(0−t) of turn t, agents left
and 0−t become experts for depth t. (Thus EKleft,0−tEKt−1

AgtAll .) Then after the
n−4 calls left(1−t), . . . , left(n−4−t) we get by Proposition 2.2:

K1−tEKt−1
AgtAll ∧ . . . ∧ Kn−4−tEKt−1

AgtAll ,

that is, 1−t, . . ., n−4−t are all experts for depth t. Finally, after the last call
right(n−3−t), and also by Lemma 3, agents right and n−3−t become experts
for depth t. (Thus EKright,n−3−tEKt−1

AgtAll .) Therefore after the n−2 calls of turn
t we have EKAgtEKt−1

AgtAll , which is equivalent to EKt
AgtAll .
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Proposition 3. The sequence resulting from Algorithm 1 gives a solution to the
generalized gossip problem.

Proof. By Lemma 4, the goal for depth t is reached after turn t of Algorithm 1.
Thus the goal for depth k is reached after turn k (k+1 turns), i.e., at the end of
the algorithm.

6 Conclusion

We have provided a logical analysis of the gossip problem, focusing on how
higher-order shared knowledge can be obtained. We did so in a particular
dynamic epistemic logic: Dynamic Epistemic Logic of Propositional Assignment
and Observation DEL-PAO. Its integration of knowledge modalities and dynamic
modalities provides a handy language in order to reason about concepts such as
an agent being a semi-expert, which is pivotal in our algorithm.

The gossip problem recently attracted quite some attention in the dynamic
epistemic logic community [2,3,7]. We believe that our generalization—as well
as further variations where e.g. calls can only be made according to some graph
structure—provide interesting, canonical multiagent planning problems that can
be compared to the blocksworld in classical planning. This is the subject of
ongoing work; first steps are reported in [6].

Acknowledgements. We would like to acknowledge several discussions about the
gossip problem at the inspiring August 2015 workshop “To be announced” in Leiden,
in particular with Hans van Ditmarsch, Jan van Eijck, Malvin Gattinger, Louwe Kuijer,
Christian Muise, Pere Pardo, Rahim Ramezanian and Francois Schwarzentruber. We
are also grateful to Davide Grossi, Emiliano Lorini and Martin Cooper.

References

1. Akkoyunlu, E.A., Ekanadham, K., Hubert, R.V.: Some constraints and tradeoffs in
the design of network communications. In: Proceedings of the 5th ACM Symposium
on Operating Systems Principles, pp. 67–74. ACM Press (1975)

2. Attamah, M., van Ditmarsch, H., Grossi, D., van der Hoek, W.: A framework for
epistemic gossip protocols. In: Bulling, N. (ed.) EUMAS 2014. LNCS, vol. 8953,
pp. 193–209. Springer, Heidelberg (2015). doi:10.1007/978-3-319-17130-2 13

3. Attamah, M., van Ditmarsch, H., Grossi, D., van der Hoek, W.: Knowledge and
gossip. In: Proceedings of 21st ECAI pp. 21–26 (2014)

4. Baker, B., Shostak, R.: Gossips and telephones. Discrete Math. 2(3), 191–193
(1972)

5. Charrier, T., Herzig, A., Lorini, E., Schwarzentruber, F.: Building epistemic logic
from observations and public announcements. In: International Conference on
Principles of Knowledge Representation and Reasoning (KR), CapeTown. AAAI
Press (2016). http://www.aaai.org/Press/press.php, http://www.irit.fr/∼Andreas.
Herzig/P/Kr16.html

http://dx.doi.org/10.1007/978-3-319-17130-2_13
http://www.aaai.org/Press/press.php
http://www.irit.fr/~Andreas.Herzig/P/Kr16.html
http://www.irit.fr/~Andreas.Herzig/P/Kr16.html


How to Share Knowledge by Gossiping 263

6. Cooper, M., Herzig, A., Maffre, F., Maris, F., Régnier, P.: A simple account of
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Abstract. Lately, several works have analyzed potential uses of argumentation
in multi-party debates. Usually, the focus of such works is the computation of a
collectively “correct” outcome, a challenging task even when the debate’s users
truthfully express their beliefs. This work focuses on debates where some users
may exhibit specific types of “malicious” behavior: they may lie (by making state-
ments they do not believe to hold) and they may hide valuable information (by
not making relevant statements they believe to hold). Our approach is the follow-
ing: firstly, we define “user attributes” which capture different aspects of a user’s
behavior in a debate (how active, how opinionated and how classifiable a user
has been); then, we build and test experimentally hypotheses that, from the val-
ues of these attributes, can predict whether a user has lied and/or hidden valuable
information.

1 Introduction

Several works, e.g. [4,10,12,13], have analyzed potential uses of argumentation in
multi-party debates. Some focus on computing a “correct” collective outcome [10],
given the users’ claims, a challenging task even when users truthfully express their
opinions. Others, e.g. [12,13,15], focus on user strategies.

In [12] concepts from game theory are used for the analysis of argumentation
debates where some users, in order to satisfy their preferences, may exhibit “malicious”
behavior: they may lie (by making claims they do not believe to hold) and they may hide
(by not making claims they believe to hold).

In this work we attempt the analysis of argumentation debates in order to estimate
which users have exhibited malicious behavior. We assume that there is an issue, which
is an argument, being debated, as for example in [11]. We also assume that each user has
a viewpoint over that issue, in the form of a (private) bipolar argumentation framework
[1,5], which has two types of relations over arguments: an attack relation and a support
relation. Users engage in a debate, by progressively stating new attacks and supports.
These debates can be seen as abstractions of opinion exchanges in social networks,
in general, and in argumentation-inspired social networks such as www.convinceme.
net and www.quaestio-it.com [8]. In these settings, users have no access to the private
argumentation frameworks of other users, and therefore no way to assess the truth-
fulness of information contributed to the debate. Our work aims at helping users and
debate administrators estimate user truthfulness.
c© Springer International Publishing Switzerland 2016

M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 267–278, 2016.
DOI: 10.1007/978-3-319-33509-4 21
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Our approach is the following: firstly, we define several user attributes which cap-
ture different aspects of a user’s behavior. Then, we build and test experimentally
hypotheses that, from the values of these attributes, predict whether a user may have
lied and/or hidden valuable information. The experimental evaluation is in Java and
simulates and analyzes a large number of debates. Albeit preliminary, the results seem
to suggest that user attributes may indeed be good indicators of lying and hiding.

The paper is organized as follows. In Sect. 2 we present background on bipolar argu-
mentation. In Sect. 3 we define our general debate framework. In Sect. 4 we define user
attributes. In Sect. 5 we define lying and hiding in our debate setting, and we propose
two hypotheses for identifying malicious behavior, which are experimentally tested in
Sect. 6. In Sect. 7 we conclude.

2 Background on Bipolar Argumentation

A Bipolar Argumentation Framework (BAF) [1,5] is a tuple 〈Arg,Att,Sup〉 where: Arg
is a set, whose elements are referred to as arguments, Att ⊆ Arg × Arg, referred to as
attack relation over arguments, and Sup ⊆ Arg × Arg, referred to as support relation
over arguments. We will represent BAFs as graphs whose nodes are elements of Arg
and whose edges are of two types: simple arrows, to represent attack in Att, and double
arrows, to represent support in Sup, as illustrated in the following example.

Example 1. Three users take part in a debate about global warming. The issue being
debated is argument a = “global warming should be addressed now, because it already
affects our ecosystems”. User u2 introduces the attack (b,a) with b = “there is no con-
clusive proof of global warming taking place”, and then user u3 introduces the sup-
port (c,a) with c = “recent studies show that global warming effects are real”. User
u1 observes the debate but, when he is able to intervene, he refuses to contribute. The
debate gives rise to the BAF 〈Arg,Att,Sup〉 with Arg = {a,b,c}, Att = {(b,a)} and
Sup = {(c,a)}, represented graphically in Fig. 1:

ab c

Fig. 1. BAF for Example 1.

Arguments in BAFs may be evaluated using a number of different methods (known as
“semantics”), falling broadly within two classes: (1) methods for determining accept-
able sets of arguments, e.g. as in [3], and (2) methods for determining a numerical
strength, e.g. as in [2,5]. We shall focus on the latter approach, but we will not commit
to any specific method until Sect. 6. Until then, we will use a generic evaluation function
σ : Arg → [0,1] but assume that the addition to a BAF of a support for (attack against)
an argument x increases (resp. decreases) σ(x). In Sect. 6 we will choose σ from [2],
for which this assumption holds.
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3 A General Debate Framework

The starting point for our work is a general framework for multi-party argumentation
debate focused on the evaluation of a specific argument, the issue of the debate, and
involving users with different viewpoints with respect to that issue, represented by pri-
vate BAFs. The evaluation of the issue, after the aggregation of all users’ opinions, can
be deemed a collective goal, shared by all users. We assume that each user pursues
a personal goal, which is either the maximization or the minimization of the issue’s
evaluation by σ.

Definition 1. Let a be the (debate) issue. Let U be a set of users. Each u ∈ U has a
private BAF, denoted ASu = 〈Argu,Attu,Supu〉, such that a ∈ Argu, and a personal goal,
which is either maxσ(a) or minσ(a).

A debate takes place in discrete timesteps. At each timestep, users introduce attacks
against and/or supports for arguments, or pass (introducing no attack or support).

Definition 2. A debate is a tuple D = 〈a,U, IntroAtt, IntroSup, IntroPass〉 such that:
IntroAtt ⊆ {〈t,u,(x,y)〉 | t ∈ N, u ∈ U}, IntroSup ⊆ {〈t,u,(x,y)〉 | t ∈ N, u ∈ U},
IntroPass ⊆ {〈t,u, pass〉 | t ∈ N, u ∈ U} where pass is a constant.

In the remainder of the paper, unless otherwise indicated, we will assume as given a
debate D=〈a,U, IntroAtt, IntroSup, IntroPass〉. The first timestep of a debate is 0, the
last timestep is defined as follows:

Definition 3. The last timestep of D is lastT s(D) such that:
if IntroAtt = IntroSup = IntroPass = {}, then lastT s(D) = 0;
otherwise lastT s(D) = t such that:

1. ∃〈t,u,(x,y)〉 ∈ IntroAtt ∪ IntroSup or ∃〈t,u, pass〉 ∈ IntroPass, and
2. 
 ∃〈t ′,u′,(x′,y′)〉 ∈ IntroAtt ∪ IntroSup and 
 ∃〈t ′,u′, pass〉 ∈ IntroPass, with t ′ > t.

All users’ introductions in a debate lead to the emergence of a collective opinion in the
form of a common BAF, that we call gameboard as in [4,10]. The fact that a debate
“remembers” all the introductions that users made, and when they made them, means
that it is possible to compute the gameboard at every timestep, up to and including the
last, as follows:

Definition 4. Let t ∈ N be such that 0 ≤ t ≤ lastT s(D). The gameboard of D , at
timestep t, is the BAF GBD

t = 〈ArgD
t , AttD

t , SupD
t 〉, such that:

ArgD
t = {a} ∪ {x,y | ∃〈t ′,u,(x,y)〉 ∈ IntroAtt ∪ IntroSup, 0 ≤ t ′ ≤ t},

AttD
t = {(x,y) | ∃〈t ′,u,(x,y)〉 ∈ IntroAtt, 0 ≤ t ′ ≤ t},

SupD
t = {(x,y) | ∃〈t ′,u,(x,y)〉 ∈ IntroSup, 0 ≤ t ′ ≤ t}.

As an illustration, the BAF of Example 1 is the gameboard GBD
3 at the last timestep of

the following debate:
D = 〈a,{u1,u2,u3},{〈1,u2,(b,a)〉},{〈2,u3,(c,a)〉},{〈3,u1, pass〉}〉

Debates and gameboards are motivated by and provide abstractions of a number of
currently available online debate platforms, as for example www.convinceme.net and

www.convinceme.net
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www.quaestio-it.com. In these platforms, users are able to make claims and back them
up with relevant arguments, expressed in natural language, as well as introduce relations
between arguments, such as attacks and supports, or simply observe.

In the remainder, we will use the following notations. Firstly, IntroD
u = {〈t,u,ob j〉

| 〈t,u,ob j〉 ∈ IntroAtt ∪ IntroSup ∪ IntroPass} denotes all the introductions by user u
in D (similarly for IntroAttD

u , IntroSupD
u , IntroPassD

u ). Moreover, for an introduction
i = 〈t,u,ob j〉, where ob j = (x,y) or ob j = pass, the function ts(i) returns its timestep t,
while the function rel(i) returns (x,y) or pass, respectively. Furthermore, σD

t (x) denotes
the evaluation, using σ as in Sect. 2, of argument x in GBD

t . For all notations, if D is
clear from the context, we will drop the D superscript. Finally, we refer to the set of all
possible debates as Δ, and to the union of all ArgD

t for all t ∈ N and D ∈ Δ as ArgΔ
N.

4 User Behavior Analysis

In order to analyze user behavior in multi-party argumentation debates, we define
three (user) attributes, each capturing a specific aspect of user behavior. The first two
attributes measure how active and opinionated a user has been in a debate. Thus, they
describe a user’s general stance in a debate. The third attribute estimates how similar a
user’s beliefs are to those of some known user classes.

The activity attribute indicates the quantity of a user’s contribution in a debate.
Roughly, the fewer pass introductions a user makes, the more active he is considered.

Definition 5. The activity evaluation of a user in a debate is given by the function
active : U ×Δ → [0,1]: if |Introu| = 0, then active(u,D) = 0, else

active(u,D) =
|IntroAttu ∪ IntroSupu|

|Introu|
Next, the opinionatedness attribute indicates how one-sided a user’s impact has been
on an argument’s evaluation (with respect to σ). Roughly, the more a user has increased
(or decreased) an argument’s evaluation, the more opinionated he is deemed on that
argument.

Definition 6. The opinionatedness evaluation of a user on an argument in a debate is
given by the function opinionated : U×ArgΔ

N×Δ→ [0,1]:
if ∑

i∈Introu

|σts(i)(x)−σts(i)−1(x)|=0, then opinionated(u,x,D)=0, else

opinionated(u,x,D) =
| ∑

i∈Introu

σts(i)(x)−σts(i)−1(x)|

∑
i∈Introu

|σts(i)(x)−σts(i)−1(x)|

In the fraction above, the numerator reflects how one-sided u’s impact has been on
σ(x) (either increasing it, or decreasing it), while the denominator reflects how large u’s
overall impact has been on σ(x).

Example 2. Let us assume that in debate D , user u has made two relation introductions
and three pass introductions. So, active(u,D) = |IntroAttu∪IntroSupu|

|Introu| = 2
2+3 = 2

5 = 0.4.

www.quaestio-it.com
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Moreover, let us assume that u’s first relation introduction had increased σ(a) from
0.2 to 0.7 and u’s second relation introduction had decreased σ(a) from 0.5 to 0. Thus,

opinionated(u,a,D) = |(0.7−0.2)+(0−0.5)|
|0.7−0.2|+|0−0.5| = 0

1 = 0. Notice that this is the lowest possible
opinionatedness value, indicating that u is not opinionated at all towards a. This is
sensible, since u has equally increased and decreased a’s evaluation.

In order to define the third user attribute, we introduce the notion of user class. In
practice, if some users think in a similar way about a topic, then we may say that they
belong to the same class. For example, there may be a class of users who believe global
warming is a threat, and another class who believe it is not. Most probably, users of
the same class will agree on many points, though not on everything. For example, a
scientist may consider an elaborate argument that another user will not. We define user
classes as BAFs:

Definition 7. Let C be a set of classes. For each κ ∈ C , ASκ = 〈Argκ,Attκ,Supκ〉 is a
BAF such that Attκ∪Supκ 
={}.

Users have personal BAFs which may be similar, but not identical, to classes, as illus-
trated next.

Example 3. For some class κ ∈ C , and two users u1,u2 ∈ U, let the BAFs ASκ, ASu1

and ASu2 be as given in Fig. 2.
Both u1 and u2 may be deemed to belong to κ, even though ASu2 is not identical to

ASκ.

a

b c

d

AS

a

b c

d

ASu1

a

b c

d e

ASu2

Fig. 2. The BAF of class κ (left) and the private BAFs of users u1 and u2 (middle and right) for
Example 3.

The classifiability attribute estimates how distant a user is from classes in some given
set. The notion of distance we use is inspired by the edit distance, used e.g. in [6],
to measure the similarity of argumentation systems, albeit in our case it depends on a
class, on introductions by the user alone, and on those by the other users.

Definition 8. The function distance:U×C×Δ→[0,1] is defined as distance(u,κ,D) =
dsgu,κ

agru,κ+dsgu,κ
, with agru,κ (dsgu,κ), the number of agreements (resp. disagreements)

between u and κ, computed as follows:
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1. Set agru,κ := 0, dsgu,κ := 0.
2. For every (x,y) such that either (x,y) ∈ Attκ ∪ Supκ or ∃〈t,u,(x,y)〉 ∈ IntroAttu ∪

IntroSupu, find the corresponding case in the following table, where Rel is one of
Att or Sup:

Case for
(x,y)

∃〈t,u,(x,y)〉
∈ IntroRelu

(x,y) ∈ Relκ
∃〈t ′,u′,(x,y)〉 ∈ IntroRelu′

with u′ 
= u
Considered

1 Yes Yes Yes Agreement
2 Yes Yes No Agreement
3 Yes No Yes Disagreement
4 Yes No No Disagreement
5 No Yes Yes Agreement
6 No Yes No Disagreement
7 No No Yes Agreement
8 No No No Agreement

If the column “Considered” gives “Agreement”, then agru,κ := agru,κ + 1, else
dsgu,κ := dsgu,κ +1.

Since the BAF of a class cannot (by definition) be without attacks and without supports,
it can be proven that the denominator of dsgu,κ

agru,κ+dsgu,κ
is always different from zero.

According to the above definition of distance, a disagreement between u and κ can take
place in three cases: in cases 3 and 4, where u has introduced a relation (x,y) which κ
does not have, and in case 6, where u has not introduced a relation (x,y) which κ has,
and no other user has introduced it either. We consider case 5 as an agreement, because
it is redundant for u to reintroduce (x,y), since this introduction will not change the
gameboard.

The more disagreements there are between u and κ, the greater their distance is.
Then, user classifiability depends on the distance between the user and the class which is
“closest” to him. The more their distance decreases (increases), the more classifiability
increases (resp. decreases).

Definition 9. The classifiability evaluation of a user w.r.t. a set of classes in a debate
is given by the function classi f iable : U × 2C × Δ → [0,1] such that classi f iable
(u,K,D) = 1−min

κ∈K
distance(u,κ,D).

Example 4. Let D = 〈a,{u1,u2,u3},{〈1,u1,(b,a)〉},{〈2,u2,(c,a)〉},{〈3,u3, pass〉}〉.
Here, IntroAttu1 = {〈1,u1,(b,a)〉} and IntroSupu1 = {}. Moreover, the gameboard of
D at 3 is the BAF in Example 1. Let κ be as in Example 3. To determine distance(u1,κ)
we consider, in turn, all the attacks and supports either introduced by u1 or belonging in
ASκ. u1 has introduced the attack (b,a) and it belongs to Attκ, so we have an agreement
(case 2). There is no other introduction by u1, so we now check the relations of κ. The
support (c,a) belongs to Supκ, u1 has not introduced it, but another user (u2) has intro-
duced it, so we have another agreement (case 5). Finally, the attack (d,c) belongs to
Attκ, u1 has not introduced it, and neither has any other user, so we have a disagreement
(case 6). In total, agru1,κ = 2 and dsgu1,κ = 1, thus distance(u1,κ,D) = 1

3 . As a result,
classi f iable(u1,{κ},D) = 1− 1

3 = 2
3 .
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5 Malicious User Behavior

In the context of multi-party debates, malicious user behavior could be defined in vari-
ous ways, e.g. in terms of aggressivity. In this work, we shall call a user malicious if he
undermines the satisfaction of the collective goal (of evaluating the issue after aggregat-
ing all users’ opinions, see Sect. 3), More specifically, we assume that this can happen
in two ways: (1) the user may avoid to contribute towards the satisfaction of the col-
lective goal by hiding attacks and supports which would affect the issue’s evaluation;
(2) the user may mislead the satisfaction of the collective goal by lying (e.g. as studied
in [14]); in our setting, this amounts to stating attacks and supports he does not believe
(i.e. they are not in his private BAF). Formally:

Definition 10. 〈t,u,(x,y)〉 ∈ IntroRel (such that Rel is one of Att,Sup) is a lie if and
only if (x,y) 
∈ Relu; 〈t,u, pass〉 is a hide if and only if ∃(x,y) ∈ Relu (such that Rel is
one of Att,Sup) such that, given D ′ obtained from D after deleting 〈t,u, pass〉 (from
IntroPassD

u ) and adding 〈t,u,(x,y)〉 (to IntroRelD
u ): σD ′

t (a) 
= σD
t (a); 〈t,u,ob j〉 is a

malicious action if and only if it is a lie or a hide.

A user may decide to perform a malicious action if this may help him achieve his
personal goal (see Definition 1). From now on, users who adopt the goal of maximizing
(minimizing) the issue’s evaluation are said to be PRO (resp. CON). Let us give an
example of strategic lying and hiding in our setting:

Example 5. Let u2 be a CON user, whose private BAF ASu2 is illustrated in Fig. 3:

a

b c

d e

ASu2

a

b

GB

a

b c

e

GB′

Fig. 3. The private BAF of user u2 (left) and two different gameboards (middle and right) for
Example 5.

Firstly, we analyze the case where the gameboard of the dialogue is GB above.
The only relation in ASu2 whose introduction can change a’s evaluation in GB is the
support (c,a). By introducing it, a’s evaluation increases (by the assumptions at the end
of Sect. 2). But, since u2 is CON, he may decide to pass instead. This would be a hide.
Secondly, let us analyze the case where the gameboard is GB′ above. User u2 cannot
introduce any relation from his private BAF to change a’s evaluation, but he may decide
to introduce attack (d,c) and decrease the issue’s evaluation. Since attack (d,c) is not
in ASu2 , that would be a lie.
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Let us underline that, in the following, in addition to assuming that every user is
either PRO or CON, we will also assume that there exists a set of classes K, and each
debating user will be said to belong to one of these classes.

We now formulate two hypotheses about the relation between the three user
attributes defined in Sect. 4 and the malicious actions of lying and hiding.

Let zu denote the evaluation of an attribute, for user u, and let zu ↑ (zu ↓) indicate that
the evaluation of that attribute for u is higher (resp. lower) than the average evaluation
of that attribute for all users. Also, let LD

u (H D
u ) denote the percentage of introductions

made by u in D which were lies (resp. hides). Finally, let LD
u ↑ (LD

u ↓) indicate that the
percentage of lies by u in D is higher (resp. lower) than the average percentage of lies
by all users. Similarly, let H D

u ↑ (H D
u ↓) indicate that the percentage of hides by user u

in D is higher (resp. lower) than the average percentage of hides by all users.

Hypothesis 1. active(u,D) ↑ and opinionated(u,a,D) ↑ and classi f iable(u,K,D) ↓=⇒
LD

u ↑

Hypothesis 1 says that a combination of high activity, high opinionatedness on the issue,
and low classifiability indicates a liar. The intuition behind it is as follows. Firstly, a
higher-than-average activity may indicate a liar, since a liar is not only introducing rela-
tions appearing in his private BAF (as honest users do), but he also “makes-up” intro-
ductions (lies) when they are useful to him. Secondly, a higher-than-average opinionat-
edness on the issue may indicate a liar, since lies are always introduced strategically in
order to increase or decrease the issue’s evaluation. Thirdly, a lower-than-average clas-
sifiability may indicate a liar. Indeed, since we have assumed that every user belongs
to some class, their private BAFs are somewhat similar to the BAF of that class. When
a user “disagrees” with every class (and has a lower-than-average classifiability), there
are two possibilities: either (i) the “disagreement” is honest, or (ii) the user is lying.
Finally, a combination of such values for all three attributes is an even stronger indica-
tion of a liar.

Hypothesis 2. active(u,D) ↓ and opinionated(u,a,D) ↑ =⇒ H D
u ↑

Hypothesis 2 says that a combination of low activity and high opinionatedness on the
issue indicates a hider. The intuition behind it is as follows. Firstly, a lower-than-average
activity may indicate a hider, since a hider refrains from introducing relations which do
not help achieve his personal goal (contrary to honest users). Secondly, a higher-than-
average opinionatedness may indicate a hider, for the same reason. Finally, a combina-
tion of such values for the two attributes is an even stronger indication of a hider.

We do not claim that these hypotheses lead to the definite identification of liars and
hiders. Nonetheless, they may be valuable to debate system administrators and to users,
as they can raise “red flags” about potentially malicious users.

6 Experimental Evaluation

In order to test hypotheses 1 and 2 we conducted an experimental evaluation. To the
best of our knowledge, no repository exists of debates for which the maliciousness of
participants is known. Therefore, we opted for simulating debates, as follows.
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– Generation of BAFs. Since many existing platforms model debates as trees, all
BAFs in the simulation (for classes, users, gameboards) were trees, all with the issue
as root. We chose for these trees to have a maximum branching factor of 4 and to
contain at most 20 arguments and thus 19 relations.

– Argument evaluation. We used the function σ defined as the final score of [2].
– Generation of user classes. For each debate, we randomly generated 3 user classes

(with their BAFs).
– Generation of users. From each user class, we randomly generated 4 users, as fol-

lows: we replicated with a 90 % probability each relation (and its arguments) from
the class’ BAF into the user’s BAF. Thus each user was structurally “similar”, but
possibly not identical, to one class. The 4 users comprised of
• one honest user who could never lie nor hide;
• one liar user who could lie as many times as he wanted, but could never hide; the

possible lies of a user u were restricted to a randomly generated set of attacks and
supports PossLiesu;

• one hider user who could hide as many times as he wanted, but could never lie;
• one malicious user who could lie, restricted to PossLiesu, and hide, as many times

as he wanted.
For each experiment, the 12 users (4 × 3 classes) were partitioned into PRO and
CON, as follows: a user u was PRO if and only if the issue’s evaluation σ(a) in ASu

was at least 0.5, and CON otherwise.
– Debate protocol.

• users took turns following an order over U and introducing a single relation or
pass per turn;

• users were not allowed to introduce an attack or support already in the debate
gameboard;

• each debate terminated after |U| passes in a row.
– User strategies. Each user u followed the strategy described informally below, with

t = lastT s(D):
1. u computes the set P of all his possible relation introductions at t+1, i.e. 〈t+

1,u,(x,y)〉 such that (x,y) ∈ Attu ∪ Supu and σD
t (a) 
=σD ′

t+1(a), where D ′ is D
after introducing any member of P;

2. if u is a liar user or a malicious user then u computes the set M of all possible
lie relation introductions at t+1, i.e. 〈t+1,u,(x,y)〉 such that (x,y)∈ PossLiesu

and σD
t (a) 
= σD ′

t+1(a) where D ′ is D after introducing any member of M; all
elements of M are then added to P;

3. if P = {} then the strategy returns 〈t +1,u, pass〉; else let D pass be D after pass
introduction 〈t +1,u, pass〉 and let D i be D after relation introduction i;
(a) if u is PRO:

let i∗ = argmax
i∈P

σD i

t+1(a); if σD i∗
t+1(a)> σD pass

t+1 (a) then the strategy returns i∗;

(b) if u is CON:

let i∗ = argmin
i∈P

σD i

t+1(a); if σD i∗
t+1(a)< σD pass

t+1 (a) then the strategy returns i∗;

(c) if P\PossLiesu = {} then the strategy returns 〈t +1,u, pass〉;
(d) if u is a hider or malicious user then the strategy returns 〈t +1,u, pass〉;
(e) otherwise, the strategy returns a random member of P\PossLiesu.
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Intuitively, the user first tries to (greedily) choose the relation introduction which is best
(or tied for best) for him (cases 3.(a) and 3.(b)). But, if all possible relation introductions
are bad for him, then: if they are all lies, then he “honestly” passes (case 3.(c)), whether
he is a liar, a hider, both or neither. Otherwise, there exist some truthful moves, and in
this case a hider or malicious user will pass (hiding), whereas a user who cannot hide
will be forced to play a bad move.

We implemented this debate setting in Java, and we generated and analyzed a num-
ber of debates as follows. For each debate, for each of the 12 users in it, we calculated
whether he had lied more than the average user (or not), and whether he had hidden
more than the average user (or not). Then, for each user u, we tested the prediction given
by the two hypotheses: if the attribute values of u were as indicated on the left-hand
side of Hypothesis 1 (Hypothesis 2), then we estimated that u was an above-average
liar (resp. hider). We also tested the predictions obtained by inverting the hypotheses:
if the attribute values of u were not as indicated on the left-hand side of Hypothesis 1
(Hypothesis 2), then we estimated that u was not an above-average liar (resp. hider).
This led to the following types of estimations:

– Correct estimations:
• true positive: u was predicted to be a liar (resp. hider), and he was;
• true negative: u was predicted not to be a liar (resp. hider), and he was not.

– Erroneous estimations:
• false positive: u was predicted to be a liar (resp. hider), but he was not.
• false negative: u was predicted not to be a liar (resp. hider), but he was.

We generated 100,000 debates, with 100,000×12= 1,200,000 users, and the results
are summarized in Table 1.

Table 1. Summary of the results of the hypotheses’ experimental evaluation.

Malicious action True positives False positives True negatives False negatives

Lying 163,408 73,829 726,681 236,082

Hiding 211,514 193,378 613,497 181,611

Albeit preliminary, these results seem to confirm our hypotheses: as far as lying is
concerned, there were approximately 2.2 times more true positives than false positives,
and approximately 3 times more true negatives than false negatives; as far as hiding
is concerned, the number of false positives was relatively high (compared to lying),
though still lower than the number of true positives, while there were approximately
3.5 times more true negatives than false negatives.

7 Conclusion

Malicious user behavior analysis in on-line debates has recently caught the attention
of researchers, e.g. in the case of trolls or flamers [9]. At the same time, interest in
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multi-party debates has grown steadily. Argumentation-based debate platforms offer
their users the possibility of expressing their thoughts in a structured way, e.g. by intro-
ducing arguments and relations among them. This paper is a first step towards undertak-
ing the analysis of malicious user behavior in multi-party argumentation debates. We
have identified and evaluated empirically, in a simulated debate setting, two hypotheses
providing indications of potential malicious behavior, in the form of lying and hiding.
The hypotheses are formulated in terms of three user attributes, computed by observ-
ing users debate and measuring their activity, opinionatedness and classifiability. Albeit
preliminary, the evaluation shows promise.

Our work has several limitations and opens the way to many directions for future
work. It would be interesting to evaluate our approach in a real debate setting, rather
than a simulated environment. Other user attributes, e.g. focus on specific arguments,
may also provide useful information. Moreover, in addition to general-stance and belief
attributes of the kinds we considered, we could consider a third category of attributes
describing the relations a user has with others, for example his popularity. Our analysis
focused on single debates, but it may be useful to compare the behavior of users across
debates (potentially in different platforms). We have programmed agents to follow a
specific strategy, but other strategies, e.g. the ones overviewed in [15], may be inter-
esting. Other hypotheses may provide further indications of maliciousness, and it may
be interesting to learn, rather than guess as in this paper, relationships between user
attributes and malicious behavior. Our evaluation was restricted to a specific seman-
tics for bipolar argumentation: it would be interesting to study the impact of different
choices of semantics for prediction of maliciousness. The argumentation framework
used throughout this work was just an example and it is possible to use other, more elab-
orate, argumentation frameworks instead, e.g. allowing for votes as in [7,8]. Another
direction for future research includes the identification of additional types of malicious
users, such as trolls, flamers, or even users simply searching for “friends” and neglect-
ing the collective goal of a debate. Also, it may be interesting to draw insights from
existing work on lying [14] in order to further characterise malicious behavior.

Acknowledgments. This research has been supported by the EU project DesMOLD (FP7/2007-
2013-314581).
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Abstract. In this paper we study how the restrictions of probabil-
ity function affects the complexity in probabilistic argumentation. Our
results show that the complexity of computing the probability of accep-
tance can only become tractable when we impose very strong restrictions
on the probability function. Even a tiny relaxation of the restriction
dramatically increases the complexity.

Keywords: Probabilistic argumentation · Computational complexity

1 Introduction

In the past two decades, argumentation has been a very active research area in
the field of knowledge representation and reasoning, as a nonmonotonic formal-
ism to handle inconsistent and incomplete information by means of construct-
ing, comparing and evaluating arguments. In 1995, Dung proposed a notion of
abstract argumentation framework [4], which can be viewed as a directed graph
(called argument graph, or defeat graph) G = (A,R), in which A is a set of
arguments and R ⊆ A × A is a set of attacks. Given an argument graph, a fun-
damental problem is to determine which arguments can be regarded as justified.
According to [4], extension-based semantics is a formal way to answer this ques-
tion. Here, an extension represents a set of arguments that are considered to be
acceptable (i.e. able to survive the conflict) together, under a certain semantics
which is defined according to a set of evaluation criteria [2].

However, in classical argumentation theory, the uncertainty of arguments
and/or attacks is not considered. So, it could be regarded as a purely quali-
tative formalism. But, in the real world, arguments and/or attacks are often
uncertain. So, in recent years, the importance of combining argumentation and
uncertainty has been well recognized, and probability-based argumentation is
gaining momentum [3,5,6,9,11,13,15,17].

In a probabilistic argument graph (or PrAG in brief), each argument is
assigned with a probability, denoting the likelihood of the argument appear-
ing in the graph. Similar to classical argumentation theory, given a PrAG,
c© Springer International Publishing Switzerland 2016
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a basic problem is to define the status of arguments. Given a PrAG with n nodes,
2n subgraphs are constructed (each subgraph corresponds to a possible world
of arguments appearing in the graph). Then, the extensions of each subgraph is
computed according to classical argumentation semantics. Since in many cases,
computing the extensions of a subgraph is computationally intractable, restric-
tions have to be imposed to the probabilistic argument graph in order to make
the computation task tractable. Such restrictions can either be on the argument
graph or the probability function. In this paper we study how restrictions on the
probability function affect the computational complexity.

The rest of this paper is organized as follows. In Sect. 2, we review the notions
of abstract argumentation and probabilistic abstract argumentation. In Sect. 3
we present our main results. We conclude this paper in Sect. 4.

2 Preliminaries

The notions of (classical) abstract argumentation are originally introduced in [4],
including abstract argumentation framework (called argument graph, or classical
argument graph, in this paper) and extension-based semantics. An argument
graph is a directed graph G = (A,R), in which A is a set of nodes representing
arguments and R is a set of edges representing attacks between the arguments.

Definition 1. An argument graph is a tuple G = (A,R), where A is a set of
arguments, and R ⊆ A × A is a set of attacks. For convenience, sometimes we
use args(G) to denote A.

As usual, we say that argument α ∈ A attacks argument β ∈ A iff (α, β) ∈ R.
If E ⊆ A and α ∈ A then we say that α attacks E iff there exists β ∈ E
such that α attacks β, that E attacks α iff there exists β ∈ E such that β
attacks α, and that E attacks E′ iff there exist β ∈ E and α ∈ E′ such that
β attacks α. Given an argument graph, according to certain evaluation criteria,
sets of arguments (called extensions) are identified as acceptable together. Two
important notions for the definitions of various kinds of extensions are conflict-
freeness and acceptability of arguments.

Definition 2. Let G = (A,R) be an argument graph, and E ⊆ A be a set of
arguments.

– E is conflict-free iff �α, β ∈ E, such that (α, β) ∈ R.
– An argument α ∈ A is acceptable w.r.t. (defended by) E, iff ∀(β, α) ∈ R,

∃γ ∈ E, such that (γ, β) ∈ R.

Based on the above two notions, several classes of (classical) extensions can be
defined as follows.

Definition 3. Let G = (A,R) be an argument graph, and E ⊆ A a set of
arguments.



Probabilistic Argumentation, a Small Step 281

– E is admissible iff E is conflict-free, and each argument in E is acceptable
w.r.t. E.

– E is preferred iff E is a maximal (w.r.t. set-inclusion) admissible set.
– E is complete iff E is admissible, and each argument that is acceptable w.r.t.

E is in E.
– E is grounded iff E is the minimal (w.r.t. set-inclusion) complete extension.
– E is stable iff E is conflict-free, and each argument in A\E is attacked by E.

In this paper, for convenience, we use σ ∈ {ad, co, pr, gr, st} to represent
a semantics (admissible, complete, preferred, grounded or stable). An extension
under semantics σ is called a σ-extension. The set of σ-extensions of G is denoted
as Eσ(G).

Example 1. Let G1 = (A1, R1) be an argument graph illustrated as follows.

a �� b�� �� c �� d�� ��

According to Definition 3, G1 has four admissible sets: ∅, {a}, {b} and {a, c},
in which ∅, {b} and {a, c} are complete extensions, {b} and {a, c} are pre-
ferred extensions, {a, c} is the only stable extension, ∅ is the unique grounded
extension.

2.1 Probabilistic Argumentation

The notions of probabilistic abstract argumentation are defined by combining
the notions of classical abstract argumentation and that of probability theory,
including probabilistic argument graph and its semantics. According to [10], we
have the following definition.

Definition 4. A probabilistic argument graph (or PrAG for short) is a triple
Gp = (A,R, p) where G = (A,R) is an argument graph and p : A → [0, 1] is a
probability function assigning to every argument α ∈ A a probability p(α) that α
appears (and hence a probability 1 − p(α) that α does not).

In existing literature, the semantics of a PrAG is defined according to the
notion of possible world. Given a PrAG, a possible world represents a scenario
consisting of some subset of the arguments and attacks in the graph. So, given a
PrAG with n nodes, there are 2n subgraphs. A subgraph induced by a set A′ ⊆ A
is represented as G′ = (A′, R′), in which R′ = R ∩ (A′ ×A′). Under a semantics
σ ∈ {ad, co, pr, gr, st}, the extensions of each subgraph are computed according
to the definition of classical argumentation semantics. Then, the probability that
a set of arguments E ⊆ A is a σ-extension, denoted as p(Eσ), is the sum of the
probability of each subgraph for which E is a σ-extension.

In order to calculate the probability of each subgraph, it is desirable to assume
independence of arguments. In [10], the reason why independence can be assumed
is provided. For an argument α in a graph Gp, p(α) is treated as the probability
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that α is a justified point (i.e. each is a self-contained, internally valid, contribu-
tion) and therefore should appear in the graph, and 1 − p(α) is the probability
that α is not a justified point and so should not appear in the graph. So, one may
assume that the probability of one argument appearing in a graph is independent
of the probability of some other arguments appearing.

Throughout this paper, we assume the independence of arguments appearing
in a graph. In [14], the authors proposed an approach to relax independence
assumptions in probabilistic argumentation. However, this aspect of research is
out of the scope of the present paper.

For simplicity, let us abuse the notation, using p(ᾱ) to denote 1−p(α). Then,
the probability of subgraph G′, denoted p(G′), can be defined as follows.

p(G′) = (Πα∈A′ p(α)) × (Πα∈A\A′ p(ᾱ)) (1)

Given a PrAG Gp = (A,R, p), let Qσ(E) denote the set of subgraphs of Gp,
each of which has an extension E under a given semantics σ ∈ {ad, co, pr, gr, st}.
Based on formula (1), p(Eσ) is defined as follows [10].

p(Eσ) = ΣG′∈Qσ(E) p(G′) (2)

Example 2. Let Gp
1 = (A1, R1, p) be a PrAG (illustrated as follows), where

p(a) = 0.5, p(b) = 0.8, p(c) = 0.4 and p(d) = 0.5.

a �� b�� �� c �� d�� ��

0.5 0.8 0.4 0.5

The subgraphs of Gp
1 are presented in Table 1. According to formula (2), there

are 5 preferred extensions with non-zero probability:

p(∅pr) = p(G15
1 ) + p(G16

1 ) = 0.06
p({a}pr) = p(G3

1) + p(G4
1) + p(G7

1) + p(G8
1) = 0.3

p({b}pr) = p(G1
1) + p(G2

1) + p(G3
1) + p(G4

1) + p(G9
1) + p(G10

1 )
+p(G11

1 ) + p(G12
1 ) = 0.8

p({c}pr) = p(G13
1 ) + p(G14

1 ) = 0.04
p({a, c}pr) = p(G1

1) + p(G2
1) + p(G5

1) + p(G6
1) = 0.2

This example shows that according to the existing possible world-based app-
roach, in order to compute the probability of a set of arguments being an exten-
sion, we have to compute the extensions of each subgraph, which in many cases
is computationally expensive.

3 Complexity of Probabilistic Argumentation

Complexity theory [1,18] is the theory to investigate the time, memory, or other
resources required for solving computational problems. We assume the readers
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Table 1. Subgraphs of Gp
1

Subgraphs Probability of subgraph Preferred extensions

G1
1 a ↔ b → c ↔ dý 0.08 {b}, {a, c}

G2
1 a ↔ b → c 0.08 {b}, {a, c}

G3
1 a ↔ b dý 0.12 {a}, {b}

G4
1 a ↔ b 0.12 {a}, {b}

G5
1 a c ↔ dý 0.02 {a, c}

G6
1 a c 0.02 {a, c}

G7
1 a dý 0.03 {a}

G8
1 a 0.03 {a}

G9
1 b → c ↔ dý 0.08 {b}

G10
1 b → c 0.08 {b}

G11
1 b dý 0.12 {b}

G12
1 b 0.12 {b}

G13
1 c ↔ dý 0.02 {c}

G14
1 c 0.02 {c}

G15
1 dý 0.03 {}

G16
1 0.03 {}

are familiar with notions like Turing machine and the complexity class P, NP
and coNP. A counting problem f is a function from strings over a finite alphabet
into integers. �P is the complexity class of the functions f such that f counts
the number of accepting paths of a non-deterministic polynomial-time Turing
machine [20].

We study the following computing problem, which computes the probability
of acceptance for a given probabilistic argument graph and a subset of arguments:

Given a finite PrAG Gp = (A,R, p), a finite set E ⊆ A, compute p(Eσ).

In Fazzinga et al. [8], the authors show that without any restrictions on the
probability function, computing p(Eσ) for σ ∈ {ad, st} is done in polynomial
time and for other semantics the computation is �P -hard. In this paper we
investigate the complexity of computing p(Eσ) when restrictions are imposed to
the probability function p. The following are the main results of this paper:

Theorem 1. If for all α ∈ A, p(α) ∈ {0, 1}, then

1. for σ ∈ {ad, st, co, gr}, p(Eσ) can be computed in polynomial time.
2. for σ ∈ {pr}, computing p(Eσ) is coNP complete.

Proof. Since p(α) is restricted to {0, 1}, we only need to consider the unique sub-
graph, say G′, which contains and only contains those nodes which are assigned
probablity 1. Then we test if E is a σ extension of G′. If yes, then p(α) = 1,
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otherwise p(α) = 0. Therefore we only have to solve a extension verification prob-
lem. Dunne and Wooldridge [7] show that the extension verification problem for
σ ∈ {ad, st, co, gr} is in P and for σ ∈ {pr} is coNP complete. �
Theorem 2. If for all α ∈ A, p(α) ∈ {0, 1

2 , 1}, then

1. for σ ∈ {ad, st}, p(Eσ) can be computed in polynomial time.
2. for σ ∈ {co, gr, pr}, computing p(Eσ) is �P -hard.

Proof

1. Fazzinga et al. [8] show that even when the attack relation is assigned with
probabilities, the problem is still computable in polynomial time. Our problem
assigns probability 1 to each attack relation. Therefore it is a specific case of
the problem studied in [8]. Which meas it must be computable in polynomial
time.

2. We prove by providing a reduction to our problem from a �P -hard problem
�PP2DNF (Partitioned Positive 2DNF [16]), that is, the problem of counting
the number of satisfying assignment of a DNF formula φ = C1 ∨ . . . ∨ Ck

whose propositional variables are positive and can be partitioned into two
sets X = {x1, . . . , xm} and Y = {y1, . . . , yn}, and each clause Ci has the
form xj ∧ yk with xj ∈ X, yk ∈ Y . Given such a PP2DNF φ, we construct a
PrAG Gp

φ = (A,R, p) as follows:
(a) A contains two arguments x, x′ (resp. y, y′) for each propositional variable

x (resp. y) in φ, an argument ci for each clause Ci in φ, and an additional
argument s.

(b) R contains defeats (xi, ck), (x′
i, ck), (yj , ck) and (y′

j , ck) for each clause
Ck = xi ∧ yj of φ, the defeats (s, xi), (xi, xi), (x′

i, x
′
i) for each variable xi

of φ, and the defeats (s, yj), (yj , yj), (y′
j , y

′
j) for each variable yj of φ.

(c) p assigns probability 0.5 to each x′
i, y

′
j and 1 to all other arguments.

Let G = (A,R). For every valuation V , let GV = (AV , RV ) where AV is
obtained by deleting from A all x′ (resp. y′) if V (x) = 1 (resp. V (y) = 1),
RV = R∩(AV ×AV ). Then there is a bijection between the set of all valuations
of φ and the set of all such GV .

Claim: for every valuation V , V (φ) = 1 iff GV �∈ ρco({s}).
Proof of claim:
– Assume V (φ) = 1. Then there is a clause Ck = xi ∧ yj such that V (xi) =

1 = V (yj). Therefore x′
i, y

′
j �∈ AV . So we know ck is only attacked by xi

and yj , which means ck is defended by s. Therefore {s} is not a complete
extension of GV .

– Assume V (φ) = 0. Then for all clause Ck = xi ∧ yj , either V (xi) = 0 or
V (yj) = 0. Without loss of generality, assume V (xi) = 0. Then x′

i ∈ AV .
From x′

i attacks xi ∧ yj we know that ck is not defended by s. Then we
can further infer that {s} is a complete extension of GV .

From the above claim we know that |{V |V (φ) = 1}| = |{GV |GV �∈ ρco({s})}|.
Now, for each A′ ⊆ A, p(A′) = 1

2m+n if A′ is some AV , otherwise p(A′) =
0. Therefore Proco(Gp, {s}) = Σ{p(GV )|{s} is a complete extension of
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GV } = Σ{p(GV )|V (φ) = 0} = 1
2m+n × |{V |V (φ) = 0}|. Therefore

|{V |V (φ) = 0}| = 2m+n × Proco(Gp, {s}), |{V |V (φ) = 1}| = 2m+n −
2m+n ×Proco(Gp, {s}). This finishes the reduction from �PP2DNF to com-
pute Proco(Gp, E). The �P hardness for Propr(Gp, E) and Progr(Gp, E) can
be proved similarly. �
Theorem 1 tells us that if we make extremely strong restrictions on the

probability function, then most computation of acceptance become tractable.
Fazzinga et al. [8] show that without any restrictions on the probability function,
computing p(Eσ) for σ ∈ {co, gr, pr} is �P -hard. Therefore Theorem 2 shows that
restricting the probability of argument to {0, 1

2 , 1} has no substantial effect on
the complexity of computing the probability of acceptance. Theorems 1 and 2
together show that the only possible restriction on the probability function to
reduce the complexity is to make extreme restrictions.

4 Conclusions and Future Work

In this paper we study how the restrictions of probability function affects the
complexity in probabilistic argumentation. Our results show that the complexity
of computing the probability of acceptance can only become tractable when
we impose very strong restrictions on the probabilistic function. Even a tiny
relaxation of the restriction dramatically increases the complexity.

In the future we will investigate how restrictions on the argument graph
will affect the complexity in probabilistic argumentation. Another future work
of interest to us is to study the complexity of fuzzy argumentation framework
[12,19], which is another approach to extend classical argumentation theory with
the uncertainty of arguments and attacks, and compare it with the results of this
paper.
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Abstract. Rule-governed artificial agent societies consisting of autonomous
members are susceptible to rule violations, which can be seen as the acts of
agents exercising their autonomy. As a consequence, modeling and allowing
deviance is relevant, in particular, when artificial agent societies are used as the
basis for agent-based social simulation. This work proposes a belief framework
for modeling social deviance in artificial agent societies by taking into account
both endogenous and exogenous factors contributing to rule compliance. The
objective of the belief framework is to support the simulation of social envi-
ronments where agents are susceptible to adopt rule-breaking behaviors. In this
work, endogenous, exogenous and hybrid decision models supported by the
event calculus formalism were implemented in an agent-based simulation
model. Finally, a series of simulations was conducted in order to perform a
sensitivity analysis of the agent-based simulation model.

Keywords: Artificial agent societies � Social deviance � Agent-based social
simulation � Rule-breaking behaviors

1 Introduction

Artificial agent societies (also known as computational societies [2]) consist of a set of
members whose interaction among each other may cause emerging social dynamics
[10]. In addition, artificial agent societies are regulated by rules [8] that lead agent
interaction to attain individual and common goals of the society. Intentional deviations
from such rule-governed interaction are regarded as violations [4]. However, an
intentional deviation can also be seen as the act of an agent exercising its autonomy. As
a consequence, modeling (and allowing) deviance is relevant, in particular, when
artificial agent societies are used as the basis for agent-based social simulation [6].

This work proposes modeling social deviance in artificial agent societies by taking
into account both endogenous and exogenous factors to support the simulation of
environments where individuals are susceptible to adopt rule-breaking behaviors.
Endogenous and exogenous factors that may influence an individual’s motivation to
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break a rule consist of (i) intrinsic characteristics of his/her formation [7] and (ii) his/her
environment [5], e.g., the perception about rule compliance of other agents, respectively.
In this work, three decision models for rule compliance are proposed: an endogenous
model, an exogenous model, and a hybrid model. In the endogenous model, agents
make use of a belief framework that enables the formalization of the context of rules
with respect to rule compliance. The context is defined by means of (i) a set of beliefs
encouraging an agent to follow a given rule and (ii) another set of beliefs encouraging
the agent to break the rule. Agents compare both sets of beliefs and determine whether to
follow or break a given rule. In the exogenous model, agents make use of beliefs about
the perception of rule compliance by their neighbors within a perception scope. If an
agent believes that its neighboring agents break rules, then the agent tends to break rules
(as indicated by the social studies conducted by Cialdini et al. [5]). In the hybrid decision
model for rule compliance, both the endogenous and the exogenous models are merged.
Finally, an artificial agent society with an underlying digraph as its social network is
used to support an agent-based simulation model. By using the simulation model, a
sensitivity analysis was conducted.

The structure of the paper is as follows. Related work is discussed in Sect. 2. The
endogenous, exogenous and hybrid decision models are defined in Sect. 3. The
agent-based simulation model is described in Sect. 4. Simulation results and their
analysis are presented in Sect. 5, and some concluding remarks and future work
directions are presented in Sect. 6.

2 Related Work

There have been different approaches to model social deviance, ranging from deontic
logic [16] and game theory [12] to agent-based simulation [11] and cellular automata
simulation [7].

van der Torre [16] introduced reasoning contexts for violations based on deontic
logic (which is concerned with normative aspects such as rights and obligations) to
enable agents to reason about the consequences of violating a norm. However, van der
Torre’s approach is focused on agents’ individuality and there is a lack of considera-
tions about artificial agent societies.

Hammond [12] makes use of an agent-based model supported by game theory to
define the transition of agents from rule compliance to rule-breaking. In Hammond’s
model, agents (i) have a randomly determined predisposition to break or follow rules
and (ii) are capable of keeping track of previous encounters with other agents. Ham-
mond concluded that the decision to break rules is endogenous, i.e., it depends on
agents’ beliefs, unlike other research efforts [5, 7], which state that the agents’ envi-
ronment plays an important role.

In the same vein as Hammond et al. [15] designed an agent-based model involving
two types of agents: honest agents that follow rules and devious agents that try to
persuade honest agents to break rules. Honest agents decide whether to break or follow
rules on a probability of being punished for breaking rules. Situngkir and Khanafiah
concluded that the higher the probability of being caught, the fewer the number of
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times honest agents brake a rule. Situngkir and Khanafiah implicitly take into account
external factors, e.g., breaking a rule may result in a punishment, however, no context
of an artificial agent society can be established.

Deguchi [7] makes use of game theory to model agents’ decision making regarding
following or breaking a rule. However, instead of using an agent-based model like
Hammond [12] and Situngkir and Khanafiah [15], Deguchi makes use of a cellular
automaton model to represent the underlying social structure of an artificial agent
society. In Deguchi’s model, a cell has two behaviors: rule-following and rule-
breaking, which are updated based on predefined game-theory rules. The rules indicate
how much a cell should be affected by the influence of neighboring cells that brake
rules. The game-theory rules are based on the assumption that an individual perceiving
rule-breaking behaviors of other individuals (with respect to a rule) tends to break the
rule. Deguchi concluded that a cell, i.e., a person, brake rules based on both internal
and external factors. Nonetheless, the individuality of Deguchi’s cells is reduced to a
limited number of profiles, e.g., obedient and deviant.

Gutierrez‐Garcia and Rodríguez [11] propose an agent-based simulation model
supported by a belief-desire-intention cognitive architecture defined by means of fuzzy
logic and functional event calculus. The formal framework allows defining rule-based
plans whose rules can be broken by agents based on the degree of belief in the truth of
corruption related beliefs. By conducting simulations, Gutierrez‐Garcia and Rodríguez
concluded that agents are prone to ignore some rules stated in their plans when their
beliefs discourage following rules, e.g., when agents believe that there will not be any
punishment for breaking rules and they will make a profit as a result of breaking them.

It is acknowledged that the proposed exogenous decision model is based on
Deguchi’s game-theory rules [7]. However, in Deguchi’s model, directly adjacent cells
(to a given cell) represent the neighborhood whereas in this work the neighborhood of
agents is determined randomly and there is no relation of physical proximity. More-
over, in Deguchi’s model the perception about the rule compliance of neighboring cells
is modeled by using a set of binary variables, whereas in the present work, the per-
ception is modeled by using a set of real-valued beliefs.

3 Decision Model for Rule Compliance

In the present framework, determining whether an agent follows or breaks a given rule
depends on two types of beliefs: (i) beliefs about potential effects of either following or
breaking a rule, and (ii) beliefs about the perception of rule compliance.

The beliefs about potential effects support an endogenous decision model, whereas
the beliefs about the perception of rule compliance support an exogenous decision
model. In addition, both the endogenous and the exogenous decision models are
merged to form a hybrid decision model for rule compliance.

3.1 Endogenous Decision Model for Rule Compliance

In an artificial agent society, agents interact with each other, and from their interactions
and other external events, agents may change their beliefs about the potential effects of
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either breaking or following a rule. In fact, agents should be assumed to be uncertain
(or at least certain to some extent) about the effects of breaking rules because they may
not control rule-enforcing mechanisms.

A supporting belief about a potential effect of either following or breaking a rule is
denoted as a compound Boolean fluent β(r, d) with r and d 2 [0…1], where (i) r de-
notes the relevance of belief β about a positive or negative potential effect of either
following or breaking a rule; and (ii) d denotes the degree of belief in the actual
occurrence of the effect with respect to following or breaking the rule. For instance, a
police agent may believe that accepting a bribe is relevant to be dismissed from the
police department. However, the degree of belief of the police agent regarding the
actual occurrence of such negative effect (at least from its point of view) may be low or
high according to its perception of the police department’s disciplinary measures.

Supporting beliefs (Eq. 1) for either following or breaking a rule k of a given
individual are defined as follows:

Bk
individual ¼ Bk

P[Bk
N : ð1Þ

Where Bk
P is a disjunction of conjunctions that contains supporting beliefs for

following a given rule (Eq. 2).

Bk
P ¼ _ ^HoldsAtðbiðri; diÞ; sÞ^:HoldsAt bj rj; dj

� �
; s

� �j i 6¼ j
� �

: ð2Þ

Event calculus predicate HoldsAt(fluent, time point) indicates that a fluent (e.g., a
belief β(r, d)) holds at time point τ, i.e., the belief is true at a given moment. The event
calculus was selected because it is a temporal action formalism that allows reasoning
about the effects of actions using linear and discrete time points, which has been used to
specify artificial agent societies, see for instance [1].

Bk
N is a disjunction of conjunctions that contains supporting beliefs for breaking a

given rule (Eq. 3).

Bk
N ¼ _ ^HoldsAtðbmðrm; dmÞ; sÞ^:HoldsAt bn rn; dnð Þ; sð Þj m 6¼ nf g: ð3Þ

Both Bk
P and Bk

N are disjunctions of conjunctions of beliefs that support following
and breaking a given rule, respectively. Nevertheless, for each set of disjunctions, only
the conjunction of beliefs with the highest support for a given rule is taken into account
because it is assumed that each conjunction refers to the same rule, but in a different
context.

It should be noted that a domain expert in the context of a given artificial society
should define the supporting beliefs for each one of the rules that lead the interaction.

Transforming Beliefs into Vectors in a Cartesian System. Each belief contained in
Bk

individual at a given time point s is transformed into a vector in a Cartesian system (see
Fig. 1 for an example) in order that beliefs supporting rule compliance (Bk

P) can be
contrasted with beliefs supporting rule breaking (Bk

N) by using vector addition.
By contrasting beliefs in such manner, a decision vector indicating whether a given rule
is broken or followed at a given time point s is obtained.
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On the one hand, beliefs contained in Bk
P that support compliance of a given rule

must be in quadrant I, i.e., the coordinates of a belief β that supports rule compliance
are characterized as follows (|r|, |d|). On the other hand, beliefs contained in Bk

N that
support breaking a rule must be in quadrant III, i.e., the coordinates of a belief β that
supports rule breaking are characterized as follows (−|r|, −|d|). By using quadrants I
and III, beliefs that support rule compliance are set against beliefs that support rule
breaking in terms of both relevance and the degree of belief in the actual occurrence of
the potential effect of either following or breaking a rule.

In addition, it should be taken into account that, as indicated by Deguchi [7],
individuals (i.e., agents) may have different attitudes toward breaking rules even under
the same context due to intrinsic characteristics of their formation. Then, for some
agents the weight of the beliefs supporting rule compliance (Bk

P) may be greater than
the weight of the beliefs supporting rule breaking (Bk

N) or vice versa. For this reason, in
order to incorporate agents’ individual attitudes toward rule compliance, the addition of
beliefs should be affected by a weight α 2 [0…1]. α’s values of 0.0, 0.5, and 1.0 mean
that (i) there is an attitude toward following a rule, (ii) there is no attitude toward either
breaking or following rule, and (iii) there is an attitude toward breaking a rule,
respectively.

The result of transforming beliefs into vectors in a Cartesian system is represented
by a decision point Δ = (Δr, Δd) extracted from the components of a decision vector

Fig. 1. Transforming beliefs into vectors: an example.
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(Δr)x̂ + (Δd)ŷ, which is obtained by addition of beliefs (see Fig. 2 for an example) as
follows:

Dr ¼ 1� að ÞRm
i¼1 rij j � að ÞRn

j¼1 rj
�� ��: ð4Þ

Dd ¼ 1� að ÞRm
i¼1 dij j � að ÞRn

j¼1 dj
�� ��: ð5Þ

such that βi 2 Bk
P, βi = (|ri|, |di|), m = | Bk

P |, βj 2 Bk
N , βj = (−|rj|, −|dj|), and n = | Bk

N |.

Interpreting the Resultant Decision Point. The Cartesian plane is diagonally divided
into two areas by using a line y = −x. On the one hand, if the resultant point
Δ = (Δr, Δd) falls in the area including quadrant I and the right half of quadrants II and
IV, the rule is followed. On the other hand, if point Δ falls in the area including
quadrant III, and the left half of quadrants II and IV, the rule is broken (see Fig. 3 for an
example). If point Δ lies on the division line, determining whether the rule is followed
or broken is based on a uniform random number h between 0.0 and 1.0, if h is greater
than 0.5, the rule is followed, otherwise the rule is broken. The algorithm is as follows:

Fig. 2. Addition of beliefs: an example.
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3.2 Exogenous Decision Model for Rule Compliance

As indicated in [5, 7], an individual perceiving rule-breaking behaviors of other
individuals (with respect to a rule) tends to break the rule. In a similar manner, an
individual tends to follow a rule when he/she perceives that the majority of other
individuals follow the rule. To model the influence (with respect to rule compliance) of
other members within the same artificial society, agents are provided with beliefs about
the perception of rule compliance by its neighbors.

A belief about rule compliance by a member m of an artificial society S is a
compound Boolean fluent represented by β(m, l) where l 2 [0…1] denotes the degree
of belief with respect to the rule compliance of member m. For instance, a belief of an
agent a regarding the rule compliance of an agent m can be defined as β(m, l = 0)
meaning agent a believes that agent m follows a given rule. A value of l = 1 means
agent a believes that agent m does not follow a given rule.

Each agent of an artificial society has a set of beliefs χ about the perception of rule
compliance by its neighbors (Eq. 6).

v ¼ ^HoldsAt bi mi; lið Þ; sð Þ8mi within a perception scope j mi 2 S: ð6Þ

Fig. 3. Resultant decision point: an example.
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Assuming that an artificial agent society has a social network structure represented
by a digraph, the perception scope of an agent is defined as its number of neighbors
represented by n. The negative (Eq. 7) and positive (Eq. 8) influence exercised by
neighbors regarding rule compliance is determined by the number of neighbors that are
believed to have a tendency to break and follow a given rule, respectively.

negative inf ¼
P qj j

i¼1ðli � 0:5Þ8bi mi; lið Þ 2 q
qj j jbi mi; lið Þ 2 q� v if li [ 0:5: ð7Þ

positive inf ¼
P rj j

i¼1ð0:5� liÞ8bi mi; lið Þ 2 r
rj j jbi mi; lið Þ 2 r� v if li � 0:5: ð8Þ

Based on the influence of neighbors, determining whether an agent breaks or
follows a rule is as follows:

As in the endogenous decision model, when the negative influence is equal to the
positive influence determining whether the rule is followed or broken is based on a
uniform random number h between 0.0 and 1.0.

3.3 Hybrid Decision Model for Rule Compliance

Both the endogenous and the exogenous decision models are merged to form a hybrid
decision model for rule compliance. However, to the best of the authors’ knowledge,
there is no evidence indicating that individuals are more inclined to break or follow
rules based on either endogenous or exogenous factors. In fact, in this regard, Asch [3]
and Deguchi [7] argue that sometimes individuals make decisions based on endoge-
nous factors and sometimes based on exogenous factors. For this reason, in this present
work, the uncertainty of individuals regarding making decisions based on either
endogenous or exogenous factors is determined by the probability of using the
exogenous decision model denoted by κ. In the hybrid decision model, probability κ is
taken into account only when the outcome of the endogenous model indicates to break
a given rule and the outcome of the exogenous model indicates to follow the rule. On
the other hand, when the outcome of the exogenous model is equal to the outcome of
the endogenous model, the individual either follows or breaks the rule according to the
outcome of the models. The hybrid decision model is defined as follows.
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4 Agent-Based Simulation Model

In this work, an artificial agent society with an underlying digraph as its social network
is used to support an agent-based simulation model. In the digraph, agents are repre-
sented by nodes and edges (a, b) indicate that an agent a is able to perceive whether
agent b either breaks or follows a given rule.

The agent-based model was implemented using NetLogo [17]. Figure 4 shows an
instance of the model representing an artificial agent society composed of 10 agents,
two of which broke a rule (depicted by a red cross) and the remaining agents followed
the rule (depicted by a white sphere).

4.1 Model Parameters

The model parameters of the agent-based simulation model consist of:

• Parameters of the endogenous decision model: (i) agents’ decision points (Δr, Δd)
supported by a set of beliefs about potential effects of either following or breaking a
rule, and (ii) agents’ attitude toward either breaking or following a rule (denoted by α).

• Parameters of the exogenous decision model: (i) a set of beliefs denoting the degree
of belief with respect to the rule compliance of neighboring agents, and (ii) number

Fig. 4. Netlogo model for the study of rule compliance (Color figure online).
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of neighboring agents (denoted by n), i.e., the number of agents connected to a
given agent by means of edges.

• Parameters of the hybrid decision model: (i) a probability of using the exogenous
decision model (denoted by κ), and (ii) all the parameters of both the endogenous
and exogenous decision models.

• Other parameters include: (i) number of days simulated, (ii) overall number of
agents, (iii) a probability of an agent to be a rule breaker at the beginning of the
simulation, and (iv) distribution of agent types per simulation.

It should be noted that agents adopting the endogenous, exogenous, and hybrid
decision models are called endogenous, exogenous and hybrid agents, respectively. So,
the distribution of agent types indicates the number of endogenous, exogenous and
hybrid agents involved in the simulation.

The agent-based simulation algorithm is discrete in time and is as follows:

The setup of the simulation model is as follows. The initial state of agents as either
rule breakers or rule followers is determined based on a given probability of an agent
to be a rule breaker at the beginning of the simulation (line 1). In addition, it should be
noted that the initial beliefs of agents (line 2) regarding the set of beliefs about potential
effects of either following or breaking a rule should be defined by a domain expert in
the context of an artificial society. Afterward, the social network of agents (line 3) is
generated using as input the number of neighbors (n) defined for each agent. Then, each
agent is connected to n randomly selected agents.

After the setup phase, the simulation is run for a discrete number of days (lines 4–9).
For each day, each agent of the artificial society (line 5) updates its beliefs (line 6) about
the rule compliance of its neighbors and about the potential effects of either following or
breaking a rule. Once the beliefs are updated, each agent decides whether or not to break
a rule based on its current beliefs and its decision model (line 7). It should be noted that
even though the current version of the simulation model supports the update of beliefs
about the potential effects of either following or breaking a rule, the update of such
beliefs is conducted randomly. A system and/or rules for belief update are out of the
scope of this work.
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5 Simulations and Results

Objective. A series of simulations was conducted using the model settings reported in
Table 1 in order to conduct a sensitivity analysis of the agent-based simulation model
using the endogenous, exogenous and hybrid decision models.

Model settings. For the purpose of generality, the degrees of belief in the truth as
well as the relevance of beliefs about the potential effects of either following or
breaking a rule were determined randomly based on a uniformly distributed number on
the interval [0, 1]. In doing so, the simulation model was detached from a specific
context.

The agents involved in the simulation had no attitude toward either breaking or
following a rule as denoted by an α value of 0.5 (see Sect. 3.1). In addition, when the
exogenous and endogenous factors perceived by a hybrid agent resulted in different
outcomes, the probability of using the exogenous decision model κ was set to 0.5 (see
Sect. 3.3). In doing so, hybrid agents were prevented from being biased toward
exogenous or endogenous factors.

The distributions of agent types (reported in Table 1) were defined in order to
analyze the agent-based simulation model in the presence (and absence) of different
types of agents. Both the number of neighbors and the overall number of agents were
set to 10 and 300 agents, respectively. This was with the aim of having a relatively
large artificial society, and when agents of different types were involved, having a good
chance to connect them as the result of the random generation of the social network.

Different values for the probability of an agent to be a rule breaker at the beginning
of the simulation were chosen in order to explore the emergent behavior of the model
when it was subject to a different number of rule breakers.

Table 1. Model settings for the simulation.

Input parameter Values

Agents’ decision points (Δr, Δd) (Δr, Δd) where Δr and Δd are chosen to be
independent and uniformly distributed on
the interval [−1, 1]

Attitude toward either breaking or following
a rule (α)

0.50

Probability of using the exogenous decision
model (κ)

0.50

Number of neighbors (n) 10
Overall number of agents 300
Probability of an agent to be a rule breaker
at the beginning of the simulation

{0.25, 0.50, 0.75}

Distribution of agent types (number of
endogenous agents, number of exogenous
agents, number of hybrid agents)

{(0, 0, 300), (0, 300, 0), (300, 0, 0), (100, 100,
100), (150, 150, 0), (150, 0, 150), (0, 150,
150)}

Number of days simulated 100
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Finally, the number of days simulated was set to 100 to observe the outcome of the
model for a relatively long simulation time.

For each setting of the agent-based model reported in Table 1, 5 independent
simulation runs were conducted. Figures 5 and 6 show the average percentage of rule
breakers for each time point. From these results, a total of three observations are drawn.

Observation 1. Regardless of the initial configuration, the simulation model reached
a relatively steady state after a few simulation time steps, e.g., up to 15 discrete time
points (see Figs. 5 and 6).

Analysis. The stable long-term behavior of the simulation model is due to the fact
that the social network of the artificial society is a strongly connected graph (i.e., where
each node is connected to at least 10 nodes). This facilitates the spread of either
rule-breaking behaviors or rule-following behaviors. In addition, a strongly connected
graph prevented the creation of isolated groups, which may have had different and
periodic behaviors.

Observation 2. The artificial society consisting of only endogenous agents were
equally divided into rule breakers and rule followers (Fig. 5c). However, when the
artificial society consisted of only exogenous agents, all the agents became either rule
breakers or rule followers (Fig. 5b). Finally, when the artificial society consisted of
only hybrid agents, most of the agents tended to be rule breakers (Fig. 5a).

Analysis. In the case of the simulations involving only exogenous agents (Fig. 5b),
who are only influenced by their neighbors’ behaviors, the initial number of rule
breakers highly determined whether the entire society becomes or not a rule-breaking
society due to its strongly connected social network. In contrast, the simulations
involving only endogenous agents (Fig. 5c), who make decision based on their own
beliefs and do not take into account their neighbors, the initial number of rule breakers
had no influence on whether the entire society becomes or not a rule-breaking society.
This was because, the agents’ beliefs were set randomly and changed every simulation
step resulting in a fully divided society with respect to whether the agents followed or
broke the rules. In the simulations involving only hybrid agents (Fig. 5a) with an initial
number of rule breakers set to approximately 50 % and 75 %, the long-term percentage
of rule breakers resulted in 75 %, which can be explained as the average percentage of
rule breakers obtained from the simulations involving only endogenous agents (50 %,
Fig. 5c) and only exogenous agents (100 %, Fig. 5b).

In the simulations involving only hybrid agents (Fig. 5a) with an initial number of
rule breakers set to approximately 25 %, the members of the society increasingly
became rule breakers due to the influence of their randomly determined beliefs. In
addition, once more agents broke rules, the transmission rate of the rule-breaking
behaviors increased. With respect to the 25 % of agents that followed the rules, this is
due to the random nature of their beliefs that were used for the endogenous model.

Observation 3. The average percentage of rule breakers of artificial societies
consisting of heterogeneous agents varied according to the agent types that composed
the society.
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Analysis. As shown in Fig. 6, the composition of the artificial society highly
influenced the percentage of rule breakers from a long-term average of 10 % of rule
breakers (see Fig. 6a with an initial number of rule breakers set to 25 %) to an
approximately long-term average of 90 % of rule breakers (see Fig. 6a with an initial
number of rule breakers set to 50 %). This is due to the fact that endogenous and
exogenous agents made decisions based on different factors and hybrid agents
sometimes behaved like endogenous agents and sometimes behaved like exogenous
agents.

Fig. 5. Simulation results using homogeneous artificial agent societies (Color figure online).
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Fig. 6. Simulation results using heterogeneous artificial agent societies (Color figure online).
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6 Conclusion and Future Work

This work contributes a belief framework for modeling social deviance in artificial
agent societies that takes into account both endogenous and exogenous factors.
Endogenous, exogenous and hybrid decision models were implemented in an
agent-based simulation model. Simulation results show that:

• Artificial agent societies reach a steady state with respect to the percentage of rule
breakers regardless of their initial configuration.

• Societies consisting of only endogenous agents with random beliefs tend to be
equally divided into rule breakers and rule followers.

• When a society consists of only exogenous agents, after a few simulation steps, all
the members adopt either a rule-breaking behavior or a rule-following behavior
permanently based on the initial configuration of the model.

• In societies consisting of heterogeneous agents, the average percentage of rule
breakers varies according to the agent types that compose the society.

It should be noted that the present work assumes that agents break rules inten-
tionally, however, agents may also break rules unintentionally. In this regard, unin-
tentional rule breaking can be seen as an agent’s mistake [9], which is not based on
beliefs. As a consequence, unintentional rule breaking should be modeled separately,
for instance, by using agents’ mistakes as triggers for rule-enforcing mechanisms. In
addition, in the future, work will be conducted to attach probabilities to rules to model
uncertain environments as in [13]. Furthermore, work will be focused on exploring the
relationship between social deviance and trust models [14] where perceived social
deviance may be used as a source for trust calculation.
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Abstract. We describe a model in this paper for defining and enforcing
obligations in Multiagent Systems for access control purposes, provided
that information exchanged between agents is in the form of logical state-
ments. Axioms are expressed in order to annotate the conditions accord-
ing to which obligations are activated. Reasoning is used in order to
correctly infer, for each piece of information involved in a user request,
what obligations apply between all the ones specified. We describe the
different architectural modules needed for storing and enforcing oblig-
ations, while monitoring their fulfillment in the system. An implemen-
tation of the model is presented with the use of OWL technology and
OWL reasoning. It is applied, in particular, to a real case scenario of
eBay auctions.

1 Introduction

Norms are a widespread approach for protecting users’ privacy and security, and
for allowing or enforcing agents to abide by different policies and laws. Usual
functionalities related to norms in systems include editing, storing, evaluation,
harmonization, and enforcement. As described by researches in deontic logic,
every norm expression can be reduced to the form of a combination of one or
more permission, prohibition or obligation statements [20].

In an Access Control context, where an agent (data consumer) sends an
information request to another agent (data provider), a permission can express
the conditions for which such information is released to the data consumer effec-
tively. Otherwise, a denial of access can be returned. A prohibition can express
the conditions for which such information is not released to the data consumer
effectively. An obligation is able to represent a set of actions that have to be
executed as a consequence of the information request, both by the data provider
(data provider obligations) or the data consumer (data consumer obligations).

Acts that are a consequence of a permission, prohibition or data provider
obligation statements can be executed by the data provider directly, and it can
verify their execution effectiveness by itself. On the other hand, the task of

The work described in this paper is supported by Hasler Foundation project nr.
15014 within the COST Action IS1004 WEBDATANET.
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checking whether data consumer obligations are fulfilled or not in a system rep-
resents a more complex matter, requesting the activation of a dedicated temporal
engine for identifying the specific conditions in the system that determine the
fulfillment of an activated obligation (see, e.g., [11]). Furthermore, in the case in
which it is allowed by the context, additional modules can be activated in order
to enforce one or more agents to perform some actions, as it can be requested
by an obligation.

While permissions and prohibitions have been widely studied and formalized
in Access Control literature (e.g., [2,13]), obligations have been modeled and
applied more infrequently in the context of Access Control. Obligations may be
used in that context for the definition of the actions that must be taken by the
data provider for enforcing an access control decision. Also, they may be used
for the definition of the actions that the data consumer must perform in order
to gain access to certain resources [3,6]. In particular, data provider obligations
may be used in two different cases:

1. for expressing the actions that must be performed before or after the access
to certain data (for example, recording every granted or denied access for
statistical purposes);

2. for editorial revisions that must be performed on the content of the data before
the user get access to the data itself (for example, anonymizing the name of
the participants of an online auction if certain conditions are satisfied).

In NorMAS (Normative Multiagent System) research obligations have been
quite extensively studied [1]. Interesting approaches, where decidable descrip-
tion logics (OWL) have been used for the formalization and enforcement of
obligations, are: the KAoS Policy Services Framework [19], the OWL-POLAR
Framework for Semantic Policy Representation and Reasoning [15], the OCeAN
meta-model for the specification of artificial institutions and, in particular, oblig-
ations [8,9]. We think that applying NorMAS models and techniques, in partic-
ular obligations, to the problem of managing and regulating Access Control to
data expressed in the form of semantic statements will improve the existing
models and frameworks and it can advance the state of the art.

Therefore, we present a model in this paper in which formal axioms are
expressed for specifying both data provider and data consumer obligations, with
the specific aim of regulating access to information that is represented in the
general form of a collection of logical statements. We decided to focus on that
specific type of information because we can show that obligations can not only
be specified formally using axiomatic descriptions, but the same descriptions
can be also used for enforcing the obligations directly with the use of reasoning
techniques, which are used for identifying which pieces of logical information the
obligations apply on.

We present how data provider obligations can be used for modifying the
data before returning it as a consequence of a request, for abiding by specific
norms. Data can be, e.g., deleted or anonymized according to specific directives
(as presented in Sect. 4.1). We also explain how data consumer obligations can
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be monitored by a dedicated module for checking whether they are fulfilled or
not, according to time constraints, referring to the work that has already been
done on the subject by Fornara [8]. For example, a data consumer obligation may
impose to an agent to pay for a received service or an access to certain data,
and the monitoring module would control the effectiveness of such payment (see
Sect. 4.2).

As far as we know, this is the first attempt to describe a model for formaliz-
ing and enforcing axiomatic obligations in the context of Access Control, when
information exchanged between agents is in the form of logical statements, and
the axiomatic expression of the obligations is evaluated on the data itself with
the use of automatic reasoning techniques.

The paper proceeds as follows: we define a general framework for managing
and enforcing semantic obligations in Sect. 2. We describe an obligation formally
in Sect. 3; distinguishing, in particular, between data provider and data consumer
obligations, and explaining their role during the whole data request workflow.
We present an implementation of the model using OWL technology in Sect. 4.
The results of our experiments are described in Sect. 5. Related work is presented
in Sect. 6. Conclusion and future work are described in Sect. 7.

2 Reasoning-Based Obligation Framework

We identified the different modules that are needed for the data provider for edit-
ing and evaluating obligations regarding logical data, enforcing them eventually
and monitoring their fulfillment during time. They are represented in Fig. 1.

The presented framework refers to the standard XACML security archi-
tecture1. XACML is a standard for the specification of a security framework,
defining protocols for transmitting credentials, requesting resources, defining
and storing access norms; together with the definition of a general security layer,
made up of different and specialised software components [21]. Such a layer deals
with the tasks of allowing administrators to edit and store norms, handling con-
flicts between contradictory decrees, and evaluate norms.

While obligation expression and enforcement represents the core concept of
the present work, obligations are barely supported by the XACML standard,
describing a general syntax for obligation specification only, focusing its core
functionalities on permissions and prohibitions. So, we redefined the single mod-
ules for adapting them to the present context. They are described subsequently.

– Enforcement Point: The module that intercepts data consumer’s request
for information and moves it to the system. As a response from the system, it
receives the data requested, enriched with the information about what oblig-
ations are active on each datum, and enforces each data provider obligation
before returning the data to the consumer. It also enforces data consumer
obligations in the system, if requested by the monitoring engine.

1 OASIS eXtensible Access Control Markup Language (XACML) – https://www.
oasis-open.org/committees/xacml/.

https://www.oasis-open.org/committees/xacml/
https://www.oasis-open.org/committees/xacml/
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Fig. 1. Reasoning-based obligation framework – components and data request
workflow.

– Monitoring Engine: The module which deals with the tasks of monitoring
whether data consumer obligations are fulfilled or not. The system is moni-
tored and its status is constantly annotated into the System State Knowl-
edge Base (KB). If there are data consumer obligations that have to be
enforced by the data provider, it notifies such information at the right time
to the Enforcement Point that will enforce the obligations in the system.

– Service Interface: The module which deals with the coordination of the com-
munications between Norm Evaluator, Enforcement Point, User Infor-
mation Interface and Data Interface. In particular, it acts in order to
return the output of the Norm Evaluator to the Enforcement Point as a
response for a data request.

– User Information Interface: The interface that retrieves the information
about the requesting agent (that is conceptualized by the data provider as a
generic user of the service) in the User Information KB and returns it to
the Service Interface.

– Data Interface: the interface that retrieves the requested information in the
Data KB and returns it to the Service Interface.

– Norm Evaluator: The component that evaluates what are the pieces of data
on which each obligation must be enforced. The module is provided with a
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reasoning engine, in order to use inference for deducing the right conditions
for the application of the obligations, starting from their formal definition.

– Norm Administrator: Module which manages access to the stored norms
(in the Norm KB) and their editing.

3 Obligation Expression and Enforcement

An obligation, in its most general form, can be defined as a couple oi = 〈αi, Γi〉,
where αi is an axiom that is used for describing the information about what
conditions are to be verified for the obligation to apply on a datum, so we
call it the activation condition of the obligation oi. Γi is a generic algorithm
operating on logical statements, that is able to modify the knowledge status
in the framework. Such algorithm is the one that has to be executed whether
the conditions expressed in αi are satisfied. So, we call Γi the content of the
obligation oi. When there is at least one piece of data on which an obligation oi
apply, we say that such obligation is an active obligation.

The collection of all the norm axioms A = 〈α1, α2, . . . , αn〉 represents the
Norm KB in our framework, once every obligation oi is expressed. It is a matter,
instead, of the Enforcement Point to store each algorithm Γi associated to
each axiom αi and execute it at the right time.

As presented in Sect. 2, when a request is sent by the data consumer, the
data provider retrieves the result of the request from the Data KB. In such a
context, a data provider obligation can be represented, therefore, by a couple
oi = 〈αi, Γi〉, where αi is a generic axiom that is able to identify the specific
pieces of data on which the obligation applies among the retrieved ones. Γi

represents the actions to be performed on the identified pieces of data, before
returning them to the data consumer, as a consequence of the enforcement of the
obligation. For example, a data provider obligation may impose to anonymize
the name of under-age inpatients in a hospital system. The activation condition
of the obligation would be represented by the axiom that identifies the name
of any inpatient that is under age. The content of the obligation would be the
set of actions that are to be executed in order to anonymize the identified data,
before returning it to the data consumer.

In the framework, the obligation enforcement is done in the following way: the
Enforcement Point receives an information request from a Data Consumer,
it passes the request to the Service Interface that collects the necessary infor-
mation about the data consumer from the User Information Interface. Then,
it obtains the information requested by the Data Consumer from the Data
Interface and enriches it with the information obtained from theUser Informa-
tion Interface. At this point, the data is passed to the Norm Evaluator that
retrieves from the NormAdministrator the set A of norm axioms and uses it to
enrich the data retrieved. The reasoning engine, included into the Policy Eval-
uator, can then infer, for every individual into the data to be returned, which
activation conditions apply, and register such information. The so-enriched KB
is passed, then, to the Service Interface and back to the Enforcement Point.
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At this point, every algorithm Γi is executed on the identified data for each activa-
tion condition αi that is active, in order to fulfill each obligation oi. The obtained
KB is returned to the Data Consumer, finally.

Regarding data consumer obligations, they can be represented again as a
couple oi = 〈αi, Γi〉, with the difference that the data on which the activation
conditions apply are not the ones returned to the data consumer, but the infor-
mation stored in the System State KB. Activation conditions are again used
for finding the pieces of data on which the algorithm to be executed, specified
as the content of the obligation, apply. A content activity is represented by the
action of adding a set of new axioms to the System State KB, in order to
allow the Monitoring Engine to correctly deduce the correct state (activated,
fulfilled, violated) of each obligation oi in the system, as it has been already
described in [8].

4 Implementing the Obligation Framework Using OWL 2
Technology

An implementation of the presented model can be developed using the Web
Ontology Language 2 (OWL 2) technology2, for annotating and reasoning on
Description Logics (DL) statements. There are different reasons for preferring
OWL 2 in respect to other technologies for annotating logical statements, in
particular:

– DL is a decidable subset of First Order Logic (FOL);
– OWL 2 is a standard since 2009, for annotating statements with DL semantics;
– Free tools are available for annotating knowledge in the OWL standard (e.g.,

JAVA Jena3 and OWL API tools4) and reasoning on the available knowledge
(e.g., Pellet [18] and Hermit [16] reasoners).

In such an implementation, every framework knowledge base can be represented
by an OWL ontology. An activation condition can be defined with an OWL
class axiom, identifying each piece of data on which an activation condition αi

is active as a member of a named class ci. The System State KB can express
temporal axioms, between the others, for checking the fulfillment of the data
consumer obligations, using the OWL Time Ontology5.

The choice of formalizing the activation conditions of obligations using OWL
classes, moreover, has many advantages. First, defining the activation condition
class, it is possible to use the rich set of OWL operators available for defin-
ing classes, as, for example, the intersection of classes or properties restriction.
Therefore, it is possible to exploit the reasoning capability of an OWL reasoner

2 OWL 2 Web Ontology Language Document Overview – http://www.w3.org/TR/
owl-overview/.

3 Apache Jena – https://jena.apache.org/.
4 The OWL API – http://owlapi.sourceforge.net/.
5 OWL Time Ontology – http://www.w3.org/TR/owl-time.

http://www.w3.org/TR/owl-overview/
http://www.w3.org/TR/owl-overview/
https://jena.apache.org/
http://owlapi.sourceforge.net/
http://www.w3.org/TR/owl-time
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Fig. 2. eBay Auctions ontology – example of roles. The users paulMatthews and
johnAndrews are two bidders in auction1002, while the user markLondon is the owner
of the same auction.

and deducing new knowledge from the data in the Data KB and System
State KB, that is necessary to perform or verify the fulfillment of the obliga-
tions correctly. Another advantage is that the activation condition is written in
an ontology, so it is possible to change it by simply using and ontology editor
without the need to re-code a software. Moreover, specific individuals can be
added to special classes in the ontology at runtime for each request, for identi-
fying specific roles assumed by users in the context of a single request, as, e.g.,
identifying the requesting user in the knowledge base by assigning her/him to a
specific class.

We present a data provider obligation implementation example in Sect. 4.1,
with a reference to the real life scenario of eBay auctions. We describe in Sect. 4.2
data consumer obligations instead, explaining how they can be defined, verified
and monitored using OWL technology.

4.1 A Case Study and Data Provider Obligation Example:
eBay Anonymization of Bidders

The company eBay Inc. releases information about its auctions since 2011
through its API6 to external agents, in the form of different standard struc-
tures (e.g., XML, JSON). We took as an example the case in which the same
data would be released by the eBay API in the form of logical statements (never
supported, in fact, up to the present day). We described the main concepts that
are involved in such context in an OWL TBox, and we collected some sample
auctions in an OWL ABox. The most relevant concepts are presented in Fig. 2,
together with some sample individuals.

As it can be seen in Fig. 2, the role of each user in an auction is modeled as
an individual itself (bidder01 is an example, in Fig. 2), as it has already been
done in other ontological models (e.g., [10]). That allows to model the different

6 eBay Developers Program – https://go.developer.ebay.com/.

https://go.developer.ebay.com/
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interactions between the users in the auctions according to their role correctly,
allowing the same user to cover different roles in different institutional spaces
(auctions).

eBay presents a policy between its data access terms that requests some infor-
mation to be anonymized, before it is released, according to specific conditions7:

To keep certain info private, we limit how bid history information is dis-
played. When the highest bid, reserve price, or Buy It Now price reaches or
exceeds a certain level, members can’t view or search for member-specific
information, such as user IDs, on the Bid History page. Though the Bid
History: Details page has information on bidders, each bidder is assigned
an anonymous name (x***y, for example). Only the seller can see a bid-
der’s user ID. Note: eBay determines when user IDs are no longer viewable
based on the price or bid amount, and this varies by country.

It can be noticed that the presented policy can be modeled as a data provider
obligation, according to what is presented in Sect. 3. Such policy is based on the
role of the requesting user, as well as the content of the data requested.

According to such policy, we tried to specify as an example, according to our
model, the fact that in the case that the data consumer is not the owner of an
auction, the identity of a bidder that made any offer is anonymized.

We gave to the condition class c1 the name ActivationCondition01. So,
the axiom α1 results8:

Class: ActivationCondition01
EquivalentTo: Role and hasRoleName value bidder and

isDefinedIn some (inverse(isDefinedIn) some
(hasRoleName value owner and (inverse(hasRole)
some (not CurrentUser))))

Where CurrentUser is a special class including the individual representing the
data consumer in the ontology. So, the presented class axiom definess any role of
any user that is a bidder of an auction whose owner /∈ CurrentUser as a member
of the class ActivationCondition01.

We can imagine, then, a request for information of the user paulMatthews,
as the data consumer, about the data of some auctions. The requested data
is retrieved by the Data Interface, and information about paulMatthews is
obtained from the User Information Interface, allowing the Service Inter-
face to enrich the ontology with such information, and to add the axiom
CurrentUser = {paulMatthews} to the ontology. Data is then passed to the
Norm Evaluator, which adds the available collection of norms to the informa-
tion and applies reasoning, deducing, among all the theorems, which individuals
are included into the ActivationCondition01 class.

The so-enriched ontology, then, can be returned to the Enforcement
Point that can apply a set of defined actions Γ1 to each individual of
7 eBay Bidding Overview – http://pages.ebay.com/help/buy/bidding-overview.html.
8 The syntax in which all DL axioms are presented in this paper is the Manchester

OWL Syntax http://www.w3.org/TR/owl2-manchester-syntax/.

http://pages.ebay.com/help/buy/bidding-overview.html
http://www.w3.org/TR/owl2-manchester-syntax/
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ActivationCondition01. Referring to the ontology shown in Fig. 2, in order
to anonymize a user, we propose the subsequent procedure. A new individual is
created that is an anonymized version of such user. Then, the original hasRole
relation between the user and its bidder role in an auction is removed, and a
new hasRole relation is created between the generated anonymous individual
and the bidder role. So, Γ1 can be described as the collection of actions that,
for every role ρj ∈ ActivationCondition01:

1. Generates a new user in the ontology, that represents an anonymized version
of the user ιk: hasRole(ιk, ρj), if and only if that has not been done before.

2. Deletes the hasRole property between ιk and ρj .
3. Connects the anonymous user to ρj with the hasRole property.
4. Deletes ιk, if and only if it has no more hasRole connections in the ontology.

4.2 Modeling and Monitoring Data Consumer Obligations

The System State KB represents a collection of concepts and observable facts
about the system state and temporal constraints. As described in [8], time can
be modeled with OWL technology importing the necessary knowledge from the
OWL Time Ontology. That is done in order to correctly represent the state of
the system for each instant and perform a dynamic monitoring of the state of
interaction between different agents with respect to the specified set of obliga-
tions. The state of each obligation oi can be checked in the system by applying in
the System State Ontology the Γi set of actions generated by the activation
of the data consumer obligation oi, as already described in Sect. 3.

It has to be noticed that different facts registered in the System State KB
can activate different obligations, and also a single obligation different times,
being that the conditions for the activation of a single obligation can hold mul-
tiple times. For each instance of a single activation of an obligation, its status
can be one between three:

– Activated : the activation condition of the obligation has been verified, but the
content of the obligation has not been fulfilled by the data consumer.

– Fulfilled : the activation condition of the obligation has been verified, and the
content of the obligation has been fulfilled before the specified deadline.

– Violated : the activation condition of the obligation has been verified, and the
content of the obligation has not been fulfilled before the specified deadline.

As an example, the obligation o2 may request to a user who asks for a specific
datum delta to pay e 5.00 after the response by the data provider, no later than
the time instant1. We can say, for example, that the user johnAndrews asks for
the datum delta at the time instant2. The fact relative to such response is reg-
istered by the monitoring engine in the System State KB with the subsequent
axioms:
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Individual: request01
Types: DataRequest
Facts: hasAgent johnAndrews,

hasObject delta,
hasResponseTime instant2,
hasPaymentDeadline instant1

That creates in the System State KB a new record of a request request01
by johnAndrews for the datum delta, with the correct response that
came at the time instant2 by the data provider. The activation condition
ActivationCondition02 of the obligation o2 can be modeled with the sub-
sequent axiom:

Class: ActivationCondition02
EquivalentTo: DataRequest and hasObject value delta

That puts every request for the datum delta in the class Activation
Condition02. When it is noticed by the monitoring engine that request01 ∈
ActivationCondition02, the Γ2 content of the obligation is applied to the Sys-
tem State KB. It must be a collection of actions that adds the knowledge that
is necessary and sufficient for monitoring the state of the obligation in the Sys-
tem State KB. For the present example it can be represented by the subsequent
class axiom for the class Content02:

Class: Content02
EquivalentTo: Pay and hasActor value johnAndrews

and hasService value request01
and hasImport some integer[>=5]
and hasCurrency some string["euro"]

At this point, the monitoring engine can infer the state of the obligation: if
Content02 = ∅ and instant1 is in the future, the obligation is activated, being
that the payment has still not been done, but the deadline has not been reached.
If Content02 = ∅ and instant1 is in the past, the obligation is violated, being
that the payment has still not been done, and the deadline has been reached. If
Content02 �= ∅ and the payment time is after instant1, the obligation is again
violated, being that the payment has been done, but that did not happen within
the specified deadline. If Content02 �= ∅ and instant1 is after the payment
time, the obligation is fulfilled, being that the payment has been done within the
specified deadline.

After the evaluation, as a consequence of specific obligation states by the
Monitoring Engine, the Enforcement Point can then apply specific actions
in the system eventually, as enforcing specific actions or apply penalties for
certain agents, as described, e.g., by [4].

5 Experiments

We focused on the development of a framework for the enforcement of
data provider obligations, while considering the modeling of data consumer
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Fig. 3. (a) Obligation enforcement time (min) as a function of the number of individuals
in the request response, for 50 and 75 obligations – (b) Obligation enforcement time (s)
as a function of the number of obligations, with 250 individuals in the request response

obligations and the monitoring engine component as future work. The framework
was developed with JAVA, using JAVA OWL API for annotating statements and
Pellet [18] as DL reasoner. We measured the time for enforcing the obligations
on the data to be returned to the data consumer by the data provider, as a
function of the number of individuals in the response data (Fig. 3(a)) and the
number of obligations to be applied (Fig. 3(b)). Tests were made with a PC with
an Intel Core i7 2.7 GHz processor, 8 GB DD3 RAM.

The enforcement time is about 2 s for both 50 and 75 obligations when the
number of individuals in the response data is 100. The enforcement time is about
3 s for both 50 and 75 obligations when the number of individuals in the response
data is 250. However, the function increases exponentially and, for example, the
enforcement time is 6 min and 38 s for 1500 individuals and 50 obligations. That
suggests that the higher is the expected value for the number of individuals in
the response, the more such reasoning-based framework results an inconvenient
choice for enforcing obligations.

The graph in Fig. 3(b) shows that the number of obligations seems not to
influence the enforcement time as much significantly. For example, enforcement
time for 5 obligations and 250 individuals is 2.01 s, while enforcement time for
20 obligations and 250 individuals is 2.8 s. A 4× number of obligations raised
the enforcement time of 28.21 %.

In conclusion, scenarios in which usual responses contain few individuals (e.g.,
a query for requesting information about a single eBay auction, see Sect. 4.1)
present a high usability for the approach with ordinary software technologies
and hardware. Scalability problems coming from higher expected values of the
number of individuals in the response should be tackled with better hardware
solutions or optimized algorithms.

6 Related Work

Fornara [8] models an ontology for specifying and monitoring obligations in Open
Multiagent Systems. Her approach for monitoring the status of the system is
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proposed in the present work for implementing the Monitoring Engine module
of data consumer obligations. We improve Fornara’s work proposing a way to
specify and enforce data provider obligations on ontological statements that have
to be released as a consequence of a data consumer request.

Bettini et al. [4] present a model for specifying and evaluating provisions and
obligations in a pioneering work in the context of Access Control. It is based on
the expression of Datalog Rules and reasoning for evaluating norms. They use
the word “provision” to refer to the conditions that have to be met before data
is released after a request. However, any expression of such type can be reduced
syntactically to the form of a permission or a prohibition. We differ from the
work of Bettini et al. in the fact that reasoning is applied to the data in order to
infer what pieces of information are to be altered according to the application
of each obligation. Also, they do not describe any monitoring engine.

Gama and Ferreira [11] present a platform for specifying, monitoring and
enforcing obligations in open systems. The language for expressing obligations is
an arbitrary extension of the non-standard language SPL (Security Policy Lan-
guage) [14]. Their monitoring engine includes the modeling of time constraints,
obligation statuses and actions of enforcement. We differ from such a work in
defining norms using logical statements and using reasoning for inferring the
consequence of data provider obligations, and the status of each data consumer
obligation.

Irwin et al. [12] describe an abstract metamodel for the obligation manage-
ment. They start from the consideration that obligations are not to be assigned
blindly to agents. Instead, a system should only allow obligations to be assigned
when the receiving subject has sufficient privileges to fulfill them. They continue,
then, describing how to monitor and verify such conditions. Furthermore, they
describe an environment in which, in the case that an obligation goes unfulfilled,
it is always possible to clearly identify whose fault it is (accountability). While
our metamodel presents simpler constraints, it is applied to semantic pieces
of information and presents a framework and an implementation, while Irwin
et al.’s work represents a much more abstract definition of a normative system.

OWL-Polar [15] is a framework for the semantic definition and enforcement
of permission, prohibition and obligation statements. While their definition of
an obligation fits well in our own definition involving activation conditions and
contents, they do not foresee the enforcement of data provider obligations to
logical data directly for access control purposes. Furthermore, while consider-
ing the possibility to use SPARQL-DL [17] queries for checking the fulfillment
of data consumer obligations using reasoning, activation conditions are trans-
lated into standard SPARQL9 queries in fact, with poor or no use of reasoning.
Such approach, while improving performances, lowers the expressiveness of the
whole method significantly in respect to allowing the chance to add arbitrary
axioms to the state of facts, for deducing new knowledge on the basis of a larger
expressivity.

KAoS [5] is another framework for the definition of permissions, prohibitions
and obligations. A norm is not defined with logical axioms in such a framework,

9 SPARQL Query Language for RDF – http://www.w3.org/TR/rdf-sparql-query/.

http://www.w3.org/TR/rdf-sparql-query/
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but it is modeled as an individual in an ontology (corresponding to our Norm
KB). Reasoning can not be used in order to apply obligations to data directly
in that way, as it is done in the present work.

Chen et al. [7] define a model of obligations in the environment of risk-aware
access control. Obligations are combined with a specific measure of how much
risk is incurred by allowing or denying access to specific resources. Obligations
are enforced effectively if and only if the measured risk for enforcing them is
lower than a specified threshold.

7 Conclusions and Future Work

We presented a model for defining and enforcing data provider and data con-
sumer obligations in a system, expressing such norms as logical statements. We
explained how such model can be implemented using the standard OWL technol-
ogy and standard DL reasoning, with, in particular, an example of application
taken from the real-life world of eBay auctions. We developed a framework for
defining and enforcing data provider obligations, presenting the performances of
such environment in enforcing obligations.

We think that the present work can be considered an interesting advance of
the actual state of the art, in modeling obligations, for the subsequent reasons:

– This is the first time, as far as we know, that obligations are defined as axioms
that can be enforced directly on the available data, with the use of reasoning.

– The model for defining and enforcing such obligations can be implemented
using available, standard technologies.

– Obligations expressed as logical statements can be read by other agents of
a normative system, allowing them to change their behaviour accordingly to
what they can infer starting from the expressed norms. Therefore, they are
able to apply reasoning activities, in their turn, on the available normative
state.

– Both data provider and data consumer obligations can be expressed in the
same standard way, while they are, however, enforced in different manners, as
it is requested by the system. Previous works usually focused on data provider
or data consumer obligations only, as presented in Sect. 6, describing a non-
necessarily standard way to define them and a hard-coded software to enforce
them. We think to have presented a more general and standard model for the
definition of both data provider and data consumer obligations.

Future work can include the development of a monitoring engine for checking
the status of data consumer obligations. Furthermore, usability tests can be done
to measure the OWL implementation applicability to real life cases, in order to
consider the possibility to introduce different approaches for the development of
the different modules, in the case that usability problems are noticed.
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Abstract. Artificial Institutions are often considered as systems where
the regulation defined through norms is based on an interpretation of the
concrete world where the agents are situated and interacting. Such inter-
pretation can be defined through constitutive rules. Although the litera-
ture proposes independent approaches for the definition and management
of both norms and constitutive rules, they are usually not connected to
each other. This paper investigates how to make such a connection, that
raises problems of representations and of coupling of independent dynam-
ics (norms and constitutive rules). Our main contribution in this paper
is an approach and a formal apparatus to base the regulation provided
by the norms on the institutional interpretation of the world provided by
constitutive rules as defined in the Situated Artificial Institutions model.

Keywords: Institutions · Status functions · Constitutive rules ·
Situatedness · Norms

1 Introduction

Like human societies, agents’ ones may require some regulation of the behaviour
of the possibly heterogeneous individuals. This paper refers to the element that
represents such regulation in Multi-Agent Systems (MAS) as artificial institu-
tion (or simply institution). The regulation provided by institutions is usually
expressed through regulative norms (henceforth referred just as norms) based
on deontic concepts such as obligations, prohibitions, and permissions. Insti-
tutions are often viewed as systems where the norms perform their regulative
tasks based on an interpretation (also referred in the literature as constitution or
classification) of the concrete world (or the environment) where the agents are
immersed [2,17]. Thus, for example, norms regulate payments and bids rather
than exchanging of paper bills or raising hands. Constitution is usually speci-
fied through constitutive norms (henceforth referred as constitutive rules). They
specify, for example, that the raising of hands counts as a bid in an auction.

Institutions have thus a constitutive state and a normative state with their
specific representations and dynamics. The constitutive state is the institutional
c© Springer International Publishing Switzerland 2016
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view of the current state of the world. The normative state is the institutional
view regarding the expected behaviour of the agents. Basing the normative state
(i.e. defining norm activations, violations, fulfilments, etc.) on the constitutive
one is a key issue in MAS institutions [5,7,8]. Although the literature proposes
specialized approaches for norms and for constitutive rules, they are usually not
connected to each other [3]. Challenges of connecting them are related to con-
ceive how the environmental elements of different natures, abstracted under the
notion of constitution, are taken into account in the norm lifecycle. For example,
considering the norm “a bidder is obliged to place a bid”, it is necessary to define
(i) how to monitor the norm taking into account all the agents considered as
bidders, (ii) how to proceed when obliged agents are no longer considered as
bidders or (iii) how to verify its compliance when many actions are considered
as a bid (is the norm compliance conditioned to the performance of all of these
actions or of at least one of them?).

This paper addresses the coupling between normative and constitutive states
departing from normative and constitutive models already proposed in the lit-
erature. The constitutive model comes from the Situated Artificial Institution
(SAI) approach [11], that defines representations and dynamics for the constitu-
tive state [10]. The normative model is the one proposed in [16], that formalizes
the deontic aspects of norms and defines the operational semantics for their mon-
itoring. As the main contribution, we define an approach and a formal apparatus
to monitor and reason about the norms of [16] based on the SAI constitutive
state.

This paper is organized as follows: Sects. 2 and 3 describe, respectively, the
considered normative and constitutive models; Sect. 4 describes how normative
and constitutive representations are linked; Sect. 5 presents our approach to cou-
ple the normative dynamics in the constitutive one. This approach is illustrated
in Sect. 6, discussed in Sect. 7 and compared with some related works in the
Sect. 8, that also presents some conclusions and perspectives.

2 Normative Model

This section briefly describes the model of [16], firstly defining norms that com-
pose a normative specification and then defining norm instances (i.e. norms
enacted in the real world) and their dynamics. The focus is on the essential ele-
ments to our proposed coupling. More details about the normative model can
be found in [16].

2.1 Normative Specification

Definition 1 (Norm). A norm n is a tuple n = 〈α, ca, cm, cd, cr, ct〉 where (i) α
is the agent obliged to comply with the norm, (ii) ca is the activation condition
of the norm, (iii) cm is the maintenance condition, (iv) cd is the deactivation
condition, (v) cr is the repair condition, and (vi) ct is the timeout condition. The
set of all norms of an institution, noted N , is called a normative specification.
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As proposed by [16], the element α is an agent identifier and the remainder
c elements are expressed in first order predicate language with connectives
{¬,∧,∨,→} and quantifiers {∀,∃}. Informally, a norm expresses that if, at some
point, ca holds, then the agent α is obliged to see to it that cm is maintained at
least until cd holds; otherwise, α is obliged to see to it that cr holds before the
timeout ct. For example, the norm

〈Ag, driving(Ag),¬cross red(Ag,LightID),¬driving(Ag), fine paid(V alue), time(500)〉

expresses that, when an agent Ag is driving, he is obliged to not cross the red
traffic light LightID until he is not driving; otherwise it has to pay V alue before
the time 500 (words starting with upper case letters are variables).

2.2 Normative Dynamics

The activation of the norms leads to the creation of instances, defined as follows.

Definition 2 (Norm Instance). Given a norm n and a substitution of vari-
ables θ1, a norm instance is represented by n′ = 〈α′, c′

a, c
′
m, c′

d, c
′
r, c

′
t〉 s.t α′ is an

agent, c′
a = caθ, c′

m = cmθ, c′
d = cdθ, c′

r = crθ, and c′
t = ctθ.

The set of all norm instances, noted N , is called the normative state of the
institution. It is defined as follows.

Definition 3 (Normative State). The normative state of the institution is
N = AS ∪ V S ∪ DS ∪ FS s.t. (i) AS is the set of active instances, (ii) V S is
the set of violated instances, (iii) DS is the set of deactivated instances, and (iv)
FS is the set of failed instances.

As shown in Fig. 1, a norm instance n′ is activated as soon as its activation
condition c′

a is satisfied, getting then into AS. If at some point the maintenance
condition c′

m is not satisfied, the norm instance is violated, getting into V S. If
the norm instance is active and the deactivation condition c′

d is satisfied, the
norm instance gets deactivated (DS). If it is violated, either (i) fulfilling its
reparation condition c′

r leads it to deactivated state (DS) or (ii) the occurrence
of the timeout condition c′

t leads it to the failure state (FS).
The predicates active, viol, deactivated, and failed are defined to check a

norm instance with respect to the normative state N as follows:

N |=active(n′) iff n′ ∈ AS (1)
N |=viol(n′) iff n′ ∈ V S (2)
N |=deactivated(n′) iff n′ ∈ DS (3)
N |=failed(n′) iff n′ ∈ FS (4)

1 In this paper, a substitution is always represented by θ. A substitution is a finite
set of pairs {α1/β1, · · · , αn/βn} where αi is a variable and βi is a term. If ρ is a
literal, then ρθ is the literal resulting from the replacement of each αi in ρ by the
corresponding βi [6].
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Fig. 1. Lifecycle of norm instances (based on [16])

In [16], a normative monitor is defined as a tuple MN = 〈N , AS,
V S,DS, FS, s〉 where (i) N is the set of considered norms, (ii) AS, V S, DS,
and FS are the sets of active, violated, deactivated, and failed norm instances,
and (iii) s indexes the current state of the normative monitor. The transition
system for a normative monitor MN is TSMN

= 〈ΓMN
,�〉 where ΓMN

is the set
of all possible configurations of the normative monitor and � ⊆ ΓMN

× ΓMN

is a transition relation between configurations. The operational semantics of the
normative monitor follows the transition rules (5) to (9).

〈α, ca, cm, cd, cr, ct〉 ∈ N caθ ¬cdθ

MN � 〈N , AS ∪ 〈α′, caθ, cmθ, cdθ, crθ, ctθ〉, V S,DS, FS, si+1〉 (5)

n′ = 〈α′, c′
a, c

′
m, c′

d, c
′
r, c

′
t〉 n′ ∈ AS ¬c′

m

MN � 〈N , AS \ n′, V S ∪ n′,DS, FS, si+1〉 (6)

n′ = 〈α′, c′
a, c

′
m, c′

d, c
′
r, c

′
t〉 n′ ∈ AS c′

d

MN � 〈N , AS \ n′, V S,DS ∪ n′, FS, si+1〉 (7)

n′ = 〈α′, c′
a, c

′
m, c′

d, c
′
r, c

′
t〉 n′ ∈ V S c′

r

MN � 〈N , AS, V S \ n′,DS ∪ n′, FS, si+1〉 (8)

n′ = 〈α′, c′
a, c

′
m, c′

d, c
′
r, c

′
t〉 n′ ∈ V S c′

t

MN � 〈N , AS, V S \ n′,DS, FS ∪ n′, si+1〉 (9)

The sets N ,AS, V S, DS, and FS are those of the MN . The conditions ca, cd,
c′
m, c′

d, c′
r, and c′

d are evaluated against the state of the world to manage the
normative state N as illustrated in Fig. 1. For example, by the transition rule (5),
if the state of the world satisfies the activation condition but does not satisfies
the deactivation condition of a norm – both of them under some substitution
θ – then the monitor adds a norm instance n′ = 〈α′, caθ, cmθ, cdθ, crθ, ctθ〉 into
the set AS.

3 Constitutive Model

As defined in [11], SAI considers that the dynamics of the normative state (i.e.
the activation, fulfilment, violation, etc. of the norms) is based on a constitutive
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(a) Abstract overview (b) Scenario overview

Fig. 2. SAI overview

state, that is the institutional view about the environmental state (Fig. 2(a)).
For example, the norm “the winner of an auction is obliged to pay its offer” is
fulfilled when, in the environment, an agent considered by the institution as win-
ner performs an action considered by the institution as a payment (Fig. 2(b)).
Section 3.1 describes how such interpretation is specified in SAI through consti-
tutive rules. Section 3.2 describes the dynamics of such interpretation.

3.1 Constitutive Specification

The constitutive specification defines how the elements that may be part of the
environment, defined below, are viewed from the institutional perspective.

Definition 4 (Environmental Elements). The environmental elements are
represented by X = AX ∪ EX ∪ SX where AX is the set of agents possibly acting
in the system, EX is the set of events that may happen in the environment, and
SX is the set of properties used to describe the possible states of the environment.

Agents in AX are represented by atoms (e.g. bob). Events in EX are pairs (e, a)
where e is a first-order logic predicate identifying the event with its possible
arguments and a identifies the element that has triggered the event e. Properties
in SX are represented by first-order logic predicates. From the institutional point
of view, the environmental elements may carry some status functions [18].

Definition 5 (Status Function). The status functions of a SAI are repre-
sented by F = AF ∪ EF ∪ SF where AF is the set of agent-status functions (i.e.
status functions assignable to agents), EF is the set of event-status functions (i.e.
status functions assignable to events), and SF is the set of state-status functions
(i.e. status functions assignable to states).

For example, in an auction, an agent may have the agent-status function of
winner, the utterance “I offer $100” may have the event-status function of bid,
and “more than 20 people placed in a room at Friday 10 am” may have the state-
status function of minimum quorum for its realization. Agent-status functions
are represented by atoms. Event- and state-status functions are represented by
first-order logic predicates.
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The previously described elements are used to write e-formulae wX ∈ WX
and sf-formulae wF ∈ WF following the BNF grammar rules (10) and (11). Their
semantics is given in Sect. 3.2.

wX :: =eX |sX |¬wX |wX ∨ wX |wX ∧ wX |⊥| (10)
wF :: =eF |sF |¬wF |wF ∨ wF |wF ∧ wF |x is y|⊥| (11)

s.t. eX ∈ EX , sX ∈ SX , eF ∈ EF , sF ∈ SF , and x and y are logical literals.

The assignment of status functions of F to the environment elements of X
is specified through constitutive rules.

Definition 6 (Constitutive Rule). A constitutive rule c ∈ C is a tuple
〈x, y, t,m〉 where x ∈ F ∪ X ∪ {ε}, y ∈ F , t ∈ EF ∪ EX ∪ , m ∈ W , and
W = WF ∪ WX .

A constitutive rule 〈x, y, t,m〉 specifies that x counts as y when t has happened
while m holds. If x = ε, then there is a freestanding assignment of the status
function y, i.e. an assignment where there is not a concrete environmental ele-
ment carrying y [11,18]. When x actually counts as y (i.e. when the conditions
t and m declared in the constitutive rule are true), we say that there is a sta-
tus function assignment (SFA) of the status function y to the element x. The
establishment of a SFA of y to some x is the constitution of y.

3.2 Constitutive Dynamics

Status functions are dynamically assigned to the actual environmental elements
by the interpretation of constitutive specifications [10]. This section introduces
the elements involved on this dynamics that are relevant to couple normative
and constitutive states.

Definition 7 (Environmental State).The environmental state is represented
by X = AX ∪ EX ∪ SX where (i) AX is the set of agents participating in the
system, (ii) EX is the set of events occurring in the environment and (iii) SX

is the set of environmental properties describing the environmental state.

Agents in AX are represented by their names. States in SX are represented
by first order logic atomic formulae. Events in EX are represented by pairs
(e, a) where e is the event, represented by a first order logic atomic formula,
triggered by the agent a. Events can be triggered by actions of the agents (e.g.
the utterance of a bid in an auction, the handling of an environmental artifact,
etc.) but can be also produced by the environment itself (e.g. a clock tick). In
this case, events are represented by pairs (e, ε). The e-formulae (10) allow us to
check if an event eX or a state sX are actually occurring in the environment
according to the following semantics:

X |= eX iff ∃θ : eX θ ∈ EX (12)
X |= sX iff ∃θ : sX θ ∈ SX (13)
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Definition 8 (Constitutive state). The constitutive state of a SAI is repre-
sented by F = AF ∪EF ∪SF where (i) AF ⊆ AX ×AF is the set of agent-status
function assignments, (ii) EF ⊆ EX × EF × AX is the set of event-status func-
tion assignments and (iii) SF ⊆ SX × SF is the set of state-status function
assignments.

Elements of F are status-function assignments (SFA), i.e. relations between envi-
ronmental elements and status functions. Elements of AF are pairs 〈aX , aF 〉
meaning that the agent aX has the status function aF . Elements of EF are
triples 〈eX , eF , aX〉 meaning that the event-status function eF is assigned to the
event eX produced by the agent aX .2 Elements of SF are pairs 〈sX , sF 〉 meaning
that the state sX carries the status function sF . The constitutive state F allow us
to define the semantics of sf-formulae (11) considering a model M = 〈F,X,F〉:

M |= x is y iff (x ∈ AX ∧ y ∈ AF ∧ 〈x, y〉 ∈ AF )∨
(x ∈ EX ∧ x = (e, a) ∧ y ∈ EF ∧ 〈e, y, a〉 ∈ EF )∨
(x ∈ SX ∧ y ∈ SF ∧ 〈x, y〉 ∈ SF ) (14)

M |= eF iff ∃eX : eX is eF (15)
M |= sF iff ∃sX : sX is sF (16)

By Expression (14), the formula x is y is implied by the model M either (i)
if x is an agent that participates in the system (i.e. x ∈ AX) and that carries
the agent-status function y (i.e. if 〈x, y〉 ∈ AF ) or (ii) if x = (e, a) is an event
occurring in the environment carrying the event-status function y; or (iii) if y
is an state holding in the environment carrying the state-status function y. By
Expression (15), if eF an event-status function assigned to some environmental
event, then this event-status function follows from M . By Expression (16), if
there is some assignment involving a state-status function sF , then this state-
status function follows from M .

3.3 Example of SAI Constitutive Specification

A language to specify the constitution of status functions is proposed in [11].
Figure 3 shows the constitutive specification for the use case addressed in [12],
where agents collaborate to manage crisis such as floodings, car crashes, etc.
They act in an environment composed by geographic information systems (GIS)
and by tangible tables [15] where they put objects equipped with RFID tags
on to signal their intended actions. The constitutive rules assign institutional
meaning to the environment elements. For example, putting a launch object
on the coordinates (15, 20) of a table signals the evacuation of the downtown
(constitutive rule 3).

2 As events are supposed to be considered at the individual agent level in normative
systems (i.e. they can be related to a triggering agent) [13], it is important to record
the agent that causes an event-status function assignment.
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Fig. 3. Constitutive specification

4 Linking Normative and Constitutive Representations

Normative models look to the “state of the world” to check agents’ expected
behaviour. Introducing SAI makes this “state of the world” as being the consti-
tutive state. Basing the normative regulation on the constitutive state requires to
define (i) how the “world” represented by the constitutive elements is captured
by the representations of norms and norm instances and (ii) how the different
components of the norms are evaluated considering the different nature of the
constituted elements in the different states of the lifecycle of the norm instances.
The first point is addressed in this section. The second point is addressed in
Sect. 5, that explains our approach to couple the normative model of [16] in the
SAI constitutive state.

4.1 Linking Norms to Constitutive State

To link the representation of norms presented in Sect. 2 to the constitutive state
presented in Sect. 3, we need to introduce status functions in the norms. For a
norm n ∈ N , where n = 〈α, ca, cm, cd, cr, ct〉, we explicitly define that α ∈ AF ,
ca ∈ WF ∪WN , cm ∈ WF ∪WN , cd ∈ EF ∪SF , cr ∈ EF ∪SF , and ct ∈ WF ∪WN .
The reasons for these decisions are:

– a norm is not directed to a concrete agent, but to the agents carrying the
status function α.

– deactivation and repair conditions are anchored to event- and state-status
functions as, from the institutional perspective, all that the agents can do to
behave as prescribed by the norms is to produce, in the environment, events
and states that carry event- and state-status functions.

– activation, maintenance, and timeout refer to the whole constitutive and nor-
mative states. Conditions over the whole constitutive state are expressed
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Fig. 4. Norms using status functions

through sf-formulae wF ∈ WF . To express conditions over all the norma-
tive state, we introduce n-formulae wN ∈ Wn, whose syntax follows the
grammar (17) and whose semantics follows the expressions (1) to (4).

wN : := active(n′)|viol(n′)|deactivated(n′)|failed(n′)|wN ∧ wN |wN ∨ wN |⊥|
(17)

Fig. 4 shows the norms as conceived in [16] using the status functions of
Fig. 3 to specify that (i) the mayor is obliged to evacuate secure zones and (ii)
firefighters are obliged to evacuate insecure zones.

4.2 Linking Normative and Constitutive States

While norms are referring to agent-status functions (i.e. α ∈ AF ), their instances
prescribe the behaviour of the concrete agents acting in the environment. The
obligation of an agent aX to follow a norm instance n′ is conditioned by its
carry of the status function α as prescribed in the norm n. As detailed later in
the expressions (19) to (22), to check this condition considering individually the
agents, norm instances must record both the agent to whom the norm is directed
and the status function carried by that agent when the instance was created.
Thus, in an instance n′ = 〈α′, c′

a, c
′
m, c′

d, c
′
r, c

′
t〉, we consider α′ = (aX , α) where

aX ∈ AX points to the concrete agent targeted by the norm instance and α ∈ AF
is the status function carried by that agent when the instance was created.

5 Coupling Normative and Constitutive Dynamics

Having defined how normative and constitutive representations are linked, this
section explains how the dynamics of the normative and constitutive states are
coupled. Section 5.1 explains when, given the constitutive and normative states,
norm instances are considered activated, deactivated, violated, and failed. These
definitions can be used by the normative monitors that implement the opera-
tional semantics of the normative model, as shown in Sect. 5.2.

5.1 Norm Activation, Deactivation, Violation and Failure

Activation. Given a normative specification N , a constitutive state F and a
normative state N , the set of norms instances to be created is given by the
function activated defined below:

activated(N , F,N) = {n′|∃θ∃〈α, ca, cm, cd, cr, ct〉 ∈ N :
F ∪ N |= caθ ∧ (aX isαθ) ∧ n′ /∈ AS} (18)

s.t. n′ = 〈(aX , αθ), caθ, cmθ, cdθ, crθ, ctθ〉
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The creation of norm instances is conditioned by the constitutive and norma-
tive states satisfying the activation condition ca for some substitution θ (i.e.
F ∪ N |= caθ). The evaluation of ca with respect to N follows the expres-
sions (1) to (4). Its evaluation with respect to F follows the expressions (14)
and (16). By the function activated, a norm directed to an agent-status function
α produces an instance for every concrete agent aX carrying α. For example,
considering the specification in Fig. 3, if the agents bob and tom carry the sta-
tus function of firefighter (i.e. {〈bob, firefighter〉, 〈tom, firefighter〉} ⊆ AF )
and the downtown is in emergency phase of crisis, being thus insecure (i.e.
〈security phase(downtown, emergency), insecure(downtown)〉 ∈ SF ), then (i)
F |= insecure(downtown), (ii) F |= bob is firefighter, and (iii) F |= tom
is firefighter. Thus, the following instances of the norm 2 are created:

〈(bob, firefighter), insecure(downtown),insecure(downtown),

evacuate(downtown),⊥,¬insecure(downtown)〉
〈(tom, firefighter), insecure(downtown),insecure(downtown),

evacuate(downtown),⊥,¬insecure(downtown)〉

Deactivation. Deactivations are considered separately according to the nature
of the deactivation condition (event or state). The functions f -deactivatede and
f -deactivateds deal respectively with deactivations of active instances condi-
tioned by events and by states.

f -deactivatede(F,N) = {〈n′|∃(eX , aX) ∈ EX : n′ ∈ AS ∧ c′
d ∈ EF∧

F |= ((eX , aX) is c′
d ∨ ¬(aX isα)) ∧ F ∪ N |= c′

m}
(19)

f -deactivateds(F,N) = {〈n′|n′ ∈ AS ∧ c′
d ∈ SF∧

F |= (c′
d ∨ ¬(aX is α)) ∧ F ∪ N |= c′

m} (20)

s.t. n′ = 〈(aX , α), c′
a, c

′
m, c′

d, c
′
r, c

′
t〉

The function f -deactivatede captures the notion of events as being considered
at the individual agent level. The obligation of an agent aX with respect to
the occurrence in the environment of an event that counts as the event-status
function c′

d is only fulfilled when c′
d is assigned to an event eX really produced

by the agent aX . This is expressed by the element F |= ((eX , aX) is c′
d),

evaluated according to the Expression (14). By the function f -deactivateds an
agent fulfils an obligation to achieve a state when it sees to it that such state
holds, no matter by whom it has been produced. This achievement is detected
when there is an assignment to the state-status function c′

d, evaluated according
to the Expression (16).
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The functions f -deactivatede and f -deactivateds capture the idea of norm
instances being directed to the concrete agents but being conditioned by the
agent-status function assignments. If an instance is assigned to the agent aX

because it carries the agent-status function α, then it is deactivated if aX ceases
to carry α. For example, we can imagine that the agent bob is obliged to evacuate
the downtown because he carries the agent-status function of firefighter. As
the obligation was directed to the firefighter rather than to bob, it should be
deactivated as soon bob looses this function.

While active norm instances are deactivated when the deactivation condi-
tion c′

d is satisfied, violated instances are deactivated by the satisfaction of the
repair condition c′

r. Deactivations by reparation of violated instances are also
considered at the individual agent level when they are conditioned by events
(function r-deactivatede). Reparations conditioned by states are achieved when
the agents see to them that such state holds (function r-deactivateds). Different
of deactivations of active instances, the maintenance condition is not considered
in the reparations of violated ones. An instance, to be repaired, must be in the
violated state, reached when the maintenance condition c′

m ceased to hold in
the past. If the c′

m holds while the reparation condition of a violated instance
is reached, it has started to hold again while the instance was violated, having
thus no influence on such instance.

r-deactivatede(F,N) = {n′|∃(eX , aX) ∈ EX : n′ ∈ V S ∧ c′
r ∈ EF∧

F |= ((eX , aX) is c′
r ∨ ¬(aX is α))} (21)

r-deactivateds(F,N) = {n′|n′ ∈ V S ∧ c′
r ∈ SF∧

F |= (c′
r ∨ ¬(aX is α))} (22)

s.t. n′ = 〈(aX , α), c′
a, c

′
m, c′

d, c
′
r, c

′
t〉

Violation. Active norm instances are considered violated when the constitutive
and normative states do not satisfy the maintenance condition (function violated
below).

violated(F,N) = {n′|n′ ∈ AS ∧ F ∪ N � |= c′
m} (23)

s.t. n′ = 〈(aX , α), c′
a, c

′
m, c′

d, c
′
r, c

′
t〉

Failure. An instance is failed if (i) it is violated and (ii) the current constitutive
and normative states satisfy the timeout condition (function failed below).

failed(F,N) = {n′|∃θ : n′ ∈ V S ∧ F ∪ N |= ct′} (24)

s.t. n′ = 〈(aX , α), c′
a, c

′
m, c′

d, c
′
r, c

′
t〉
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5.2 Monitoring Norms Based on the Constitutive State

To base the operational semantics of the norm monitor proposed in [16] on the
SAI constitutive state, we redefine below the transition rules presented in Sect. 2.

n′ ∈ activated(N , F,N) n′ /∈ f -deactivatede(F,N) ∪ f -deactivateds(F,N)
MN � 〈N , AS ∪ n′, V S,DS, FS, si+1〉

(25)

n′ ∈ AS n′ ∈ violated(F,N)
MN � 〈N , AS \ n′, V S ∪ n′,DS, FS, si+1〉 (26)

n′ ∈ AS n′ ∈ f -deactivatede(F,N) ∪ f -deactivateds(F,N)
MN � 〈N , AS \ n′, V S,DS ∪ n′, FS, si+1〉 (27)

n′ ∈ V S n′ ∈ r-deactivatede(F,N) ∪ r-deactivateds(F,N)
MN � 〈N , AS, V S \ n′,DS ∪ n′, FS, si+1〉 (28)

n′ ∈ V S n′ ∈ failed(F,N)
MN � 〈N , AS, V S \ n′,DS, FS ∪ n′, si+1〉 (29)

6 Example

Considering the proposed coupling, we illustrate the evolving of the normative
regulation in the scenario introduced in Sect. 3.3. The constitutive specification
is illustrated in Fig. 3. The norms are those illustrated in Fig. 4. We consider
5 steps of the environmental dynamics. In each step, the environmental state
changes causing changes in the constitutive state and, as consequence, changing
the normative state. These dynamics are described below and summarized in
the Tables 1 and 2:

– Step 1. GIS indicate that the properties security phase(downtown,preventive)
and (nb inhabit(downtown,200) hold in the environment, meaning that (i) the
downtown is on preventive phase of the crisis management and (ii) the down-
town has 200 inhabitants. By the constitutive rule 5, the institution considers
the downtown as a secure zone. At this moment, the actor bob checks in the
table mayor and the actors tom, jim, and ana check in the table fire brigade. By
the constitutive rules 1 and 2, bob is considered by the institution as the mayor
while tom, jim and ana are considered firefighter. As the downtown is considered
secure, bob is obliged to evacuate it.

– Step 2. Bob puts the launch object on the coordinates (15, 20). By the con-
stitutive rule 3, this means, from the institutional perspective, the evacuation of
the downtown, deactivating the previously created obligation.

– Step 3. After the evacuation performed by bob, for some reason, the down-
town has 50 inhabitants. The security phase of the crisis changes from preventive
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to emergency, and, from the institutional perspective, the downtown is insecure
(constitutive rule 6). Thus, new norm instances are created directed to the fire-
fighters.

– Step 4. Tom puts the launch object on the coordinates (15, 20) of the table
while jim sends a message. Both the actions count as the evacuation of the
downtown (constitutive rules 3 and 4). Thus, tom and jim fulfil their obligations.

– Step 5. The security phase of the crisis becomes again preventive, and, from
the institutional perspective, the downtown is again secure (constitutive rule 5).
The agent ana violated its obligation as it has not evacuated the downtown while
it was insecure.

Table 1. Evolution of environmental and constitutive states

Step Environmental state (X) Constitutive state (F )

1

AX ={bob, tom, jim, ana}
EX ={(checkin(table maior), bob),

(checkin(table fire brigade), tom),
(checkin(table fire brigade), jim),
(checkin(table fire brigade), ana)}

SX ={security phase(downtown, preventive),
nb inhabit(downtown, 200)}

AF ={〈bob,mayor〉, 〈tom, firefighter, 〉,
〈jim, firefighter〉, 〈ana, firefighter〉}

SF ={〈security phase(downtown, preventive),
secure(downtown)〉}

2

AX ={bob, tom, jim, ana}
EX ={(putTangible(launch object, 15, 20), bob)}
SX ={security phase(downtown, preventive),

nb inhabit(downtown, 200)}

AF ={〈bob,mayor〉, 〈tom, firefighter, 〉,
〈jim, firefighter〉, 〈ana, firefighter〉}

EF = {〈putTangible(launch object, 15, 20),
evacuate(downtown), bob〉}

SF ={〈security phase(downtown, preventive),
secure(downtown)〉}

3
AX = {bob, tom, jim, ana}
SX = {security phase(downtown, emergency),

nb inhabit(downtown, 50)}

AF = {〈bob,mayor〉, 〈tom, firefighter, 〉,
〈jim, firefighter〉, 〈ana, firefighter〉}

SF ={〈security phase(downtown, emergency),
insecure(downtown)〉}

4

AX ={bob, tom, jim, ana}
EX ={(putTangible(launch object, 15, 20), tom),

(send message(evacuation, downtown), jim)}
SX ={security phase(downtown, emergency),

nb inhabit(downtown, 50)}

AF ={〈bob,mayor〉, 〈tom, firefighter, 〉,
〈jim, firefighter〉, 〈ana, firefighter〉}

EF ={〈putTangible(launch object, 15, 20),
evacuate(downtown), tom〉,

〈send message(evacuation, downtown),
(evacuate(downtown), jim)〉}

SF = {〈security phase(downtown, emergency),
insecure(downtown)〉}

5
AX ={bob, tom, jim, ana}
SX ={security phase(downtown, preventive),

nbInhabit(downtown, 50)}

AF ={〈bob,mayor〉, 〈tom, firefighter, 〉,
〈jim, firefighter〉, 〈ana, firefighter〉}

SF ={〈security phase(downtown, preventive),
secure(downtown)〉}

7 Discussion

While [16] considers that activation, maintenance, deactivation, reparation, and
failures of norms are evaluated with respect to the “state of the world”, our pro-
posed coupling explicitly defines, following the SAI approach, that such “world”
is composed of the constitutive and normative states of the institution.

Norms are based on the interpretation of the environment provided by the
constitutive state, but they regulate the elements under such interpretation. It
is necessary, thus, to define how the elements abstracted under the constitu-
tion are considered in the management of the normative state. Our proposed
coupling explicitly defines that (i) regarding to the addressee α, norms govern
all the agents under the same constitution of agent-status function and (ii) the
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Table 2. Evolution of the normative state

Step Normative state

1 AS = {〈(bob,mayor), secure(downtown), secure(downtown), evacuate

(downtown),⊥,¬secure(downtown)}〉
2 DS = {〈(bob,mayor), secure(downtown), secure(downtown), evacuate

(downtown),⊥,¬secure(downtown)〉}
3 AS = {〈(tom, firefighter), insecure(downtown), insecure(downtown),

evacuate(downtown),⊥,¬insecure(downtown)〉, 〈(jim, firefighter),

insecure(downtown), insecure(downtown), evacuate(downtown),

⊥,¬insecure(downtown)〉, 〈(ana, firefighter), insecure(downtown),

insecure(downtown), evacuate(downtown),⊥,¬insecure(downtown)〉}
DS = {〈(bob,mayor), secure(downtown), secure(downtown), evacuate

(downtown),⊥,¬secure(downtown)〉}
4 AS = {〈(ana, firefighter), insecure(downtown), insecure(downtown),

evacuate(downtown),⊥,¬insecure(downtown)〉}
DS = {〈(bob,mayor), secure(downtown), secure(downtown), evacuate

(downtown),⊥,¬secure(downtown)〉, 〈(tom, firefighter), insecure

(downtown), insecure(downtown), evacuate(downtown),⊥,¬insecure
(downtown)〉, 〈(jim, firefighter), insecure(downtown), insecure

(downtown), evacuate(downtown),⊥,¬insecure(downtown)〉}
5 DS = {〈(bob,mayor), secure(downtown), secure(downtown), evacuate

(downtown),⊥,¬secure(downtown)〉, 〈(tom, firefighter), insecure

(downtown), insecure(downtown), evacuate(downtown),⊥,¬insecure
(downtown)〉, 〈(jim, firefighter), insecure(downtown), insecure

(downtown), evacuate(downtown),⊥,¬insecure(downtown)〉}
V S = {〈(ana, firefighter), insecure(downtown), insecure(downtown),

evacuate(downtown),⊥,¬insecure(downtown)〉}

activation, maintenance, deactivation, repair, and timeout conditions ca, cm, cd,
cr, and ct, differently, point to (at least) a single constitution of event- and
state-status function. For example, considering a norm stating that firefighters
are obliged to evacuate an insecure zone (Fig. 4 – norm 2), we can imagine a
situation where many agents count as firefighter and two events count as an
evacuation (Fig. 3 – constitutive rules 3 and 4). When instantiated, this norm
stands to all the agents counting as firefighter but its fulfilment requires that
every firefighter produces at least one event interpreted as evacuation. They can
either put a tangible in the table or send a message (Fig. 3 – constitutive rules
3 and 4).

When the normative regulation is based on the constitutive state, the
expected agents’ behaviour is attached to the status functions instead of to the
agents themselves. That is why we consider a norm instance as deactivated when
the responsible agents are no longer carrying the target status function (expres-
sions (19) to (22)). But other coupling approaches can be conceived where, for
example, obligations and prohibitions remain active even if the agent-status func-
tions are revoked. These decisions are related to the management of the social
meanings of the agents in a society that, as noted in [19], is a complex question
that can be addressed in different ways.
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8 Related Work, Conclusions and Perspectives

Some works, such as [1,9], consider that regulative norms can be reduced to
constitutive ones such that environmental states count as norm violations and
fulfilments [14]. In these cases, constitution determines changes in the state of the
norms instead of, as considered in this work, to constitute the conditions taken
by the normative machinery to determine these changes. More similar to our
direction, the work of [4,5] deals with environmental elements constituting the
conditions that activate obligations to the agents. Following the SAI approach,
however, we base the whole normative lifecycle – activation, fulfilment, violation,
etc. – on the constituted elements. In [1], the constitution, that affects the whole
normative lifecycle, results in predicates added to the knowledge base accessed
by the normative reasoner. In our approach, differently, norms are coupled in
meaningful institutional elements constituted from environmental ones.

This work firstly contributes by defining how the dynamics of the normative
model of [16] is related to the SAI constitutive dynamics. We focused on the
reasoning about the normative and constitutive states to define when instances
should be activated, deactivated, violated, and failed. Such reasoning can be
exploited in many ways. We shown how it can be used by a normative monitor
that manages the regulation on top of the constitutive state. But it can be useful
for the agents to plan their actions in the environment as they can reason about
the normative impact of the environmental facts in the constitutive state and,
then, in the normative one.

Our contribution can be related to the very notion of coupling between reg-
ulative norms and constitutive rules. Such coupling is here applied to a specific
normative model. Applying a similar coupling to other normative models is one
of the future works. We also plan to work (i) on agents using the proposed
coupling to reason about the normative consequence of their actions in the envi-
ronment, (ii) on a deeper analysis of implicit changes in the normative state due
to revocations of agent-status functions, and (iii) on the analysis of the proposed
coupling considering group norms.
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Abstract. In Multiagent Reinforcement Learning (MARL), a single
scalar reinforcement signal is the sole reliable feedback that members of
a team of learning agents can receive from the environment around them.
Hence, the distribution of the environmental feedback signal among
learning agents, also known as the “Multiagent Credit Assignment”
(MCA), is among the most challenging problems in MARL.

In this paper, the authors propose an extended solution to the problem
of MCA. In the proposed method, called “Trust-based Multiagent Credit
Assignment” (TMCA), a trust and reputation based model is utilized to
evaluate the trustworthiness of the learning agents. Unlike the existing
methods, TMCA not only qualifies to benefit from the knowledge and
expertise of the sole target agent (the agent for which the credit is being
evaluated), but also from the knowledge and expertise of the whole as
a team.

To evaluate this method, the effect of different task types (e.g. AND
vs. OR) are studied. Our simulations show the superiority of the pro-
posed method in comparison to the prior investigated methods even in
noisy environments, despite a reduction (caused by the noise) in the
performance.

Keywords: Credit assignment · Multiagent reinforcement learning ·
Trust and reputation

1 Introduction

“Multi Agent Systems” (MAS) [1] have been successfully used as bottom up
approaches for a variety of complicated problems in computer science. Despite
its myriad of challenges, “Reinforcement Learning” (RL) [3] in a multiagent
domain is extensively used to achieve the expansion of a cooperative behaviour,
by coordinating actions of multiple agents [14].

One important example of these challenges is that in many cases, each agent
can only learn from the global (team level) reinforcement signal which is assigned
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to the performance of the whole team, and not to individuals. This feature
arises from the origin of RL in its definition that the learning group should
learn from that single reinforcement signal. The environment around individual
learning agents is usually, if not always, not intelligent enough to qualify the
role and effectiveness of each agent in the success of a cooperative team. Hence,
distribution of this feedback among individual reinforcement learners is a well-
studied problem known as “Interagent credit assignment” or “Multiagent Credit
Assignment” (MCA). This feedback should be distributed among the agents in
a manner that ensures all agents have the ability of independent and individual
learning [5].

Sutton and Barto have proposed a number of solutions based on RL for
the problem of “Temporal Credit Assignment” (TCA), determining the contri-
bution of a particular action to the quality of the full sequence of actions in
time-extended single-agent systems [3]. In contrast those solutions, an optimal
approach towards imposing rewards and penalties on multi-agent is the “Knowl-
edge Evaluation Based Credit Assignment” (KEBCA) [5]. In this approach, an
intelligent critic evaluates the actions of each agent and their effect on the per-
formance of the team. The information that is fed to the critic agent (which is
responsible for the distribution of reinforcement among agents) originates from
the agents’ learning histories, and acts as a measure of agents’ knowledge. Such
information along with the idea of team reinforcement is used to estimate the
likelihood of the correctness of an agent’s decision, as well as assigning suitable
reinforcements. This solution is based on the knowledge and expertise of the sole
target, and not the knowledge and expertise of the whole team members in every
credit assignment round.

The modelling of trust is a popular yet distinct problem among scholars
in various fields such as philosophy, sociology, psychology and economics. With
respect to the ever increasing importance of trust in computer science [7,8], trust
and reputation models are a means for providing information to help agents
better deicide in their inter agent interactions [9]. To the best of our knowledge,
there is no general solution for the credit assignment problem based on trust
models. We use it for solving the problem of credit distribution.

In this paper, we introduce a extended approach to that of [5]. We use the
knowledge of each agent, also known as its “expertise”, to generate a trust value
for that agent similar to [5]. But we also take into consideration the viewpoint
of other agents towards the trustworthiness of the chosen action by the target
agent (the agent for which the credit is being evaluated by the critic agent).
In other words, in addition to the trust, the reputation is also used in decision
making. Here, we provide a proof of concept in a simple environment.

The rest of this paper is structured as follows. In Sect. 2, we provide a
short literature review of the previous works related to credit assignment and
trust models. In Sect. 3, the assumptions and definitions are described in detail.
Section 4 describes the proposed approach. The credit assignment method of the
critic agent and the proposed trust model are fully investigated. The evaluation
indexes and the results of our simulation in the proposed algorithm are then
reported in Sect. 5. Finally, Sect. 6 will contain the conclusion and discussion.
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2 Related Works

In this paper, we try to find a solution for an Structural Credit Assignment (SCA)
problem which means determining the contributions of a particular agent to a
common task in a MAS. Most of the existing algorithms for SCA are imple-
mented for competitive RL with a single active agent at a time, such as the
Learning Classifier System (LCS) in [11]. On the contrary, in [10] like us, the
SCA is proposed for the collaborative reinforcement learning systems.

MCA can be used to create cooperative behavior in a MAS [12,14]. But
in these works, the methods are case-based and they are not general solutions
[12,13] or periodic communicating some information among robots is an essential
factor [14].

In Q-Learning [4], as the most frequently used version of RL, a set of agent’s
actions and a set of possible states are considered and a state-action value table
called Q-Table is assigned to each agent. This table estimates the long-term
discounted reward for each state-action pair by assigning a Q-Cell to it. A Q-
Learning agent in state si selects action ai (with a method of action selection
e.g. by Boltzmann distribution) and executes it, receives an immediate reward r,
observes the next state st+1, and updates the state-action value function Q(s, a)
according to the following equation:

Qt+1(s, a) ← (1 − α)Qt(s, a) + α × [r + γV (y)] (1)

where α is the learning rate (0 � α � 1), y is the next state reached from x
after taking the current action a, V (y) is the maximum Q-value for state y on
its possible actions, (0 � γ � 1) is a discount parameter. The authors of [17] in
a Q-Learning cooperative MAS used an expertise measure for each agent as an
indirect evaluation method. It is also assumed that a critic agent is responsible
for receiving the feedback signal from the environment, and then assigning the
proper credit to each agent according to their expertise levels. In [16], the authors
have used many different notations of expertise to estimate the knowledge of the
serial learners. The main idea of [16–18] (using the expertise measure in order to
judge agents by critic agent) is interesting, But the critic agent in these works
considers the expertness level of just the selector agent. Although the expertness
level of other members of the team in that action-state tuple is available, it is
not used.

Based on [6,15], the critic agent is equipped with a learning ability in order to
solve the credit assignment problem. So the critic agent with learning capabilities
is not a general solution.

As mentioned, no general solution for MCA based on trust models has been
proposed. Here, we review some trust models that are simpler to analyze to
present our applied trust model. These models are used to help agents to detect
deceitful ones and to make decisions. The first attempt to model (formalize)
trust for agents is due to Marsh [19] which only studies a trust dimension. The
“Spora” model in [22] also only considers a reputation dimension. Some models
such as “Regret”[9] calculate a degree of trustworthiness based on a mix of the
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two (Trust and Reputation). “Regret” [9] uses a reputation model that takes into
account the information coming from other agents (the social dimension of the
agents) in order to be merged with the personal experiences to calculate a more
accurate final trustworthiness value. “Regret” defines the reputation measure
that takes into account the social dimension as:

SRa→b(subject) = ξab · Ra→b(subject) + ξaB · Ra→B(subject)
+ξAb · RA→b(subject) + ξAB · RA→B(subject),

(2)

where ξab + ξaB + ξAb + ξAB = 1, a is the agent that calculates reputation,
and b is the agent being calculated. Ra→b(subject) as the individual dimension
is the result of direct interaction between a and b. Ra→B(subject) represents
the interaction with the other members of the group to which agent b belongs
to. To represent the opinion of the members of the group about the agent being
evaluated (b), it uses RA→b(subject). At last, RA→B(subject) is used to represent
what the members of the group think about the other group. Hence, with regard
to the results of [9], utilizing “Regret” model in embedded trust model seems a
good idea.

In [20]’s approach, the agents can observe other agents’ behavior and collect
information for establishing an initial trust model, and learn almost twice as
fast as those agents that only use their own information. It uses the Bayes’ rule
for combining the trust values to identify trustworthy parties in open systems.
According to [20]’s idea, establishing a trust model leads to have more precise
assessment of agents’ role and then accelerated learning.

3 Definitions and Assumptions

As mentioned in [5], group behavior is affected by individuals’ decisions, and
is known as the group’s “Tasks Type”. We also investigate the group task in
two distinct type, being AND and OR. A team with an AND task type acts
correctly if and only if all the team members act correctly, i.e. all agents execute
correct actions. However in the OR task type, the correctness of task evaluation
needs only one correct action from all agents. All tasks can be decomposed into
a collection of these basic types.“Team Configuration” means how agents are
activated (in turn or at the same time) to perform their task, serial or parallel.

In this paper, in order to easily study the credit assignment, we consider
teamwork a single step deterministic task. We assume that agents have no prior
knowledge of one another ahead of the task. The global problem state is set so
that each agent can only partially see the task. The agents are activated inde-
pendent of each other and synchronously (i.e. all at the same time). Therefore
this parallel task activation is viewed from the environment as a single task.
Hence the environment returns a single scalar value as the team reinforcement.

Without loss of generality, one can assume that a critic agent observes each
agent, which is then responsible for the distribution of the feedback among rein-
forcement learner agents (similar to Q-learning). The critic agent as a part of
learning system, is only aware of the group task type, and has no information
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regarding the tasks of the agents, and also performs no attempts to learn them.
The critic only receives the team feedback along with a vector of selected actions
of the agents (in addition to the uncertainty in the form of noise) in each round.
Since the information content of the team reinforcement feedback signal from the
environment is not solely enough, the critic agent needs an additional criterion
to evaluate each learner agent. On the other side, it is safe to assume that more
knowledgeable agents will have fewer errors. Hence, the critic can estimate each
agent’s role in the group outcome using the corresponding knowledge evaluation
measure, which is then assigned to them. The way of knowledge evaluating is
described later on in the paper.

4 TMCA: Trust-Based Multi Agent Credit Assignment

In this paper, unlike [5], the critic agent uses the knowledge of whole members
of the team (collective knowledge) in order to perform the credit assignment in
a MARL system. The knowledge and expertise of each agent can be utilized to
create the trust model and assign a trustworthiness value to individual agents.
We believe that using trust models helps improve the speed and trustworthiness
of the credit assignment process to each individual learner agent according some
trust model’s idea like [20] (as mentioned in Sect. 2). We call this the “Trust-
based MultiAgent Credit Assignment” algorithm, i.e. TMCA for short. TMCA
provides a more reliable criterion for the critic agent that works on behalf of the
multiagent learning system.

Our proposed algorithm works as follows: A one-step deterministic task is
defined for the independent agents. After a learning step, the critic agent receives
the feedback signal from the environment and the state-action tuples from the
agents. If the team was rewarded in the AND task, or penalized in the OR task,
all the agents will get a reward and a penalty correspondingly. Then, the critic
agent and the learning agent update their Q-Tables and Visit-Tables. Hence,
the learning step finished. Otherwise, if the team is penalized in the AND task,
or if rewarded in the OR task, the critic agent should evaluate which agents
are deserved rewarding or punishing. For this purpose, it calculates the trust-
worthiness of each learner agent, according to the trust model which has been
constructed based on the aggregated knowledge of all learner agents. The con-
struction of this trust model is thoroughly investigated further in Sect. 4.2. After-
wards and based on the trust values that are assigned to each agent from the
trust model (which are between 0 and 1), the algorithm continues according to
the following method:

The Clustering Method: The agents are clustered, based on their trust values
using an approximate K-Means [23], into 3 clusters of rewardable, punishable,
and ignorable. There are many fast an accurate approximations for K-Means.
Afterwards, and according to the cluster of which the agent is a member, Ai is
either rewarded or penalized based on the regular Q-Leaning formula [4], or is
exempted from trial.
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TMCA is a heuristics algorithm in which the only resource is the trust level of
the team in the correctness of the decision for each individual. This parameter
might be less confident in some scenarios, and hence there is a need for the
investigation of the learning convergence. The critic categorizes the agents into
3 groups in order to create a balance between rationality and performance. The
agents in the middle group will then not be criticized. This approach might sound
naive and nonoptimal, but can guarantee the rational decision of the criticism
using proper thresholds. In Sect. 5, the experimental results show that TMCA
is robust enough in the cases of rare wrong credit assignments.

4.1 Knowledge Evaluation Measure

In TMCA, the critic agent needs to use a knowledge measure in the trust value
calculation process. The authors of [21] have proposed and compared multiple
measures for knowledge, among which the Certainty measure has the best perfor-
mance while not using any additional information. Here, Certainty is considered
a measure of an agent’s knowledge. It is defined based on Q-Values in the related
action-state tuple (s, a) as follows:

Certainty(s, a) =
e

Q(s,a)
T

∑
a′∈Actions e

Q(s,a′)
T

(3)

Where T is a scaling factor that is set according to the learning parameters and
the uncertainty level. Q-Values will be updated according to formula (1). This
formula presents that the more knowledgeable an agent be, the more certain
it is. Thus, more certain actions have higher probability of correctness.

4.2 The Applied Trust Model

After much deliberation and comparison between trust and reputation models,
we have decided to utilize the Regret model [9]. The Regret model provides a
complete framework for interactive trust modelling, with high compatibility to
different domains, due to a flexible rating system.

The agents would start the learning process without any knowledge about one
another. The critic agent constructs a trust model for each target agent based
on the trustworthiness of own target agent and on the others’ trustworthiness
about the correctness of target agent’s action selection. Such trust model, as
mentioned before, is constructed based on the Q-Tables and Visit-Tables [2].

According to [2], the level of an agent’s expertness and depth of its aware-
ness can be presented in a Visit-Table based on the number of visits of each
state e.g. all visits of each state are counted, regardless of the results. The
V isit(s) relates to state s is updated according this formula in each round:
V isitt+1(s) ← V isitt(s) + 1. Highly experienced areas of Visit-Table indicate
the qualified knowledge of corresponding state of Q-Table.
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Trust Information Sources. To construct a trust measure in a system of
agents, one can use two disparate sources, namely the Direct Trust(i.e. Expe-
rience), and the Witness Reputation (Witness Information), hence building a
Composite Trust.

Direct Trust models the direct interaction between the agent who is evaluat-
ing and the agent being evaluated. In our test bed, in the case of the Direct Expe-
rience, the critic agent uses the previous experience (Q-Tables and Visit-Tables)
of the target learner agent TA, to calculate the trustworthiness of that agent.
This type of trust is hence called the Direct Trust (DTCriticAgent→TA(s, a)).

Witness Reputation represents what the other members of the group think
about the agent being evaluated. In our case study, for the Witness Information,
and considering the fact that all agents share their experiences of the action-
state with the critic agent prior to the team learning, the critic agent can then
use the experiences of all agents to infer the trustworthiness with respect to a
selected action for a target agent TA, in a specific state. This type can thus be
called Witness Reputation (WRA→TA(s, a)), where A is the set of all agents and
TA ∈ A.

Then TMCA aggregates these to construct the composite trust value. Since
in the previous credit assignment methods [5], the critic agent did not use the
knowledge of other agents to evaluate the actions of the target agent, our applied
witness reputation would optimize the performance of TMCA compared to previ-
ous solutions through decreasing the probability of incorrect credit assignments.
We believe that through an aggregation of disparate sources, the confidence in
the assignments will increase. This is investigated in the experiments further.

We assume that the agents share their Q-Tables and Visit-Tables with the
critic agent prior to the team learning phase and they act altruistically when
communicating with the critic agent.

In order to better utilizing the information by the critic agent, we propose a
rating, which is the target agent’s correctness of the selected action in the current
state. In other words, when a target agent performs an action, the critic agent
evaluates the correctness of that action in that specific state through studying
the trustworthiness of that action in that state. A degree will be assigned in
the interval of [0, 1], where 1 denotes a full confidence in the correctness of the
action, and 0 a complete lack of confidence. The ratings are reevaluated based
on the Q-Values within the critic agent’s data base in an online fashion, using
one of the knowledge evaluation measures (in this case the Certainty measure).
Hence, since the MAS environment is dynamic and the ratings keep changing,
the critic agent does not need to keep track of the ratings and can calculate them
from the Q-Tables on demand.

The Trust Formula. To calculate the trust value of the target agent,
the trust elements need to be formulated, so that the correctness probability
of the target agent could be calculated. A trivial way to do so is to calculate it
as the average of all collective ratings. Since these ratings are not at the same
level of trustworthiness at the time of estimation, we use a weighted average
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which is then normalized in [0, 1]:

CompositeTrustCriticAgent→TA(s, a)

= ζDTDTCriticAgent→TA(s, a) + ζWRWRA→TA(s, a)

ζDT + ζWR = 1, (4)

where ζk is the rating weight function which is application dependent. Now, we
want to map the trust formula to our application domain by defining the trust
formula’s components as follows:

Direct Trust: Since the Direct Trust initiates from the direct experience of an
agent, the history of the target agent for the previous actions, is studied in our
model in the action-state. To do so, we use one of the expertise measures to
model the Direct Trust between the critic and the target agent. In more details,
the critic agent considers the expertise level (Certainty) of the target agent in
selected action, as the Direct Trust of that agent:

DTCriticAgent→TA(s, a) = CertaintyTA(s, a) (5)

Witness Reputation: The target agent is evaluated based on the point of view
of the other agents about its selected actions in previous action-states. To do
so, the critic agent uses the information (Certainty as expertise measure) from
other agents about the selected action of the target agent. As we have assumed,
the critic can calculate the Certainty of the correctness of the action from the
point of view of other agents, using the tables of other agents:

WRA→TA(s, a) =
∑

ai∈A

Wai
Certaintyai

(s, a), (6)

where A is the set of all agents except TA and Wai
is the degree of trust of the

critic agent to agent ai’s point of view regarding the target agent’s selection of
action a in the state s. In fact, this parameter is the function of the level of other
agents’ expertness and depth of their awareness in the state s and is calculated
by the critic using the Visit-Tables of each agent as follows:

Wai
=

V isitai
(s)

∑
ai∈A V isitai

(s)
(7)

V isitai
(s) is the number of times agent ai has hit state s. The table assigns to

each possible state for ai, a number relevant to the number of hits. [2] has used
a similar hit table.

Composite Trust: In TMCA, since the trust values are calculated from differ-
ent information sources, we believe that the combination of the aforementioned
components will lead to a better performance for the critic agent in evaluation
of the trust, and thus the target agent. Therefore, we propose the use of a com-
bination of trust values as a singular value, which creates a better picture of the
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correctness of the action of the target agent. We use a weighted average of the
two components as follows:

CompositeTrustTA(s, a) = WTACertaintyTA(s, a)+
∑

ai∈A

Wai
Certaintyai

(s, a),

(8)

where A is the set of agents except TA; WTA is calculated by using Tar-
get Agent’s Visit-Table. In fact, we can consider ζDT = WTA and ζWR =∑

ai∈A Wai
.

5 Experimental Results

In this section, at first the evaluation indexes and the test bed are introduced.
Then, the results of using TMCA are presented based on the Certainty as the
knowledge evaluation measure. It would be compared with previous work in [5],
in a noiseless and noisy environment (to study the effect of uncertainty on the
performance of the proposed method). For this purpose, we use five evaluation
indices for both AND and OR type task, for the MCA problem. The results are
the average of 10 distinct simulations, and averaged on windows of 50 trials to
filter high frequencies in the results (due to exploration of the agents).

5.1 Evaluation Indexes

To evaluate our proposed approach, we compare our results with those presented
in [5,6], using the following measure:

Correctness: is the ratio of correct assignments to all assignments, for the
learner agents, by the critic agent [5]. This Index demonstrates a comparison
between the critic agent and an optimal critic with all correct assignments.

Performance: It is the ratio of correct actions (the actions that result rewards)
to all of actions of agents [5].

Efficiency: shows the degree to which the learning chances have been incorpo-
rated, and it is the ratio of the agent receiving reinforcement signal, regardless
of their correctness [6].

Group Success Ratio (GSR): is the percentage of trials in less than 100
attempts, which have led to a positive feedback [6].

Learning Ratio: is the average of learned tasks ratios by all learners [6].

5.2 The Testbed

As in [5], we use a team of five learner agents as a MAS with a parallel config-
uration in a single-step task. The agents are supposed to perform an addition
task. In each learning episode, the team is presented with two 5-digit numbers.
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Thus each agent acts in a 5*5 state space with 9 different actions to select (0–8).
The agents do not know the result of addition and need to learn it. The envi-
ronment (critic agent) assesses the team performance after the agents perform
their selections.

During the simulation of the AND task, if all agents perform the addition
correctly, the environment rewards the team, and otherwise, each agent’s role
should be evaluated. In the case of an OR task, the reward will be given when
at least one agent has performed successfully, and the team will be penalized if
all agents were wrong. For example, if 2 numbers (11111, 11111) were given to
agents, they would be rewarded in AND type task if and only if their chosen
actions were (22222) and otherwise it is necessary to decide about role of each
agent in the team work and punishing or rewarding by the critic. In OR task
type, if none of the agents do not choose action (2), the team will be punished,
but if only one agent choose it, the critic agent must be make decision about
Individual punishing or rewarding. We set the feedback function to output fixed
values of +10 and -10 for reward and penalty, respectively.

To create a balance between the extraction of the best learned actions so
far, and the exploring of unseen actions, the agents use a Boltzmann distri-
bution for their selection step. Since the tasks are deterministic and single-
step, the agents use a single-step Q-learning algorithm to update their tables
(discountfactor = 0 in formula(1)) [4]. To evaluate the algorithm the learning
rate and the temperature are fixed at α = 0.7 and T = 0.5, respectively.

Prior to the team learning, each learner is presented with individual learning
opportunities of different number of steps (20, 30, 100, 100, 300). According
to the experimental results in [5], each agent learns %37–38 of the task in this
phase. Also it is assumed that the critic agent gets a copy of each team member’s
information, including the Q-Cell values and Visit-Tables [2]. The critic then
receives the actions of all agents during the team learning phase, and updates
the tables according to the assigned credits, for further use in the trust values
calculation.

5.3 TMCA Vs. KEBCA

In order to investigate our approach, we add an artificial noise to the feedback
signal to create a worst-case scenario, and to better evaluate our system. We
study the results for MCA under the noise levels of 10 and 30 percent.

In the KEBCA algorithm [5], the critic agent receives in each trial the team
feedback along with the knowledge measure of the learner agents. Using these
values and two predetermined thresholds, the critic agent then estimates the role
of each agent and assigns its individual feedback. In what follows, we discuss the
results of MCA and KEBCA in the two major task types, according to the five
evaluation indices.

And Tasks. In a non-noisy environment, the preliminary learning phase is a
challenge for the critic, since there is no information about the knowledge of the
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learners. Hence, any judgement about their actions is far from trivial. Also, due
to a high rate of failure in the first trials for the team, informative feedbacks are
scarce. In fact, since the learner agents need to complement each other in the
AND tasks, the team is always less successful than the individual. This is much
worse in highly populated teams.

Noise has a negative effect on the team performance, but the degree to which
this effect exists is dependent upon the method used in MCA and the task type.
If there exists a reliable history of learning for agents, then TMCA can process
the new information much better, since it acts as a noise filter. Upon the increase
of uncertainty, the learning rates needs to be adjusted.

Correctness Index: The Correctness diagrams for TMCA, as illustrated in
Fig. 1, show that as learning happens, the critic’s judgement is more accurate.
This is because of the fact that the critic agent uses the knowledge of the team
for evaluation and credit assignment. TMCA is highly robust with a 10 percent
noise, and the critic agent has a good judgement of the learners under a noise
of 30 percent. Figure 1 shows that TMCA is superior to KEBCA in a non-noisy
environment, as well as a noisy one with both levels of noise.

Performance Index: Figure 2 demonstrates an improvement in learning of the
agents under both KEBCA and TMCA in both types of environments. However,
the proposed algorithm is clearly superior to KEBCA in both the non-noisy and
noisy environments. TMCA in a non-noisy environment has a performance of
about %98, and in the noisy environment, we witness a decrease in the team
performance as the noise level increases.

For the KEBCA algorithm, the noisy has more effects as the %30 noise leads
into a distinguishable reduction in the performance as compared to the non-noisy
environment, until the performance is stable at a %40 rate.

Efficiency Index: According to Fig. 3, in a non-noisy environment, the effi-
ciency of TMCA reaches to %100 very quickly. It also operates very robustly in
a noisy environment. The efficiency of TMCA is always better than or equal to
KEBCA.

GSR Index: TMCA has a better group success rate in non-noisy environments,
when compared to KEBCA, as illustrated in Fig. 4. However in noisy environ-
ments, this index decreases drastically.

Learning Ratio Index: After an increase in the learning ratio in the first trials
of the learning, this index for the proposed algorithm will reach to 1, even for
the %10 noisy environment. This is due to the convergence of Q-values of the
learner team towards correct credits, using the feedback (Fig. 5).

As the pictures shown, there is a big difference between %10 noise and %30
noise in different evaluation indexes. This is due the fact that when there are
relatively a large amount of noise, the agents’ gained knowledge does not increase
after some trials. The reason for this is that the learning rate is not small enough.
Thus, the agent must use a smaller learning rate to handle uncertainty in the
noisy environment.
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Or Tasks. In a non-noisy environment, as the learning is initiated, the critic
agent can use the team penalties to educate the learners, which will lead to
the team reach a certain point of performance. Another important issue in the
OR tasks is that the team, and not individuals, perform the task rationally.
However, if all agents are needed to learn their tasks, another problem will arise:
the fulfillment of learning for all agents in an OR tasks is non-trivial, since the
information level of the critic decreases as the performance increase, and thus
the team will not learn new cases very quickly. In such occasions, the critic can
control the exploration ratio. In the initial steps of learning, the learners should
start with a high the exploration ratio and then decrease it.

Using TMCA and after an increase in Correctness and Learning Ratio indices
at the initial steps, the increase speed will diminish, and thus the superiority of
TMCA versus KEBCA is evident. According to the results shown in Figs. 6,
7, 8, 9 and 10, the GSR and performance indices act quite similarly for both
algorithms, while TMCA proves to be better in the efficiency index (Fig. 8).

These results clearly show that TMCA performs better when compared to
KEBCA in both an OR and an AND task.

Fig. 1. Correctness in TMCA and
KEBCA

Fig. 2. Performance in TMCA and
KEBCA

Fig. 3. Efficiency in TMCA and
KEBCA

Fig. 4. GSR in TMCA and KEBCA
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Fig. 5. LR in TMCA and KEBCA Fig. 6. Correctness in TMCA and
KEBCA (OR task type)

Fig. 7. Performance in TMCA and
KEBCA (OR task type)

Fig. 8. Efficiency in TMCA and
KEBCA (OR task type)

Fig. 9. GSR in TMCA and KEBCA
(OR task type)

Fig. 10. LR in TMCA and KEBCA
(OR task type)
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6 Discussion and Conclusion

In this paper, we proposed a trust-based method to evaluate the trust value of
learner agents, in order to solve the credit assignment problem. We utilized a
knowledge evaluation measure known as Certainty to select the actions. In the
applied trust model, have used both the direct trust and the reputation of the
learners to increase the accuracy of the model, so that one could support the
situations where one is not accessible or reliable for calculating the trust value.

The results of simulations was reported based on five evaluation indices of
Certainty, Performance, Efficiency, GSR, and Learning Ratio. We have shown
that TMCA is capable of solving the credit assignment problem in the studied
cases, and also increases the speed and quality of the learning.

We mentioned that the task type affects the learning drastically. Usually
MCA is a much harder problem in the parallel AND tasks, and thus prior
knowledge is essential for an acceptable learning rate. The problem with OR
tasks (Confining knowledge) can be solved using a exploration strategy. It has
been shown that TMCA is capable of filtering the noise.
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Abstract. One issue particularly relevant in cases of risk of flooding and land‐
slides caused by specific conditions of the weather, is the ability of citizens to
take the right decisions on the basis of different information sources to which they
have access.

In this paper we describe some simulative experiments showing how a popu‐
lation of cognitive agents trusting in a different way three sources of information
(institutional source, first neighbors source, their own perception), can make
decisions more or less suited to the several weather patterns. The complexity of
decisions is based on the fact that the agents differently trust the various sources
of information which in turn may be differently trustworthy.

In our simulations we analyze some interesting case studies, with particular
reference to social agents that need to wait others in order to make decision.

1 Introduction

One of the main problems in a world with various different information sources is to
select the most reliable ones. However the reliability of each source has to be evaluated
with respect its own scope of information. So the necessity of integrating sources on
different scopes can be very useful in order to make a well-informed decision. In case
of the weather forecast we can consider different sources like: official bulletin of author‐
ities, the direct evaluation of some agents during the meteorological event, our own
evaluation, and so on. Some of these sources are not correlated among them (a forecast
is referred to mathematical model of the weather linked to its previous data, while a
direct evaluation can be based on a current perception of the phenomenon). For this
reason it is relevant to integrate these sources and at the same time to define their trust‐
worthiness. For trusting an information source (S) we developed a cognitive model [3]
based on the dimensions of competence and reliability/motivation of this source. These
competence and reliability evaluations can derive from different reasons, basically:

– Our previous direct experience with S on that specific information content;
– Recommendations (other individuals Z reporting their direct experience and evalu‐

ation about S) or Reputation (the shared general opinion of others about S) on that
specific information content [4, 7, 11, 12, 15]
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– Categorization of S (it is assumed that a source can be categorized and that it is known
this category), exploiting inference and reasoning (analogy, inheritance, etc.): on this
basis it is possible to establish the competence/reliability of S on that specific infor‐
mation content [1, 2, 5, 6].

However in this paper we have simplified our trust model omitting the complex analysis
that defines trust in the different sources. Our focus is on the integration of the infor‐
mation sources also based on their trustworthiness. In particular, we are interested to
analyze how different populations of cognitive agents (composed by different percentage
of agents who rely on various sources) react to the various weather situations and how
many of them take the right decision (given the real weather).

2 The Trust Model

Given the complexity of simulations, we chose to use a relatively simple trust model,
letting many parameters being unified in just one.

Trust decision in presence of uncertainty can be handle using uncertainty theory [8]
or probability theory. We decided to use the second approach, as in this platform agents
know a priori all the possible events that can happen and they are able to estimate how
much it is plausible that they occur. In particular we exploit Bayesian theory, one of the
most used approach in trust evaluation [9, 10, 13].

In this model each information source S is represented by a trust degree called
TrustOnSource, with 0 ≤ TrustOnSource ≤ 1, plus a Bayesian probability distribution
PDF1 (Probability Distribution Function) that represents the information reported by S.

The trust model allow the possibility of many events: it just split the domain in the
corresponding number of interval. In this work we use three different events (described
below), then the PDF will be divided into three parts.

The TrustOnSource parameters is used to smooth the information referred by S. This
is the formula used for transforming the reported PDF:

NewValue = 1 + (Value − 1) ∗ TrustOnSource

The output of this step is called Smoothed PDF (SPDF).
We will have that:

• The greater TrustOnSource is, the more similar the SPDF will be to the PDF; in
particular if TrustOnSource = 1 ⇒ SPDF = PDF;

• The lesser it is, the more the SPDF will be flatten; in particular if TrustOn‐
Source = 0 ⇒ SPDF is an uniform distribution with value 1.

The idea is that we trust on what S says proportionally to how much we trust it. In words,
the more we trust S, the more we tend to take into consideration what it says; the less
we trust S, the more we tend to ignore its informative contribution.

1
It is modelled as a distribution continuous in each interval.
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We define GPDF (Global PDF) the evidence that an agent owns concerning a belief
P. Once estimated the SPDFs for each information source, there will be a process of
aggregation between the GPDF and the SPDFs. Each source actually represents a new
evidence E about a belief P. Then to the purpose of the aggregation process it is possible
to use the classical Bayesian logic, recursively on each source:

f (P|E) =
f (E|P) ∗ f (P)

f (E)

where:

f(P|E) = GPDF (the new one)
f(E|P) = SPDF;
f(P) = GPDF (the old one)

In this case f(E) is a normalization factor, given by the formula:

f (E) = ∫ f (E|P) ∗ f (P)dP

In words the new GPDF, that is the global evidence that an agent has about P, is
computed as the product of the old GPDF and the SPDF, that is the new contribute
reported by S.

As we need to ensure that GPDF is still a probability distribution function, it is
necessary to scale down it to2. This is ensured by the normalization factor f(E).

3 The Platform

Exploiting NetLogo [14], we created a very flexible platform, where a lot of parameters
are taken into account to model a variety of situations.

3.1 The Context

The basic idea is that, given a population distributed over a wide area, some weather
phenomena happen in the world with a variable level of criticality.

The world is populated by a number of cognitive agents (citizens) that react to these
situations, deciding how to behave, on the basis of the information sources they have
and of the trustworthiness they attribute to these different sources: they can escape, take
measures or evaluate absence of dangers.

In addition to citizens, there is another agent called authority. Its aim is to inform
promptly citizens about the weather phenomena. Moreover the authority will be char‐
acterized by an uncertainty, expressed in terms of standard deviation.

2
To be a PDF, it is necessary that the area subtended by it is equal to 1.
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3.2 Information Sources

To make a decision, each agent can consult a set of information sources, reporting to it
some evidence about the incoming meteo phenomena.

We considered the presence of three kind of information sources (whether active or
passive) available to agents:

1. Their personal judgment, based on the direct observation of the phenomena.
Although this is a direct and always true (at least in that moment) source, it has the
drawback that waiting to see what happens could lead into a situation in which it is
no more possible to react in the best way (for example there is no more time to escape
if one realizes too late the worsening weather).

2. Notification from authority: the authority distributes into the world weather forecast
with associated different alarm signals, trying to prepare citizens to what is going to
happen. This is the first informative source that agents have.

3. Others’ behavior: agents are in some way influenced by community logics, tending
to partially or totally emulate their neighbors behavior.

The personal judgment and the notification from the authority are provided as clear
signals: all the probability is focused on a single event.

Conversely, for others’ behavior estimation the probability of each event is directly
proportional to the number of neighbors making each kind of decision. If no decision is
available, the PDF is a uniform distribution with value 1.

3.3 Agents’ Description

At the beginning of the simulation, the world is populated by a number of agents
belonging to four categories. The main difference between them lays in how much trust
they have in their information sources:

1. Self-trusting agents prefer to rely on their own capabilities and direct experience,
having a high level of trust in their self; they need to see the phenomena to make a
decision, but as a consequence they need more time to take a decision. For this kind
of agents the trust values are: self trust 0.9; authority trust 0.3; community trust 0.3.

2. Authority-trusting agents put trust mainly on what the authority says, so they are the
first to make a decision (weather forecast are distributed in advance with respect to
phenomena): self trust 0.3; authority trust 0.9; community trust 0.3;

3. Social-trusting agents model agents that are influenced by social dynamics; they
need to see what other agents choose and then they follow the majority: self trust
0.3; authority trust 0.3; community trust 0.9;

4. Equal-trusting agents are just naïve agents that tend to believe to anything: self trust
0.9; authority trust 0.9; community trust 0.9;

These trust degrees are then used to apply the trust model above described.
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3.4 World Description

The world is made by 32 × 32 patches, that wraps both horizontally and vertically. It is
geographically divided in 4 quadrants of equal dimension, where agents are distributed
in a random way (Fig. 1).

Fig. 1. A world example. There are 200 agents (50 per category) plus the authority, that is
represented by the yellow house (Color figure online).

The quadrants differs in the possible weather phenomena that happens, modelled
through the presence of clouds:

1. No event: there is just a light rain, from 1 to 29 clouds;
2. Medium event: there is heavy rain, that can make damages to agents or their prop‐

erties; form 30 to 89 clouds;
3. Critical event: a tremendous event due to too high level of rain, with possible risks

for the agents sake; from 90 clouds on.

These phenomena are not instantaneous, but they happens progressively in time. In
particular, in each quadrant it will be added a cloud on each tick until the phenomena is
completed (Fig. 2).

The four quadrants are independent from each other but there can be an indirect
influence as agents can have neighbors in other quadrants.

These events are also correlated to the alarms that the authority raises. In fact, as
previously said, the authority is characterized by a standard deviation. We use it to
produce the alarm generated by the authority and from it depends the correctness of the
prediction.

354 R. Falcone et al.



3.5 Workflow

At the beginning, we start generating a world containing an authority and a given number
of agents belonging to different categories.

At the time t0 the authority gives forecast including an alarm signal, reporting the
level of criticality of the event that is going to happen in each quadrant (critic = 3,
mean = 2, none = 1). Being just a forecast, it is not sure that it is really going to happen.
It will have a probability linked to the precision of the authority (depending from
standard deviation). However, as a forecast, it allows agents to evaluate the situation in
advance, before the possible event. Event that in fact starts randomly from t20 to t31.3

During the decision making phase, agents check their own information sources,
aggregating the single contributes according to the corresponding trust values. They
estimate the possibility that each event happens and take the choice that minimize the
risk. Then, accordingly to their own decision making deadlines, agents will choose how
to behave.

While agents collect information they are considered as “thinking”, meaning that
they have not decided yet. When this phase reaches the deadline, agents have to make
a decision, that cannot be changed anymore. This information is then available for the
other agents (neighborhood), that can in turn exploit it for their decisions.

3.6 The Decision-Making Phase

Once consulted all the three sources of information, agents subjectively estimate the
probability that each single event happens:

3
This has been made in order to ensure that self-trusting agents cannot always see the whole
critical event.

Fig. 2. An example of world after an event. Starting from the quadrants in the upper left and
proceeding clockwise, we can see events 1, 2, 3 and 3.
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1. Pcritical_event = probability that there is a critical event;
2. Pmedium_event = probability that there is a medium event;
3. Pno_event = probability that there is no event;

They will react according to the event that is consider more likely to happen.
There are three possible choices:

1. Escape: agents abandon their homes.
2. Take measures: agents take some measure (quick repairs) to avoid possible damages

due to weather event;
3. Ignore the problem: agents continue doing their activities, regardless of possible

risks.

3.7 Platform Input

The first thing that can be customized is the agents’ population. It is possible to put any
number of agents belonging to the 4 categories previously described. Also one can set
agents’ decision-making deadline, customizing their behavior. It is possible to change
the authority reliability, modifying its standard deviation.

Then it is possible to determine the events that are going to happen on each quadrant
configuring what we call the event map: it is the set of the four events relative to the
four quadrants, starting from the one top left and proceeding clockwise.

A setting rather than another can completely change agents behavior.

3.8 Results Estimation

For each quadrant, it is possible to exploit a series of data to understand simulations’
results (actually their average on 500 runs):

1. Kind of event that actually happens, kind of alarm raised by the authority and the
corresponding absolute error: example 3(2.92/0.08);

2. Percentage of agents taking each kind of decision: this data is also available for each
agent category;

3. Accuracy: how much the decisions taken by each agents’ category are right.

4 Simulations

We decided to use the realized platform in order to understand how the decisions of
agents preferring direct experience (self-trusting) or using trusted sources (authority-
trusting) affect, positively or negatively agents that need others to decide (social-
trusting).

We investigated a series of scenarios, populated by different percentages of agents
belonging to those three categories, in order to verify the community behavior.
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We started influencing social-agents with just another kind of agent. Then we tried
using two kind. In fact, it is particularly interesting to observe what happen in presence
of divergent sources.

4.1 First Scenario: Authority and Social

Simulation setting:

1. Agents population: we tried 7 different configurations of authority-trusting agents
(AT) and social-trusting agents (SoT); (200, 0), (160, 40), (120, 80), (80, 120), (40,
160), (20, 180) and (0, 200).

2. Authority reliability: we used the value 0.3 to shape a very reliable authority and 0.9
to shape an incompetent one.

3. Event map: [1 3 3 2].
4. Decision making deadline (since the simulation starts): we decided to use this as a

category parameters. As AT agents believe mainly in the authority and this kind of
source is immediately available, they will quickly decide. Their deadline is fixed to
30 ticks. Conversely SoT agents need a lot of time to decide, as they first want to
observe others. Their deadline is fixed to 115 ticks.

For sake of simplicity, we report just result of quadrants 1, 2 and 4, as quadrants 2
and 3 are quite the same. The following graphs represent the accuracy of the two popu‐
lation in each quadrant (Fig. 3).

Fig. 3. Accuracy in quadrants 1, 2 and 4 when the authority standard deviation is 0.3.

As we can see, when the authority reports information correctly, AT agents perform
well and they influence positively SoT agents, independently from the kind of event (Fig. 4).

Fig. 4. Accuracy in quadrants 1, 2 and 4 when the authority standard deviation is 0.9.
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Conversely, when the authority is not reliable AT agents perform badly, and this has
a negative effect on SoT agents. Actually in the second quadrant, where the event is
critical, SoT agents would have performed badly in any case, as in most cases they do
not see the phenomena entirely.

4.2 Second Scenario: Self and Social

Simulation setting:

1. Agents population: we tried 7 different configurations of self-trusting agents (SeT)
and social-trusting agents (SoT); (200, 0), (160, 40), (120,80), (80,120), (40,160),
(20,180) and (0, 200).

2. Authority reliability: we used the value 0.3 to shape a very reliable authority and 0.9
to shape an incompetent one.

3. Event map: [1 3 3 2].
4. Decision making deadline (since the simulation starts): we wanted to use SeT agents

as experts, able to understand what is going to happen. Therefore they can be good
advisor about how to behave in the various situations. According to this, they need
to see as much phenomena as they can, then their deadline is a randomly generated
value, going from 105 to 125 ticks. Again SoT agents need first to observe others.
But taking a decision needs time. We supposed that they need a temporal window
of 10 ticks, from the moment they observe others to the moment in which they can
actually accomplish their decision: So their deadline is fixed to 115 ticks (Figs. 5
and 6).

Fig. 5. Accuracy in quadrants 1, 2 and 4 when the authority standard deviation is 0.3.

Fig. 6. Accuracy in quadrants 1, 2 and 4 when the authority standard deviation is 0.9.
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In quadrant 1 and 4 of both the cases, SeT agents perform perfectly (100 % of accu‐
racy) as they are perfectly able to see the phenomena. This is no more true in quadrant
2, in which they are able to see the critical event just in about the 45 % of the cases. This
bad result is due to the combination of two facts:

1. The event randomly starts from tick 20 to tick 31;
2. SeT agents have a variable deadline to make their decision.

When a critical event happens, their influence on SoT agents is always negative.
Notice that SoT agents base their evaluation just on half of the SeT agents, those who
decide until 115 ticks; it is quite probable that the reported information is not correct.

4.3 Third Scenario: Authority, Self and Social

Simulation setting:

1. Agents population: we tried 7 different configurations of authority-trusting agents
(AT), self-trusting agents (SeT) and social-trusting agents (SoT); (100, 100, 0), (80,
80, 40), (60, 60, 80), (40, 40, 120), (20, 20, 160), (10, 10, 180) and (0, 200).

2. Authority reliability: we used the value 0.3 to shape a very reliable authority and 0.9
to shape an incompetent one.

3. Event map: [1 3 3 2].
4. Decision making deadline (since the simulation starts): 30 ticks for AT; a randomly

generated value in the interval [105, 125] ticks for SeT; 115 for SoT (Figs. 7 and 8).

Fig. 7. Accuracy in quadrants 1, 2 and 4 when the authority standard deviation is 0.3.

Fig. 8. Accuracy in quadrants 1, 2 and 4 when the authority standard deviation is 0.9.
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This is the most interesting scenario, as SoT agents sometime have to deal with
discording sources.

In order to better understand the experiment, let’s analyze what happens when agents
decide.

AT agents decide at time 30. Their decisions are influenced just by the authority,
then they don’t need extra time to see what is going to happen neither are interested in
what other agents do. Their performance strictly depends on the authority accuracy. Plus
the whole category will always take the same decision: there won’t be an AT agent that
decide differently from the others.

Concerning SeT agents, they are designed as the experts inside the population. They
are able to understand the phenomena and decide accordingly. We assume that the last
moment to make a decision is 125 ticks, but not all of them will take all this time to
decide. Their deadline is randomly generated inside the interval [105, 125].

Their decision will always be true in case of no event or medium event, but just a
few of them will be able to see completely a critical event. From the graph we can see
it is about 45 % of them.

Finally, SoT agents need to see what others do, but this means that they will be
slower. Supposing that they will need 10 ticks from the moment in which they decide
to the moment in which they actually put into practice their decision, we decided to set
their deadline to 115 ticks.

Practically, this means that at the moment they decide just half of SeT agents has
decided, moreover it is the part that take the worst decision as, in case of critical event,
it has the higher probability to do not see the whole phenomena. Conversely, all AT
agents decided. This means that SoT agents will be mainly influenced by AT agents.
This is clearly visible in all the graph: the SoT curve is nearer to AT curve than SeT
curve.

Globally, SoT agents are able to perform well but they never get the best perform‐
ance. Actually in case of case of critical event and high authority standard deviation they
are the worst, but this is reasonable as they just use wrong information.

In case of medium or no event and low authority standard deviation, when both SeT
and AT agents perform well and represent good sources, we notice that SoT agents
perform a little worse than them. This is due to the fact that SoT agents are socially
influenced also by agents in other quadrants, using information that are correct but in
another context.

5 Conclusions

In the first part of this work we presented the platform we realized in order to study
citizen behavior in case of different levels’ weather phenomena. The platform is
endowed with a Bayesian trust evaluation model that allows citizens to deduce infor‐
mation from their own information sources.

It is in fact interesting to study how different citizens react to different stimuli derived
by their information sources.
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This very complex platform can be populated by a number of agents/citizens
belonging to a set of predefined categories. In this case categories are useful to differ‐
entiate the behavior of each agents, specifying how much trust they have in their infor‐
mation source.

In addition to agents, a lot of parameters can be customized, giving the possibility
to recreate a lot of different simulation scenarios.

After that, we used the proposed platform with the aim of studying how agents that
need to follow others behave. We put into the world three kind of agents weighing
information sources differently (social trusting, authority trusting and self trusting) and
we tried to understand the influence of these last two on social trusting agents.

Results clearly show that social agents are able to get good performance, following
their information sources, but they never get optimal results.

We also showed that they are negatively influenced by the behavior of agents in other
quadrants. Although not well studied, this phenomenon results to be quite interesting
and it could become object of interest following this research line.
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Abstract. We propose an application that allows users to request other
users for helpwith every-day tasks. Users can pay each other for these tasks
by issuing contracts in which the requester promises to return the favor in
the future by performing some task for the other. Such contracts can be
seen as an alternative currency, coined by the users themselves. Trust is an
essential aspect of this system, as the issuer of a contract may fail to fulfill
its commitments. Therefore, the application comes with a social network
where users can leave comments about other users. Furthermore, our appli-
cation includes a market place where users can exchange service contracts
between each other, and a negotiation algorithm that can automatically
trade these contracts on behalf of the user.

Keywords: Automated negotiation · Trust · Sharing economy · Virtual
currency · Social networks

1 Introduction

Around the world traditional economies are converting more and more into what
is known as a sharing economy : an economical system in which individuals share
goods and services with each other, rather than buying them from official compa-
nies. Well-known examples of applications and communities based around shar-
ing are Couch Surfing,1 Airbnb2 and BlaBlaCar.3 Another important change in
modern economy is the introduction of virtual currencies; currencies that are
not regulated by governments or banks, but by informal communities and that
only exist in digital form. The best known example of such currency is Bitcoin.4

In this paper we propose an extension of the u-Help application introduced
in [2]. U-Help is a distributed community-based application that allows users to
request help with every-day tasks from other community members. A user may for
example request a babysitter for her child. This request is then propagated along
the network so that any other user in the community may accept the request and
voluntarily carry out the requested task. The original u-Help application however
1 http://www.couchsurfing.org.
2 http://www.airbnb.com.
3 http://www.blablacar.com/.
4 https://bitcoin.org/.
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relies entirely on the willingness of people to help voluntarily. This may work in
small communities where most people know each other, but it is less likely to suc-
ceed when used in larger communities with more anonymity because it would be
tempting to act as a freerider. In this paper we therefore propose to extend u-Help
with a virtual currency system that enables people to pay for the help they receive.

2 Alternative Currency

In our extension, when a user receives a request he or she may not only accept or
reject that request, but may also ask for a favor in return. The requesting user
can then pay the accepter by issuing a service contract, in which he promises to
return the favor by helping the accepter with some task in the future.

Example: Bob asks Alice to pick up his child from school. In return Bob gives
Alice a service contract in which he promises Alice to help her repair her com-
puter, some time in the future whenever she needs it.

The users can negotiate on the terms of the contract, similar to a mechanism
introduced in [3] in which agents may promise future rewards when negotiating
a deal in the present. In the example above we say that Bob is the issuer of the
contract. Such a service contract can then be used by Alice in two ways: she can
exercise the contract, meaning that Alice requests Bob to fulfill his commitment
and fix her computer, or she can pass on the contract to somebody else to make
a payment, as if it were a sort of currency.

Example: Alice asks Charles to repair her car. As a payment Alice gives Charles
the contract she earlier received from Bob. So whenever Charles’ computer is
broken, he can go to Bob and exercise the contract.

Note that this system is very similar to the original use of bank notes: they
served as a proof that a bank owed a certain amount of gold to the holder of the
bank note. In our case a service contract is a proof that another user still owes
a certain favor to the holder of the contract.

We make a distinction between a task and a service contract. A task explic-
itly defines an activity that is going to take place at a specified time and place
as a favor for a specific person. A service contract also specifies an activity but
does not specify when, and does not specify who is the beneficiary. Exercising a
service contract means to convert it into a task.

A service contract specifies:

– The type of activity.
– The person who is going to do the activity (the issuer of the contract).
– The duration of the activity.
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A task specifies:

– The type of activity.
– The person who is going to do the activity (the issuer of the contract).
– The duration of the activity.
– The date, time and location of the activity.
– The beneficiary.

Of course it can always happen that the holder of a contract wants to exercise
it on a moment inauspicious to the issuer. Therefore, the contract may include
terms on how and when it can be exercised. For example: “Bob will fix your
computer, but you have to request him to do so at least 2 days in advance”.

3 Trust

The notion of trust is essential in this system. After all, Charles and Bob may
not even know each other, so Charles does not know whether Bob is really handy
enough with computers to solve his problem. If Charles does not trust Bob he
will not accept any contract issued by Bob as a payment. Therefore, we propose a
reputation system that helps users to decide whether to accept service contracts
issued by unknown people. This reputation system consists of a database that
stores for every user:

– His or her skills.
– Reviews of this user written by other users and their satisfaction levels for

previous tasks executed by this user.
– A social graph, showing whether two users have common friends.
– His or her number of “outstanding” contracts (contracts that he or she has

issued but that have not been exercised yet).

Every user has a profile where this information can be found. Other users can
leave comments on this profile which cannot be removed. Of course, one should
always consider the possibility that the issuer of a contract will not fulfill his
commitment. In that case one can leave a negative comment on the issuer’s
profile, which will reflect badly on his reputation. This will strongly decrease his
chances of receiving help from others in the future as they will consider contracts
issued by him less valuable. Therefore, users have an incentive not to issue more
contracts than they are actually able to fulfill. Again, this resembles the way
that real monetary systems work: people accept payments in dollars because
they trust that the Federal Reserve will not print dollars excessively and cause
hyperinflation. In our proposed system every single user essentially acts as a
central bank for his or her own currency.

4 Negotiations

When Alice requests Bob to execute some task for her, they need to agree on how
Alice is going to repay this favor. These negotiations can become difficult if, for
example, Alice does not have anything to offer in return that Bob is interested
in. To solve this problem we propose an online market place where users can
exchange service contracts. This market place has several advantages:
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1. It enlarges the set of possible deals that can be made between users.
2. It enables users to exchange service contracts they do not need for contracts

they do need.
3. It enables users to “buy back” contracts issued by themselves.

An example of the first case would be when Alice finds a contract on the market
place that Bob is interested in. She can then agree with Bob to “buy” that
contract in exchange for a contract issued by herself, so that she can give that
contract to Bob, and Bob can help Alice with her computer. The second case
applies when Bob has accepted a contract issued by Alice, but is not interested in
exercising it. He can then trade that contract on the market place for another one
that he is interested in. The third case applies if Alice has issued many contracts
which have not yet been exercised, while she herself owns many contracts issued
by others. If she is afraid she will not be able to fulfill all the contracts she issued
she can take them off the market by trading them for the contracts she owns.

If there are thousands of users looking for contracts or offering contracts in
the market place at the same time it may be very difficult to find the right
deal. Therefore, we propose to incorporate an automated negotiating agent into
the application based on the algorithm introduced in [1]. The user can then tell
his agent the kinds of contracts he is looking for, the kinds of contracts he is
willing to issue, and the contracts he currently owns (issued by others). The
agent will then contact the market place to negotiate a deal with the agents of
other users. The agent may propose deals to the other agents and may accept
deals proposed by them. It determines the value of any such deal based on the
terms of the contracts involved in it as well as on the reputations of the issuers
of those contracts. Once several agents agree on a deal the users themselves will
also be asked if they agree with that deal. If not, they can still reject it.

Acknowledgments. Supported by MILESS - Ministerio de economı́a y competitivi-
dad - TIN2013-45039-P, CollectiveMind - Ministerio de Economı́a y Competitividad,
CONVOCATORIA 2013 - EXPLORA, TEC2013-49430-EXP and EU project 318770
PRAISE.
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Abstract. In this paper we study how to characterize ethical agents
in normative multi-agent systems. We adopt a proposition control game
together with input/output logic. Norms create the normative status of
strategies. Agents’ preference in proposition control games are changed
by the normative status of strategies. We distinguish four ethical types
of agents: moral, amoral, negatively impartial and positively impar-
tial. Agents of different ethical types use different input/output systems
and different procedures to change their preference. Preference changes
induce normative proposition control games and notions like normative
Nash equilibrium are then introduced. We study some complexity issues
related to normative reasoning/status and normative Nash equilibrium.

Keywords: Ethical type · Propositional control game · Norm ·
Input/output logic

1 Introduction

Norms prominently affected agent’s behavior by creating obligations and permis-
sions. Different agents have different reactions when there are conflicts between
their obligations and preference. Intuitively, it seems acceptable that:

– A moral agent will consider fulfilling obligations to be more important that
maximizing preference.

– An amoral agent will act in accordance with his preference and ignore oblig-
ations.

– An impartial agent will first classify his actions into legal and illegal categories
according to norms, then rank his actions using preference within the two
categories.
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Agent Systems”.

c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 367–375, 2016.
DOI: 10.1007/978-3-319-33509-4 29



368 X. Sun and L. Robaldo

Based on such intuition, our main research concern in this paper is to answer
the following question: “How to formally characterize different ethical types of
agents?”

This research question is understood in the setting of normative multi-agent
system. Normative multi-agent system [3] is a new interdisciplinary academic
area developed in recent years bringing together researchers from multi-agent
system [16], deontic logic [8] and normative system [1,2,11]. In this paper we
adopt a proposition control game together with input/output logic. Proposition
control game, as a variant of Boolean game [4,10], is a class of games based on
propositional logic. Input/output logic [12] appears as one of the new achieve-
ments in deontic logic in recent years [8].

Norms are social rules regulating agents’ behavior by prescribing which
actions are obligatory, forbidden or permitted. [15]’s early work on behavior
change under norms has considered only a relatively simple view of norms, where
some actions or states are designated as violations. [2] studies how conditional
norms regulate agents’ behaviors, but permissive norms plays no role in their
framework. In this paper, agents’ behavior are regulated by conditional norms
including permissive norms.

In the proposition control game theoretical setting, norms classify strategies
as moral, legal or illegal. Such classification transforms the game by changing
the preference relation in the proposition control game. To represent norms in
proposition control games, we make use of input/output logic. The preference
relation in proposition control games are changed by the normative status of
strategies. Agents of different ethical types use different input/output logic for
normative reasoning and have different procedures of preference change. The
input/output logic and the procedure of preference change characterizes different
types of ethical agents.

The structure of this paper is the following: we present some background
knowledge on proposition control game and input/output logic in Sect. 2. Nor-
mative status and ethical agents are introduced and its complexity issues are
studied in Sects. 3 and 4. We summarize and conclude this paper with future
work in Sect. 5.

2 Proposition Control Game and Input/Output Logic

2.1 Proposition Control Game

Proposition control game is a variant of Boolean game. Boolean game is super suc-
cinct in the sense that agents’ strategy and utility function are represented implic-
itly. Such succinctness is reached with a cost: many decision problems in Boolean
games are intractable. For example deciding whether there is a pure strategy Nash
equilibrium in a given Boolean game is ΣP

2 hard [5]. To find a balance between
succinctness and tractability, we introduce proposition control game.

In a proposition control game, the strategies available to each agent consist
in assigning a truth value to each variable he can control. The goal of each agent
is represented by a set of weighted formulas. Formally, let P = {p0, p1, . . .} be
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a finite set of propositional variables and let LP be the propositional language
built from P. 2P is the set of all valuations for P, with the usual convention
that for V ∈ 2P and p ∈ V , V gives the value true to p if p ∈ V and false
otherwise. Let X ⊆ P, 2X is the set of X-valuations. A partial valuation (for
P) is an X-valuation for some X ⊆ P. Partial valuations are denoted by listing
all variables of X, with a “+” symbol when the variable is set to be true and a
“−” symbol when the variable is set to be false: for instance, let X = {p, q, r},
then the X-valuation V = {p, r} is denoted {+p,−q, +r}. If {P1, . . . , Pn} is a
partition of P and V1, . . . , Vn are partial valuations, where Vi ∈ 2Pi , (V1, . . . , Vn)
denotes the valuation V1 ∪ . . . ∪ Vn.

Definition 1 (Proposition Control Game). A proposition control game is
a tuple (Agent, P, π, S1, . . . , Sn, Goal), where

1. Agent = {1, . . . , n} is a set of agents.
2. P is a finite set of propositional variables.
3. π : Agent �→ 2P is a control assignment function such that {π(1), . . . , π(n)}

forms a partition of P.
4. For each agent i, Si ⊆ 2π(i) is his strategy set.
5. Goal = {Goal1, . . . , Goaln} is a set of weighted formulas of LP. Each Goali is

a finite set {〈x1,m1〉, . . . , 〈xk,mk〉} where xj ∈ LP and mj is a real number
representing the weight of xj.

A strategy for agent i is a π(i)−valuation. Note that since {π(1), . . . , π(n)}
forms a partition of P, a strategy profile s = (s1, . . . , sn) is a valuation for P.
Agents’ utilities are induced by their goals. For every agent i and every strategy
profile s, ui(s) = Σ{mj : 〈φj ,mj〉 ∈ Goali, s � φj}. Agent’s preference over
strategy profiles is induced by his utility function: s ≤i s′ iff ui(s) ≤ ui(s′). Let
s = (s1, . . . , sn) be a strategy profile, we use s−i to denote the projection of s on
Agent−{i}: s−i = (s1, . . . , si−1, si+1, . . . , sn) and si to denote the projection of
s on i’s strategy.

In a proposition control game, an agent’s strategy set is a subset of the power
set of the propositional variables he can control. This is why proposition control
game are computational easier than Boolean game. For the sake of tractability,
we sacrifice the super-succinctness of Boolean game and use proposition control
game instead.

Example 1. Let G = (Agent, P, π, S1, S2, Goal) where Agent = {1, 2}, P =
{p, q, r, s}, π(1) = {p, r}, π(2) = {q, s}, S1 = {{p, r}, {p}, {r}}, S2 =
{{q, s}, {q}, {s}}, Goal1 = {〈p ↔ q, 1〉, 〈s, 2〉}, Goal2 = {〈p ∧ q, 2〉, 〈¬s, 1〉}.
This is depicted as:

+q,+s +q,−s −q,+s

+p,+r (3, 2) (1, 3) (2, 0)

−p,+r (2, 0) (0, 1) (3, 0)

+p,−r (3, 2) (1, 3) (2, 0)
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2.2 Input/Output Logic

In I/O logic, a norm is an ordered pair of formulas (a, x) ∈ LP×LP. Two types of
norms are used in I/O logic, obligatory norms and permissive norms. An oblig-
atory norm (a, x) ∈ O is read as “given a, x is obligatory”. A permissive norm
(a, x) ∈ P is read as “given a, x is permitted”. We further assume obligatory
norms are attached with a priority relation ≥, which is reflexive, transitive and
total. (a, x) ≥ (a′, x′) is understood as (a, x) has higher priority than (a′, x′). We
further extend the priority relation to permissive norms: every permissive norm
has the same priority and it is strictly lower than any obligatory norm. We call
N = (O,P,≥) a normative system.

Obligatory norms O can be viewed as a function from 2LP to 2LP such that
for a set A of formulas, O(A) = {x ∈ LP : (a, x) ∈ O for some a ∈ A}. [12] define
the semantics of I/O logic from out1 to out4 for obligatory norms as follows:

– out1(O,A) = Cn(O(Cn(A))).
– out2(O,A) =

⋂{Cn(O(V )) : A ⊆ V, V is complete}.
– out3(O,A) =

⋂{Cn(O(B)) : A ⊆ B = Cn(B) ⊇ O(B)}.
– out4(O,A) =

⋂{Cn(O(V )) : A ⊆ V ⊇ O(V ), V is complete}.

Cn is the classical consequence operator of propositional logic, and a set of
formulas is complete if it is either maximal consistent or equal to LP. I/O logic is
given a proof theoretic characterization. An ordered pair of formulas is derivable
from a set O iff (a, x) is in the least set that extends O ∪ {(�,�)} and is closed
under a number of derivation rules. The following are the rules used by [12] to
define out1 to out4:

– SI (strengthening the input): from (a, x) to (b, x) whenever b � a.
– WO (weakening the output): from (a, x) to (a, y) whenever x � y.
– AND (conjunction of the output): from (a, x) and (a, y) to (a, x ∧ y).
– OR (disjunction of input): from (a, x) and (b, x) to (a ∨ b, x).
– CT (cumulative transitivity): from (a, x) and (a ∧ x, y) to (a, y).

The derivation system based on the rules SI, WO and AND is called deriv1.
Adding OR to deriv1 gives deriv2. Adding CT to deriv1 gives deriv3. The five
rules together give deriv4. In [12], x ∈ outi(O, a) iff (a, x) ∈ derivi(O), for
i ∈ {1, 2, 3, 4} is proven.

[14] introduces a formation of prioritized I/O logic. In [14]’s, the priority
relation over norms is lifted to priority over sets of norms. [14] uses the lifting
originally introduced by [6]: O1 � O2 iff for all (a2, x2) ∈ O2 − O1 there is
(a1, x1) ∈ O1 − O2 such that (a1, x1) ≥ (a2, x2). Let N = (O,P,≥) be a norma-
tive system and A,C be two sets of formulas. [14] define prioritized I/O logic as
follows: for i ∈ {1, 2, 3, 4},

x ∈ outpi (O
≥, A,C) iff x ∈ ⋂{outi(O′, A,C) : O′ ∈ preffamilyd

i (O≥, A,C)}.

Here preffamilyd
i (O≥, A,C) is defined via the following steps:
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1. maxfamilyi(O,A,C) = {O′ ⊆ O : outi(O′, A) ∪ C is consistent, and
outi(O′′, A) ∪C is not consistent, for every O′ � O′′}.

2. filterfamilyi(O≥, A,C) is the set of norms O′ ∈ maxfamilyi(O,A,C) that
maximize the output, i.e., that are such that outi(O′, A) � outi(O′′, A) for
no O′′ ∈ maxfamilyi(O,A,C).

3. preffamilyi(O≥, A,C) is the set of �-maximal elements of filter
familyi(O,A,C).

4. preffamilyd
i (O≥, A,C) is the set of elements O′ of preffamilyi(O≥, A,C)

stripped of all the pairs (a, x) such that outi(O′, A) = outi(O′ − {(a, x)}, A).

We simplify [14]’s prioritized I/O logic as follows:

Definition 2.

x ∈ outpi (O
≥, A,C) iff x ∈

⋂
{outi(O′, A) : O′ ∈ preffamilyi(O≥, A,C)}

Here preffamilyi(O≥, A,C) is defined via the following two steps:

1. maxfamilyi(O,A,C) is the same as in [14]’s definition.
2. preffamilyi(O≥, A,C) is the set of �-maximal elements of

maxfamilyi(O≥, A,C).

We drop preffamilyd
i because our main concern is whether a formula x is

in outpi (O
≥, A,C), preffamilyd

i has no effect on whether x ∈ outpi (O
≥, A,C).

We use the following example to illustrate why we delete filterfamilyi.

Example 2. Let O = {(f, d), (d, a)} where f means I have fever, d denotes
that I go to my doctor, and a means I make an appointment with him. Let
(d, a) > (f, d). Put A = {f ∧ ¬a} and C = A. Intuitively, I should go to
an hospital and not to my doctor. Using [14]’s original definition, we have
d ∈ outp3(O

≥, A,C), which prescribes me to go to my doctor without an appoint-
ment. Such behavior fulfills a lower obligation (f, d) meanwhile creates a vio-
lation of a higher obligation (d, a). Using our simplified definition, we have
d �∈ outp3(O

≥, A,C), which gives more socially acceptable prescription.

In the setting of prioritized normative system, we choose negative and static
positive permission from [13] and reformulate them as follows:

Definition 3. Given a normative system N = (O,P,≥) and as set of input A,

1. NegPermi(N,A) = {x ∈ LP : ¬x �∈ outpi (O
≥, A, ∅)}.

2. – If P �= ∅, then StaPermi(N,A) = {x ∈ LP : x ∈ outpi ((O ∪
{(a′, x′)})≥, A, ∅), for some (a′, x′) ∈ P}.

– If P = ∅, then StaPermi(N,A) = outpi (O
≥, A, ∅).

We consider amoral agents as willing to commit as less obligations as possible.
We choose the weakest out1 to be the logic for amoral agents. Moral agents tends
to accepts those slightly debatable rules of normative reasoning. We choose out4
to be the logic for moral agents. Negatively/positively impartial agents classify
actions according to whether they are negatively/positively permitted. Since the
rule OR involves uncertainty and vagueness, out2 seems to be not suitable for
positively impartial agents. Thus, we choose out3 for positively impartial agents
and out2 for negatively impartial agents.
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3 Normative Status

We use a proposition control game to represent a multi-agent system.

Definition 4 (Normative Multi-agent System). A normative multiagent
system is a tuple (G,N,E, ρ) where

– G = (Agent, P, π, S1, . . . , Sn, Goal) is a proposition control game.
– N = (O,P,≥) is a finite normative system.
– E ⊆ LP is the environment, which is a finite set of formulas representing

facts.
– ρ : Agent �→ {1, 2, 3, 4} is an agent type assignment function which assigns

each agent a unique ethical type.

Strategies are classified as moral, positively legal, negatively legal or illegal.

Definition 5 (Moral, Legal and Illegal Strategy). Given a normative
multi-agent system (G,N,E, ρ), a strategy (+p1, . . . ,+pm,−q1, . . . ,−qn) is:

– moral: if p1 ∧ . . . ∧ pm ∧ ¬q1 ∧ . . . ∧ ¬qn ∈ outpk(O≥, E, ∅).
– positively legal: if p1 ∧ . . . ∧ pm ∧ ¬q1 ∧ . . . ∧ ¬qn ∈ StaPermk(N,E).
– negatively legal: if p1 ∧ . . . ∧ pm ∧ ¬q1 ∧ . . . ∧ ¬qn ∈ NegPermk(N,E).
– illegal: if ¬(p1 ∧ . . . ∧ pm ∧ ¬q1 ∧ . . . ∧ ¬qn) ∈ outpk(O≥, E, ∅).

Example 3. Let (G,N,E, ρ) be a normative multi-agent system as follows:

– G = (Agent, P, S1, S2, π,Goal) is a proposition control game with
• Agent = {1, 2}, P = {p, q},
• π(1) = {p}, π(2) = {q}, S1 = {{p}, ∅}, S2 = {{q}, ∅},
• Goal1 = {〈p ∧ q, 1〉}, Goal2 = {〈p ∨ q, 1〉},

– N = (O,P,≥) where O = {(�, p)}, P = {(�, q)}, ≥= ∅.
– E = ∅, and both 1 and 2 are type-1 agents.

+q −q

+p (1, 1) (0, 1)

−p (0, 1) (0, 0)

out1(O,E)=Cn({p})=outp1(O
≥, E, ∅), StaPerm1(N,E)=Cn({p, q}). The nor-

mative status of +p,+q,−q,−p is respectively moral, positively/negatively legal,
illegal.

Having defined the normative status of strategies, we now study the com-
plexity of some decision problems related to normative reasoning and normative
status.

Theorem 1. Given a normative multi-agent system (G,N,E, ρ), deciding
whether a type-k agent strategy (+p1, . . . , +pm,−q1, . . . ,−qn), is moral is Πp

2

complete.
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Corollary 1. Given a normative multi-agent system (G,N,E, ρ), a type-k
agent and his strategy (+p1, . . . , +pm,−q1, . . . ,−qn),

1. deciding whether this strategy is illegal is Πp
2 complete.

2. deciding whether this strategy is negatively legal is Σp
2 complete.

Theorem 2. Given a normative multi-agent system (G,N,E, ρ), a type-k agent
and his strategy (+p1, . . . , +pm,−q1, . . . ,−qn) deciding whether this strategy is
positively legal is Πp

2 complete.

Corollary 2. Given a normative multi-agent system (G,N,E, ρ), a type-k
agent and his strategy (+p1, . . . , +pm,−q1, . . . ,−qn), deciding the normative
status of (+p1, . . . , +pm,−q1, . . . ,−qn) is Σp

2 hard and in Δp
3 =PΣp

2 .

4 Ethical Agents

Different types of agents change their preference in different ways. Informally:

1. Amoral agents prefer strategy profiles with higher utility; for two profiles of
the same utility, the one containing the strategy of higher normative status
is preferred.

2. Moral agents prefer strategy profiles containing the strategy of higher nor-
mative status; for two profiles of the same status, the with higher utility is
preferred.

3. Negatively impartial agents classify strategies into negatively legal category
and illegal category; then they rank the strategies using utility within the two
categories.

4. Positively impartial agents classify strategies into positively and not-
positevely legal category; then they rank the strategies using utility within
the two categories.

Given a normative multi-agent system, it induces a normative proposition
control game by changing the preference of agents.

Definition 6 (Normative Proposition Control Game). Given a norma-
tive multi-agent system (G,N,E, ρ) where G = (Agent, P, π, S1, . . . , Sn, Goal), it
induces a normative proposition control game GN = (Agent, P, π, S1, . . . , Sn,≺1

, . . . ≺n) where ≺i is the preference of i over strategy profiles such that

1. if i is type-1 (amoral), then s ≺i s′ if
– ui(s) < ui(s′), or
– ui(s) = ui(s′) and the normative status of s′

i is higher than that of si.
2. if i is type-2 (negatively impartial), then s ≺i s′ if

– si is illegal (not negatively legal) and s′
i is negatively legal, or

– both si and s′
i are illegal and ui(s) < ui(s′), or

– both si and s′
i are negatively legal and ui(s) < ui(s′).

3. if i is type-3 (positively impartial), then s ≺i s′ if
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– si is not positively legal and s′
i is positively legal, or

– both si and s′
i are not positively legal and ui(s) < ui(s′), or

– both si and s′
i are positively legal and ui(s) < ui(s′).

4. if i is type-4 (moral), then s ≺i s′ if
– the normative status of s′

i is higher than that of si, or
– the normative status of s′

i is equal to si and ui(s) < ui(s′).

Theorem 3. Given a normative multi-agent system (G,N,E, ρ), an agent i and
two strategy profiles s and s′, deciding whether s ≺i s′ is in Δp

3.

Definition 7 (Normative Nash Equilibrium). Given a normative multi-
agent system (G,N,E, ρ), a strategy profile s is a normative Nash equilibrium if
it is a Nash equilibrium in the normative proposition control game GN .

Theorem 4. Given a normative multi-agent system (G,N,E, ρ) and a strategy
profile s, deciding whether s is normative Nash equilibrium is in Δp

3.

5 Conclusion and Future Work

In this paper we adopt a proposition control game and I/O logic approach to nor-
mative multi-agent systems. We distinguish four ethical types of agents, which
use different I/O logic for normative reasoning and different procedures to change
their preference. Such preference change create normative proposition control
games and notions like normative Nash equilibrium are then introduced. We
study some complexity issues related to normative reasoning/status and norma-
tive Nash equilibrium.

The contribution of this paper is twofold: on the conceptual side, we give a
formal characterization of four ethical types of agents. On the technical side, we
present some complexity results of normative reasoning with respect to priori-
tized I/O logic. All the complexity results in this paper are intractable, we leave
it as future work to find tractable fragments. We conjecture that if we restrict
every formula that appears in I/O logic to be a conjunction of literals, then all
decision problems studied in this paper is tractable. Such restricted prioritized
I/O logic has similar expressive power to the logic of abstract normative systems
[7], as well as defeasible deontic logic [9]. A detailed comparison between these
logic is also left as future work.
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Abstract. As technology for virtual reality becomes more and more
accessible, virtual reality based training becomes a hot topic as an
application environment for multiagent systems. In this contribution,
we present a system that connects a game engine with a BDI platform
for simulating a group of listeners that may be believable enough for
serving as a virtual audience for training gestures and body language
while teaching.

1 Introduction

Virtual reality forms an interesting substrate for e-learning systems not just in
distance learning applications or educational role-playing games. While military
training systems were a kind-of early applications of risk-free and fully con-
trollable environments, e-learning has discovered virtual environments enabling
training experiences in a huge variety of domains (see [11] for a short review).
In this contribution, we present a prototypical system for testing and training
body language when speaking in front of an audience. The main addressees are
teaching and research students who often have no chance to properly train their
non-verbal behavior and style of presenting, experiencing how a group of listeners
behaves differently in reaction to a particular posture or gestures. Rehearsing a
talk in front of a simulated audience is without risk in the sense that the opinion
or virtual agent is not important for the speaker. Also potential fatigue of the
audience is not an issue. The group’s reaction is fully controlled: if not wanted,
there are no emergent group dynamics.

However, the audience behaviour cannot be trivial imposing challenges on
the used agent architecture. When decoupling the simulation engine from the
visualization game engine, we can integrate complex behaviour models that may
generate required non-trivial agent behaviour with sophisticated visualization.
Hereby, BDI agent architectures turned out to be a good starting point, offering
a rather light-weight way of formulating flexible, and complex agent behaviour.

In the following, we will first discuss related work in more detail, also includ-
ing a short analysis of requirements. After a description of the overall system,
we indicate the particular way of using the BDI agent architecture integrat-
ing personality and abstract emotions in Sect. 5. Section 6 describes the set-up
and results from a few initial experiments. The contribution ends with a short
discussion of initial experiences and outlook to future work.
c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 379–394, 2016.
DOI: 10.1007/978-3-319-33509-4 30
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2 Virtual Reality-Based Training

Virtual Reality based training can be found in many variants, with commercial,
academic and other applications. It is far beyond the scope of this contribution
to attempt any form of a comprehensive review. Virtual reality may support
training of special abilities or manoeuvres - such as in emergency medicine or
for rescue operations. Even more than physical activities, Virtual Reality based
training systems address behaviour. That means, a human immersed in the Vir-
tual Reality system may train for example appropriate reactions in critical situa-
tions, e.g. when reacting to verbal attacks, managing a crowd or rescue manage-
ment etc. In this contribution, we discuss a first prototype coupling agent-based
simulation and a 3D game engine for training non-verbal aspects of lectures.

Also for this application area, one can find recent works. One example is
TeachLivE 1. It consists of a 3D virtual environment with “simulated” students
which are actually controlled by human players invisible to the human interact-
ing with them. Related studies are by Poeschl and Doering [22] and Slater et al.
[25]. They deal with practising in front of virtual agents to overcome fear of
public speaking. Poeschl and Doering discuss designing a realistic virtual audi-
ence based on observations of the behaviour of a real life audience. Slater et al.
concentrate on the “presence response” as a metric for the efficiency of a virtual
environment. Ideally the perceived level of presence should be equal to that of
the real world. One interesting finding was that even with a low level of represen-
tational and behavioral fidelity in the virtual agents, the presence response was
quite high. The training scenario in the TARDIS project [3] was a job interview.
A human interacts with a virtual recruiter. The focus was not on an elaborated
model of the recruiter agent, but on automated analysis of the test person’s state
so that a maximum of useful advice could be given. Tools for emotion detection
and other signals, developed in this project, can be very helpful also in our sce-
nario for enabling the virtual students to react to multi-modal signals from the
human “teacher”.

We did not find research that focused on modelling the simulated audience.
Focus was put on how to use such a system, not how such a system can be built.
In the following we concentrate on architectures to be used for human listener
models as well as how to couple such an architecture to a visualization platform.
We start by analysing requirements for the overall agent behaviour.

3 Human Behaviour Modelling

Considering artificial audiences, the following qualities can be postulated for
believability partially derived from B. Hayes-Roth’s [12] and others’ discussion:

– There must be an intrinsic motivation for activities beyond reactions to exter-
nal triggers. Believability of behaviour needs autonomy. A consequence is that
agents need to possess pro-activity for behaviour without external trigger [5].

1 http://teachlive.org.

http://teachlive.org
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– The virtual students exhibit heterogeneity. Behaviour should be typical and
realistic for the situation. Consistent individual activities with different reac-
tions by different agents to the same signal are necessary. An observer may
attribute these differences to personality.

– Display of emotions forms an important feature for believability [7]. Hetero-
geneity not just concerns underlying personality types, but also relates to
dynamism. Agents react in different ways to the same input over time. They
shall possess some state that allows a situation to escalate. The overall dynam-
ics shall emerge without being scripted. Emotions form a good basis for mod-
elling this time-dependency and modifications of behaviour.

– The behaviour should not be fully predictable to a human observer. That
means fully rational optimizing behaviour is not appropriate, but some
reduced form of unpredictability might end up in interesting effects. So, sim-
ple variations related to for example how often a gesture is repeated or how
fast the character moves, are not enough.

– The virtual characters shall also interact with each other and not just to the
teacher. That means simply duplicating one agent is not enough.

– The behaviour just needs to appear believable for the experiments. The agents
do not need to fully reproduce human behaviour and reasoning in other sce-
narios.

– The agents should be able to adapt their behaviour not just in reaction to
what other agents did, but also with respect to the human “in the loop”.
If there is a human presenter or teacher, the virtual agents should react to
his/her gestures, actions, etc. It is not sufficient to pre-define more or less
sophisticated behaviour, but the agent should display some feedback to the
involved human.

It may appear surprising that aspects related to graphics and life-like visual-
ization are not listed. We assume that consistent believable behaviour forms the
essential ingredient – given a sufficient level of realism in visualization. This is
also supported by our experiments. None of the human subject remarked exist-
ing flaws in the visualization, although there were obvious problems with e.g.
agents standing in tables; the actual behaviour in interaction with the human
was decisive.

We assume that a simple rule- or script-based architecture of the individual
agents is not sufficient to produce behaviour satisfying those characteristics with
reasonable modelling effort. Inventing a new architecture was out of question
considering the huge variety of existing ones. In the following, we discuss agent
architectures, that have already been used for controlling virtual characters in
computer games or Virtual-Reality based training.

3.1 Cognitive Agent Architectures

Cognitive Architectures are special in the overall landscape of agent architectures
that has been traditionally coined more using terms like deliberative, reactive,
social or hybrid (see [32]). Cognitive architectures as used in general artificial
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intelligence are not only used to build intelligent agents, but concretize theories
of human cognition: “a cognitive architecture provides a concrete framework for
more detailed modelling of cognitive phenomena, through specifying essential
structures, divisions of modules, relations between modules and a variety of
other essential aspects” [28]. That means they are based on assumptions and
models how humans reason, organize memory etc. that are at least partially
validated by experiments, interviews, etc.

Over the years, a number of those cognitive architectures have been sug-
gested. In Soar cognitive processes as well as processes that determine behav-
iour are based on search in specific “problem spaces” that organize long-term
memory in sets of rules. An elaborated decision making process either directly
identifies rules relevant for the current context or selects another problem space
to identify rule ranking, effect of actions, etc. This is combined with a learning
process compiling new rules form solved problems.

Soar has been used for controlling virtual characters as opponents or col-
laborators for human players in virtual reality game and training settings for
some time: QuakeBot [15] for controlling a non-player character in games and
in later versions also for modelling opponents in military training scenarios [33]
or TacAirSoar agents [29] for steering a plane in virtual manoeuvres with mixed
human and agent formations.

To our knowledge, ACT-R [2] has not been used for virtual agents to the same
extent as SOAR. ACT-R also forms a unified architecture aiming at human cog-
nitive processes for reproducing phenomena known from cognitive psychology.
Its overall set-up is modular reflecting hypotheses on modular brain function-
ality. It is based on hybrid approaches combining declarative and procedural
knowledge processing, symbolic and sub-symbolic representations.

There are a number of other architectures for resembling human behaviour
that are at least partially grounded in psychological literature. PSI developed
by D. Dörner [10], as well as its implementation in MicroPSI [6], is based on
sub-symbolic motive representation. OpenPSI [9] forms an implementation of
the PSI theory based on OCP architecture combining uncertain logic represen-
tation and processing with approaches from computational linguistics, evolution-
ary learning and connectionist attention. CLARION [27] explicitly distinguishes
between procedural knowledge that is represented sub-symbolically and declar-
ative knowledge that is based on symbolic representation and explicit reasoning.
A special focus is put on learning techniques to acquire these different knowledge
types.

These cognitive architectures have in common that they combine various
representations in different memory modules with complex reasoning processes
to a unified architecture. However, for our aim it would have been not feasible
to use one of those architectures given only limited resources. In the following,
we will discuss architectures that are capable of producing believable behaviour
of virtual characters without the claim to resemble real human cognition and
reasoning.

Recently, more and more models involving social behaviour for capturing
group dynamics have been published in agent-based simulation – an area in
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which there is a clear need for transparent, theoretically grounded but feasi-
ble agent architectures. Modelling and simulation frameworks as presented in
[31] specifically aim at testing crowd behaviour models with emergent group-
level behaviour patterns. It might be an interesting line of research to test the
applicability of such frameworks also in the domain addressed here.

3.2 Elements and Architectures for Believable Agents

In the area of Intelligent Virtual Agents, many approaches exist for creating
life-like characters that generate believable behaviour [24]. Clearly, a focus is on
appearance and visualization-related aspects, generating realistic facial expres-
sions or gestures coherent with emotions that the agents shall express. Already
[7], Bates et al. illustrated how many and which components an architecture
for a generally believable agent needs, even if it is “just” a virtual cat. Emo-
tional dynamics are hereby based on a sort of reaction to success or not of its
action (measured along some “standards”). Attitudes towards other agents and
events as well planned behaviour are also captured. Similarly also PMFserv was
prominently developed for behaviour generation of believable virtual characters
combining diverse functionality. Due to the wealth of incorporated components,
this architecture appears to be as sophisticated as the cognitive ones described
above.

For emotions and personality rather established and psychologically
grounded models exist: Already the virtual cat of J. Bates et al. was based on the
OCC model ([20] after [26]). The main idea is that emotions result from men-
tal reactions to consequences of events, actions of agents (others and own) and
aspects of objects. The OCC model elaborates positive and negative emotions
depending on whether the consequence, etc. was expected or not and whether
the agent sees it positive or negative. The OCC model is meanwhile widely used
for creating emotions in virtual characters.

Personality appears to be a good approach to systematically express hetero-
geneity between virtual agents. Instead of randomly chosen parameter settings
or behavior details, it better to combine them into a consistent “personality”.
Due to its economic and coaching value, many basic concepts expressing traits
that combine to a personality have been proposed. In virtual agents the model
of the big five factors [18] appears to be prominent. This model assumes that
five basic traits (Openness, Conscientiousness, Extraversion, Agreeableness and
Neuroticism) make up the personality of a human. It is purely descriptive based
on a large volume of empirical work. Yet, there are only few agent architectures
that integrates personalities in generic way.

BDI architectures seem to be agent architectures that are also used for vir-
tual characters. The central idea is that goals and the plans for achieving those
goals are two separate categories in the reasoning of the agent. Most BDI archi-
tectures – mostly descendants of PRS [13] – do not plan from first principles,
but select and configure pre-defined activity descriptions that may contain sub-
goals, actions, branching or loops explicitly capturing the procedural knowledge
of the agents. There are many research works that use BDI architectures for
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controlling virtual agents, such as [19,30], also several extensions for emotions
or personalities have been suggested (e.g. [21]).

L. Antunes et al. [4] recently published very interesting conceptual consid-
erations on enhancing goal-driven behaviour as used in BDI. They suggested to
use more elaborated desire acquisition processes for generating socially realistic
behaviour of simulated agents. An operationalisation of their approach – when
available – might form an interesting alternative to the BDI-based architecture
we used in the following. Clearly, in agent-based social simulation, we will find a
wider range of agent architectures that might be suitable in our project context.
A thorough search and evaluation will be part of our future work.

For our first tests, we selected to start with a basic BDI architecture as it
allows for pro-active behaviour based on intrinsic motivations. Heterogeneity can
be easily expressed. The architecture is flexible enough to also embed variations
in the behaviour of an individual agent, as well as simple interactions between
agents. Another important reason for selecting an BDI-based approach was the
availability of convenient tools for implementing. However, although we could
produce reasonable agent behaviour within a rather short time, the level of its
genericness appears to be too high and we will continue testing other architec-
tures. A relevant element of future research will hereby focus on architecture
that involve predictions of how the human might react to actions.

4 Classroom Scenario

4.1 Information Flow

Figure 1 illustrates the overall set-up and information flow. Agents behaviour is
visualized in some virtual reality display. Such a display can be a sufficiently
large screen, a Cave or some modern VR device like Oculus Rift or similar. A
human is immersed in the set-up and his or her behaviour is detected using suit-
able sensors. The sensor abstract raw data to information that steers an avatar
representing the human in an agent-based simulation. The avatar is interacting
with other simulated agents during a running simulation which is coupled to
real-time for producing an appropriate impression for the advance of time. Each
of the simulated agents connects to a virtual character in visualization. With
today’s technology, one may assume that all involved systems are sufficiently
fast including reaction time of the simulated agents. Latency for communication
between different systems is not relevant as usually reaction times do not need
to be as fast as possible, but just result in a realistic impression.

4.2 Architectural Concept

There are two general approaches to connect an agent control architecture to a
game engine, in case one does not want to re-implement the behaviour control
within the game engine loop. The main difference consists in the representation
of the environment: either there is an explicitly simulated environment that is
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Fig. 1. Overall information flow in a system for training non-verbal behaviour with
simulated listener agents

mapped to the virtual one including all agents that it contains being mapped to
corresponding agents or there is just one representation of the environment in
which complex agents with “external” reasoning capabilities are placed.

An elaborated middleware such as proposed by [16] or [30] transforms sensor
data into percepts as input for the agent reasoning. The reasoning outputs high-
level actions that are then transformed into control instructions for execution by
the virtual characters’ body situated in the virtual environment. Sensing, action
and interactions happen in the Virtual World that is accessed by elaborated
interfaces between intelligent behaviour generation and the virtual characters’
body. Most systems mentioned in Sect. 3 use such a set-up. Those approaches
are quite natural considering the analogy between physical and virtual reality
environments and the physicalness of embodied agents.

We take a different approach that simplifies modelling interactions between
agents and between agents and their environment keeping both on the same
level of abstraction. Figure 2 illustrates the differences between both approaches.
We basically double the environment and relevant entities for avoiding complex
transformations in the interface between agents and their environment. The sim-
ulated agents interact with and in a simulated environment. All relevant events
are triggered in the simulated environment. The virtual reality system serves
merely for visualization purposes based on commands that inform the virtual
character about what its corresponding agent is actually doing and translat-
ing that into gestures, facial expressions, etc. Clearly, those commands must be
augmented with specific parameters for determining speed of a gesture, gazing
directions, etc. Assuming that visualization can be created basically from exist-
ing 3d Object Models with given animations, handling behaviour within one
system leads to simplified overall system development.

The commands for visual behaviour (movements, gestures, etc.) must contain
specific symbols such as WaveRightHand or ExpressJoy triggering a particular



386 J. Nilsson and F. Klügl

Fig. 2. Types of architectural for integrating multi-agent systems and virtual reality.
The critical questionis where interaction between agents (as well as between agents and
their environment) is actually happening.

gesture in a humanoid character model. The symbols must be understandable in
a way that the visualization system can match it with a particular animation of
the character model for e.g. raising the right arm and waving with it or setting
up a facial expression for joy. Luckily, virtual characters and their animations
are often reusable in the same domain. For example, the object models that we
used in this work were developed at the University of Augsburg for a library of
object models to be used in multiple projects.

In the overall system, the loop between visualization and simulation is not
directly closed. Using a generic connection to the simulator for parsing strings
sent to individual agents from software outside the simulator, we directly inte-
grated sensor information into the simulation. Information form the sensor con-
trols an avatar in the simulation, thus the simulated agents’ perception of and
interaction with the teacher happens completely within the simulated environ-
ment. The avatar does not decide about actions that then manipulate the envi-
ronment itself, it simply displays what the user did.

Such a general set-up was previously suggested for advanced visualization
with the vision to create a platform for “immersive” validation [17]. In this
project, a rich environment was not as essential as flexible and intelligent agent
programs. We selected JASON [8] which appears to be currently the most elab-
orated, documented and easy to use open source BDI system.

4.3 Tools and Technicalities: JASON

JASON2 [8] is a JAVA-based multiagent system platform around an interpreter
of AgentSpeak(L) programs. AgentSpeak(L) is a BDI architecture with clear
logics-based semantics. The interpreter takes care of handling agent’s belief and
hierarchical plans and based on this, of action selection. A plan forms a piece of
procedural knowledge consisting of specification of the triggering events (newly
added/deleted percept, incoming messages or establishment or abandonment of
2 http://jason.sourceforge.net.

http://jason.sourceforge.net
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Fig. 3. Excerpt from a behaviour program of a nervous student agent

goals), the context in which the plan is applicable and the actual sequence of
goals and actions that needs to be executed for achieving the plan. Goals can
be the achievement a particular state or testing whether a particular condition
holds. There is a number of built-in actions, for example for updating the belief
base or sending messages to other agents. Domain specific actions can be added
on the JAVA level elaborating the environmental model. Thus, an agent program
consists of initial beliefs and goals, belief update rules and a set of plans that
may be organized in multiple plan hierarchies. Figure 3 shows a snippet from an
example behaviour of one of our agents. Thus, JASON provided the possibility
to do fast prototyping of sophisticated agent behaviour in a human-readable
form. Technically it works as an Eclipse plugin which enables easy JAVA-related
extensions.

In contrast to full agent-based simulation platforms, predefined structures
for the environmental model and the embodiment of the agents in JASON are
quite rudimentary. Thus, we derived a specific environment class that manages
additional representations of agents’ bodies containing the relevant “physical”
information such as position, orientation, current facial expression, gesture and
focus point. Domain specific actions are dispatched by the environment and
update the agents’ body model. With a given frequency, updated information
about what animations to display, etc. is send to the agents’ corresponding vir-
tual agent in the game engine. The human teacher has a simple, corresponding
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agent in JASON that regularly updates information about the gesture that the
human performed last receiving it from the sensor. Depending on such a incom-
ing belief, the teacher agent sends corresponding messages to the other audience
agent.

4.4 Tools and Technicalities: Horde3D Game Engine and
Connection Components

Visualization was done using the Horde3D Game Engine3 with extensions that
we developed previously for connecting to an agent-based simulation platform as
sketched in [14]. The Horde3d Game Engine was and is developed at the Univer-
sity of Augsburg, Germany. It is an open source, light weight and conceptually
clean game engine on top of a graphics engine with the same name. The com-
ponent responsible for connecting the external behaviour control to the game
engine’s characters is based on proprietary strings sent via a socket connection
containing information on what needs to be changed in the characters’ display.
The Horde3D component parses the string and executes the changes. Control
of delays and parameters of execution (speed, repetitions of gestures, etc.) are
determined by the behaviour control. Also the component that recognizes human
gestures via the Kinect sensor is an existing component of the Game Engine.

5 Listener Behaviour

The central aspect of our research was not just doing a hardware and software
set-up but actually creating believable audience behaviour using this for testing
how far one can come with such simple means.

5.1 Action Repertoire and Interactions

In the agent plans, actions could be used that correspond to gestures and other
actions displayed by the 3d characters in the visualizing Game Engine. Agents
could stand up, turn, write, nudge or approach their neighbours, shake their
heads, show a number of gestures such as pointing to the watch, move the hand
to the head in a thinking gesture, etc. Also facial expressions for emotions were
included, yet not really well recognizable in the visualization. Other students
in the classroom however, could not miss-understand agents’ actions and facial
expressions as they perceived within the (high-level) simulation platform. Thus,
no interpretation was necessary; they were transmitted as clear symbols in mes-
sages between agents. Only the human teacher could miss-interpret what the
agents displayed.

In a similar way, a set of pre-defined gestures could be recognized via the
Kinect sensor. Once the gesture was sent to the agent simulation system, all
agents had the same understanding. There were a number of miss-interpretations

3 http://www.hcm-lab.de/projects/GameEngine/.

http://www.hcm-lab.de/projects/GameEngine/
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of human gestures, as recognition was not perfect, but in those situations all
audience members miss-understood what the human wanted to convey in the
same way.

5.2 Emotions and Personalities

Two options were used to individualize the audience agents: emotions and per-
sonality. Inspired by the OCC model, we designed every agent to have a numeric
variable expressing some general form of “contentment” with its individual situa-
tion. This can be basically seen as a one-dimensional appraisal model of emotion:
Each event, that means each perception or incoming messages has an effect on
the level of this variable, its value is increased or decreased. So for example, if
an agent is approached by one of its neighbours, the contentment level is mod-
ified by certain number. The number, and actually whether it is increased or
decreased depend on the agents’ particular personality. The contentment forms
both a modulator of how often a gesture action is done or also determining which
gesture is selected as a reaction to an event. For our implementation in Jason,
this means: The numeric variable is abstracted into a categoric statement like
“mood(bad)”, which is then used as context for plan selection.

Yet, integrating emotional behaviour alone does not produce sufficient
individualism. Agents need to exhibit more particularities than what can be
expressed by for example different start values for the contentment level. The
interaction in this project is not rich enough for that compared to conversation-
oriented scenarios as interaction is solely based on gestures and postures of the
teacher, and on approaches or attacks from other agents. As discussed above,
equipping the agents with personality appears to be the gold standard for indi-
vidualism. We selected only a few personalities that we assumed to challenge
a teaching situation. Without further elaboration, we choose to model agents
on the positive and negative extreme of extraversion, neuroticism and non-
agreeableness. Together they might form a “good” audience for training non-
verbal reactions to student behaviour. Yet, this is clearly a decision that needs
further grounding in pedagogical and psychological research. The personalities
cause differences in the agent programs, formulated in a quite ad hoc way. Sim-
ulated students with different personalities react to different incoming events,
for example a “timid” student reacts to hardly any gesture and also continues
ignoring its neighbours approaching it. A nervous student will also not react to
its neighbours in a meaningful way, but becomes more and more uneasy, the
longer the teacher is inactive, eventually disturbing other agents. A hostile stu-
dent agent shows aggression towards its neighbours and reacts with an angry
expression to many interactions from other students, but also to most gestures
of the human teacher. Extravert students were designed so that they interact
frequently with their neighbours and are quite active especially when the human
is inactive. We added more than one hostile and extravert personality making
additional differentiation in parameters, durations but also in a few events that
they react that others ignore. In the final scene there are one timid, one nervous,
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two hostile and four extravert students. If there is no activity from the teacher
identified, the situation escalates.

A critical aspect in developing those agents’ personality and behaviour was
the parametrisation of the dynamics of the “contentment” variable. There are
clearly a lot of ways to extend and improve the agent programs for the different
agent personalities. Also the repertoire of gestures that the student agent react
to can be extended as well as the reactions could be much more sophisticated.
We see that as a starting point for further developments in collaboration of the
pedagogic department in Örebro. Despite of the shortcomings in the behaviour
definitions, we tested how human subjects would react to the virtual agents audi-
ence and conducted experiments for getting an impression how humans would
rate the realism of the virtual audience.

6 Experiments

6.1 Experimental Set-Up

Using the configuration described above, we exposed 16 subjects to two sub-
experiments. In the first one, the task was to observe a more and more esca-
lating situation without teacher interaction (the sensor was not turned on, so
the teacher agent was observed to be inactive by the student agents over the
duration of that experiment). So, the subject could concentrate in observing
and evaluating the behaviour of the simulated audience. Figure 4 shows how the
situation looked like at the start of the experiment and how it could look like at
the end. The behaviour of the agents is not scripted, so the final situation was
slightly different in each of the experiments even without interactions with the
human teacher. For the second experiment, the subjects were informed about the
gestures that the system could recognize, yet not how the agents would react
to those gestures. The subjects’ task was to keep the groups’ attention. Both
experiments lasted 5 min.

Fig. 4. Scenarios during the observation experiment. These are screenshots from two
different runs; gender and cloth of the virtual agents were randomized.

After each sub-experiment the subjects were asked to fill a questionnaire.
There were only slight variations between the two questionnaires: They contained
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three groups of questions: (1) General question on the perceived realism of the
scenario; (2) questions on the experienced emotions during participating the
experiment and (3) open questions for feedback. The idea behind those questions
was first to get a general evaluation and to check whether the subjects would
perceive variations between the simulated students in a way that could allow
them to identify the students’ personalities. Emotional reactions of the subjects
indicate that they experienced some form of presence. The rationale behind
giving twice almost the same questionnaire was to find out whether interaction
changes the evaluation that the subject gives.

The experiment were performed with 16 subjects recruited mostly from PhD
students, Postdocs and Lecturers at the computer science, mathematics and
technology departments at Örebro University. 6 of the subjects were female,
10 male. All had teaching experience; 10 subjects stated experience with games
involving some form of motion capturing.

6.2 Results

In the following we only show the most interesting results concerning overall
believability (Fig. 5). There is a tendency that subjects find the audience more
realistic when they just observe rather than interact. We observed that some of
the subjects spent some time in “testing” gestures systematically.

Fig. 5. Answers on the question “How would you rate the overall realism of the agents’
behaviour?” with 1 as “Not realistic at all” to 5 as “very realistic”.

Interestingly, some subjects also expressed emotional reaction in the first
experiment in which they were told not to interact with the audience. So, some
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limited form of presence could be seen because the students reacted to the miss-
ing actions of the teacher - more and more interactions among the audience
occurred, most of the agents turned away from the teacher which was what the
subjects expected them to do as the teacher remained inactive. Some teachers
felt stressed as they were not allowed to intervene. Despite of the limited gesture
repertoire, the most subjects felt that they could influence the students and were
in control of the situation. In the open questions, many subjects expressed the
need for more modes of interaction.

Heterogeneity of student behaviour was well recognized - both between stu-
dents as well as over time; yet hardly any subject could identify the particular
personalities displayed.

7 Discussion and Future Work

The experiments – although far from providing us with statistically significant
results – show that it is possible to set up such a human-in-the-loop system
with a virtual audience using rather simple, existing technology. Clearly, we
just tested for believability of agent behaviour. For actually testing potential
training effects, much more has to be invested from improvements in the gesture
recognition to visualization that is fine-grained enough for enabling the reliable
perception of the characters’ emotions. The behaviour and especially the reaction
to the teachers’ actions need to be improved to be more realistic; Currently only
limited tuning was done. We did actually not expect that subjects rate realism
higher than they did, yet we assumed positive effects of enabling interaction.
The question remains, what is the minimum necessary level of plausibility of
audience behaviour and interaction so that the non-verbal behaviour training
for teachers is useful? Addressing this question must be clearly the next step.
A better selection of gestures and actions that the teacher can do, would be an
essential for that.

Whether more realistic group behaviour (as proposed in [23]) or augmenting
BDI reasoning with reasoning about emotions (e.g. [1]) have to be integrated,
is a consequence of this next step. Is it necessary to develop simulated stu-
dents who not just react to gestures, but intentionally drive the human teacher
mad? Technology-oriented research in this project has set a first step, but with-
out a wealth of tests and extensions grounded in pedagogical and psychological
research, it is done in vain.
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19. Norling, E.: On evaluating agents for serious games. In: Dignum, F., Bradshaw, J.,
Silverman, B., van Doesburg, W. (eds.) Agents for Games and Simulations. LNCS,
vol. 5920, pp. 155–169. Springer, Heidelberg (2009)

20. Ortony, A., Clore, G.L., Collins, A.: The Cognitive Structure of Emotions. Cam-
bridge University Press, Cambridge (1988)

21. Parunak, H.V.D., Bisson, R., Brueckner, S., Matthews, R., Sauter, J.: A model
of emotions for situated agents. In: Proceedings of AAMAS, Hokodate, Japan,
pp. 993–996 (2006)

22. Poeschl, S., Doering, N.: Virtual training for fear of public speaking–design of an
audience for immersive virtual environments. In: Virtual Reality Short Papers and
Posters (VRW), pp. 101–102. IEEE (2012)

23. Prada, L., Paiva, A.: Teaming up humans with autonomous synthetic characters.
Artif. Intell. 173, 80–103 (2009)

24. Prendinger, H., Ishizuka, M. (eds.): Life-Like Characters. Springer, Heidelberg
(2004)

25. Slater, M., Pertaub, D.-P., Barker, C., Clark, D.: An experimental study on fear of
public speaking using a virtual environment. Cyberpsychol. Behav. 9(5), 627–633
(2006)

26. Steunebink, B.R., Dastani, M., Meyer, J.-J.C.: The OCC model revisited. In:
Reichart, D. (ed.) Proceedings of the 4th Workshop on Emotion and Computing,
KI 2009, Paderborn (2009)

27. Sun, R.: Learning, action and consciousness: a hybrid approach toward modelling
consciousness. Neural Netw. 10(7), 1317–1331 (1997)

28. Sun, R., Coward, L.A., Zenzen, M.J.: On levels of cognitive modeling. Philos.
Psychol. 18(5), 613–637 (2005)

29. Tambe, M., Johnson, W.L., Jones, R.M., Koss, F., Laird, J., Rosenbloom, P.S.,
Schwamb, K.: Intelligent agents for interactive simulation environments. AI Mag.
16(1), 15–39 (1995)

30. van Oijen, J., Dignum, F.: Towards a design approach for integrating BDI agents
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Abstract. The problem of reducing traffic congestion in a city has always been
difficult to solve with monolithic control methods, which have both high costs
and increased implementation complexity. This paper aims to minimize vehicle
waiting time at stoplights by using a multi-agent system control technology.
Moreover, the system is required to respond adequately to the presence of
emergency intervention vehicles, allowing them quick and sure passage, but
without significantly interrupting regular traffic. The solution designed in this
paper allows for on demand synchronization of intersections, depending on the
traffic context at any given time. In order to test this concept, an agent based
simulation model has been developed, that offers real world traffic simulations
on urban maps, and integrated complex road networks and traffic participant
behaviour, with a possibility to measure the performance of the control system
through parameters such as noise levels and emissions.

Keywords: Agent based simulation � Urban traffic congestion � Traffic control
systems � Distributed control systems

1 Introduction and Related Work

Transportation and traffic systems represent a core element in the socio-economical
development, dealing with the flow of persons and goods, on local as well as global
level. The advance of technology has expanded into all areas of human activity and
urban transport and traffic systems are no exception, but they come with both advan-
tages and disadvantages. Intelligent Transport Systems (ITS) have been introduced to
solve the latter, from minimizing pollution and congestion of roads, to increasing
population safety. Emergency intervention vehicles [1] enter this category, bringing
forth issues of optimal travel times [2] from their departure point to the affected areas
[3]. In the often high traffic situations of urban environments, ensuring fast and easy
access of such crews can become a matter of preserving human life [4]. Hence, a Smart
City ITS is required to incorporate specifications related to emergency response
systems.

To integrate emergency vehicles in ITS, different implementation strategies have
been approached. An example of such a solution is based on Dijkstra algorithms [5]
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and evolution strategies to find an optimal route within a given short time period, with
the addition of a combined communication between cars by sending signals that could
help avoiding collisions. Another approach presented in the project Emergency Vehicle
Priority refers to overriding traffic lights in favor of response units [6].

Intelligent transportation systems vary, in what concerns the applied technologies
they use, from basic management systems like vehicle navigation systems [7], traffic
light control [8], management & monitoring systems, signs with dynamic message
displays, applications for automatic recognition of registration number, video cameras
for recording driving velocity (CCTV systems), to advanced systems which integrate
real-time data and responses from a number of sources [9], such as parking guidance
and information systems, meteorological information etc. Nevertheless, the consider-
able progress in telecommunications and information technology, with radio frequency
identification, microchips, smart technologies in sensor networks [10], has strengthened
the technical capabilities that facilitate the development of intelligent transportation
systems.

In order to develop such systems, starting from design, and all the way to imple-
mentation and monitoring, a very important phase is testing and validation. Without it,
the efficiency and viability of a proposed solution can not be quantified, and the
development costs would climb exponentially. For this, proper modelling and simu-
lation tools are necessary in order to ensure the most accurate representations of real
world systems and in order to obtain relevant data for the problem at hand.

As such, since ITS are inherently complex systems, then complex models are the
most natural choice. From this category, one of the most versatile technologies are
agent based [11–13]. In this paper, we focus on applying agent based simulation
models to the design of traffic control systems, taking into account the presence of
emergency vehicles in urban traffic.

2 Problem Description

The importance of agent based technology has increased due to the ability of solving
complex real-world problems in a flexible and modular way. The agent based per-
spective offers a strong and effective suite of tools for analysis, design, simulation, and
implementation of simple or complex systems. Thus, Agent Based Simulation Models
(ABSM) can describe complex systems by using agents that are relatively simple, and
by constructing global behaviours through rules of interaction between them. This is a
useful tactic for modelling traffic systems, which can have a high analytical and
computational cost.

There are two issues that need to be considered here. First, for a distributed system
like urban traffic, the most suitable model would be also implicitly distributed. Second,
an ITS is decomposable, distributed geographically, with large amounts of data cir-
culating between the component entities. Thus, the top-down control design approach
is not feasible, requiring decentralized control strategies.

With these in mind, turning to ABSM in order to aid the design process of urban
traffic control systems is beneficial.
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An agent based model is a computational or simulation representation of a real
world system or process, in which a series of entities (agents) placed in an environment
interact based on a set of rules. In an ABSM, an agent is an open system defined by
inputs (data from the environment and from other agents), outputs (actions toward the
environment, and data to other agents), feedback (data used to regulate the agent
internally, allowing it to change its state), internal state (the representation of the
agent’s behaviour), internal rules that govern the agent behaviour.

The ABSM is thus a multi-agent system, which in turn is defined by ABSM inputs
(from designers/engineers/users, interface parameters), ABSM outputs (the results of
the simulation, displaying either the effects of the system as it is left to operate in the
given environment, or the effects of unexpected events inserted as disturbances during
simulation), ABSM state (the cumulative state of the multi-agent system comprised of
the states of all its component agents, but viewed from a higher observation point) and
ABSM rules (interaction rules between component agents).

The problem considered in this paper deals with a traffic control system in an urban
area which needs to be fluid and free of congestion. In addition, these requirements need
to be fulfilled even when emergency vehicles appear in traffic, disturbing the regular
flow due to increased priority. Increasing the complexity of the problem, we have also
imposed that the emergency vehicles be let through intersections with minimal waiting
time, meaning that the control system itself needs to re-adjust its behaviour in order to
comply with this request.

3 Design Concept

To address these problems, this paper describes a simulation model based on coop-
erative agents. The aims of the agent based simulation are to reduce the waiting time at
traffic lights in controlled intersections, increase the traffic flow in large areas. It is
important that the proposed solution reduce (or at least not increase) greenhouse gases
emissions and fuel consumption. The system must be able to detect and facilitate access
of emergency vehicles avoiding problems that might arise. The probability of colli-
sions, either due to rapid change of traffic light color from yellow to red or because of
emergency vehicles, must be reduced.

For this, we have developed an ABSM that includes:

(a) a world model (environment) using real urban maps;
(b) the models of the traffic participants, both regular and emergency;
(c) a multi-agent control system based on cell agents.

All component agents, their behaviours and rules of interaction, along with
implementation details are described in the following sections.

The cell agent concept is aligned with CitySCAPE, a framework for design of
complex urban systems in Smart Cities. This agent structure is introduced in [14],
where only its aggregation mechanism is presented. The novelty of this paper is the
application of cell agents to the development of distributed control systems, taking into
account specific issues of multi-agent systems, such as synchronization, negotiation
and collaboration.
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A cell agent is used for implementing or modelling control systems. When used for
the former, its components are devices (sensors, actuators, microcontrollers etc.), while
when used for the latter, its components are, in turn, virtual simple agents that emulate
these devices. In simulation, a cell agent is a multi-agent system in itself, but through
the interactions between its components, it can easily reproduce the behaviour of real
world control systems.

A generic cell agent for simulation is defined as:

�h i ¼ DI ;DS;DA;Nf g ð1Þ

a set of inference entities DI (either software agents or hardware devices), sensing
entities DS (either software agents or hardware devices), and acting entities DA (either
software agents or hardware devices), organized around a nucleus agent N.

Naturally, when using the cell in an ABSM, the sensing agents emulate sensors and
transducers, the acting agents model actuators and effectors, while the inference agents
run the control algorithms and elaborate commands and decisions. The nucleus is an
agent that can aggregate cells (can compose the control system on demand), disinte-
grate them when they’ve served their purpose, assign tasks to the other agents in the
cell, receive objectives to be accomplished by their cell, and communicate with other
nuclei for more complex operations like collaboration/cooperation/coordination (for
example, synchronization of intersections).

Figure 1 illustrates the components of a cell agent for simulation, along with the
data exchange between them: yd environmental data, y processed data, u computed
commands/decisions, m executed actions, O cell objective of controlling an intersec-
tion, T1,2,3 desired tasks according to objectives (the task of a sensing agent is to collect
traffic data, process it, and transmit it to the inference agent, whose task is in turn to
elaborate control decisions based on the received data and transmit it to the acting
agents, who in turn are tasked with executing the command).

The entirety of cell agents in a considered urban area form part (c) of the ABSM,
namely the control system part, which is organized on three levels, based on the
complexity of the agents: (c.1) device level: cell components; (c.2) intersection control
system level: cell agents; and (c.3) distributed traffic control system level: the collection
of cell agents in a considered urban area.

Fig. 1. Cell agent configuration
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With this structure, the traffic control system can be modelled and simulated for
testing both the interactions within the local control loops in individual intersections,
but also for testing the global behaviour of the entire system.

4 Preliminary Considerations for Implementation

To reduce waiting time in intersections and increase traffic flow in large areas a (co-
operative) multi-agent system was designed. Each intersection will be modelled with a
minimal cell agent [18] and they can cooperate when needed. The inference components
of each cell will require a minimum time for yellow traffic light and a minimum time for
green traffic light in order to reduce the probability of collisions. The designed agents are
developed using JADE (Java Agents Development Environment) [15]. JADE is a
software framework fully developed in Java programming language that simplifies the
implementation of multi-agent systems through the offered features. Among them,
JADE includes a set of software tools for troubleshooting and debugging. A system
based on JADE can be distributed on several machines that do not have the same
operating system and environment configuration can be changed at runtime [15].

The JADE environment has 3 types of special agents: (a) AMS (Agent Manage-
ment System) - it can create or destroy agents, (b) DF (Directory Facilitator) - allows
agents to register their services in ‘Yellow pages’, (c) RMA (Remote Agent Man-
agement) - interacts with AMS and DF to provide the user with useful data about the
environment shown in a GUI.

From the many simulation solutions such as Aimsun [16], Matsui [17], or VisSim
[18], for this approach we chose SUMO (Simulation of Urban Mobility) [19] because it
is easy to use, it is open source, and has been used in various important projects such
as: iTETRIS and COLOMBO [20], AIMTRAN [21], or DRIVE C2x [22].

SUMO is a free suite for traffic simulation and open source available since 2001,
developed by the Institute of Transportation Systems in Berlin. The SUMO simulation
platform offers a wide range of features including: microscopic simulation - vehicles,
pedestrians and public transport; online interaction - control simulation with the TraCI
interface; there are no artificial limitations in network size or the number of vehicles
simulated.

Each SUMO simulation requires a map; the map can be either a map generated
using SUMO with the netgenerate tool or a real map converted into a SUMO map type
file. In this paper’s traffic simulation model a real-world map is be used. The con-
version is made by downloading and resizing the map of Romania or directly speci-
fying geographic coordinates. Once downloaded, the map is edited using the JOSM
application [23] and after editing, the *.osm file is imported into the eWorld application
[24] and from there exported in a SUMO map file format with the extension.net.xml.
Traffic generation for a map is done using specific SUMO commands. Based on them,
500 random routes have been generated for the different vehicles and routes written and
defined in an *.xml file. This file contains simulation timestamps for every vehicle that
appears on the map and follows the route assigned in file. The developed Java appli-
cation communicates with the SUMO simulator through a TCP connection. Encoding
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and decoding the TCP packets sent and received by SUMO is done using TraCI4 J
library. By choosing the above options, the proposed solution can have scalability
(JADE allows distributing agents on multiple hosts as they communicate through TCP)
and portability (Java can run on almost any platform) (Fig. 2).

The sampling period of the system is Te = 1 s and, at every simulation step, useful
data is stored and processed in MATLAB for analysis (graphic representation) and
evaluation of the results.

5 Control System Development

5.1 Modelling Agents and Their Behaviours

Agents can be classified by their role in the implemented environment and their
behaviours are described in what follows.

1. Type of agents with global simulation role

• Sim (Simulator) - interacts with SUMO; it sends messages to Map agent in order
to create the required agents for the simulation; it sends messages to sensors at
each simulation step.

• Map (Mapper) - sends a request to AMS agent to create other agents, whenever
it receives a message from the Sim agent.

• Log (Logger) - stores the simulation data received from Sim agent and exports
the data at the end of the simulation.

2. Agents that can form cell agents

As mentioned in Sect. 2, each cell agent part of the multi-agent system contains a
nucleus agent N, a controller or inference agent DI emulating the controller, an actuator
agent DA emulating the traffic lights ensemble, and at least one sensor agent DS. Each
intersection is mapped to a cell and each lane is mapped to a sensor agent. The cell can
work independently or it can synchronize with other cells.

Each agent can have multiple behaviours, and each behaviour runs on a thread. As
shown in Fig. 3, each simulator agent thread interacts differently with other agents. For
the Sim agent, there are three execution threads: SimT1 sends data d to sensor agents
and to the logger agent every simulation step, SimT2 sends the traffic lights phases list
pl to the controller agent on request, and SimT3 changes traffic lights colors upon
actuator agent request (through command u).

Fig. 2. Application structure and connections between components
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5.2 Emergency Vehicles Management

In this ABSM, a phase is expressed as a (traffic lights state, time) pair and represents
the amount of time the traffic lights at an intersection has a certain state. An intersection
program is an ordered list of all phases at the intersection. Thus, any intersection has at
least one program with at least 3 phases that changes cyclically. A primary phase is a
phase for which all the traffic lights are green or red. A secondary phase is a phase for
which there is at least one yellow traffic light.

Figure 4 shows four areas of a street related to an intersection. The lengths of these
areas are divided equally and are numbered from 0 to 3, counting from the closest area
to intersection. Each sensor agent that corresponds to a lane sends to the inference
agent the number and type of vehicles in each of the 4 areas of the lane. This approach
will allow defining and computing a score for each phase setting as weights for each
area of a road (Algorithm 1 presented in Fig. 5).

score sensorðxÞ ¼
XN¼3

i¼0

winiðxÞvx ð2Þ

score phaseðyÞ ¼
XM
j¼0

score sensorðxjÞ ð3Þ

Fig. 3. Application structure and communication between components

Fig. 4. Areas of a road
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score phaseðyÞ ¼
XM
j¼0

XN¼3

i¼0

winiðxjÞvxj
 !

ð4Þ

In Eqs. (2)–(4), N is the number of areas for each sensor, M is the number of
sensors, Wi is the weight for zone i, Ni(x) the number of vehicles in zone i for the
x sensor and vx is the number of directions for which the traffic light color is green. If
vx = 0 if traffic lights are red for all 4 directions, else vx = 2 [0, 4]\ Z and the 4 travel
directions are: straight, left, right or turn.

The algorithm developed to control an intersection is presented in Fig. 5, where k is
the current simulation step, tyellow the time that the traffic light should be yellow before
changing to red expressed in seconds, tmin the minimum time to wait before changing
the primary phase in seconds, S(k) is the set of sensors in current cell at step k, Fα is the
set of primary phases of the intersection, Fβ is the set of secondary phases of the
intersection, F is the last primary phase stage sent.

Data: k, tyellow, tmin ∈ Z+, Fα, f ∈ Fα
Input: counter ∈ Z, S(k)
Result: u(k) ∈ Fα ∪ Fβ
1  if first u was not sent then
2     index_phase← ( ))(_maxarg xphasescore

Fx α∈

3      u(k)← f← phase(index_phase) ∈ Fα
4      counter← tyellow

5      send(u(k))
6  else
7      if counter = 0 then
8           index_phase← ( ))(_maxarg xphasescore

Fx α∈

9           score_phase← ( ))(_max xphasescore
Fx α∈

10         if score_phase > score(f) then
11              u(k)← f← phase(index_phase) ∈ Fβ
12              send(u(k))
13         else
14              counter← −1
15    else if counter = tyellow then
16        u(k)← f ∈ Fα
17         send(u(k))
18 counter← counter +1
19 if counter > tmin then
20     counter← 0 

Fig. 5. Algorithm 1. Control algorithm for independent intersections
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For example, for Fig. 4 there are 4 traffic lights that can have primary or secondary
phases, for each road toward the intersection there is one sensor that measures the number
of vehicles in each road area. Based on this measurement, a score is computed for each
sensor (Eq. 2), which is the used to compute the score of the phase (Eqs. 3 and 4). At start,
the phase is initialized and then sent to the actuator elements (Algorithm 1, lines 1–5).
Then, it is checked if the phase needs to be changed (variable counter from algorithm 1)
and, if the condition is met, a new set of phases is computed, the best is chosen and
compared with the current one (Algorithm 1, lines 7–9). If the best computed phase is
greater than the current one, the new phase is sent to the actuator elements.

5.3 Communication, Negotiation, and Synchronization

The communication between system components is very important. Reducing the
network load is a current problem in networked control systems; therefore by using the
cell agent concept, the impact of this problem is minimized. In this application, the
communication is message based. The types of message that can exist within the
network are based on FIPA communication messages. Their structure and definition
are:

1. REQUEST: in Fig. 3, all interactions between agents (except the interaction
between agents DI and SimT2) are REQUEST type messages. The structure of the
message, based on the sender and the receiver varies. This type of message can be
sent between Simulator and DS, Simulator and DI, Simulator and logger, Simulator
and mapper, DI and leader, leader and DI.

2. QUERY_REF: this type of message is sent by agent DI to agent Sim in order to
request the program of the intersection it controls.

3. INFORM_REF: at DI agent’s request, Sim agent replies with an INFORM_REF
message containing the program of the controlled intersection (a list of intersection
phases).

4. PROPOSE: message sent by a nucleus agent (N) to another nucleus agent (N) in
order to propose cell synchronization.

5. ACCEPT_PROPOSAL: message sent by a nucleus agent (N) as a reply to another
nucleus agent’s synchronization request, if the request was accepted.

6. REJECT_PROPOSAL: message sent by a nucleus agent (N) as reply to another
nucleus agent’s synchronization request, if the request was rejected.

7. CONFIRM: message sent by a nucleus agent (N) to another nucleus agent (N) to
confirm the synchronization.

8. INFORM: DF agent (from JADE environment) replies with an INFORM message
as a reply to any agent’s request concerning exposed services.

All messages are objects converted to strings for sending and strings converted to
objects after receiving. Strings consist of field values separated by a colon character.

Sometimes, cell agents must synchronize with neighboring cells in order to avoid
collisions. If each intersection is modelled through a cell agent, then the negotiation
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process is realized between nuclei (Fig. 6), after which a leader is chosen. If the
negotiation must be done between more than two cells, the CONFIRM message is sent
to all cells in the synchronization group by the first nucleus that received an
ACCEPT_PROPOSAL message.

After the negotiation is finished, each inference agent will compute the score of
each phase in the intersection it controls and will sent the results to the leader con-
troller. The leader cell agent evaluates the sum of scores for each phase and finds the
index of the phase with the largest score using Eq. (5) and informs other cell agents
about the result. In order to make the synchronization possible, all intersections must
have the same number of phases in their program.

index ¼ argmax
i¼0;N�1

X
f2FðiÞ

score phaseðf Þ
0
@

1
A ð5Þ

where F(i) is a set of all phases N from all cells i that participate to negotiation.
In this case, when the cells are synchronized, the control algorithm includes Eq. (5)

in computing the index_phase (Fig. 7), where k is the current simulation step, tyellow the
time the traffic light color will be yellow before switching to red, tmin the minimum
waiting time before switching the primary phase again, Fα is the set of primary phases
of the intersection, Fβ is the set of secondary phases of the intersection, f is the last
primary phase stage sent. In this algorithm the send() function will send the command
to the local actuator and to the other cells in the group.

Similar to Algorithm 1, in Algorithm 2 lines 1–5 represents the initialization of the
traffic lights phases. It is checked if the phase needs to change (variable counter) and, if
the condition is met, a new phase is computed for each cell agent (each intersection)
that attended the negotiation process (Algorithm 2, lines 7–9). The best computed
phase is compared with the current one and, if greater, the new phase is sent to the
actuator elements (lines 10–12).

Considering the synchronization mode, the switching logic inside every inference
component is represented in the Fig. 8.

In Algorithm 3 the data is the same as in algorithms 1 and 2. In addition,
leader_message is the message received from the leader, sensor_message is the message

Fig. 6. Negotiation between two intersections (two cell agents)
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received from a sensor. The send() function will send the command to the local actuator
and the update_data() function will update the local data received from the sensors, will
compute the current score for each phase and will inform the leader about the result.

Data: k, tyellow, tmin ∈ Z+, Fα, f ∈ Fα
Input: counter ∈ Z
Result: u(k) ∈ Fα ∪ Fβ
1  if first u was not sent then

2      index_phase← ⎟
⎟

⎠

⎞
⎜
⎜

⎝

⎛
∑
∈−= )(1,0

)(_maxarg
iFfNx

fphasescore

3      u(k)← f← phase(index_phase) ∈ Fα
4      counter← tyellow

5      send(u(k))
6  else
7      if counter = 0 then

8          index_phase← ⎟
⎟

⎠

⎞
⎜
⎜

⎝

⎛
∑
∈−= )(1,0

)(_maxarg
iFfNx

fphasescore

9          score_phase← ⎟
⎟

⎠

⎞
⎜
⎜

⎝

⎛
∑
∈−=

)(
1,0

)(_max
iFf

Nx
fphasescore

10         if score_phase > score(f) then
11              u(k)← f← phase(index_phase) ∈ Fβ
12              send(u(k))
13         else
14              counter← −1
15    else if counter = tyellow then
16        u(k)← f ∈ Fα
17         send(u(k))
18 counter← counter +1
19 if counter > tmin then
20     counter← 0 

Fig. 7. Algorithm 2. Control algorithm for synchronized cells (leader)

Data: k, tyellow, tmin ∈ Z+, Fα, Fβ, S(k)
Input: leader_message ∈ Fα ∪ Fβ, sensor_message 

1 if message_sender = leader then
2 send(leader_message)
3 else if message_sender = sensor then
4     update_data(S(k), sensor_message)

Fig. 8. Algorithm 3. inference agent cooperating with other cells
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6 Case Study: University Politehnica of Bucharest Campus
Map

The case study analyzed for this paper uses a real-world map (part of Bucharest) that
includes University Politehnica of Bucharest, with an estimated area of 4.4 km2.

For simulations some parameters were defined, the sampling time Te = 1 s and the
following model for vehicles: length 5 m, maximum speed 70 m/s, maximum accel-
eration 2.6 m/s2, maximum braking deceleration 4.5 m/s2, speed factor 1, HBEFA
emissions model: “P_7_7”. The speed factor is a multiplier for the maximum speed
allowed on the street and the emissions model corresponds to a wide range of engines
for vehicles [23].

Stored simulation data is exported to file at the end of simulation by the logger
agent and the file data can be imported in MATLAB. The average noise emission of a
vehicle at each simulation step is computed using Eq. (6) [25].

noise average½dB� ¼ 10 log10
1
N

XN
k¼1

10k=10
 !

ð6Þ

In what follows the described simulation scenarios, the evaluation of the model is
made by using a series of performance indicators (CO - carbon monoxide, CO2 -
carbon dioxide, HC - hydrocarbons, NOx - nitric oxides; PMx - particulate matter)
particularly defined for SUMO. These indicators are evaluated relative to their mea-
sured values for the open loop system (without controllers). Thus, the effect that the

Fig. 9. Real-world map of University Politehnica of Bucharest campus and neighborhoods
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control system has over the traffic process can be observed and quantified in terms of
improvement (for instance emission reduction percentages), even if the indicators can
be more or less true to life. In control engineering, this practice is common, as the
dangers of simulation models of only approximately reflecting reality have to be always
kept in mind during design. This is one of the well-known limitations of modelling in
general and, by extent, of agent based models as well.

Scenario 1 – Reducing the Waiting Time for Vehicles at Traffic Lights. The
simulation time is 3000 s. From start and until t0 = 1500 s, a vehicle will appear every
second on the map. Once the destination is reached by a vehicle it disappears from the
map. All vehicle routes are written in an XML file previously generated, but the arrival
time results from the simulation.

For this scenario, there are three groups of cells synchronized in order to avoid
collisions. The other intersections are controlled independently. Controller parameter
tyellow is 4 s for all simulations using this map. The purpose of this scenario is to
highlight the reduction of emissions and fuel consumption as an effect of reducing
waiting time of vehicles at traffic lights (Table 1).

Scenario 2 – Reducing Waiting Time for Emergency Vehicles. On the map, an
ambulance will depart from point A to point B as shown in Fig. 9 at simulation step
k = 990 and the travel distance is about 2100 m. The ambulance has the same model as
the other vehicles, but it can exceed the maximum allowed speed on a street at most
twice. The controller will no longer compute the phase score using Eq. (2); instead, it
will force a primary phase change if needed, assigning a large number to the sensor
score. The ambulance will be detected when it will be in zone 0 or zone 1.

Except in the case where tmin = 18 s, the emergency vehicle waiting time is
significantly reduced. The exception has occurred because of the controller restriction
to wait tmin seconds before changing the phase (Table 2).

Table 1. Scenario 1 results: performance of controlled system vs. uncontrolled

Fuel consumption CO CO2 HC NOx PMx

tmin = 10 s reduction [%] 2.97 3.80 2.97 4.96 2.65 2.54
tmin = 13 s reduction [%] 3.18 4.07 3.18 5.27 2.86 2.78
tmin = 18 s reduction [%] 3.04 4.05 3.04 5.11 2.76 2.76
Average reduction [%] 3.06 3.97 3.06 5.11 2.76 2.69

Table 2. Reduced waiting time for the emergency vehicle

Arrival time [s] Average speed [km/h]

tmin = 10 s 123 61.5
tmin = 13 s 100 75.5
tmin = 18 s 142 53.3
Uncontrolled 134 56.4
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7 Conclusions

The environment is becoming more polluted, while the growing traffic congestion is
making emergency vehicles travel difficult. These problems must be solved through a
cheap and effective solution to be implemented at large scale.

In this paper, an agent based simulation model (ABSM) is presented for traffic
control system design. The simulation results reveal that the waiting time of vehicles at
traffic lights has been reduced, allowing them to arrive quicker at destinations, thus
reducing emissions of greenhouse gases and fuel consumption. The results obtained are
promising and the complexity of the inference components is reduced, as the imple-
mented algorithms are simple and do not require floating-point operations. Reduced
requirements for computation performance and recent advances in wireless sensor
networks make possible a future implementation of such a system at low cost (Table 3).

The solution proposed in this paper can be improved by introducing new features
like learning algorithms for inference components or adding pedestrian simulation
scenarios.
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Abstract. Nowadays, vehicles of modern fleets are endowed with advanced
devices that allow the operators of a control center to have global knowledge
about fleet status, including existing incidents. Fleet management systems support
real-time decision making at the control center so as to maximize fleet perform‐
ance. In this paper, setting out from our experience in dynamic coordination of
fleet management systems, we focus on fleets that are open, dynamic and highly
autonomous. Furthermore, we propose how to cope with the scalability problem
as the number of vehicles grows. We present our proposed architecture for open
fleet management systems and use the case of taxi services as example of our
proposal.

Keywords: Multiagent systems · Coordination · Open systems · Dynamic fleet
management · Dynamic optimization

1 Introduction

The increase of human mobility and freight transportation in urban environments
presents one of the challenges major urban cities in Europe and all over the world are
faced with in today’s society. It is one of the causes of congestion problems, inefficien‐
cies in logistics and energy use, and air pollution in modern cities [1, 2]. To approach
this challenge, innovative transportation solutions are required that allow for a more
efficient use of resources (vehicles, energy resources, roads, etc.) but that assure at the
same time flexible mobility solutions for both citizens and freight distribution. The idea
of smart cities presents new challenges and requires new solutions related to traffic and
transport. As a direct result, in the last years more and more systems that promote the
shared use of vehicles have begun to emerge [3]. Solutions like public bicycle services,
bike or car sharing systems, or applications like UBER, providing taxi services through
“free” drivers, have the objective to improve human mobility and at the same time
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reducing its cost. Also in the domain of freight distribution in the business sector the
idea of “flexible” fleets that are composed on the fly by vehicles from possibly different
owners has emerged. The goal is again to optimize the use of available resources but
also to increase the flexibility in providing services with more and more demand fluc‐
tuations.

We call this type of solutions open fleets. Similar to the traditional fleet concept, an
open fleet is operated by some entity that manages and coordinates the use of a limited
set of resources in order to provide a specific transportation service. However, open
fleets extend the traditional fleet concept towards a new dimension of openness: vehicles
may join and leave the fleet at any time, and the capacity of the operator to control the
fleet in its entirety may vary considerably. Both of those aspects imply the need for new
solutions in the field of fleet management and fleet coordination.

In this paper we discuss the concept of open fleets and present preliminary work
towards new solutions for management systems for these type of fleets. In Sect. 2 we
specify our notion of open fleet as compared to static and dynamic fleets. Section 3
presents an initial proposal for an architecture for a management system for open fleets.
Section 4 defines an algorithm for assigning service tasks in a fleet management system
in an efficient manner. Due to its decentralized nature, we believe that this algorithm is
especially applicable for (very) large open fleets with high service demands. Finally,
Sect. 5 presents some conclusions and future work.

2 Fleet Coordination: From Static to Open Fleets

In this section we analyze different notions of fleets and discuss the requirements and
possibilities for their efficient coordination. We proceed from simpler to ever more
complex types of fleets, ending up with open fleets, which constitute the main focus of
this paper.

In general, we conceive a fleet as a set of vehicles, possible of different types, that
is used by some organization (fleet operator) with the aim of providing a specific trans‐
portation service. A transportation service comprises the fulfillment of several service
or transportation tasks, in a given geographical region and distributed over time. And
a transportation task consists in transporting objects (goods, humans, …) from one
geographical position to another.

Usually the objective of any fleet operator is to improve the efficiency of the fleet
operation. In particular, the aim is to maximize the quality of the service that is provided
while minimizing the operational costs.

Regarding the quality of service, the objective is usually to reduce waiting and
transportation times. However, other aspects may also be important, like reducing traffic
congestions, an equalitarian and fair usage of the resources, etc.

The operation cost of a fleet, is composed of two components: (i) a fixed cost of each
vehicle, and (ii) a cost for each transportation service. The latter depends on the type of
vehicle that has done the service and the required distance of movements.

The efficiency of a fleet based transportation service depends on long term strategic
decisions (e.g., the fixed number of vehicles in the fleet; the distributions of vehicle bases
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in the geographical region, etc.) and on the coordination of the fleet at the operational
level. And different types of fleets require different coordination mechanisms for
assuring an efficient operation.

Fleet Management Systems (FMS) are usually used to implement such coordination
mechanisms. They have been used in a wide range of vehicle fleet-related applications
in the fields of transportation, distribution and logistics. They can either support oper‐
ators at a control center to take decisions both, at long term and at the operational level,
or they can implement control and coordination strategies directly, without human
intervention. In general, the objective of such systems is to improve the efficiency
through an efficient coordination of the fleet, adapted to the specific transportation
service that is provided.

2.1 Static Fleets

Static fleets operate in situations, where the number of vehicles and also the number of
transportation tasks is constant (or almost constant) during the normal operation of the
fleet. Typical examples of this kind of fleets are traditional public transport systems, like
bus fleets, trains, metro, airplanes, etc.

For such systems, the goal of FMSs is to support planning and scheduling of the
fleet (at long term), maintain the performance of the system as close as possible to the
preschedule plans (e.g. timetables) and monitoring and actuating in case of unexpected
events.

A key problem is the design of a transit route network. It consists in optimizing the
(fixed) routes and schedules of the service under constraints such as the number and
length of public transportation routes, allowable service frequencies, and the number of
available vehicles. Furthermore, at the tactical level, the challenges also include
supporting decision-making regarding the modification of the routes and schedules in
order to adapt to seasonality, changing trends, or changing customer demands.

Static route network planning has been studied widely in the past. Good reviews can
be found in [4–6]. Typically, the approaches focus on the development of optimal or
near-optimal plans using various types of effective vehicle routing algorithms. Fleet
schedules designed a priori with static route planning assume the following: all relevant
data is known before the planning starts, and the time required for creation, verification,
and implementation of route plans is of minor importance (e.g., offline planning).

The use of an initially created fleet schedule, is usually not sufficient to assure effi‐
cient operation, since it may not cope adequately with unexpected events during execu‐
tion like, e.g., traffic delays, vehicle breakdowns, road works, and other, which may
cause fleet delays, unexpected costs, and poor customer service. Thus, at the operational
and real-time level, the challenge is to respond to such events in an adequate way, i.e.
to detect deviations from the initial dispatch plan and adjust the schedule accordingly
by suggesting effective re-routing immediately.

We consider semi-static fleets as fleets that are used for transportation services where
the planning of routes and schedules is repeated at certain time intervals. This occurs,
for example, in many logistics scenarios, like fright distribution or parcel delivery serv‐
ices. There, routes for a given set of transportation tasks are planned on a daily basis.
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The planning phase is still static since all service tasks are known beforehand, and exact
routing algorithms can be applied. Usually, in such environments, the incidence of
unforeseen events is greater, e.g. due to the cancellation of service tasks, time restrictions
for delivery, etc. Therefore, real-time management systems that are able to treat such
situations are of greater importance [7].

2.2 Dynamic Fleets

Dynamic fleets operate in an environment where transportation tasks appear on-the-fly
and, thus, their operation cannot rely on pre-defined schedules. Usually, the objective
is to provide transportation services “on demand”. Typical examples for the application
of such types of fleets are taxi services, certain commercial delivery services, courier
fleets, fire trucks, police cars, emergency medical services, and so on. Thus, dynamic
fleets are characterized by a fixed number of vehicles but a dynamically changing and
a priori unknown number of transportation tasks.

For dynamic fleets, the management tasks focus mainly on the real-time operational
level. The main goal of FMSs is to solve the allocation or dispatching of vehicles, that
is, assigning vehicles to transportation tasks in an efficient way. Usually, efficiency
means minimizing the global travel distance of the fleet (the sum of the required travel
distances for all transportation tasks). Minimizing the global distance implies reducing
the operational costs, as well as improving the service quality (by reducing the average
time required to fulfill all service tasks). This problem, known as the dynamic vehicle
routing problem, has been studied widely in the literature. Good surveys in this regard
are [8–10]. Many approaches are based on an adaptation of static algorithms. Here the
main challenge is a rather short time horizon for decision making: as the degree of
dynamicity of the environment increases, usually time-consuming optimization algo‐
rithms are less applicable.

In addition to the allocation of vehicles, the problem of vehicle deployment and re-
deployment is of importance. This problem refers to the task of distributing the available
resources (vehicles) both at spatial (in the geographic area of influence) and temporal
level. The underlying idea is to distribute vehicles in the area of interest based on the
current and the expected demand, such that new appearing service tasks can be
completed in a fast manner. Especially for services that require a quick response to
certain events, effective deployment strategies can improve the service quality consid‐
erably. This is the reason why deployment approaches have been extensively studied in
the area of emergency medical services where short response times are of foremost
importance.

Some reviews of the research in the field emergency medical services are [11, 12],
concentrating on covering models and optimization techniques for facility location, and
[13] analysing the use of simulation models in emergency medical service operations.
Early deployment approaches treated the problem in a static long-term way trying to
find optimal distributions of vehicle base stations in the region of interest, according to
observed or estimated demand patterns and possible changes in the environment (e.g.
planned population variation or urban developments), e.g., [14, 15]. More recent
approaches propose short-term dynamic deployment and redeployment models so as to
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adapt the fleet to the demands in any moment. Here, vehicles are either redeployed
among a set of base stations (e.g., [16, 17]), or in a patrol like way without using fixed
stations (e.g., [18, 19]).

Finally, in certain environments, dynamic allocation and re-deployment strategies
may be combined with a priori planning. In such a context, timely close decisions are
more important than the ones more remote in time.

2.3 Open (Dynamic) Fleets

During the last decades, vehicle sharing systems have proliferated. The main idea behind
such systems is to maximize the utilization of vehicles for transportation tasks by
reducing the times vehicles are idle. Instead of using private vehicles for a limited
number of (private) transportation tasks, vehicles are used by different users, maximizing
in this way their utilization.

Sharing systems may be of different types. On one hand, a number of vehicles, owned
or operated by some organization, may be used by different users for their individual
transportation needs, like it is the case in bicycle or car sharing services for human
mobility. Here, the advantage is a reduction of the number of vehicles and, thus, of the
operational costs, necessary for providing a transportation service. On the other hand,
private users or organizations that own vehicles may offer a partial use of those vehicles
to others, or may participate with their own vehicle in the provisioning of a given trans‐
portation service. This is for instance the case in “free” taxi or courier services, like
UBER1, where private people participate on an irregular basis in the provisioning of a
certain service. In this case, the advantage is again a reduction of the number of vehicles
exclusively dedicated to a transportation service. But also the possibility to have at
disposal a “flexible” fleet that can adapt its size to varying service demands.

We call the type of fleets that are used in sharing systems open fleets. Open fleets
are characterized by the following aspects:

• Dynamic service demand: Like dynamic fleets, open fleets are dynamic in the sense
that service tasks may appear dynamically at any time and at any location (within the
region of operation).

• Dynamic number of vehicles: The number of vehicles that participate in the fleet may
also be dynamic. New vehicles may join or leave the fleet at any time and this should
not affect normal fleet operation. It should be noted that also in sharing systems with
an a priori fixed number of vehicles (like public bicycle services) the systems are
conceived to operate regardless the actual number of vehicles in a given moment.
Vehicles may be retained (e.g., for reparation) or new vehicles may be put into the
system at any time, and this should not affect fleet coordination at the operational
level.

• Autonomy/limited control: The capability of the fleet operator to regulate and control
the fleet’s behaviour may be limited. In open fleets, the usage of a particular vehicle,
its availability in a given moment at a specific location does not only depend on the

1
https://www.uber.com/.
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operator’s decisions, but also on the user or owner of that vehicle. Here, individual
preferences, objectives and needs of owners and users have to be balanced with the
global objectives and goals of the system in its entirety. Depending on the particular
application, there may be fleets that are more controllable, and others that allow only
for very limited control, as it is the case, for instance, in a public bicycle service.

• Size: Whereas static and dynamic fleets typically operate in rather small environ‐
ments with a limited size, open fleets are conceived to potentially work on a larger,
maybe unlimited, scale.

Regarding long-term fleet management, at the tactical level, techniques that are
applied in static and dynamic fleets may also be applied in open fleets, e.g., for calcu‐
lating the adequate number of vehicles, or identifying good locations for base stations
(where it applies). However, as for dynamic fleets, the efficiency of an open fleet depends
much more on the coordination at the operational, real-time level. Here, however, we
believe that the methods and techniques used in FMSs for static and dynamic fleets are
not sufficient.

Operational management of open fleets must focus on coordination and regulation
mechanisms that deal with the problem of balancing global and individual objectives.
The aim is to maximize the achievement of individual needs and preferences but at the
same time assuring an efficient operation with regard to some globally desirable param‐
eters. Also, the type of global objectives may be different to static or dynamic fleets.
Especially for public mobility services, parameters like energy efficiency, egalitarian
and fair usage of resources, traffic reduction in a city, etc. will usually be of importance.

The basic decision tasks that have to be solved in operational management are the
same as in dynamic fleets: (i) task or vehicle allocation, and (ii) vehicle (re-) deployment.
However, due to the characteristics of open fleets, research on new solution approaches
is required. We consider that there are essentially two new aspects that have to be
considered.

The first aspect refers to the lack of control capabilities of the fleet operator and the
autonomy of the vehicle drivers or users. Whereas in a dynamic fleet it is assumed that
the orders regarding task assignment or re-deployment of vehicles are always fulfilled,
in open fleets the autonomy (of greater or lesser degree) of the vehicles with respect to
the fleet operator implies that the latter cannot impose a certain behavior. For instance,
in a bicycle sharing system, a user will usually decide by himself which bike to take and
he will return it at the station he likes to. In a “free” taxi service, where private drivers
accomplish transportation tasks, the drivers may be able to reject task assignments and
may also leave the fleet at their will, thus, not following a certain re-deployment strategy.
Instead of using coercive strategies for imposing a certain behavior, fleet management
should rely on soft, persuasion techniques. Or it may be necessary to combine both,
coercive and soft enforcement mechanisms. Thus, the task of an FMS system consists
not only in computing an optimal assignment and deployment solution in each particular
moment (like for dynamic fleets), but also in convincing the drivers and/or users to adopt
such a solution. In addition, the optimality criterion has to be changed to a utility crite‐
rion. Optimal solutions in the fleet context, usually involve the joint actions of several
vehicles. This means that there are multiple possible points of failure (drivers not
accepting the assigned task). In this sense, a best solution is not any more one that
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minimizes some global parameters, but a solution that has the highest utility; combing
both the minimization of global parameters and the probability of being successfully
executed.

Depending on the application domain, different persuasion techniques can be applied
in order to convince users/driver to act in a specific way, such as incentives, argumen‐
tation, social reputation, etc. [23–25]. Furthermore, trust and reputation mechanisms
may be used to estimate the future behavior of drivers/users based on an analysis of their
historic behaviors. Such information may be helpful when deciding on how to persuade
a specific person, or when estimating the probability of success of a given assignment
and/or deployment solution.

With regard to the (re-)deployment task, a common problem in large scale vehicle
sharing applications for human mobility is that the flow of vehicles is usually not the
same between different areas and, thus, the vehicle distribution may become unbalanced
with respect to the demand in the near future. There have been different proposals for
supporting fleet operators with operational strategies for relocation and redistribution of
vehicles in order to meet future demand [20–22]. In addition to such techniques, we
believe that persuasion mechanisms may help to avoid unbalanced distributions of vehi‐
cles (at least partially) and even may be used to adopt a given distribution to a changing
demand pattern. The idea is to use persuasion techniques (like recommendation, argu‐
mentation or incentives) to convince the users to adapt their travel routs slightly towards
a situation that represents a better distribution of the vehicles with regard to future
demand.

The second aspect we consider, that should be taken into account in an FMS for open
fleets, is scalability. As we mentioned before, open fleets are often conceived for large-
scale problems with potentially many transportation tasks and vehicles. Usually also the
dynamicity of such systems, in term of the frequency of new service task demands, is
quite high. Furthermore, the fleets should be robust with regard to the appearance or
disappearance of vehicles as well as with regard to local incidents or problems. That is,
such situations should not affect the global operation. In order to cope with this aspect,
distributed and scalable coordination approaches that rely on local computations of
assignment and (re-)deployment strategies should be used at the operational level.

In the next section we propose a preliminary architecture for management systems
for open fleets that takes the above-mentioned aspects into account.

3 An Architecture for Smart Open Fleets

There are two main problems fleet operators are faced with: task allocation and rede‐
ployment. The allocation problem consists in determining which vehicle should be sent
to serve a given task. Redeployment consists in relocating vehicles in the region of
influence in a way that new tasks can be reached fast and/or with low costs. Both issues
are particularly challenging in dynamic environments, as continuously upcoming new
tasks may require attendance, and the current situation of the fleet may change due to
external influences. In order to maximize vehicle utilization and to improve service
quality in such environments, task allocation and vehicle redeployment should as well
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be accomplished in a dynamic manner, adapting the coordination of the fleet seamlessly
to upcoming events and changing demands. In order to adequately capture the real-time
requirements in such a scenario, we set out from an event-driven approach.

Figure 1 depicts our architecture for open fleet management. It contains three basic
layers: the top layer contains the vehicles; the second layer represents the fleet coordi‐
nation modules; while the third layer includes other components that are necessary for
the normal operation of a fleet operator (e.g., components for monitoring, global fleet
control, etc.).

Fig. 1. Architecture for open fleets

In the fleet coordination layer, a Fleet Tracker follows the operational states and posi‐
tions of the vehicles2. It informs the Event Processing module about any changes in the
fleet that would require an adaptation of the task allocations and/or the deployment of idle
vehicles. This module analyses the incoming events (state changes of vehicles and new task
events) and determines whether or not a re-calculation of task assignments and/or deploy‐
ment of idle vehicles should be done. If necessary, it triggers the execution of the task
allocation and predictive redeployment modules. The Task Allocation module, when
executed, re-calculates the optimal global assignment of all pending tasks (in the current
moment) to vehicles, based on a set of assignment criteria (depending on the application
domain). The Predictive Redeployment module, calculates adequate positions for all idle
vehicles at the current moment taking into account predictions concerning the appearance
of new tasks (based on historical data) and the current state of the fleet.

2
We assume that vehicles have capabilities to send their current positions on a regular basis and to
inform about changes in their operational states.
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Prediction is carried out taking into account historical data and other external sources
(e.g. weather forecast, leisure events, etc.). Depending on the application domain, new
tasks can be triggered by fleet users (clients) by communicating with the fleet operators
or directly with the fleet coordination layer.

In order to deal with the (possible high) autonomy of vehicles, we include persuasion
and trust and reputation modules in the architecture. The Persuasion module is in charge
of providing actions for inducing agents (vehicles) to carry out the actions that tend to
improve the overall performance measure of the system.

Information about previous experience of vehicles within the system can be exploited
so as to take better decisions. The Trust and Reputation module is in charge of modeling
the expected behavior of agents3 in the system using feedback provided by the fleet
tracker. That information is used at least in two different though related ways: (i) what
actions have to be chosen and (ii) how agents can be influenced accordingly. For
instance, in a vehicle renting scenario, the information about liability of users to return
vehicles at the expected time can be used for estimating the number of available
resources, which is important for task allocation decision. Likewise, the information
given to a particular user in the course of an explanation or persuasion dialogue can be
different depending on his/her expected behavior.

It is important to note that, depending on each particular case, not all modules
described in the architecture are necessarily implemented.

As the number of vehicles increases, an important aspect to take into account when
designing an architecture for open fleet management is scalability. The approach
followed to this respect highly depends on the application domain: coordinating a fleet
of about ambulances (for instance, there are less than 30 advanced life support ambu‐
lances in the Spanish town of Madrid [19]) is obviously quite different from orchestrating
taxis as open fleets (Madrid can count on 15000 registered taxis). To address scalability,
in many approaches the environment is divided into (generally overlapping) areas, and
the control is applied locally in each area. Coordination is needed in case there are
conflicts for using shared resources or services. That kind of approaches has been used,
for instance, for public transportation management [26]. In the next section, we present
a distributed coordination algorithm for taxi service assignment.

4 Example: Taxi Fleet Coordination

In this section we apply the aforementioned architecture in a system for coordinating a
fleet of “free” taxi services in a big city, where there are thousands of taxis (as mentioned
before, some 15000 taxis in the case of Madrid). Usually, there are several taxi compa‐
nies which taxis are affiliated to. They coordinate service calls, either assigning a taxi
to the client or asking those taxis nearby who is interested in doing the service.

One of the main goals of the taxi company is to reduce the response time (e.g., the
time between a client call and the moment a taxi arrives).

3
Depending on the domain, agents can represent vehicles (e.g. taxi) or users/clients (person
renting a bike).
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This scenario has the main features we used to characterize open fleets: (i) taxis join
and leave the fleet anytime during the day, and (ii) taxis are autonomous since they
decide whether they take a service and it is not possible to enforce them to carry out
their commitments. In this example, we focus on the task allocation part of the archi‐
tecture. We assume that event management and fleet tracking are processed by the
corresponding modules. We do not use predictive redeployment in this scenario.

A naïve method many companies use for taxi assignment is the closest method rule
based on the first-come/first-served (FCFS) principle. That is, the first client in the
system is assigned first, then the next client, and so on. In each case, a client is assigned
to the closest available taxi (using GPS) in that particular moment.

Imagine the scenario shown in Fig. 2, where there are three available taxis, and two
clients. c1 asked for a taxi a few seconds before c2. Figure 2a shows the locations of
taxis and clients, numbers represent the distance4 between them. Figure 2b shows the
assignment resulting from applying the naïve strategy: when c1 entered the system the
closest taxi (t1) was assigned, and then t3 was the closest to c2 (with a total distance
3 + 10 = 13). However, there is a better assignment, as shown in Fig. 2c, where both
clients get a taxi at distance 4 (total 8), which is better for a global point of view (c1 has
a lightly worse taxi but there is a high improvement for c2).

Fig. 2. Taxi assignment strategies: numbers represent distances, t1, t2 and t3 are available taxis,
c1 and c2 are clients. (a) without assignment; (b) FCFS and shortest path with c1 appearing first;
(c) optimal assignment

The situation (b) was due to the FCFS strategy although both clients arose very close
in time. That could be avoided using time windows so that several clients could be
considered together and a better global assignment could be obtained.

We follow a different approach for the assignment of taxis to clients (task allocation).
Our proposal is inspired by Bertsekas’ auction algorithm [27]. We already developed
an extension of Bertsekas’ auction algorithm for efficiently coordinating the fleet of
ambulances of the Emergency Medical Assistance Service SUMMA112 in the Auton‐
omous Region of Madrid in Spain [19].

4
At this point it is not important the distance function used.
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However, unlike the ambulances scenario, taxi drivers have higher autonomy. In
particular, they have to accept the assignment proposed by the system. Furthermore,
they might not fulfill the agreed service, so incentives/penalties are necessary to enforce
their commitments.

The process of deciding which taxi is proposed to be assigned to a given client is
based on the following idea. Clients bid for the available taxis in an auction process.
Every taxi has a “virtual” price5. First, the prices of all taxis are initialized to 0. Then,
the auction process starts. In each iteration, a bidding and an assignment phase take
place. During the bidding phase, each client c that is not currently assigned to any taxi
determines the taxis ti and tk with the least cost (p1) and second least cost (p2), respec‐
tively. The cost of a taxi t for a given client c is computed as proportional to the expected
travel time for t to reach client c plus the current cost of t (other functions can be used).
Then, client c issues a bid for its best taxi (ti), where the bid value is the difference
between the cost of the second best and the best taxi for c plus a constant ε. The rationale
behind this bid value is that, at the current prices and up to a price increment of p2 – p1
for taxi ti, client c would prefer this taxi with regards to its second choice (tk), i.e. it
represents how important for the client is to get that taxi compared to get the second
choice. For instance, in the example of Fig. 2, if client c2 does not get taxi t1 its price
increment would be 6 (10 – 4), while for c1 would be only 1 (4 – 3). ε is a (positive)
constant (the minimum price increment), necessary to assure termination of the auction
process. After all unassigned clients have issued their bids the assignment phase takes
place. Each taxi ti that received a bid is assigned to the client c that issued the highest
bid for that taxi. If ti was already assigned to another client, it is deassigned previously.
Finally, the price of ti is incremented by the highest bid value. The bidding and assign‐
ment phases are repeated until all clients are assigned to a taxi.

Dealing with Scalability. As discussed before, in fleets with high number of vehicles,
scalability becomes a real problem. This is the case of taxi coordination in big cities,
where thousands of taxis circulate daily.

Our proposal for coping with that problem is a distributed execution of the method
described above. It consists of three type of components running in different devices: a
taxi application that participate in the auction and finally accept or reject services, a
client application that runs on the client device (e.g. smartphone) and a central server
that manage a registry with basic information of taxis (such as location and cost).

The central server6 is in charge of maintaining the location, price and status (avail‐
able, occupied) of each taxi, and provides a set of functionalities such as calculating the
closest taxis to a given location. Taxis send periodically their location to the server, and
update their status and cost.

Figure 3 shows the algorithm running on the taxis. It basically manages the partici‐
pation in the auction for deciding which taxi is in charge of accepting the service a client
needs.

5
Do not confuse with the price a client has to pay for a taxi service .

6
We consider the server “conceptually” centralized, we do not focus in this paper on the distrib‐
uted implementation of the registry.
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1: price = 0
2: current_client = null
3: Wait for bid<c, pc>
4: tmp_client = c
5: price = pc

6: updatePrice(t, price)
7: Start time window
8: repeat Wait for bid<c, pc> or end_of_time_window
9: if pc > price then
10: reject(tmp_client)
11: tmp_client = c
12: price = pc

13: updatePrice(t, price)
14: else
15: reject(c)
16: end if
17: until end_of_time_window
18: if taxi driver accepts then
19: notifyAssignment(t,tmp_client)
20: else
21: reject(tmp_client)
22: end if

Fig. 3. Taxi algorithm executed whenever a taxi t gets available

The algorithm is started when the taxi becomes available (it joins the fleet or finishes
a service). Initially the price is established to 0 and waits for a bid from a client (line 3).
The bid includes the client c issuing that bid and the price pc it offers. After receiving
the first bid, the taxi establishes a time window during which it will accept bids from
other potential clients. The variable tmp_client stores the client that is temporally
assigned to the taxi during the time window. Then, the taxi waits for a new bid or the
end of the time window (lines 8-17). If a new bid is received, then there are two possi‐
bilities: (i) if the price of the new bid is lower than the current price then the client is
rejected (line 15); (ii) if the price is higher then the client is temporally chosen, the price
is updated and the previous temporal client is rejected (lines 10-13). When the time
window finishes the temporal client is definitively chosen and, after receiving the
confirmation from the taxi driver (line 18), a notification (line 19) or rejection (line 20)
is sent to him/her. Assignment notification (notify Assignment(t,c)) and price update
(update Price(t,p)) communicate with the central registry, which update the information
of taxi t accordingly.

Figure 4 shows the algorithm executed when a client asks for a taxi service. It asks the
central registry for the two taxis with lowest costs (line 2). The registry returns (function
search Cheapest Available Taxis) basic information of such taxis including their current
prices (according to the algorithm) and their “costs” (taxi price + distance to client).
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Then, the client issues a bid to the cheapest taxi (line 3) and waits for an answer. If the bid
is rejected, then the process is repeated until a bid is accepted. Functions cost and price
return information of cost and price of taxis, respectively.

1:

_

repeat
2: <t1,t2> = searchCheapestAvailableTaxis(c)
3: Bid(t1, cost(t2) cost(t1) + price(t1))
4: Wait for answer
5: until bid accepted

Fig. 4. Client algorithm

Persuasion. As mentioned previously, autonomy is a characteristic of this kind of
systems. In particular, taxi drivers are free to accept or reject client assignments. As
detailed in Fig. 3, at the end of the auction process the taxi driver has always the option
to reject the assignment proposal.

However, it might be interesting to use mechanisms to foster taxis to follow the
assignments recommended by the system, or even worst if they do not actually fulfill
the service they committed. In Sect. 3 we pointed out this aspect by including trust and
reputation and persuasion in the architecture.

Even though in the proposed algorithm we did not deal with the problem of
convincing driver to accept the clients the system recommends, this aspect could be
integrated by manipulating the prices of taxis in the auction process. In particular, a trust
model could be used to determine “reliable” drivers. During the auction, the central
server could increase the price of “unreliable” taxis such that clients will be less inclined
to bid for such taxis (if they have other similar options).

5 Conclusions

In this paper we have discussed the coordination of transportation fleets. The main
contributions of this work are (i) an analysis and classification of different types of fleets
ending up with the introduction of the notion of open fleets, (ii) an architectural frame‐
work for the management of open fleets, and (iii) some preliminary work on a decen‐
tralized algorithm for vehicle assignment that could be applied, for instance, in a large
“free” taxi service.

In the future, we plan to evaluate the proposed decentralized algorithm for taxi
assignment. In particular, we will compare its efficiency against the approaches that are
currently applied in real world applications (e.g. FCFS with shortest path). In addition,
we will explore other decentralized options (for instance based on spatial division of the
region).

Finally, we will also like to analyze in more detail the relation between the autonomy
of taxi drivers and the system performance.
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Abstract. Reactiveness and performance are important features of
Multi-Agent Systems (MAS) and the underlying execution platform has
a direct impact on them. These features can be improved by prop-
erly exploiting the parallelism provided by multi-core architectures and
related parallel hardware. In this paper, we take Jason as a reference for
BDI agents and analyze its execution platform according to its concur-
rency features. Our aim is to modify the Jason reasoning cycle to intro-
duce a concurrent architecture for individual agents. We experimentally
evaluate the benefits and drawbacks of the new Jason reasoning cycle.

1 Introduction

A main desirable characteristic in an MAS application is that agents react
promptly to changes in the environment, reply to messages fast, and process
other high-cost activities, all at the same time [12]. A proper exploitation of
parallel hardware, such as multi-core architectures, can help on this direction.
However, most current MAS execution platforms implementing the BDI archi-
tecture (e.g. 2APL [6], JACK [8], Jadex [15], Jason [3], JIAC [17], simpAL [16])
exploit parallelism for executing multiple agents (using different strategies), but
not for improving the execution for individual agents. An example is related
to the agent reasoning cycle, where the reasoning cycle is implemented as a
sequential execution of steps, resulting in lack of reactivity in some scenar-
ios [5,11,18–20]. Experiments performed in [18] demonstrated that, according
to the adopted concurrency configuration1 to execute an MAS, we can obtain
different results in terms of performance, reactivity, and scalability. While one
configuration provides a faster response time in an MAS composed of few agents,
another configuration provides a faster response time in an MAS composed of
more agents.

The authors are grateful for the support given by CNPq and CAPES (PDSE), grants
140261/2013-3, 448462/2014-1, and 306301/2012-1.

1 For concurrency configuration we mean the set of concurrency features, including
their parameters, that are used to run the MAS.
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DOI: 10.1007/978-3-319-33509-4 33
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Fig. 1. Jason reasoning cycle [3].

Differently from our previous work [18], the aim of this paper is to exploit
parallelism in the execution of the BDI agent reasoning cycle considering a con-
crete MAS execution platform. The structure of the reasoning cycle is slightly
revisited, making it possible to introduce a concurrent architecture also for the
execution of individual agents while, at the same time, the consistency and
coherence of the agent reasoning can be preserved. We do it by considering
the reasoning cycle as implemented in the Jason execution platform, however
the results can be extended to other BDI platforms. We start by presenting the
Jason reasoning cycle and its concurrent architecture (Sect. 2). In the follow-
ing, we modify the Jason agent reasoning cycle to better exploit parallelism,
guaranteeing a coherent and consistent execution for applications (Sect. 3). The
proposed reasoning cycle is reified in an abstract concurrent BDI architecture
(Sect. 4), which is used to extend the Jason execution platform, allowing an
experimental evaluation (Sect. 5). Conclusions and further work are presented
in Sect. 6.

2 The Jason Language

This section presents the Jason language and execution platform [3]2, focusing
on the reasoning cycle (Sect. 2.1) and the concurrent architecture (Sect. 2.2).

2.1 Jason Reasoning Cycle

The semantics of the agent execution is defined by the agent reasoning cycle,
which is sketched in Fig. 1 by means of a state chart and discussed in details in
[3]. Basically, the reasoning cycle can be divided in three main stages: the sense,
the deliberate, and the act.

2 More details about Jason can be also found at http://jason.sf.net/.

http://jason.sf.net/
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1 . @p1 +pre s su r e (P) : P > 1024 <− . . . .
2 . @p2 +temperature (T) : T < 10 <− . . . .
3 . @p3 +temperature (T) : T >= 10 & T <= 20 <− . . . .
4 . @p4 +temperature (T) : T > 20 <− . . . .
5 . @p5 +temperature (T) : T > 30 <− . . . .

Code 1: Example of plans in the plan library.

In the sense stage, the agent senses the environment and receives messages
from other agents (ChkEnvMsg). As the result of the perception of the environ-
ment, the agent gets all percepts that represent the state of the environment.
Each percept represents a particular property of the current environment state
(e.g. the temperature). After the agent perceives the environment and gets its
percepts, the belief base must be updated in order to reflect changes occurred in
the environment. The belief update function can be customized and by default it
follows two simple rules. (1) Each literal in the list of percepts and not currently
in the belief base is added to the belief base; (2) each literal in the belief base
and no longer in the list of percepts is removed from the belief base.

Messages received by the agent are processed according to the performative
(ProcMsg). Thus, a message can refer to the addition or removal of plans, goals,
or beliefs. The order in which messages are selected and processed can be also
customized and by default messages are handled in the arrival order.

In both cases (changes in the belief base or messages received by the agent),
events are produced and included in a queue (AddEv). In the deliberate stage,
the agent handles such events. Only one pending event is selected to be handled
in each reasoning cycle execution (SelEv). The selection of an event can be
customized and by default it selects the first event among the pending ones.

After the agent selects an event to be handled, the next step is to find a plan
that allows the agent to actually handle the event. The first step is to retrieve all
plans from the plan library which are relevant for the event (RelPl). It is done
by retrieving the plans that have a triggering event that can be unified with the
selected event. For example, let Code 1 represents the current plan library of the
agent. If an event +temperature(32) just happened, only plans @p2, @p3,
@p4, and @p5 are relevant to handle it.

The agent can have several relevant plans to handle the same event, however
not all relevant plans can be applied according to the current context of the
system. Thus, the next step is to select from the relevant plans those which are
applicable by checking the current context (ApplPl), that is, those that can be
used to handle the event successfully given the agent’s known-how and its current
beliefs. Continuing with the example about the event +temperature(32),
only two plans are applicable (@p4 and @p5). They are applicable because after
the unification, the variable T contains 32, which is higher than 20 (@p4) and
30 (@p5).

The agent can still have several applicable plans and any of them could be
chosen to (hopefully) handle the event successfully. The next step is to select one
from the applicable plans to commit (SelAppl). After selecting the plan, the
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agent can finally have the intention of pursuing the course of deeds3 determined
by that plan. The selection can be customized and by default it selects the first
applicable plan to commit. Among the two remaining plans to handle the event
+temperature(32) (@p4 and @p5), the selected plan would be @p4, and an
intention will be finally produced (AddIM).

Several intentions can be active at the same time and competing for the
agent attention. In each reasoning cycle execution, only one intention among
all current ready intentions for execution is selected to be executed (SelInt).
Although the strategy to select intentions can be customized, by default they are
selected using a round-robing scheduling mechanism, which means that in each
turn one intention is selected and only one of its deeds is executed (ExecInt).
A deed of an intention can be an environment action, which is an action that
the agent performs to act in the environment; an instantiation of a new goal; an
operation to add or remove beliefs; or an internal action, which is a Java/legacy
code provided by the programmer. Thanks to these mechanisms that allow the
execution of deeds of different intentions in each cycle, a concurrent execution of
different intentions can be provided by interleaving their execution, avoiding the
need of launching dedicated threads for each intention. Finally, empty intentions
(finished ones) are removed (ClrInt).

2.2 Jason Concurrent Architecture

Currently, a concurrent architecture is adopted in the Jason execution platform
for executing the set of agents of an MAS. The two first features are related
to the distribution of threads among agents in the system, while the last three
features are related to how Jason manages the execution of agent intentions.

By default, each Jason agent has one thread control for executing the reason-
ing cycle, which means that an MAS composed of 100 agents has 100 threads to
execute them. Such strategy is widely adopted in current MAS execution plat-
forms, such as JADE [2], Jadex [15], 2APL [6], JIAC [17]. Jason also allows the
MAS developer to define a thread pool to execute all agents in the MAS. Thus,
it is possible to execute an MAS composed of thousands of agents only using few
threads (e.g. 10000 agents can be executed by the same 4 threads available in a
thread pool). The use of thread pools is another feature adopted in some MAS
execution platforms such as simpAL [16], GOAL [10], and JACK [8].

Intentions in Jason are executed concurrently without using a physical thread
for each one (i.e. all agent intentions are executed by the agent thread). The MAS
execution platform interleaves the execution of intentions, which is controlled by
the agent reasoning cycle (Sect. 2.1). Thus, only part of each intention is executed
each time. For example, if two intentions (α and β) are active, part of intention
α is executed and then part of intention β is executed. Such feature allows to
provide internal concurrency even without a high number of threads, which is
useful for the agent to perform several activities at the same time. The same

3 The term deed is used in the same form as in [7]. It refers to the kinds of formulae
that appear in a plan body.
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Fig. 2. New Jason reasoning cycle.

feature is provided by other MAS execution platforms such as Agent Factory
Framework [13,14], JACK [8], and 2APL [6].

In order to avoid that an agent enters in an inconsistent state whether it
must execute two or more intentions that can conflict (e.g. read and write the
same belief), Jason allows to define plans as atomic. The execution of an atomic
plan will not be interrupted by the execution of other current active intentions.
A very simple example where such mechanism is necessary is when the agent
must increase and decrease the value of the same belief (e.g. count) adopting
two concurrent intentions. It is clear that if the value of count starts with 0 and
the increase intention increases the count 100 times and the decrease intention
decreases the count 100 times, the final result for count must be 0 again.
Changes in the count belief must be done atomically. Similar constructions to
guarantee the atomic execution of parts of the agent code are also present in
languages like 2APL [6] and JIAC [17].

Finally, another mechanism provided by Jason to work with intentions is
the capability to perform operations over intentions, such as suspend, resume,
and inspect their current state (e.g. check if some intention is suspended). Such
operations are especially useful to allow the agent to have a full control of all
activities that are active in certain moment, which includes the capability to
deal with possible interferences among the execution of two or more intentions
concurrently. An example of application is when a robot has the goal to find
gold and to keep the battery charged. In this example, as soon as the agent
perceives that the battery charge is low, the agent must suspend the intention
to find gold, start to charge the battery, and at the end resume the intention to
find gold. Other MAS execution platforms that allow the agent to have this kind
of control about the activities that it is carrying on are simpAL [16], JADE [2],
and Jadex [15].
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3 Revising the Structure of the Reasoning Cycle

Besides the concurrency features supported in Jason (Sect. 2.2), a series of other
concurrency features, can be identified in literature related to MAS languages,
platforms, and other applications developed using the concept of agents and
MAS [18]. In this paper, our aim is to modify the Jason reasoning cycle to sup-
port a wider set of concurrency features. The new reasoning cycle for Jason is
conceived based on the current Jason reasoning cycle (Sect. 2.1) and the concur-
rent agent architectures proposed in [5,11,19,20], where agents are composed of
different internal components that run concurrently. However, while the focus of
those works are on specific MAS applications, our focus is on modifying the agent
reasoning cycle already implemented in an existing MAS execution platform to
support any kind of MAS application.

The new Jason reasoning cycle (Fig. 2) is explicitly divided in three main
stages: the sense (left), the deliberate (middle), and the act (right). Each stage
can be executed independently and asynchronously in order to improve the reac-
tivity of the agent and allows the agent to continuously deliberate and act with-
out stop sensing.

The sense stage is executed almost in the same form as in Fig. 1. Thus,
the agent starts by checking the environment and messages (ChkEnvMsg), then
processing received messages (ProcMsg), updating belief base (UpBB), and pro-
ducing events about belief changes and message exchanges (AddEv). However,
at the end of the sense stage, instead of starting to deliberate, the agent checks
new percepts and messages again. Once the sense stage can be executed as a
non-terminating cycle, events for the deliberate stage can be produced as fast as
possible ensuring that emergencies or other higher priority situations be handled
promptly.

As in the sense stage, the deliberate stage is executed similarly as in
Fig. 1. Thus, the deliberate stage starts by selecting an event from the set of
pending events (SelEv), then retrieving all relevant plans (RelPl), checking
which of those are applicable (ApplPl), selecting one particular applicable plan
(SelAppl), and adding the selected one to the set of intentions (AddIM). How-
ever, at the end of the deliberate stage, instead of start acting, the agent proceeds
by handling another pending event. The main gain with the cyclical execution
of the deliberate stage is that intentions are added in the act stage continuously.
Thus, that emergency or high priority situation previously handled by the sense
stage continues being promptly handled also in the deliberate stage, guarantee-
ing that an intention will be instantiated to handle it as soon as possible.

In contrast to the sense and the deliberate stages, the act stage has a new
proposal to cover the features stated in the beginning of this section. In the first
step of the act stage, it is verified if there is any active intention to be executed
(ChkInt). If so, the agent proceeds with the execution of the deeds of the active
intentions. Like in the sense and the deliberate stages, the act stage also executes
cyclically by continuously checking active intentions and executing deeds. Such
cycle in the act stage is the final step to guarantee that the emergencies and
more priority situations be effectively handled promptly.
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The main challenge about supporting both asynchronous and synchronous
execution for the reasoning cycle is to keep a coherent and consistent semantics.
The critical part in the execution of the agent when executing an asynchronous
version for the reasoning cycle are the interferences among threads used in dif-
ferent stages of the reasoning cycle (e.g. when accessing the belief base both for
reading (deliberate stage) and writing (sense and act stages)). Due to the access
to the same data structures by different stages of the reasoning cycle, concurrent
access mechanisms must be used to avoid an inconsistent state of the system. For
example, the addition (AddEv) and selection of events (SelEv) read and write
in the same data structure (the pending events set), which cannot be done at
the same time, as well as the addition of intentions (AddIM) and the verification
of intentions (ChkInt), which access the set of active intentions. Other parts of
the reasoning cycle also access structures like the belief base and they cannot be
executed concurrently. For example, ApplPl and UpBB must be executed atom-
ically, otherwise the agent could reason about partial updates of the belief base
even in scenarios where it should not be done (e.g. in a game of chess, the agent
must have the situation of the whole board updated in order to make the best
decision). Moreover, updates in the belief base related to a single percept must
be done atomically, otherwise, in the deliberate stage, the agent could see states
of the belief base that do not correspond to any possible state of the world.

4 A Concurrent Architecture Based on the New
Reasoning Cycle

Different architectures can be proposed based on the reasoning cycle presented in
Sect. 3. This section presents one possible concurrent BDI architecture (Fig. 3),
already introduced in [18], and that can support a wider set of concurrency fea-
tures compared to current agent architectures. While Beliefs, Plans, Threaded
Intentions, and Suspended Intentions are placed in data sets (represented by hor-
izontal rectangles), Messages, Percepts, Events, and Pooled Intentions are placed
in queues (represented by vertical rectangles) and processed by the threads in
their respective components. These queues are priority queues in order to process
emergencies promptly (e.g. an event notifying low battery in a robot). The steps
of the reasoning cycle are defined by means of some functions (represented by
octagons). Such functions are used, for example, to act in the environment or
manipulate the data sets.

The agent is divided in three main components, which represent the stages of
the reasoning cycle, that can run concurrently, depending on the configuration.
The Sense Component (SC) is responsible for receiving inputs from the environ-
ment (percepts) and from other agents (messages), updating the belief base, and
producing events. The Deliberate Component (DC) is responsible for reasoning
about the events and producing new intentions to handle them. Finally, the Act
Component (AC) is responsible for executing the intentions. Each component
can have its own thread pool, named Sense Threads (ST), Deliberate Threads
(DT), and Act Threads (AT). The three components can also be configured to
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Fig. 3. Agent architecture.

share the same thread pool in order to reduce the number of threads in applica-
tions composed of more agents.

The reasoning cycle can be executed in two distinct forms: synchronous and
asynchronous. In the synchronous form, each component finishes its execution
before the other component starts its execution (i.e. the sense-deliberate-act
cycle is executed sequentially). In the asynchronous form, the three compo-
nents run concurrently and do not wait for the other components to finish
their execution before doing something, whether they already have something
to do. However, differently from the synchronous execution, where the reasoning
cycle is explicit, in the asynchronous execution the reasoning cycle is implicit by
a producer-consumer strategy, where each component produces inputs for the
other components. For example, the SC produces events for the DC and the DC
produces intentions for the AC. Thus, the reasoning cycle is ensured because
for a stage be executed it will depend on the execution of the previous stage. A
more detailed presentation of the agent architecture can be found at [18].

5 Evaluation

The aim of this section is to provide an evaluation of the extended version of
Jason. The evaluation is made according to five characteristics of an MAS:

– computation load. While a light computation load means that an agent has a
soft task to perform (e.g. to factor a 3 digit number), an heavy computation
load means that an agent has a hard task to perform (e.g. to factor a 100 digit
number);

– intention load. While an agent with few intentions has a light intention load,
an agent with many intentions has a heavy intention load;
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– perception load. An agent that receives few percepts from the environment has
a light perception load, while an agent that receives many percepts from the
environment has a heavy perception load;

– communication load. While few message exchanges mean a light communica-
tion load, a high number of message exchanges means a heavy communication
load;

– MAS population. A low populated MAS means that the MAS is composed of
few agents and a high populated MAS means that the MAS is composed of
many agents.

We evaluate three different concurrency configurations (C1, C2, C3 ). The
two first configurations are already supported in the traditional Jason execu-
tion platform, while the support for the third configuration is implemented in
the extended version of the Jason execution platform. In C1, agents execute a
sequential (synchronous) reasoning cycle and each agent has its own thread. In
C2, agents also execute a sequential (synchronous) reasoning cycle, however all
agents share the same thread pool. In C3, agents execute a parallel (asynchro-
nous) reasoning cycle where each component is executed by its own thread. Each
thread in C3 executes the same components of all agents (i.e. there is only one
thread to execute the sense of all agents).

The evaluation is done by means of experiments, which consist on the imple-
mentation of very simple and small scenarios, each one focused on some of the
aforementioned MAS characteristics. We start the experiments by considering
some scenarios where the computation load (Sect. 5.1) and the intention load
(Sect. 5.2) are evaluated. Then, agents are stressed according to the perception
load (Sect. 5.3). Finally, agents are evaluated considering different communica-
tion loads (Sect. 5.4). The MAS population is evaluated through changing the
number of agents in some scenarios. The experiments were performed on a com-
puter Intel(R) Core(TM) 2 Duo @ 2.0 GHz (2 CPU cores), 4 GB DDR2, run-
ning Linux version 3.6.3-1.fc17.x86 64 and Java version 1.7.0 17.4 Only the main

Fig. 4. Multiplication table: computation load (left) and MAS population (right).

4 Experiment parameters are dimensioned according to the available computer hard-
ware. More powerful computers will be used in the future.
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results are presented, while a deeper analysis, other results, and source codes can
be found at https://sourceforge.net/p/mrzatelli/code/HEAD/tree/trunk/2015/
Experiment3/.

5.1 Computation Load

In this experiment, two simple applications are implemented aiming to give a
heavy computation for the agents. In the first one, agents must print the multi-
plication table from 1 to k without creating any sub-goal, thus, once instantiated
the intention, the only stage of the reasoning cycle that should be executed is
the act stage. The implementation is done by means of a nestled loop (Code 3).

In order to evaluate the computation load, we fix the number of agents in
one agent and vary k from 100 to 3000. The results depicted in Fig. 4(left) show
that adopting a synchronous reasoning cycle with one thread per agent (C1 )
has the fastest response time5, while adopting a synchronous reasoning cycle
with a single thread pool (C2 ) has the worst response time. These results are
expected due to the overhead caused by using thread pools (C2 and C3 ) to
execute a single agent. Moreover, the asynchronous reasoning cycle (C3 ) showed
a faster response time than C2. This is also an expected result and the reason
for this behavior is that while the full reasoning cycle is executed in C2, the only
reasoning cycle stage that remains active in C3 is the act stage.

In order to evaluate the MAS population, we vary the number of agents from 1
to 500. The results depicted in Fig. 4(right) show that adopting an asynchronous
reasoning cycle (C3 ) has the fastest response time, while adopting a synchronous
reasoning cycle with one thread per agent (C1 ) has the worst response time.
These results are expected due to the context-switch overhead caused by the
high number of threads in C1. Moreover, as also stated before, C3 has a faster
response time than C2 due to only executing the act stage.

Fig. 5. Fibonacci: computation load (left) and MAS population (right).

5 The response time is the elapse time for an agent to complete the execution of an
intention.

https://sourceforge.net/p/mrzatelli/code/HEAD/tree/trunk/2015/Experiment3/
https://sourceforge.net/p/mrzatelli/code/HEAD/tree/trunk/2015/Experiment3/
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1 . +? f i b ( 0 , 0 ) .
2 . +? f i b ( 1 , 1 ) .
3 . +? f i b (K,X) <−
4 . ? f i b (K−1,A) ;
5 . ? f i b (K−2,B) ;
6 . X = A+B.

Code 2: Fibonacci Numbers.

1 . +!work (K) <−
2 . f o r ( . range (X, 1 ,K) ) {
3 . f o r ( . range (Y, 1 ,K) ) {
4 . . p r i n t (X ∗ Y) ;
5 . } ;
6 . } .

Code 3: Multiplication Table.

In the second application, agents must compute the first k Fibonacci num-
bers (Code 2). The implementation of the plan to compute the first k Fibonacci
numbers follows the traditional recursive approach, where each recursive call is
a sub-goal (lines 4 and 5), which forces the execution of the deliberate stage of
the reasoning cycle because the agent must select a plan to handle the adoption
of the sub-goal.

In order to evaluate the computation load, we fix the number of agents in one
agent and vary k from 10 to 30. The results depicted in Fig. 5(left)6 show that as
soon as the computation load increases, adopting a synchronous reasoning cycle
with one thread per agent (C1 ) has the fastest response time, while adopting an
asynchronous execution for the reasoning cycle (C3 ) has the worst response time.
These results are expected due to the overhead caused by using thread pools
(C2 and C3 ) to execute a single agent. Moreover, the concurrency control access
mechanism necessary in the asynchronous reasoning cycle (C3 ) demonstrated to
have a very high overhead in this scenario, where both deliberate and act stages
must be executed constantly.

The MAS population is evaluated in the same form as in the multiplication
table scenario. The results depicted in Fig. 5(right) show that adopting a syn-
chronous reasoning cycle with a single thread pool (C2 ) has the fastest response
time, while adopting a synchronous reasoning cycle with one thread per agent
(C1 ) has the worst response time. Moreover, adopting an asynchronous reason-
ing cycle (C3 ) has a worse response time than adopting C2. While the worst
response time for C1 is explained due to the high context-switch overhead caused
by the high number of threads, the worse response time for C3 compared to C2
is caused by the overhead to handle the concurrent execution of the deliberate
and act stages.

5.2 Intention Load

The intention load is evaluated based on the Fibonacci and the multiplication
table scenarios by means of varying the number of intentions. Only one agent
is used in the execution, but instead of only computing a single Fibonacci or
printing a single multiplication table, the agent has from 10 to 1000 intentions
(to compute Fibonacci numbers or to print the multiplication tables) being

6 The response time for fib(30) adopting the asynchronous reasoning cycle (C3 ) was
204117ms, however we omitted from the graphic to let it readable to compare the
other two configurations.
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Fig. 6. Multiplication table (left) and Fibonacci (right): intention load.

executed concurrently. The results are depicted in Fig. 6. While adopting a syn-
chronous reasoning cycle with one thread per agent (C1 ) showed the fastest
response time in the multiplication table scenario, the fastest response time in
the Fibonacci scenario happens when an asynchronous reasoning cycle (C3 ) is
adopted. This result is expected because in the Fibonacci scenario, while one
thread is deliberating about the sub-goals that are being produced by the act
stage, another thread is executing intentions. Such advantage of the asynchro-
nous reasoning cycle does not appear in the multiplication scenario because the
only active reasoning cycle stage is the act stage. The overhead caused by the
thread pool in the act stage of the asynchronous reasoning cycle is higher than
the overhead of executing the sense and deliberate stages in the synchronous rea-
soning cycle with one thread per agent. Finally, the synchronous reasoning cycle
with a single thread pool (C2 ) has the worst response time in both scenarios
because of both the overhead of the thread pool and the overhead of executing
the full reasoning cycle.

5.3 Perception Load

In this third experiment, we extend the multiplication table scenario (Code 2)
to measure the agent reactivity, which consists on evaluating how long an agent
takes to print the multiplication table from 1 to 100, while the environment
is producing new percepts constantly. The environment basically consists on
a set of counters that are updated everytime that an agent performs an inc
action, thus producing percepts for agents that are observing the environment.
All produced percepts are perceived by an agent in a single shot, which means
that the state of the environment is given by the current value of all counters
in a certain moment (i.e. all counters must have the same value since they are
updated in the same operation). Thus, the belief update only finishes when all
percepts have been processed. While one agent is responsible for performing the
inc action, others simply observe the environment. The execution finishes when
all agents finish to print the multiplication table.

In order to evaluate the perception load, we fix the number of agents in one
agent and vary the number of counters from 100 to 3000. The results depicted in
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Fig. 7. Counting: perception load (left) and MAS population (right).

Fig. 7(left) show that adopting an asynchronous reasoning cycle has the fastest
response time, while adopting a synchronous reasoning cycle, with one thread
per agent (C1 ) or with a single thread pool (C2 ), have the worst response times.
This is an expected result and important to highlight one benefit of adopting
an asynchronous reasoning cycle. In the asynchronous execution, the agent can
execute the act stage more than once before the sense or deliberate stages enter
in a critical section (e.g. the deliberate stage starts to execute the belief update
function). Thus, the act stage can be executed concurrently until it gets blocked
because the concurrent access to some critical section. Moreover, the main reason
for the worst response times for C1 and C2 is due to the execution of only one
deed in each reasoning cycle. Thus, everytime that the cycle restarts, the agent
needs to sense the environment and update the belief base, which has a huge
computational cost as soon as the number of counters increases.

In order to see the impact of the MAS population, we vary the number of
agents from 1 to 100. The results depicted in Fig. 7(right) show that adopting an
asynchronous reasoning cycle (C3 ) has the fastest response time, while adopting
a synchronous reasoning cycle with a single thread pool (C2 ) has the worst
response time. The fastest response time for C3 is again expected because the
act stage can be executed concurrently while it does not get blocked due to the
concurrent access to a shared structure with the sense or the deliberate stages.

5.4 Communication Load

The communication load is evaluated by means of a token-ring scenario. We
implement a variation of the token-ring presented in [4]. The ring is made by
means of linking each agent to another agent in a circular form. Each agent must
pass the received tokens to its neighboring agent and each token must pass by
each agent only once. The number of tokens in the system vary from 1 to t, in
order to change the number of message exchanges. The initial configuration of
the tokens is given by the formula: a = i n/t, where a is the current agent that
will receive the token, i is the identifier of the current token that will be given
for the agent, n is the number of agents in the ring (fixed in 500), and t is the



438 M.R. Zatelli et al.

Fig. 8. Token ring: communication load.

number of tokens that must be given for the agents. The execution finishes when
all tokens have been passed by all agents in the ring.

The results depicted in Fig. 8 show that adopting a synchronous reasoning
cycle with a single thread pool (C2 ) has the fastest execution time, while adopt-
ing a synchronous reasoning cycle with one thread per agent (C1 ) has the worst
execution time. The faster execution time for C2 compared to C3 is explained
because all stages of the reasoning cycle must be executed for each received
message. The agent receives messages (they are processed in the sense stage),
selects a plan to forward the token (it is performed in the deliberate stage), and
executes the intention to forward the token (it is performed in the act stage). In
this scenario, all these activities have more or less the same computational cost.
Thus, the asynchronous execution does not provide any advantage, because the
overheads caused by the use of multiple thread pools (one for each reasoning
cycle stage) and the concurrency control access mechanisms have a high impact
on the execution. Finally, the reason for C1 has the worst execution time is again
due to the context-switch overhead caused by the high number of threads.

6 Conclusion

In this paper, we enriched the Jason execution platform with a wider set of
concurrency features. Our main contribution is the analysis of the Jason agent
reasoning cycle and its concurrency architecture, as well as the integration of
both synchronous and asynchronous reasoning cycles in a concrete MAS execu-
tion platform. It contrasts with other works like [5,11,19,20] in the sense that
we do not constrain our proposal to specific MAS applications. Instead, we allow
the execution of any MAS application that can be developed using the Jason
platform. The coherent and consistent execution of the agent reasoning cycle is
ensured by controlling the concurrent access to certain data structures (e.g. the
belief base). The same extensions done in the Jason execution platform can be
integrated in other MAS execution platform, however always considering that
each MAS platform has its own implementation, agent architecture, and agent
reasoning cycle. For example, the 2APL and GOAL execution platforms can have
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their agent reasoning cycle revised in order to conceive a proper asynchronous
version, as well as their agent architecture can be extended to support the use
of different threads to execute each agent component separately.

Although the scenarios adopted to perform the experiments are very simple,
they demonstrated that the extensions on the reasoning cycle not only allow
the improvement of the overall MAS execution when adopted the most suit-
able configuration, but also the execution of individual agents, especially their
reactivity, since agents can now perceive the environment, deliberate, and act
concurrently. However, still more extensions must be integrated in the Jason
platform in order to better exploit parallelism. Each agent could adopt a dif-
ferent concurrency configuration, e.g. while an agent can adopt a synchronous
execution for the reasoning cycle, another agent can adopt an asynchronous rea-
soning cycle. Moreover, as stated in [9] (in the context of actors), different agents
in the same MAS could have different demands, and balancing the CPU usage
among the agents can make those with a heavier workload respond faster. The
use of a different number of threads for each agent could help on this direc-
tion (e.g. the execution platform could use 3 threads for an agent and 5 threads
for another agent). The number of threads could also be changed dynamically,
supporting forms of self-adaptation, which is useful to improve the performance
according to the current workload of each agent. Another direction could be
the implementation of different scheduling strategies, thus agents with heavier
workloads could be selected and executed more often.

In the future, besides integrating those features, new experiments will be
performed considering more complex applications, where several characteristics
can be combined at the same time (e.g. communication load, MAS population,
and perception load), such as in the Multi-Agent Programming Contest (MAPC)
scenarios [1]. Experiments will be also performed considering different number of
computer cores, so that the effect of concurrency configurations can be evaluated
according to the number of computer cores. The use of more powerful computers
would allow to stress the parameters of the experiments, such as move from
hundreds to thousands of agents.
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Abstract. The emergence of agent oriented systems has provided an
alternative approach to address many complex problems that require dis-
tributed behavior, local decisions, and emerging global behavior from the
interactions of their basic elements. There are several natural, artificial
and social phenomena that present these features. However, despite pro-
viding a suitable tool for modeling complex distributed systems, imple-
mentations of multi-agent systems are limited by the available hardware
architecture. A recent possibility to circumvent this problem is the use
of graphics cards to implement such systems. Nevertheless, these devices
reach the optimal performance when agents have homogeneous and sim-
ple behavior, which might not be the case of many problems. Systems
such as simulators of the immune system, in addition to having a large
number of agents with complex behavior, those agents communicate mas-
sively, indirectly, through dissemination of various substances in their
environment. Diffusion of substances is something easily simulated in
modern current graphics cards, but the problem is to provide the results
of those simulations to thousands (or millions) of agents simultaneously.
This paper presents a benchmarking conducted to determine a suitable
software/hardware architecture to implement such a system. The results
show that a heterogeneous system can have a better performance.

Keywords: Multi-agent systems · GPU benchmarking · Immune
system simulators

1 Introduction

The emergence of agent oriented systems (Agent Oriented Software program-
ming - AOP) [1] made available a new approach to cope with complex problems
that require distributed behavior, local decisions, and emerging global behavior
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from the interactions of their basic entities. Many natural, artificial and social
phenomena fit these characteristics: Behavior of animal hordes, crowd behavior,
or even the behavior of cells in an organism. Nonetheless, despite providing an
appropriate means for modeling complex distributed systems, implementations
of multi-agent systems are restricted by the available hardware architecture.
Deployment of these systems requires massively distributed processing and the
available hardware is essentially sequential. It can be argued that there are com-
puter clusters available in research centers that may be used for this purpose.
However, the clusters do not provide yet a number of nodes in the order of
magnitude that is needed in complex systems concerning the number of their
constituent elements. In addition, there is a limitation concerning the speed of
communication between cluster nodes, which imposes severe restrictions for mod-
eling systems with intense communication among agents. A recent possibility to
avoid this issue is the use of graphics cards to implement such systems. However,
these devices reach the optimal performance when agents present homogeneous
and elementary behavior, which is not the case of many problems. This restric-
tion is particularly striking in multi-agent systems (MAS) that seek to simulate
the behavior of biological systems such as the human immune system. What
makes them more troublesome, and further increases their complexity, is the
fact that they have a large number of agents with complex behavior, and the
agents communicate massively, indirectly, by diffusion of various substances in
the environment. Diffusion of substances is something easily simulated in mod-
ern graphics cards. However, the crucial point is to present the consequences
of this simulation to thousands (or millions) of agents simultaneously. To help
making progress in these matters, it is necessary to develop a hardware and
software architecture that is scalable in the number of agents that communicate
intensively. The combination of the processing power of graphics cards with clus-
ters equipped with high-performance processors seems to be the most promising
approach. However, it is necessary to define the best way of distributing tasks
and data communication among these two architectures. This paper presents a
benchmarking performed in order to detect the best combination of architecture
and distribution of tasks to be used in multi-agent systems targeted for model-
ing biological systems such as the immune system. The results presented in this
paper show that using a multi-agent system in conjunction with the GPU leads
to a better speedup when compared with version based purely on the CPU.

2 Related Works

There are several studies that analyze the use of GPU in multi-agent systems.
However, the problem and the approach differ in some way from the problem
we are dealing with. Chen et al. presented a simulation of the blood coagulation
system [2]. They implemented the simulation using GPU and other three dif-
ferent platforms: NetLogo, Repast, and a direct C version, in order to perform
comparisons. In their experiments, it was demonstrated that the computational
speed of the GPU implementation of the million-level scale of agents was over
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10 times faster than the direct C version, over 100 times faster than the Repast
version, and over 300 times faster than the NetLogo simulation. The problem
they simulated differs from ours in the sense that the substances do not undergo
diffusion. Therefore the information that agents access remains static, i.e., there
is no need to update the grid at each cycle. In addition, the behavior of the
agents is simple, making it possible to be implemented efficiently with GPU.

Richmond et al. described an application of the flexible large-scale agent
modelling environment framework on GPU (FLAME GPU) for simulation of
biological systems on the cellular level. The authors stated that the limitations
of the GPU for simulating cellular systems, such as the difficulty in including
stochasticity and complex behavior, were addressed with FLAME GPU. The
Simulation steps utilizing brute force computation were accelerated by approxi-
mately of 250 times when compared with FLAME (non GPU) simulation running
on a single CPU. As before, the problem they simulated differs from ours in the
sense that there are no substances that undergo diffusion. Therefore, it is not
equivalent to the behavior of the immune system [3].

3 Materials and Methods

In order to perform the benchmarking a small multi-agent system, simulating
bacteria, immune cells, as well as a set of cytokines (chemical signals) and antibi-
otics, was developed. The space is defined by a two-dimensional grid whose size
varies in each test set. The regions are simulated as a discrete space in a two-
dimensional grid in which each agent has a position (i, j). More than one agent
can occupy the same position, which somehow simulates a 3D space. The agent is
moved by changing its position to a new position in the Moore neighborhood [4].
Thus, an agent cannot skip positions, i.e., it needs to move one position at a time.
In such two-dimensional-grid structure, the Moore neighborhood (of radius one)
comprises the eight neighboring positions to a central position. Bacteria ran-
domly move in this space and reproduce by division in a certain time interval.
If a cell of the immune system finds a bacterium, the latter is eliminated. If the
antibiotic concentration at bacteria location is greater than a certain threshold,
no bacterium will reproduce. To model substance diffusion, we used Eq. 1, sug-
gested by North et al. [5]. When a substance is released with a given value at
an initial position (x, y), a diffusion gradient is generated based on the following
equation:

newV alue(x, y) = evap× (oldV alue(x, y) + diff × (nghAvg − oldV alue(x, y)))
(1)

In Eq. 1, evap is the evaporation constant, diff is the diffusion constant,
oldValue returns the current value of the substance concentration at (x, y),
and nghAvg is the average of substance concentrations in the Moore neighbor-
hood around the point (x, y). This calculation is recomputed at every cycle and
for every grid position for every substance layer. This procedure is performed
intensely and is highly suitable to be performed by GPU hardware. In a simu-
lation involving a grid of a certain size, it is not possible to keep a grid of each
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substance in GPU memory. It is then necessary, at each cycle, to copy each grid
of each substance to GPU memory, perform calculations, and copy the values
back to main memory, causing a substantial data traffic on the PCI bus.

The benchmarking results shows a comparison between an implementation
using only the CPU and an implementation keeping agents in the CPU and
performing the calculation of substance diffusion in the GPU. The reason for
this implementation is to try to allocate to each computer architecture what is
more suitable for processing. However, this distribution imposes a bottleneck in
the processing, i.e., the data transfer between main memory and GPU memory.
Therefore, the main focus of this benchmarking is analyzing the impact of data
transfer via PCI bus in this distribution of tasks between the CPU and the
GPU. To implement the multi-agent system in the CPU, we used the framework
Flame [6]. Communication between FLAME and CUDA code was done through
link-editing. The benchmarking was carried out in an i7-4790 CPU 3.60GHz
microcomputer equipped with 16 GB RAM and a NVidia GeForce GTX 780 Ti
with 2880 cuda cores. We used version 6.5 of the CUDA library.

4 Results

The parameter settings of our experiments were: (1) number of layers for calcu-
lating substance diffusion: 1, 5, 10, 15, and 20; (2) Number of agents: 100, 1000,
and 10000; and (3) Matrix dimension of float datatypes: 1024×1024, 2048×2048,
and 16384× 16384. In each case, we performed 1000 cycles (ticks). The speedup
shown in each table was calculated by the equation below:

S =
T1 − T2

T2
× 100, (2)

where T1 is the CPU runtime and T2 is the GPU runtime. The result is presented
in percentage. For the matrix dimension of 16384× 16384, the experiments with
15 and 20 layers were not executed due to the fact that the CPU has 16 GB
of RAM, and each layer occupies about 1 GB. In the following, we analyze the
results from different perspectives.

4.1 Number of Agents

When looking at the number of agents in relation to the number of layers, it can
be identified that as the number of agents increases the speedup decreases. For
just one layer, the biggest speedup occurred with matrix dimension of 16384 ×
16384 and 100 agents, recording 81.03 % of speedup. Still for one layer the best
speedups for 1000 agents and 10000 agents were 75.62 % and 1.19 %, respectively,
also for a matrix dimension of 16384 × 16384. These variations can be observed
in Table 1.

A similar behavior occurred with experiments for 5, 10, 15, and 20 layers, 100
agent and, a matrix dimension of 1024 × 1024, where it was obtained a greater
speedup (Table 2). Initially, the speedup was 85.96 % for 100 agents. With 1000
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Table 1. Number of layers= 1 - Varying number and matrix dimension (Time in
seconds).

Dimension Agents CPU ONLY CPU+GPU Speedup %

1024 × 1024 100 23 13 76.92

2048 × 2048 75 42 78.57

16384 × 16384 4446 2456 81.03

1024 × 1024 1000 180 170 5.88

2048 × 2048 321 287 11.85

16384 × 16384 4726 2691 75.62

1024 × 1024 10000 679 671 1.19

2048 × 2048 4498 4464 0.76

16384 × 16384 31382 30965 1.35

agents it went to 37.55 %, and with 10000 the value went down to 13.61 %. This
behavior was repeated in all the analysed situations: whenever the number of
agents increased the speedup decreased.

Table 2. Number of layers= 10 - Varying number and matrix dimension (Time in
seconds).

Dimension Agents CPU ONLY CPU+GPU Speedup %

1024 × 1024 100 212 114 85.96

2048 × 2048 732 401 82.54

16384 × 16384 44537 25502 74.64

1024 × 1024 1000 370 269 37.55

2048 × 2048 979 645 51.78

16384 × 16384 44798 26070 71.84

1024 × 1024 10000 868 764 13.61

2048 × 2048 5159 4829 6.83

16384 × 16384 71478 52052 37.32

Table 3 presents values for 20 layers. Despite missing values for matrices of
dimension 16384 × 16384, the tendency described above is maintained.

4.2 Number of Layers

Table 4 shows the variation in speedup as the number of layers increases. The
matrix dimension is fixed in 1024 × 1024, while the values for the number of
agents are: 100, 1000, and 10000. In this simulation, we can highlight the example
1024 × 1024 − 100 agents, which resulted in 76.92 % of speedup for 1 layer,
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Table 3. Number of layers= 20 - Varying number and matrix dimension (Time in
seconds).

Dimension Agents CPU ONLY CPU+GPU Speedup %

1024 × 1024 100 421 213 97.65

2048 × 2048 1464 795 84.15

16384 × 16384 - - 0.00

1024 × 1024 1000 579 377 53.58

2048 × 2048 1710 1052 62.55

16384 × 16384 - - 0.00

1024 × 1024 10000 1079 876 23.17

2048 × 2048 5925 5233 13.22

16384 × 16384 - - 0.00

in 84.48 % for 5 layers, in 85.96 % for 10 layers, in 92.68 % for 15 layers, in
97.65 % for 20 layers. Therefore, as shown in Table 4, for 100 agents, the increase
of layers has resulted in significant gains in speedup in all cases.

Table 4. Results varying number of layers and number of agents, while fixing the
matrix dimension in 1024 × 1024. The results are shown in seconds.

Number of agents 1 layer 5 layers 10 layers 15 layers 20 layers

100 - CPU 23 107 212 316 421

100 - GPU 13 58 114 164 213

1000 - CPU 180 265 370 474 579

1000 - GPU 170 214 269 317 377

10000 - CPU 679 765 868 974 1079

10000 - GPU 671 713 764 822 876

Table 5 presents the results with matrix dimension of 2048 × 2048. The best
improvements were, once more, observed for 100 agents: 78.57 % of speedup for
1 layer, 79.02 % of speedup for 5 layers, 82.54 % of speedup for 10 layers, 81.6 %
of speedup for 15 layers, and 84.15 % of speedup for 20 layers. Note that in
relation to the test with 10 layers, the test with 15 layers showed a decrease.
However, in testing with 20 layers, the speedup were improved. In the case of
2048×2048−1000, the speedups were: 11.85 % of speedup for 1 layer, 42.89 % of
speedup for 5 layers, 51.78 % of speedup for 10 layers, 57.56 % of speedup for 15
layers, and 62.55 % of speedup for 20 layers. The experiment 2048×2048−10000
resulted in similar gains. Therefore, for this dimension, the GPU implementation
led to significant performance gains.

Table 6 presents the results with matrix dimension of 16384 × 16384, and
varying number of layers and number of agents. The speedup values were: 75.62 %
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Table 5. Results varying number of layers and number of agents, while fixing the
matrix dimension in 2048 × 2048. The results are shown in seconds.

Number of agents 1 layer 5 layers 10 layers 15 layers 20 layers

100 - CPU 75 367 732 1097 1464

100 - GPU 42 205 401 604 795

1000 - CPU 321 643 979 1344 1710

1000 - GPU 287 450 645 853 1052

10000 - CPU 4498 4795 5159 5525 5925

10000 - GPU 4464 4632 4829 5036 5233

of speedup for 1 layer, 75.31 % of speedup for 5 layers, and 71.84 % of speedup
for 10 layers. The experiments with 15 and 20 layers were not accomplished
due to the limit of RAM installed. In this set of tests it is important to note
that as the number of agents increases, the speedup decreases. However, with the
setting 16384×16384−10000 the speedup was increased, presenting a significant
improvement.

Table 6. Results varying number of layers and number of agents, while fixing the
matrix dimension in 16384 × 16384. The results are shown in seconds.

Number of agents 1 layer 5 layers 10 layers 15 layers 20 layers

100 - CPU 4446 22228 44537 66660 −
100 - GPU 2456 12551 25502 − −
1000 - CPU 4726 22505 44798 66904 −
1000 - GPU 2691 12837 26070 − −
10000 - CPU 31382 49200 71478 93960 −
10000 - GPU 30965 40233 52052 − −

It is important to notice that in all plots (Tables 4, 5 and 6), as the number of
layers increases, the differences between the CPU version and the GPU version
increases, i.e., the speedup for the same number of agents is improved, as the
number of layers is increased, although occurs an increase of the amount of traffic
between the main memory and the GPU memory.

5 Conclusion

This work presents performance tests to compare two approaches for the simu-
lation of the immune system involving diffusion of substances. Both approaches
adopt the agent-based simulation. One approach was based purely on the CPU,
while the other used the GPU in the calculation of the diffusion of substances.
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The results presented in this paper show that using a multi-agent system in
conjunction with the GPU leads to a better speedup when compared with ver-
sions based purely on the CPU. The CPU+GPU version was superior in all
tested cases, especially the test with 20 layers and matrix with dimension of
1024 × 1024, which achieved a speedup of 97.65 %. As the number of agents
increases, the advantage of using GPU decreases naturally, due to the increase
in processing time on the CPU. For systems with a large number of agents, one
must seek ways to implement the agents on the GPU, as the case of frameworks
like FLAME-GPU. This will be the next step in our research. Another option
being investigated is the possibility of using multiple GPUs.

Acknowledgments. This research is supported in part by the funding agencies
FAPEMIG, CNPq, and CAPES.
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Abstract. In this paper, we propose a model that personalises the learn-
ing experience of a student by automatically selecting the exercises that
best suit the student’s competences and that also maintain the student’s
motivation at a certain (high) level.

1 Motivation

Motivation is a big issue in learning theory and cognitive science [2,5,7,8]. It
is known that motivation is a trigger for eagerness, close attention, cognitive
development, personal growth and ultimately goal achievement. Most impor-
tantly, motivation is a key factor for keeping any learning experience pleasant
independently of its speed or success. If an experience is rewarding or pleasur-
able, one most likely would want to repeat it, with the expectation to obtain
more of that positive reward, and as we know, repetition and practice are very
strongly linked to learning.

The relationship between rewards and learning has been studied extensively
in fields such as psychology, neuroscience and pedagogy.1 Studies such as [3] show
how the biological reward mechanism works in relation with reinforcement learn-
ing. It has been found that dopamine, which is a neurotransmitter associated
with the reward system of the brain, plays an important role in learning, choice
and belief formation. In the brain, dopamine functions as a neurotransmitter (a
chemical messenger), that is, a chemical released by neurons (nerve cells) to send
signals to other nerve cells. The brain includes several distinct dopamine path-
ways, one of which plays a major role in reward-motivated behavior. Most types

1 The relations between expectations, rewards and dopamine release has also been
studied in the field of music. [9] discusses how we get from the perception of sound
patterns and the prediction of future sound patterns to reward and valuation. They
state that when listening to a new musical piece, one can expect a certain set sounds
to occur, based on one’s history of listening to music. For instance, when we have
heard a certain set of patterns in music, we expect a certain set of sounds to occur
and we also know when they are supposed to occur in time. These expectations are
related to templates derived from one’s individual history of listening. Thus, in some
way we are able to decode relationships and patterns in music, such that it generates
expectations about upcoming events based on past events.

c© Springer International Publishing Switzerland 2016
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of reward increase the level of dopamine in the brain, and also most addictive
drugs increase dopamine neuronal activity.

The reward prediction error hypothesis says that neurons release levels of
dopamine in proportion to the difference between a “predicted reward” and the
actual “experienced reward” of a particular event. For instance, an unpredicted
reward elicits activation (positive prediction error), a fully predicted reward
elicits no response, and the omission of a predicted reward induces a depres-
sion (negative error). Reinforcement learning algorithms in computer science,
where expected rewards can be estimated considering recently viewed rewards
on sequential trials, are heavily inspired in these neuroscientific findings and
behaviorist psychology approaches.

In this paper, we make the following analogy. Just like dopamine is released
when reward is greater than expected leading to an increased desire or motivation
towards the reward [1], we say when the mark a student gets is greater that his
self-assessment this leads to an increased desire or motivation towards the subject
the student is learning. And as we have pointed out before, motivation is key for
any learning experience.

As a result of this analogy, we propose a model that personalises the learning
experience of a student not only by selecting the exercises to suit the student’s
competences (as is currently common, e.g. knewton.com), but also to maintain
the student’s motivation at a certain (high) level.

2 eLearning and Feedback Expectations

In this paper, we want to estimate the level of reward of a student, and per-
sonalise his/her learning experience to maintain a certain level of reward. To
achieve this, we will estimate the expected reward and the actual reward for a
given student and a given assignment.

In a learning scenario, we understand marks as rewards. The marks that
a student receives (whether from a tutor or from a learning community) can
be understood as positive/negative rewards. Whether the reward is positive or
negative for the student, as our analogy illustrates, depends on the difference
between the expected reward of the student and the actual reward the student
receives.

We can think of expected rewards as self-assessments (what a student may
expect in terms of marking) and actual rewards as the actual assessment the
student received. (whether it is the teacher’s assessment or the community’s
assessment, where members of the learning community may assess the student
and those would get aggregated into a final mark). The difference between these
two values (expected and actual rewards) describes the level of reward obtained
by the student. We refer to this difference as the student’s motivation value.

We say receiving a mark higher than expected results in a positive motiva-
tion value, whereas receiving a mark lower than expected results in a negative
motivation value. It is possible then to design a sensor for a class that would
give us a hint of the motivational level of each student. This sensor could help

https://www.knewton.com/
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the teacher to keep track of which students are fulfilling their expectations (have
a high motivation value) and which users may feel discouraged (have a low moti-
vation value) to take further actions for that students in the learning process.
Such actions, as we will see shortly, can include the personalised selection of
assignments for that particular student, according to its motivational levels.

We do not want students to stop making mistakes when solving assignments,
of course, as mistakes are a necessary step in any learning process. What we
are interested in, however, is to maintain a positive motivation level. In other
words, we want the learning process to become a pleasurable experience (a
dopamine release experience) which will motivate the student to repeat that
experience, performing similar assignments to the one just performed. We believe
that increasing the complexity of assignments while maintaining a good (posi-
tive) motivation level is the key to an optimal learning path.

We say this criteria should be tailored to every student since each individual
has a different learning pace and capacity which impacts his/her motivational
level. For instance, some students might not feel challenged enough by an assign-
ment and hence get bored, while others may find the same assignment too com-
plicated and get discouraged. In other words, there is no one ideal assignment
for all students. Taking into consideration the individuality of each student is
very important for effective teaching, as it is the need to propose assignments
tailored to students’ different performances.

As mentioned above, we want to design a sensor that can sense the motivation
level of students. We can then take into account the individuality of students
based on their history of motivation. The question that this paper tries to address
is then: Given a student and a selected assignment, what is the expected self-
assessment and the expected actual assessment? In other words, what is the
expected motivation for a particular student being assigned with a particular
assignment? Based on these expectations, we then need to decide how to optimise
the learning path for a particular student. In other words, what is the sequence
of assignments that should be assigned to the student to maintain a good level
of challenge and motivation?

3 Formal Model

We assume there is a set of problems P to achieve an education competence cP , a
group G of students that have to achieve that capacity and a teacher t. Students
solve problems from P and receive a mark in the range E = [0, 10]. Marks can
be either self-assessed (when the student assess their own work) or externally
assessed (e.g. by the teacher, colleagues, an automated software, etc.). We note
by se(α, pi) ∈ [0, 10] the self evaluation of student α over problem pi ∈ P .
Similarly, we note by fe(α, pi) ∈ [0, 10] the final evaluation provided by some
external entity (e.g. G’s evaluation or t’s evaluation) of α’s performance over
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pi.2 When one of the problems is solved and a final mark is provided with a 10,
we consider the student has achieved competence cP .

We conceptualise the motivation that α obtains from solving a problem p ∈ P
as the difference between the final assessment and α’s self assessment, that is:

fe(α, p) − se(α, p).

We assume there is a history of evaluations:

H = 〈(se(α, p), fe(α, p)), (se(β, q), fe(β, q)), (se(γ, r), fe(γ, r)), . . . 〉

that allows to compute expectations on se and fe via a learning procedure
(e.g. via Bayesian inference). That is, we assume we can compute for all X ∈ P
and Y ∈ [0, 10], the following expectation (or probabilities):

– P (se(α,X) = Y |H)
– P (fe(α,X) = Y |H)

We could also compute the following probability distribution, representing
the expected motivation of a new problem p to be solved:

P (fe(α, p) − se(α, p) = Y |H)

Given these expectations, we can define different learning strategies to select
new assignments for student α. In the following, EMD stands for earth mover’s
distance [6] between two probability distributions3 and Beta stands for the
beta distribution, where Beta(1, 100) is a distribution totally skewed towards
0. Consider now the following different learning strategy functions, noted as
New(α,H) ∈ P .

MaxMotivation: Maximise motivation, which is achieved by looking for an
assignment that will maximise the difference between the expected self-
assessment and the expected final assessment:

New(α,H) = arg max
p

EMD(P(fe(α, p) = Y |H),P(se(α, p) = Y |H)) (1)

2 For G’s evaluation, where one essentially calculates the community’s assessments,
the COMAS algorithm can be used [4]. COMAS calculates the final assessment by
aggregating peer assessments in the community in such a way that more weight
is given to those assessments whose assessors are more trusted by the tutor. To
calculate the tutor’s trust in students, a trust graph is built based on how similar
are the students’ assessments to those of the tutor.

3 If probability distributions are viewed as piles of dirt, then the earth mover’s dis-
tance measures the minimum cost for transforming one pile into the other. This cost
is equivalent to the ‘amount of dirt’ times the distance by which it is moved, or
the distance between elements of the probability distribution’s support. The range
of EMD is [0, 1], where 0 represents the minimum distance and 1 represents the
maximum possible distance.
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MaxChallenge: Maximise learning speed, which is achieved by looking for an
assignment that will maximise the expected final assessment:

New(α,H) = arg max
p

EMD(P(fe(α, p) = Y |H), Beta(1, 100)) (2)

MaxSelfAssessment: Maximise student self’s opinion, which is achieved by
looking for an assignment that will maximise the expected self-assessment:

New(α,H) = arg max
p

EMD(P(se(α, p) = Y |H), Beta(1, 100)) (3)

Balance: Maximise the balance between motivation and learning speed, which
essentially combines MaxMotivation and MaxChallenge:

New(α,H) = arg max
p

EMD(P(fe(α, p) = Y |H),P(se(α, p) = Y |H))·
EMD(P(fe(α, p) = Y |H), Beta(1, 100))

(4)

4 Position

We conjecture that learning strategies that aim at increasing motivation (e.g.
our MaxMotivation and Balance strategies) result in more effective learning.
This conjecture is inspired by research results that highlight the importance of
motivation in enhancing learning [2,5,8].

To measure motivational levels and expectations, the model presented in
this paper is designed based on the evidence that, when a reward is greater than
expected, the level of dopamine release increases, which consequently increases
reward-seeking behaviors and the desire or motivation towards the reward [1].
The model proposed in this paper assumes that marks, in a learning environ-
ment, are a type of reward and thus we interpret motivation as the difference
between the expected mark of the student and the actual final mark the student
receives.

We say that personalised learning paths tailored to individual students based
on their motivation values and expectations are more suitable than providing the
same assignment for all students to achieve a given competence or just selecting
randomly an assignment that achieves that competence. Although this is not a
novel approach in pedagogy, automating this process for the tutor is new and
it is — to the best of out knowledge — not present in current online learning
plattforms.This conjecture will be put to test with an implementation of the
idea and experiments with real students.
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Abstract. Caching frequently used data is a common practice to
improve query performance in database systems. But traditional algo-
rithms used for cache management prove to be insufficient in distributed
environment where groups of users require similar or related data from
multiple databases. Repeated data transfers can become a bottleneck
leading to long query response time and high resource utilization. Our
work focuses on adaptive algorithms to decide on optimal grain of data
to be cached and cache refreshment techniques to reduce data trans-
fers. In this paper, we present agent based simulation to investigate and
in consequence improve cache management in the distributed database
environment. Dynamic grain size and decisions on cache refreshment are
made as a result of coordination and interaction between agents. Initial
results show better response time and higher data availability compared
to traditional caching techniques.

Keywords: Cache management · Distributed databases · Agent based
simulation

1 Introduction

Nowadays, large volumes of data are inseparably connected with scientific and
commercial applications. Common query interface provides uniform access and
allows a client to interact with multiple data stores seamlessly. Often user queries
tend to get repeated when groups of users working on related projects, send their
queries to multiple databases. Repeated queries need same data to be retrieved
and processed several times causing repeated data transfers, high bandwidth
utilisation and thus delayed responses.

The main focus of our research is to investigate the effectiveness of adaptive
caching with sub-query fragmentation technique [1]. This work aims to reduce
average query response time and reduction in data transfers. Adaptive caching in
distributed cache system works on the aggregated information across groups of
users related by a specified work-flow and need information at various stages of
their work repeatedly from different locations. It is observed that when users are

c© Springer International Publishing Switzerland 2016
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distributed, often their queries are not repeated fully but overlap only partially.
We utilise this feature to develop sub-query data caching based on the query
information collected from multiple groups of users. Cache collects data needed
across users and adapts itself to common data usage patterns.

Adaptive caching works by collaborating the knowledge gathered by indepen-
dent cache units in the system. We have developed a query analysis tool (QA
tool) to support distributed query decomposition in the distributed database
environment. Each cache unit supply information about the query origination
and usage of data locally. QA tool then analyzes the information to find associ-
ations between queries and finds patterns. QA tool predicts future requirements
and takes a decision about the best way to cache data across multiple cache units.

It was expensive to obtain a dedicated real life distributed system to eval-
uate our cache techniques and their suitability. Adaptive cache system requires
independent autonomous cache units to collect data about queries and forward
information about their current and predicted needs. Hence the nature of this
application makes an ideal model for agent based simulation. Our simulation has
active agents such as users, cache units, query analyzer(s) that work together
and coordinate their actions with static agents such as databases. This paper
mainly is focused on two goals (i) reduction in response time, (ii) efficient cached
data management as a result of cache grain modification and cache refreshment.

This paper is organised as follows: A brief context of caching in databases,
adaptive caching is given in Sect. 2. A detailed application of the multi-agent
system and implementation of agents for the successful cache maintenance is
explained in Sect. 3. Evaluation of simulation and analysis of the results are
presented in Sect. 4.

2 Background

A general background about caching in distributed database environment and a
brief introduction to sub-query fragmentation is explained in this section.

Caching in Databases: Data caching is used to improve the performance
of the database management system to achieve reduced query response time
and thus lessen the burden of processing resources. The effectiveness of a cache
depends on three important cache management techniques: cache granularity,
cache refreshment and cache coherence. In client-server systems cache refresh-
ment uses time based algorithms such as LRU (Least Recently Used), MRU
(Most Recently Used), frequency based algorithms e.g. LFU (Least Frequently
Used) or the combination of both [2]. Cache effectiveness is measured in terms
of number of cache hits.

A distributed database environment consists of data distributed over multiple
data stores across the globe. Distributed caching systems also need to consider
the resource utilization such as network bandwidth, processing time at data
servers and the heterogeneity of the data from multiple databases. Usually user
queries are fragmented into smaller segments according to the data source from
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where the data can be retrieved to achieve query optimization [3]. Proxy caches
are installed to improve optimization of network and processor resource utiliza-
tion. General practice in the distributed caching is to cache all the data that
comes from a single source and reuse for the future queries [5].

The usual grain of cache is a page/table/attribute in applications that query
relational databases [2]. In web applications, queries are sent to retrieve informa-
tion from text documents that reside in web servers. Hence, the grain for cache
is often independent data item such as a frequently visited web page, an image
or a multimedia item [6]. Extending any of these caching methods to distrib-
uted databases is difficult, as applications need to integrate data from multiple
databases. Large data transfers, work loads at servers, network limitations and
limited cache storage size are the general issues to consider while designing a
cache [4].

Sub-query Fragmentation: A sub-query within a query is the smallest inde-
pendent thread of execution generated as a part of the overall query plan [1]. For
example, a join between tables or a standalone nested query is a sub-query. other
words, a sub-query (qk) of a query (Q) is defined as the atomic query segment
that stores an independent data block such that Q = q1 ∪ q2 ∪ ..∪ qn ⇒ ⋃n

k=1 qk.
Here ‘∪’ represents aggregation such as join between two tables.

Adaptive cache learns data access patterns and finds the longest sub-query
of common interest. Sub-query caching tool aids the data localization phase
in distributed query processing. We define cache grain as the longest sequence
of sub-queries accessed frequently together. Initially, a grain may be of the size
equivalent to the smallest query segment recognized by the query optimizer. But
the grain size can be refined depending on the user queries. Hence it is possible
to store bigger patterns (sequences of sub-queries) as a whole as a single grain
in the cache. Similarly, infrequent sub-queries are removed from the grain.

3 Multi-Agent System for Adaptive Caching

Multi-Agent system (MAS) modelling is a widely used approach to solve com-
plex learning, planning, and decision making problems in distributed systems.
Autonomous processing nodes (agents) contribute, communicate and coordinate
to achieve common goals. For e.g., multi-agent system models developed for
distributed health, power [7–9]. To develop a multi-agent system for adaptive
caching, we follow an approach consisting of a flexible and generic MAS archi-
tecture that can use decision making (with the help of machine learning) and
information gathering techniques. In our system, we have identified four main
types of agents as shown in Fig. 1. Each of these agents is defined with one or
many attributes (A) from the tuple: Object O, States S, Communication C,
Domain knowledge K, Heuristics H.

Hence, A = < O,S, C, K, H >
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Fig. 1. Agent architecture with related agents

User Agents (UA) are the instigators of the querying process. Main respon-
sibility for a user agent is to monitor the query response time.

User Agent A ⇒ < O, S, C, K >
O= the query,

S ={send, suspend, wait},
C= Communication with Query Analysis

Agent (QAA),

K = Domain knowledge

1. Coordinate with global clock time

2. Set the query start time St

3. t = send(Query, QAA )

4. Set receive time (R) = t

5. Response time = R-St

Cache Agents (CA) manage the query pattern store at local level. They have
the responsibility to share knowledge with QAA by recommending optimal place
for the cached data unit.

Cache Agent A ⇒ < O, S, C, K, H >
O = set of sub-queries,

S = {search, acquire, cluster,

contribute },
C = {Contribute to QAA, acquire from

Database agent},
K = Local knowledge about patterns,

H = set of association rules to

modify cache grain

1. Receive request for a sub-query

2. search &update the frequency for

sub-query

3. Apply association rules

4. Contribute to QAA knowledge base

5. If data not available, acquire

data from database

Query Analysis Agent (QAA) is a central coordinating agent at the highest
level to implement the decision making layer in the system. It plans the execution
module and periodically gathers queried data patterns from all cache agents and
user agents. QAA then consolidates information to perform cache refreshment.

Database agents (DA) are resource (static) agents. They understand database
load characteristics of the data usage and periodically submits this information
to QAA. For this paper, we have not implemented any functionality for this
agent.
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(a) Communication between agents to update
cache grain using sequence diagram

(b) Communication between
agents for cache refreshment
using sequence diagram

Fig. 2. Communication between agents to perform adaptive caching activities

3.1 Task1: Cache Grain Modification

Is a part of periodical cache management. Deciding an optimal grain is achieved
by sequence of interactions between user agents, query analysis agent and cache
agents. From time to time, query analysis agent actively collects data access
patterns across all groups of users (user agents) and then decides on the longest
sequences that are queried frequently. Similarly, a grain is shrunk when a contain-
ing sub-query is accessed less frequently. Sequence diagram to achieve optimal
grain is shown in Fig. 2(a).

Query Analysis Agent A ⇒ < O, S, C, K, H >
O = set of sub-queries,

S = {send, update, maintain },
C = {communicate to UA, CA and

Database agent},
K = Global knowledge (query

patterns),

H = association rules to modify

cache grain, cache data mobility

1. Receive request for a query

2. fragment and send query to CA

3. send or receive data requests to

databases

4. Update knowledge base

3.2 Task2: Cache Refreshment

A.k.a. cache eviction. Periodically, the query analysis agent collects data access
frequency and the cached data size from cache agents. Less needed queries are
removed from the cache. Owing to the distributed nature of caching we pro-
pose two distributed caching algorithms: (i) Distributed Least Recently Used
(DLRU), (ii) Distributed Least Frequently Used (DLFU). Both these algorithms
are based on the metadata about each cached grain indexed in the query index
for the current period of time and it’s historical information. A decision is made
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for each of the cached grain to store, delete or relocate from the current location
to new location dynamically by collecting information from distributed cache
units. Typical interactions between query analysis agent and cache agents is
shown in Fig. 2(b).

4 Evaluation

In order to evaluate the efficiency of decisions taken by agents, we have imple-
mented a discrete time step agent simulator using Java (JDK-1.7) programming
language. A centralized common time thread (global clock) was implemented to
run in an infinite loop of time steps that forwards itself by one tick with every
iteration of the loop. Network elements, database servers, cache servers, and
users were defined with a unit of work to be completed within one clock tick.

Experimental Setup: We generated input query traces using TPC-H bench-
mark1 composite queries (Query number: 5, 7, 10). In order to measure and
compare, we have generated synthetic workloads using known statistical distri-
butions. Each experiment was repeated with identical query traces for multiple
number of times. We made following assumptions: (i) maximum data size for
each query is fixed (since our aim is to estimate the percentage of data transfer
reductions, this assumption would not hamper any observation); (ii) transmis-
sion networks are congestion free (hence the data transfer delay consists of only
transmission time over the network); and (iii) all tabulations show time in terms
of number of ticks elapsed by the global clock. Goals to be achieved by the tasks
above was divided into two distinct cases.

Case 1: Observation of Average Query Response Time. Comparison of
average response time between different caching strategies is plotted in Fig. 3(a).
We have compared average response time when (i) no cache is used, (ii) cache
that stores only full query results as a whole is used, and (iii) cache with sub-
query caching with grain modification is used.

To investigate the effectiveness of sub-query fragmentation for partially
repeated data, we created query trace where sub-queries within the queries
repeat in 40 % of cases. For a standard time window of cache refreshment, it
is observed that sub-query caching with modified grain has considerably lower
response times compared to the response time with no cache or cache that stores
only full query results. Sub-query caching seems to be better as the complexity
of queries increase. (The label “3 2500” on x-axis represents a query trace of
2,500 queries with each of these queries having three sub-queries). Figure 3(b)
compares average query response time with sub-query caching with growing com-
plexity. This figure compares two caching techniques: (i) full query result caching
and (ii) sub-query caching for queries with two joins (2 sub-queries) and three
joins (3 sub-queries).

Case 2: Observation of Average Data Transfers. The volume of data
needed for a query is proportional to the amount of resources required. Figure 4
1 http://www.tpc.org/tpch/.

http://www.tpc.org/tpch/
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(a) Average response time comparison
for different cache techniques

(b) Average response time for queries
varying complexity

Fig. 3. Evaluation using average response time

Fig. 4. Comparison of average data found in cache for full query search and sub-query
search techniques

compares volume of data found within cache when user queries were repeated
only partially.
Test input consists of four traces of 10,000 queries each with varying query
complexity. The first two sets of columns on the left-hand side represent the
volume of data found (in black) in the cache and volume of data needed (in
checkered) to be brought from remote databases. Volume of data found within
the cache and volume of data to be brought for full query caching is shown on the
left hand side and sub-query caching on the right. Average data size found using
sub-query caching technique is found 1.6 to 1.8 times more than the full query
cache, suggesting less resource utilization and hence reduction in data transfers.

5 Conclusion and Future Work

This work is a part of research on mobile adaptive caching for distributed data-
bases when query load consists of partially repeated queries from groups of users.
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Adaptive caching is aimed at resource optimization by coordinating needs from
users in the distributed environment. We have developed sub-query caching tech-
nique to be able to maximize the benefit of cached data, using sub-queries as
cache grains. In this paper, we presented the evaluation of adaptive caching in
comparison with full query caching using agent based simulation. As of now,
we have checked the potency of our strategy for read-only queries. We need to
extend this work for concurrent read-write queries. Also we intend to develop
exchange of cached data with other cache units with the help of demand assessing
mobile agents using sub-queries in future.
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Abstract. In this paper, we define two strategies for crowdsourcing sys-
tems to encourage users to participate at a cost that is close to the
optimal cost for the system. In the scenario considered, the system has
temporal constraints and potential participants have dynamic behaviors
related to the expected rewards (i.e., users’ expected rewards in exchange
of their contributions change over time). We propose and evaluate two
types of strategies that promote participation of users through monetary
rewards that can change as time passes in order to adapt them to the
population dynamic behaviors.

1 Introduction

Currently, there are many organizations that move towards participatory
models. In order to develop a crowdsourcing application, there is a set of fea-
tures to be considered: (i) the task should be modular; (ii) a community of
interest must be engage; (iii) utilize the output from the crowd in a man-
ner that creates value [8]. In this paper, we focus on the promotion of users’
participation [1,5,7,10]. Users may provide their contribution free since they
have intrinsic motivations or enjoyment [6] or, they may expect an economic
reward in exchange of their contribution. Services based on crowdsourcing are
usually related to real-time applications (i.e., citizens behavior monitoring [3],
traffic monitoring [2], noise monitoring [4]) and periodically require a high num-
ber of contributions. For potential participants, each contribution may require
resources. Therefore, it is important to ensure participation through the use of
incentive mechanisms. In this paper, we consider two type of mechanisms that
take into account the number of required samples, and time and budget con-
straints. Both mechanisms allow the adaptation of the reward per contribution
to populations where individual behavior patterns evolve with time.

2 System Model

We consider a general model for crowdsourcing applications in which a sys-
tem announces a task and calls for participation (cfp) to a potentially large
c© Springer International Publishing Switzerland 2016
M. Rovatsos et al. (Eds.): EUMAS 2015/AT 2015, LNAI 9571, pp. 463–471, 2016.
DOI: 10.1007/978-3-319-33509-4 37



464 E. del Val et al.

population of agents. Before recruiting any agents for fulfilling the task, the sys-
tem decides the number of required samples for the task. The system will recruit
N agents who are interested in the task. The process of collecting samples con-
sists in one or several rounds until a deadline that is only known by the system.
The participation in the task implies a cost to agents. For this reason, the sys-
tem will provide a monetary incentive to agents that contribute with a sample.
The monetary incentive may vary from one round to the next. Agents have the
flexibility to contribute anytime after the call of participation is announced until
the deadline established by the system.

In order to formalize the problem of promoting participation through incen-
tives, we have defined a following model where there are two main entities: the
system and the set of potential agents that may be interested in participating.

Definition 1 (System). In this context, the system is characterize by a tuple of
elements S = (ρ,N,G, T,B,X,P) where:

– ρ is the task that the system should fulfil in order to properly offer a service.
– N = {i, ..., n} is a set of agents that are potential participants.
– G ≤ |N | number of samples required to properly offer its service.
– T is a time constraint to collect G samples. T is divisible in discrete rounds

(t = 1, 2, ..., T ).
– B is the budget that the system can spend in monetary rewards for agents’

contributions.
– X = {x1, x2, ..., xT } is the set that contains the samples collected by the system

in each round t ≤ T .
– P = {p1, p2, ..., pT } is the set that contains the rewards per sample provided

in each round t ≤ T .

We consider a system S that needs to obtain G contributions (samples or data)
in order to properly offer its service ρ. There is a set of agents N that are
potential participants. Each agent chooses to participate (i.e., providing one piece
of information), or to do nothing. For simplicity, we assume that the information
provided by all agents is identical (i.e., we assume that data acquisition only
requires simple periodic data reporting, therefore, it may be assumed that users
contributions are homogeneous). An agent only can contribute with a sample in
each task ρ.

Definition 2 (Agent). In this context, an agent i is characterized by the follow-
ing attribute ri : t → R, that is the expected reward function (i.e., the monetary
payment that agent i expects to receive in exchange of its sample). This function
may vary from agent to agent. The expected reward function is private informa-
tion.

The system S requires G ≤ |N | samples to properly offer its service. There
is a time constraint of T rounds to obtain G and S has budget B to spend
in rewards. Considering the previous constraints, S tries to collect G samples
minimizing the cost of the rewards offered to agents that decide to provide a
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sample. Therefore, the aim of the system is to approximately maximize the
system utility. G, B, and T are private information of S.

The utility function for the system S is defined as follows:

uS(P,X) =

{
B − ∑T

t=1P(t),X(t) if
∑T

t=1xt ≥ G

0

where P and X are vectors of size T that contain the reward (pt) and the number
of samples collected (xt), respectively, in each round t.
The utility function for an agent i is:

ui(pt, t) =

{
pt − ri(t) if agent participates in one period t

0 otherwise

Modelling the problem as a game, we find equilibrium strategies where solving
ρ satisfying all constraints is profitable for the system and the agents. The Nash
Equilibrium strategy for agent i is to participate in the first cfp where pt ≥ ri(t).
The alternative strategy would be to wait for a t′ > t with a cfp where pt′ > pt.
Then, the agent has two options: (i) to participate in round t obtaining pt−ri(t);
or (ii) not participate in t obtaining q(pt′ − ri(t)), where q is a probability that
satisfies the following constraints: (i) the process continues and S makes at least
one more cfp; (ii) the price that S offers in the following cfps pt′ > pt.

Since B, G and T are unknown for agents, the first condition cannot be
assumed. Agents cannot know how many cfps S will do, making them to perceive
each round t as the last one that is going to happen. Therefore, q = 0 and
pt − ri(t) > 0.

3 Adaptive Strategies

Taking into account that S has not knowledge about user expected rewards
ri, our goal is to determine how is the best strategy for S to deal with ρ at
the nearest possible optimal cost before T . The worst case scenario would be
T = 1, where S will set the maximum price per sample. The process will fail if
x1 ≤ G, x1 ∈ X or it will success with an extra cost. In other scenarios T ≥ 1,
it is possible to optimize the cost of S.

We propose two strategies to determine how many samples are required in
each round t and which is the reward pt ∈ P that is nearest to the optimal cost
of users samples. The first strategy is Adaptive System-Oriented (ASO) does
not consider information from the potential participants. The second strategy
is Adaptive User-Oriented (AUO) that is based on the previous one but has
information about the expected rewards of the potential participants (ri). This
information is used to estimate the reward that S will give to the participants
that contribute in each round.

The process to obtain G samples is as follows. There is a set of rounds
(t < T ). Potential participant agents (N) do not know if the current round is
the last one. In each round t, S calculates a unique public reward pt and makes
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a call for participation (cfp). Each agent i receives the information about the
reward proposed by S. If agent i has not already participated and pt ≥ ri, it gives
its data to S. Then, i receives pt from S, and, finally, becomes inactive during
the following rounds (t′ > t). At the end of round t, S collects the samples
provided by the participants (xt) and calculates the price for the next round
p(t+1). The process ends when the number of collected samples at round t′ < T

(
∑t′

t=1 xt ≥ G) or when t′ = T .
The key factor of the model for S is the strategy to decide the reward for

participants. Note that if T = 1 the best strategy for S is p1 = B
G . This price

may not guarantee the required G samples, or would make S spends the whole
budget and maybe get more samples than required (x1 > G). With T ≥ 1,
S can establish a different price in each round t (pt) to satisfy the expected
rewards of agents. S can take into account the feedback from previous rounds
(P and X) and modify the rewards in the following rounds to minimize the
final cost. Therefore, from the point of view of S, the problem that arises is
how to approximate the prices to pay to the cumulative distribution function
(cdr hereafter) of the expected rewards of agents ri considering T rounds.

Algorithm 1. Adaptive System-Oriented Strategy
1: begin function
2: Inputs: N potential participants; B Budget; G required samples; T time limit;
3: expense ← 0
4: P ∈ R

N

5: X ∈ R
N

6: t ← 1
7: p1 ← initial price estimation()
8: X ← {0, cfp(p1)}
9: P ← {0, p1}

10: while
∑j=t

j=0 xj ∈ X < G ∧ t ≤ T ∧ expense < B do
11: f() ← cdr estimation(P,X)
12: samples ←∑j=t

j=0 xj ∈ X
13: x̂t+1 ← (G − samples)/(T − t)
14: if

∑T
j=t+1 f(samples + x̂t+1 ∗ ((t + 1) − 2)) ∗ x̂t+1 ≤ B − expense then

15: t ← t + 1
16: pt ← f(samples + x̂t) // number of samples that S expects to reach at the

end of round t
17: xt ← cfp(pt)
18: P ← P ∪ {pt}
19: X ← X ∪ {xt}
20: expense ← expense + xt ∗ pt
21: else
22: return FAIL
23: end if
24: end while
25: return P,X
26: end function
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3.1 Adaptive System-Oriented Strategy

Algorithm 1 describes the Adaptive System-Oriented strategy that estimates the
reward pt that G should give to participants in each round t. The process starts
with initial price estimation that establishes the reward that S will give for the
participants in the first round (p1). initial price estimation considers a linear
cdr, therefore, p1 = G

T as a result. Considering this reward (p1), S starts a cfp.
An agent i will participate providing its data to S, if the reward offered in the
cfp is greater than its expected reward ri (ri ≤ p1). In that case, agent i will
receive p1. The number of agents that participate and the reward given by S
in round t = 1 is stored in X and P, respectively. Note that it is assumed that
there is a previous round 0 where the reward is p0 = 0 and nobody participates.

A similar process is repeated in the following rounds (1 < t ≤ T ). While the
number of samples until current round t is lower than G (i.e.,

∑j=t
j=0 xj < G), and

there is enough budget (expense < B), S continues the process and estimates
the price for the next round.

Based on the information collected from previous rounds (i.e., P and X),
cdr estimation creates a linear function f that establishes the relation between
the expected number of contributions that S might obtain given a certain reward
per contribution (i.e., an estimation of the cdr of the market at round t). We
establish two estimation methods to generate f (see Fig. 1):

1. Short term memory (stm): that estimates cdr using a linear function that
passes through the last two points in P and the last two cumulative samples∑j=t−2

j=0 xj ∈ X and
∑j=t−1

j=0 xj ∈ X.
2. Long term memory (ltm): is a more informed method than stm. ltm estimates

cdr using the Least Squares method taking all the information from previous
rounds into account (i.e., P and X).

Once f is estimated for the following round, S calculates the number of
samples collected until now (samples) and the total number of samples that S
expects to obtain in round t+1 (x̂(t+1)). Taking into account x̂(t+1), f , and the
number of rounds until T , S estimates if there is enough budget to continue
with the next round. If this cost is lower than the current budget, the system
continues with the next cfp. The next price pt is calculated using f . f receives
as input parameter the cumulative number of samples that S expects to reach
at the end of the round (samples + x̂t). Then, S starts a cfp protocol and the
agents whose expected reward (ri) is under the price proposed by S, will provide
their sample to S. After that, S adds to P the price established and the number
of samples obtained in round t to X , and updates the expensed budget.

3.2 Adaptive User-Oriented Strategy

The Adaptive System-Oriented strategy (AUO) establishes the price per each
sample without asking about the expected reward of the agents. This is a useful
approximation when there are privacy concerns about this kind of information.
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Fig. 1. Function f in round t = 4 using ASO Strategy and considering G = 10 and
T = 7. X-axis represents the prices from previous rounds (i.e., P = {p0, p1, p2, p3}).
Y-axis represents the number of participations in previous rounds (i.e.,

∑j<t
j=0 xj ∈ X).

In the left figure, f in t = 4 is calculated with stm (i.e., (p2, x2) and (p3, x3)). In the
right figure, f in t = 4 is calculated with ltm (i.e., P, X). S uses f to estimate the
reward in the following round t = 4. S establishes the number of participations that
it expects to obtain in round t = 4 (i.e., x̂4) and f(x̂4) provides the reward p4 that S
will offer to obtain the expected number of participations.

However, there are scenarios where is possible to obtain this information. There-
fore, we have considered a user-oriented approach that modifies the previous
algorithm adding an initial process where S asks to potential participants N
for the expected reward in exchange of their samples. Moreover, in this second
strategy, we also consider that an agent not always provides the real value of the
expected reward ri. We have consider that an agent has two values related to
the expected reward: ri that is the real expected reward, and r̃i that is a value
that can overrate or undervalue ri.

Algorithm 2 describes the Adaptive User-Oriented strategy that estimates
the reward pt that S should give to participants in each round t. The process
starts calculating the total samples that S expects to collect in round t (x̂t)
taking into account the number of samples that S already has (i.e., G−samples

T−t ).
The function get expected rewards asks for the expected rewards of agents (i.e.,
r̃i). Then, assuming that each potential participant ai may contribute with one
sample, S creates a partial ordered subset that contains the lowest x̃t expected
rewards of agents R = {(i, r̃i), (j, r̃j), . . . , (n, r̃n)} : ri ≤ rj ≤ rn ∧ |R| = x̂t.
From R, S selects the highest expected reward (R[x̂t]). Based on this reward,
S starts a cfp protocol. In this protocol, S behaves differently depending on the
agent that is interacting with. If an agent i was one of the agents with the lowest
values of expected reward (r̃i ∈ R), S offers the expected reward r̃i. Otherwise,
S offers pt to the rest of agents that expected a reward higher than pt. Then, each
agent decides to participate or not depending on their real expected reward (ri).
The algorithm returns the total number of samples (xt), the rewards provided to
agents that participated (P), and calculates the expense in the current round t.
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Algorithm 2. Adaptive User-Oriented Strategy
begin function
Inputs: N potential participants; B Budget; G required samples; T time limit;
expense ← 0
P ∈ MN×T

X ∈ R
N

t ← 1
while

∑j=t
j=0 xj ∈ X < G ∧ t ≤ T ∧ expense < B do

samples ←∑j=t
j=0 xj ∈ X

x̂t ← G−samples
T−t

R ← get expected rewards()
pt ← R[x̂t]
{xt,P, expenset} ← cfp(pt,R)
X ← X ∪ {xt}
expense ← expense + expenset
t ← t + 1

end while
return P,X
end function

This process is repeated until the number of required samples G is reached, or
the number of rounds exceeds T , or there is not enough budget to continue cfp
for samples.

4 Experiments

The following tests focus on how the previous strategies are able to adapt the
prices that S offers to the potential participants N in order to reach the num-
ber of required samples G minimizing the cost of S. To simulate the dynamic
economic behaviors of potential participants, we consider rational and irrational
behavior patterns (pattern 1 and pattern 5) from [9]. We evaluated the following
configurations: Population 1 with 25 % rational and 75 % irrational users and
Population 2 with 75 % rational and 25 % irrational users.

In the experiments, we considered that the potential number of participants
was N = 1000, the number of samples that S required was G = 800, and the
number of rounds was T = 10. Table 1 shows the results obtained with ASO
strategy using stm and ltm methods and considering populations 1 and 2. It
was observed that in populations where more than the 50 % of the population
were irrational, in the last rounds, the mechanism stm estimated the rewards
that potential participants expected better than ltm. This fact can be observed
in the percentage error, the total expense, and the final number of samples. The
results obtained using the AUO strategy that interacts with potential partici-
pants to ask for their expected reward values shows a similar performance inde-
pendently of the behavior of the potential participants. The possibility of asking
for the expected reward makes that the mechanism adjusts better the rewards
and the final expense is lower than in stm and ltm. However, with population 1
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Table 1. Comparison between ASO with stm, ltm, and AUO.

Participation Expense Error

b2p bls Informed b2p bls Informed b2p bls

Population 1 845 965 797 13173.3 16784.91 13161.6 23.7 % 34.48 %

Population 2 820 876 802 12038.18 13842 12326.26 6.03 % 10.7 %

(i.e., when there are irrational potential participants), S does not always collect
the expected number of samples X.

5 Conclusions

The strategies described in the paper minimize the cost of the potential partic-
ipants contributions and adapt the reward in each round considering that the
expected rewards may change with time. The experiments show that for popu-
lations where the majority of potential participants follow an irrational pattern
and it is not possible to obtain information from them, the best mechanism is
ASO with stm. If there is information about the expected reward of the poten-
tial participants, the AUO strategy offers more accurate rewards than the other
strategies independently of the behavior of the population.

Acknowledgements. This work was partially supported by the following projects:
TIN2014-55206-R, TIN2012-36586-C03-01, and PROMETEOII/2013/019.

References

1. Del Val, E., Rebollo, M., Botti, V.: Promoting cooperation in service-oriented mas
through social plasticity and incentives. JSS 86(2), 520–537 (2013)

2. Koukoumidis, E., Peh, L.S., Martonosi, M.R.: Signalguru: leveraging mobile phones
for collaborative traffic signal schedule advisory. In: MobiSys, pp. 127–140 (2011)

3. Liu, Y., Zhao, Y., Chen, L., Pei, J., Han, J.: Mining frequent trajectory patterns
for activity monitoring using radio frequency tag arrays. TPDS 23(11), 2138–2149
(2012)

4. Maisonneuve, N., Stevens, M., Niessen, M.E., Steels, L.: Noisetube: measuring and
mapping noise pollution with mobile phones. In: ITEE, pp. 215–228 (2009)

5. Mart́ınez-Cánovas, G., Del Val, E., Botti, V., Hernández, P., Rebollo, M.: A formal
model based on game theory for the analysis of cooperation in distributed service
discovery. INS 326, 59–70 (2016)

6. Nov, O., Naaman, M., Ye, C.: What drives content tagging: the case of photos on
flickr. In: Proceedings of the SIGCHI, pp. 1097–1100 (2008)

7. Reddy, S., Estrin, D., Srivastava, M.: Recruitment framework for participatory
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