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for textbooks in clinical neuropsychology in its scope and scholarship. Morgan and Ricker have amassed an all-star cast of
contributors who present a well curated coverage of the essential aspects of contemporary evidence-based neuropsychological
practice with the expertise and depth that will satisfy the ardent graduate student as well as the seasoned academic and
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Preface

The second edition of the Textbook of Clinical Neuropsychol-
ogy brings changes in the form of updated and new chapters
and eliminates any that are no longer considered contempo-
rary. As in the first edition, we strove to provide readers with
the fundamentals of the science of neuropsychology, its his-
torical underpinnings, the application of science to informed
practice, and a look at recent developments and relevant
cutting-edge work. Readers will take note that some chap-
ters from the first edition have been combined into larger,

integrated discussions of related concepts and domains, pro-
viding more depth. The addition of new chapters broadens
the scope of coverage of the ever-expanding field of neu-
ropsychology and its relationship to related neuroscience
and psychological practice domains. This second edition is
a natural evolution of what has become a comprehensive
reference textbook for neuropsychology practitioners.
Joel E. Morgan and Joseph H. Ricker
November 2017



Foreword

There can be no more meaningful a volume in neuropsy-
chology today than one that has embraced the essential
importance of a life span focus while providing essential
and contemporary knowledge about both classic and nascent
segments of the broadening profession of neuropsychology.
Editors Joel Morgan and Joseph Ricker made a significant
contribution to the scientific literature with publication of
the Textbook of Clinical Neuropsychology (2008). With the
newest edition they entrusted their vision for this volume to
extraordinarily gifted contributors, each of whom has pro-
duced authoritative chapters that will both enlighten and
challenge readers from across allied fields of neuroscience,
whether novice, mid-level, or senior-level professionals.

While one can selectively read a chapter in one’s particular
area of interest, the reader who considers the merits of all 50
chapters will come to realize that this volume is superlative in
both the quality and breadth of its coverage. Further, there
is a unifying message about the practice of neuropsychology
and the populations served by members of the profession.
Most notably is the extensive range of topics covered out-
side the constraints of the sometimes inflexible and artificial
lines dividing pediatric from adult neuropsychology. Blur-
ring these lines allows the reader to truly understand an indi-
vidual’s developmental course over his or her lifetime. This
analytical posture can and should make a meaningful differ-
ence for the individual, the family, and, more broadly, soci-
ety. This exemplary textbook should be mandatory reading.

One is struck in reading this second edition that there is a
richness associated with the numerous and rapid gains made
in the accumulation of neuropsychological knowledge over
decades that is foundational. The efforts of many, well cited
in this volume, served to move forward intentions to advance
rigorous research protocols, extend clinical diagnostic meth-
ods, introduce effective interventions, and sharpen practitio-
ners’ clinical acuity for the effects of central nervous system
and systemic disease and disorder, or lack thereof. This vol-
ume is a testament to the vital contributions of colleagues
past and present to whom are owed an enormous debt of
gratitude, and to those in the profession who pursue study
cognizant of these achievements.

The advances documented throughout this volume high-
light vividly the contrast between a less well-understood

profession that endorsed early the scientist-practitioner
model of neuropsychology but had yet to define many of its
fundamental tenets and neuropsychology’s current expanded
position and range of accomplishments. Each chapter author
engages the reader with an intellectual depth for the content
in his or her respective area of expertise but also highlights
the more global and pragmatic strengths that are inherent to
our field. This combination of established knowledge and
pursuit of knowledge has sustained rapid and remarkable
growth, passion, and collegiality among neuropsychologists
who have diverse but compatible interests, experiences, and
openness to the teachings of their colleagues. The second
edition goes far to support these objectives.

The second edition will familiarize the young trainee
through to the accomplished professional with a now vast
and at times overwhelming database that places neuro-
psychology within its correct context of historical growth,
evolving practice and research methods, and therapeutic
gains. Yet, it contains precise commentary that recognizes
obstacles that remain in our clinical and research endeavors
along with a hopeful emphasis on the prolific innovations in
interventional techniques that fully serve an ultimate aim, to
better understand brain-behavior relationships and facilitate
adaptive functional competence in patients. An objective to
provide ethical, evidence-based, and compassionate care for
our patients who entrust us to be knowledgeable in order to
improve their health and well-being is truly supported by this
volume’s content, which considers the past yet sets standards
for how the field might advance critical future directions for
the whole person across their life span, and that will further
support magnificent growth and accomplishment by those
who pursue their career in the specialty of neuropsychology.
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Professor of Pediatrics and Neurology
University of Virginia School of Medicine
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1 Historical Trends in Neuropsychological Assessment

William B. Barr

Clinical neuropsychology continues to be one of the most
popular and fastest growing fields of psychological practice.
At last look, the Society of Clinical Neuropsychology (Divi-
sion 40) has vaulted over the past several years into the role
as the largest division of the American Psychological Asso-
ciation (APA) (Barr, 2011). The number of clinical neuropsy-
chologists who have gone on to receive board certification
through the American Board of Clinical Neuropsychology
(ABCN) has recently exceeded the landmark number of
1,000, making it the fastest growing specialty of the Ameri-
can Board of Professional Psychology (Stringer & Postal,
2015). The number of published studies using neuropsycho-
logical methods continues to grow exponentially.

To accompany its growth, clinical neuropsychology also
faces a growing number of obstacles as a profession. In the
age of health care reform, there are increasing pressures for
clinical neuropsychologists to increase clinical productiv-
ity and to streamline the methodology they use for patient
assessment (Puente, 2011). Based on developments with
computers and the Internet, there is a call to adapt assess-
ment technology in a rapid manner with the goal of meeting
growing technological and marketing demands. There is also
a demand to extend the reach of neuropsychological test-
ing to reach all individuals in our communities, including
those who do not speak English as a native language (Rivera-
Mindt, Byrd, Saez, & Manly, 2010). However, before moving
on to developing any “new” or “advanced” approaches to
neuropsychological assessment, it is important to come to a
full understanding of how our field arrived at this point in
its development, by examining its history.

There are numerous clichés on the need to study history,
such as the avoidance of being doomed to repeat it. Some
argue that studying the history of one’s profession can be a
fascinating and rewarding experience in its own right (Henle,
1976). The goal of this chapter is to focus on the develop-
ment of various approaches to neuropsychological assess-
ment as they developed from the middle part of the 20th
century. There exist a number of excellent summaries of the
origins of specific tests and accounts of neuropsychology’s
pioneers (Boake, 2002; Goldstein, 2009; Meier, 1992; Reitan,
1994; Stringer, Cooley, & Christensen, 2002). This chapter
will differ from those contributions by emphasizing the
development of neuropsychological assessment and some

of the major approaches developed in North America that
are used today in modern-day practice.

Development of Assessment Methods
in Clinical Neuropsychology

Neuropsychological assessment developed as a methodol-
ogy from extending the use of clinical test batteries that had
been developed for the purpose of experimentation or the
evaluation and characterization of a more broadly defined
category of psychopathology. The professional field of clini-
cal neuropsychology has held debates over the years on a
variety of issues that are not unlike those that were mounted
for years in the field of clinical psychology, regarding “sta-
tistical” versus “clinical” approaches to assessment (Meehl,
1954). Ongoing debate between practitioners of these two
approaches has continued for a half-century (Grove, Zald,
Lebow, Snits, & Nelson, 2000) and similar debates continue
in neuropsychology to the present day (Bigler, 2007).

On the one hand, there is one view of neuropsychological
assessment that emphasizes quantification. It is character-
ized by the use of a fixed battery of tests and the application
of empirically based cutoff scores to aid in decision making.
There are other approaches typified by a more flexible bat-
tery with a selection of tests resulting from clinical hypoth-
eses, the referral question at hand, or by characteristics of
the patient’s behavior during the interview or in the solution
of various tasks. Some might consider this second approach
to be more “qualitative” in nature. When viewing these two
approaches together, they appear to be so different as to pos-
sibly representing separate schools or systems of neuropsy-
chology. The goal in the following pages is to summarize the
historical origins of these different approaches to neuropsy-
chological assessment and discuss how the issues of quantifi-
cation versus characterization continue in the contemporary
practice of neuropsychology.

Quantitative Approaches to Neuropsychological
Assessment

The interest of psychology as a science to the study of
brain disorders in human beings dates back to the mid-
19th century (Boring, 1950). Wilhelm Wundt’s (1832-1920)
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laboratory in Germany provided the first experimental
approach to psychology, characterized by rigorous quanti-
fication and analysis of consciousness. This methodology
was taken outside of the psychology laboratory by Wundt’s
student, the famous psychiatrist Emil Kraepelin (1856-1926),
who is known to have used some of the first applications
of experimental psychological methods to study basic traits
such as memory, fatigue, and learning ability associated with
psychopathology.

The American James McKeen Cattell (1860-1944)
imported Wilhelm Wundt’s methods from Germany, but with
less interest in laboratory studies and more of an empha-
sis on using psychological instrumentation for the study of
individual differences. Cattell is credited for having first used
the term mental tests and for being the first proponent for
developing a standardized psychological test battery that
could be used to compare results obtained in experiments
performed by different investigators (Cattell, 1890). His stu-
dent Shepard Ivory Franz (1874-1933) is credited for being
the first to take an extended battery of psychological tests for
use in a clinical setting. Franz developed what is likely to be
the first neuropsychological test battery (see Table 1.1) given
to patients in the United States (Franz, 1919). The battery
was developed when he worked at McLean Hospital of Bos-
ton and followed him with use at St. Elizabeth’s Hospital in
Washington, DC. Many consider Franz to have been the first
clinical and experimental neuropsychologist in the United
States (Colotla & Bach-y-Rita, 2002). His work is known
to have also included early studies of neuropsychological
rehabilitation in addition to defining the psychologist’s to
clinical interviewing.

Origins of the Halstead—Reitan
Neuropsychological Test Battery

The development of neuropsychological methodology was
influenced subsequently by academic and research activities
at the University of Chicago, beginning with studies on the
physiological basis of behavior that extended well into the
middle portion of the 20th century. Karl Lashley (1890-1958)
was a member of that faculty from 1929 to 1935, where he
was joined by a group of students that would go on to have
a significant impact on the early development of psychology
(Dewsbury, 2002). With more specific regard to neuropsy-
chology, the students at that time included Donald O. Hebb
(1904-1985), who was the author of the classic book Orga-
nization of Behavior: A Neuropsychological Theory (Hebb,
1949) and is now regarded as the founder of cognitive
neuroscience.

In Chicago, members of the university’s medical faculty
were also becoming interested in the study of psychological
phenomena in the patients they were treating. Interactions
between the university’s medical and psychology faculty led
to the collaboration of Heinrich Kluver (1897-1979) and
Paul Bucy (1904-1993) and their famous observations on the

Table 1.1 Battery of mental tests used by Shepard Ivory Franz
(1919)

1 Tests of Sensation
2 Tests of Movement
3 Speech and Aphasia
a Voluntary Speech
b Reading Aloud
¢ Writing
d Repeating
e Reading Comprehension
f Simple Commands
g Recognition of Objects and Their Uses
h Figures on Skin
i Speech Errors
4 Attention, Apprehension, and Perception
a Qualitative Observation
b Fluctuations of Attention
¢ Apprehension Test
d Ebbinghaus Test
e Heilbronner Test
5 Memory
a Qualitative Tests of Memory
b Span of Memory
¢ Memory for Connected Words
d Memory for Complex Events
e Number of Repetitions for Memory
f Memory for Connected Trains of Thought
g Memory for School Subjects
6 Association
a Ideas
b Words
7 Calculation
8 General Intelligence
a Knowledge of Common Things
b Ziehen Test
¢ Collective Terms
d Masselon Test
e Word Completion
f Reading Backwards and Upside Down
g Proverbs
h Logical Tests
i Absurdities
i Word Building
k Vocabulary
1 Maze Test

psychological effects of bilateral medial temporal resection
in monkeys (Kluver & Bucy, 1937).

Ward Halstead (1908-1969) joined the medical faculty at
Chicago in 1935 after completing his graduate study in the
psychology department at nearby Northwestern University.
Halstead is now regarded as one of the major pioneers, if
not the “founding father” of the field of neuropsychology
as practiced by many in the United States (Goldstein, Wein-
stein, Reed, Hamsher, & Goodglass, 1985; Reitan, 1994). His
name is associated with the creation of the first laboratory



devoted to the study of brain and behavior relationships in
human beings. He is also known for providing the origins of
the Halstead—Reitan battery (HRB; see Reitan & Wolfson,
1985), which was one of the most influential approaches of
clinical neuropsychological assessment to have evolved in the
20th century.

Many of Halstead’s aims are outlined in the introductory
chapters of his classic work, Brain and Intelligence: A Quan-
titative Study of the Frontal Lobes (Halstead, 1947). In the
book’s introductory chapters, he clearly states that his goal
was to study a form of biological intelligence that differed
from the type intelligence that was measured by standard
1Q tests. He sought to determine whether this form of intel-
ligence contributed to man’s survival as an organism. He
wanted to know if it was similar or different to the mental
functions possessed by other organisms. Attempts to study
this form of intelligence through a battery of psychological
tests was the result of his desire to know whether biological
intelligence could, in fact, be measured quantitatively and
whether it was composed of unitary or multiple factors. He
was also interested in knowing whether quantitative indices
developed as a measure of biological intelligence would
be helpful in furthering our understanding of normal and
pathological ranges of human behavior.

Halstead assembled a combination of 27 indices, taken
from 21 separate tests, in an effort to develop a battery used
to provide a quantitative measure of biological intelligence.
The test battery (listed in Table 1.2) included a number of
measures created by Halstead as well as those developed by
others. The selection of tests was based on their ability to
distinguish between “brain-injured” and “normal” individu-
als or through their capacity to measure various aspects of

Table 1.2 Halstead’s quantitative indicators (Halstead, 1947)

1 Carl-Hollow Squares Test
2 Halstead Category Test
3 Halstead Flicker-Fusion Test
4 Halstead Performance Test (TPT)
5 Multiple Choice Inkblots
6 Minnesota Multiphasic Personality Inventory
7 Henmon-Nelson Tests of Mental Ability
8 Hunt Minnesota Test for Organic Brain Damage
9 Halstead Schematic Face Test

10 Seashore Measures of Musical Talent

11 Speech-Sounds Perception Test

12 Halstead Finger Oscillation Test

13 Halstead Time Sense Test

14 Halstead Dynamic Visual Field Test

15 Manual Steadiness Test

16 Halstead-Brill Audiometer

17 Halstead Aphasia Test

18 Shlaer-Hecht Anomaloscope

19 Halstead Weight Discrimination Test

20 Halstead Color Gestalt Test

21 Halstead Closure Test

Neuropsychological Assessment: Trends 5

psychometric intelligence, personality, or basic sensory abili-
ties. He acquired test data from 237 individuals, with each of
them examined in his laboratory over a period of two days.

The experimental sample for Halstead’s test battery
included neurosurgical patients who had undergone cere-
bral lobectomies, head-injured patients, and some control
subjects (Loring, 2010). The test scores were subjected to
a factor analysis, which was a new statistical method that
had been developed by Chicago colleague L. L. Thurstone
(1887-1955). Halstead’s analysis is, in fact, one of the first
applications of this new analytic technique. The resulting
solution was composed of four factors, with the first charac-
terized as a central integrative factor, which Halstead labeled
as Factor C. This was accompanied by separate factors for
abstraction (Factor A), power (Factor P), and differentiated
abilities (Factor D). Halstead’s book concludes with chap-
ters reviewing how these four factors coincide with what was
known in the existing literature (Halstead, 1947).

It must be emphasized that Halstead assembled his battery
of tests in an effort to conduct an experimental analysis of
biological intelligence. He did not originally intend its clinical
use in a medical or psychiatric setting. He left the develop-
ment of these clinical applications in the capable hands of his
students, with Ralph Reitan (1922-2014) as the most success-
ful among them. In his initial work, Reitan used Halstead’s
test battery to examine brain functioning in brain-injured sol-
diers from World War II and continued with the study in vari-
ous forms of medical and psychiatric illness (Reitan, 1989;
Russell, 2015). After moving to the University of Indiana in
1951, Reitan continued to modify the test battery for more
extended use in diagnosing the presence of brain damage as
well as etiology and location of various brain lesions (Reed &
Reed, 2015). This was accomplished by reducing the number
of tests to those most sensitive for identifying the presence
of brain disorders as well as including other tests that were
proven useful for clinical analysis (Reitan, 1974). The final
selection of tests used in the HRB is provided in Table 1.3.

Reitan and his followers argued that a fixed battery of tests
has the clinical advantage of employing a central “impair-
ment index” that can be used in a quantitative manner to

Tuble 1.3 Halstead-Reitan battery (Halstead, 1947; Reitan & Wolfson,
1985)

1 Category Test

2 Tactual Performance Test

3 Trail Making Test

4 Seashore Rhythm Test

5 Speech Sounds Perception Test

6 Finger Oscillation Test

7 Grip Strength

8 Sensory Perceptual Examination

9 Aphasia Screening Test
10 Wechsler Adult Intelligence Scale
11 Minnesota Multiphasic Personality Inventory
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identify the presence or absence of brain damage (Goldstein,
1984; Reitan & Wolfson, 1985; Russell, Neuringer, & Gold-
stein, 1970). Validating and co-norming a set of procedures
together also enables the clinician to determine how inter-
relations among various tests can be used to identify more
specific patterns of brain dysfunction. Reitan’s followers,
using variants of the HRB and other fixed clinical batter-
ies (see Table 1.4), have continued with successful ventures
into the study of epilepsy, traumatic brain injury, and stroke.
The HRB was one of the first neuropsychological tests to
have been used in conjunction with a computerized scoring
system (Russell et al., 1970) and one of the largest norma-
tive databases in the field has been conducted on a modified
version of the HRB in conjunction with other tests (Heaton,
Grant, & Matthews, 1991). While other quantitative test bat-
teries have come and gone (Golden, Purisch, & Hammeke,
1979), Halstead and Reitan’s battery continues currently as
the most successful example of using a fixed battery of neu-
ropsychological tests.

Table 1.4 Description of psychological tests and experimental
procedures (Reitan & Davidson, 1974)

1 Wechsler Scales
2 Halstead’s Neuropsychological Test Battery for Adults
a Category Test
Tactual Performance Test
Rhythm Test
Speech-Sounds Perception Test
Finger Oscillation Test
Time Sense Test
g Critical Flicker Frequency
3 The Halstead Neuropsychological Test Battery for Adults
Category Test
4 Reitan-Indiana Neuropsychological Test Battery for Children
5 Specialized Neuropsychological Test Batteries
a Reitan-Klove Sensory Perceptual Examination
b Klove-Matthews Motor Steadiness Battery
¢ Reitan-Klove Lateral Dominance Examination
6 Additional Test Batteries
a Wide Range Achievement Test
b Minnesota Multiphasic Personality Inventory
7 Individual Tests and Experimental Procedures
a Aphasia Screening Test
Ballistic Arm Tapping
Benton Right-Left Orientation Test
Benton Sound Recognition Test
Boston University Speech Sounds Discrimination Test
Dynamometer
Index Finger Tapping
Klove-Matthews Sandpaper Test
Modified Tactual Formboard Test
Peabody Picture Vocabulary Test
Porteus Maze Test
1 Reitan-Klove Tactual Performance Test
m Trail Making Test
n Visual Space Rotation Test
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Qualitative Approaches to Neuropsychological
Assessment

The roots of a more qualitative approaches to neuropsycho-
logical assessment, characterized by the use of flexible test
batteries, can be traced back to a more descriptive Euro-
pean approach to clinical assessment, as exemplified by
Jean-Martin Charcot’s (1825-1893) method of eliciting and
describing complex psychological phenomena in asylum
patients. The major difference is that, as opposed to relying
solely on clinical impression, psychologists extended the use
of these methods by submitting them to empirical analysis
through the use of standardized tests.

Among the first systematic clinical applications of a more
qualitatively oriented test battery can be seen in the work
of Kurt Goldstein (1878-1965) in collaboration with psy-
chologist Adhemar Gelb (1887-1936). Goldstein obtained a
medical degree and developed an interest in brain disorders,
especially aphasia, after an introduction to the topic by Karl
Wernicke (1848-1904) (Eling, 2015; Goldstein, 1967; Gold-
stein, 2009; Simmel, 1968). In contrast, Gelb was a psycholo-
gist colleague of Wertheimer’s who performed a number of
influential experimental studies on the perception of color
constancy. These investigators together provided a number
of detailed descriptions of the effects of focal brain lesions
on behavior in German soldiers injured during World War
I (Goldstein & Gelb, 1918). Their view was that neurologi-
cal syndromes such as aphasia and agnosia were based on
a basic impairment in “abstract behavior,” a characteristic
that could be elicited reliably through administration of stan-
dardized assessment techniques.

Like many others, Goldstein fled Europe in the 1930s and
continued his work in the United States. He was known in this
country as a proponent of a holistic view of brain function-
ing that was consistent with findings reported in laboratory
studies by Karl Lashley and through clinical descriptions by
the English neurologist Henry Head (1861-1940). He was
also recognized for an approach emphasizing the effects of
psychopathology on the organism as a whole including not
only cognition, but also various aspects of personality.

Goldstein’s collaboration with psychologist Martin
Scheerer (1900-1961) led to further refinement of the psy-
chological test methods that he had initially developed in
Germany (Eling, 2015; Goldstein, 2009). The monograph
describing the use of the test battery listed in Table 1.5
provides one of the first systematic descriptions of how to

Table 1.5 Goldstein—Scheerer battery (Goldstein & Scheerer,
1941)

1 Cube Test

2 Color Sorting Test

3 Object Sorting Test

4 Color Form Sorting Test
5 Stick Test




examine patients for psychological signs of brain dysfunc-
tion (Goldstein & Scheerer, 1941). Included in this methodol-
ogy is the view that the effects of brain dysfunction cannot
be captured adequately through analysis of test scores as
found in standard approaches to quantitative testing. Their
view was that “test results can be evaluated only by analyzing
the procedure by which the patient has arrived at his results”
(Goldstein & Scheerer, 1941).

During the 1930s Molly Harrower (1906-1999), one of
the lesser-known pioneers in the field of clinical neuropsy-
chology, began to explore the use of psychological tests
with neurosurgical patients in Wilder Penfield’s (1891-1976)
neurosurgical unit in Montreal (Harrower, 1939). Harrower
was influenced greatly by Gestalt psychology, having studied
with Kurt Koffka (1886-1941), one of its founders, for her
doctoral degree at Smith College. She also spent an influen-
tial three-month period with Kurt Goldstein before joining
Penfield’s group. Harrower is known for adapting Rubin’s
reversible figures for clinical purposes as a means to study the
disruption of perceptual organization processes in patients
with brain disorders and other forms of psychopathology
(Harrower, 1939). Her formal work in neuropsychology
terminated for the most part upon leaving Penfield’s unit in
1941. Harrower went on in her career to become a major
influence on clinical psychology and an expert on use of psy-
chological tests in appraising both normal and pathological
personality (Dewsbury, 1999).

The influence of training in clinical psychology on the
development of neuropsychology during that period is also
seen in Arthur Benton’s (1909-2006) early work, with the test
battery used in his first publication in the field of neuropsy-
chology (Benton & Howell, 1941). Benton went on to have
a profound influence on the development and maturation of
the field of neuropsychology. He had obtained his first clini-
cal experience working with patients at the New York State
Psychiatric Institute while a graduate student at Columbia
University in the late 1930s (Goldstein, 2009; Levin, Sivan, &
Hannay, 2007). Exposure to neuropsychology was obtained
through his attendance at Kurt Goldstein’s weekly Saturday
lectures at Montefiore Hospital (Goldstein, 2009; Meier,
1992). His interest in the brain and behavior was solidified
in World War II when he began to conduct evaluations on
brain-injured soldiers at the Naval Hospital in San Diego
with Morris Bender (1905-1983) a neurologist who was
known for an interest in the study of higher-order cerebral
functions (Hamsher, 1985; Meier, 1992). Bender had exposed
Benton to the classic literature in neurology, forming a long-
standing interest in an historical approach to the study of
well-known neurological syndromes.

Benton originated some of the neuropsychological tests
bearing his name to meet the demands of clinical practice.
For example, he developed what eventually became the Ben-
ton Visual Retention Test as a set of designs drawn informally
out of the immediate need for a reliable measure of nonverbal
memory. The designs were eventually redrawn by a graphic
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artist and later published by The Psychological Corporation
(Benton, 1997). Benton moved to the University of Iowa in
1948, after spending a brief period of time at the University
of Louisville. His initial role at lowa was the Director of
the Graduate Training Program in Clinical Psychology. He
established a clinical assessment service for the Department
of Neurology in 1950. His research efforts during that period
focused on the study of somatosensory processes associated
with Gerstmann’s syndrome. His research program expanded
significantly in 1957 when research funding enabled him to
establish a full-time neuropsychological laboratory.

Benton criticized the classic neurological literature for its
lack of standardized methodology. His research goals con-
sisted of the study of well-known neurological syndromes
such as aphasia, apraxia, and agnosia through the use of
well-validated test procedures that enabled him to factor out
the influence of unspecified variables such as age and educa-
tion. A list of the procedures developed in Benton’s labora-
tory for use in experimental studies is provided in Table 1.6
(Benton & Hamsher, 1989; Benton, Hamsher, Varney, &
Spreen, 1983). Many of these measures are now standard
components of neuropsychological test batteries used by
those employing a hypothesis-testing approach to clinical
assessment.

A similar approach to neuropsychological assessment is
seen in the work of Benton’s contemporary Hans Lukas Teu-
ber (1916-1977). Teuber was born in Germany and came to

Table 1.6 Benton’s neuropsychological tests

1 Tests of Orientation and Learning (Benton et al., 1983)
a Temporal Orientation
b Right-Left Orientation
¢ Serial Digit Learning
d Visual Retention Test*
2 Perceptual and Motor Tests
a Facial Recognition
Judgment of Line Orientation
Pantomime Recognition
Tactile Form Perception
Finger Localization
Phoneme Discrimination
Three-Dimensional Block Construction
Motor Impersistence
3 Multilingual Aphasia Examination (Benton & Hamsher, 1978)
Visual Naming
Oral Spelling
Token Test
Reading Comprehension of Words and Phrases
Sentence Repetition
Written Spelling
Aural Comprehension of Words and Phrases
Controlled Word Association
Block Spelling
Rating of Articulation
Rating of Praxic Features of Writing
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the United States in 1941 (Hurvich, Jameson, & Rosenblith,
1987). He received his PhD in psychology from Harvard Uni-
versity in 1947. He had an indirect link to Gestalt psychol-
ogy: his father was Director of the scientific station for the
study of primates on the island of Tenerife when the Gestalt
psychologist Wolfgang Kohler (1887-1967) arrived there
in 1913 to conduct his famous studies of problem-solving
abilities in apes (Kohler, 1925). Teuber’s initial exposure to
neuropsychology was at Harvard, where he interacted with
Karl Lashley and attended lectures given by Kurt Goldstein,
who was a visiting professor there in 1941 (Goldstein, 2009).
In an interesting coincidence, Teuber also worked at the San
Diego Naval Hospital in 1944 with Morris Bender, where
he was exposed to working with patients with brain dam-
age and to the classical literature in neurology. Following the
war, Bender helped him develop a laboratory for the study of
brain disorders at New York University (NYU). It was there
that he went on to conduct a number of classic studies on
perceptual disturbances of visual and somatosensory regions
in brain-injured subjects in collaboration with Bender and a
host of psychologist colleagues (Semmes, Teuber, Weinstein,
& Ghent, 1960; Teuber, Battersby, & Bender, 1960).

Teuber, much like Benton, advocated the use of standard-
ized procedures developed for conducting a reanalysis of
many of the classical neurobehavioral syndromes described
by 19th century investigators (Teuber, 1950). However,
Teuber also demonstrated an interest in using the knowl-
edge obtained from these investigations for understanding
the basis of “normal” brain functioning. He is known for
developing the concept of “double dissociation,” which has
become a standard method for verifying the relationship
between a given deficit and a specific lesion site (Teuber,
1955). He also advocated using a battery of tests “to analyze
numerous specific performances in an individual patient”
rather than devising “omnibus instruments purporting to
detect ‘the’ brain injured patient as such” (Teuber, 1950
p. 31. An example of the battery used in his laboratory is
provided in Table 1.7. For Teuber, neuropsychological tests
provided a valid means of assessing brain—behavior relation-
ships. His interests extended from the study of perceptual
processes to include a means to solve the “riddle” of frontal
lobe functioning (Teuber, 1964). He moved from NYU to
the Massachusetts Institute of Technology in 1961 where he
was responsible for establishing the foundation for the insti-
tute’s strong reputation as a center for the study of cognitive
neuroscience.

Our discussion of flexible test batteries extends above the
U.S. border, into Canada, to the Montreal Neurological
Institute (MNI). Neuropsychological studies have contin-
ued to flourish at the center as a result of Wilder Penfield’s
interests in behavior and his early collaborations with Molly
Harrower and Donald Hebb on the surgical treatment of
epilepsy (Loring, 2010). Brenda Milner arrived at MNI
following World War II as a graduate student at McGill
after having studied with Oliver Zangwill (1913-1987) in

Table 1.7 Teuber’s battery of neuropsychological tests (Teuber,
1950)

1 Occipital Lobes
a Flicker Fusion: Perimetry
b Tests of Perception and Apparent Movement
¢ Double Simultaneous Stimulation
d “Mixed Figures” Tests
i Werner and Strauss Figures
ii Poppelreuter Figures
e Reversible Figures
i Harrower Figures
ii Necker Cube
2 Temporal Lobes
a Melodic Patterns
b Reversible Melodies
3 Parietal Lobes
a Somato-Sensory Functions
i Simultaneous Tactile Stimulation
ii Tactile Thresholds
iii Prolonged After-Sensations
b Spatial Orientation
i Finger Gnosis
ii Human Figure Drawing
iii Clock Test
iv Bisection Tests
v Three-String Experiment
vi Field of Search Test
4 Frontal Lobes
a Rylander’s Battery
i Figure Matching Test
ii Abstract Words
iii Kraepelin’s Test of Continued Addition
iv Goldstein’s Object Sorting Test
v Stanford-Binet IQ
b Halstead’s Battery
i Formboard Recall
ii Flicker Fusion: Frequency
iii Category Test
iv Finger Oscillation
v Flicker Fusion: Thresholds
¢ Sorting Tests
i Weigl Figures
ii Wisconsin Card-Sorting Test

Cambridge, England (Meier, 1992). She conducted her doc-
toral thesis on the neuropsychological effects of temporal
lobectomy (Milner, 1954). She is best known for a series of
studies on the behavioral effects of left versus right temporal
lobe ablation on memory and other psychological functions
(Milner, 1967). She also made important observations on the
differences between patients with temporal and frontal lobe
dysfunction, particularly as it applies to the effects of surgery
(Milner, 1964).

While the focus of the work was on experimentation, Mil-
ner and her colleagues at MNI have developed and utilized
a number of neuropsychological methods that have been



Table 1.8 Neuropsychological test procedures used and developed
at the Montreal Neurological Institute

A Clinical Battery (Kolb & Whishaw, 1990)
1 Wechsler Intelligence Scale

Wechsler Memory Scale
Mooney Faces Test
Rey Osterrieth Complex Figure
Kimura Recurring Figures
Semmes Figures
Right-Left Orientation
Newcombe Fluency Tests
Wisconsin Card Sorting Test

10 Chicago Fluency
B Testing Hippocampal Function (Jones-Gotman, 1987)

1 Recognition of Unfamiliar Face, Tonal Melodies, and
Nonsense Figures
Recall of 18 Simple Designs
Repeating Supraspan Digit and Block Sequences
Delayed Recall of Words Generated as Synonyms or Rhymes
Recall of Consonant Trigrams
Subject-Ordered Pointing to Abstract Words or Designs
Recall of a Spot on a Line
Tactual and Visual Maze Learning
Recall of Spatial Location of Objects

o0 JN N bW

o 0N N AW

incorporated for use by other psychologists. An example of
the clinical and experimental test battery developed and used
at MNI is provided in Table 1.8 (Jones-Gotman, 1987; Kolb
& Whishaw, 1989). The popularity of measures such as the
Design Fluency Test (Jones-Gotman & Milner, 1977) and the
Recurring Figures Test (Kimura, 1963), which were devel-
oped for neurosurgical studies, provides an excellent example
of how experimentally derived measures can be incorporated
into a flexibly defined battery of clinical tests.

Origins of the Boston Process Approach

Many associate the type of flexible battery used today with
the work of neuropsychologists at the Boston Veterans
Administration (VA) Medical during the 1960s through the
1980s and the development of what now called the Bos-
ton Process Approach to neuropsychological assessment
(Kaplan, 1988). The theoretical origins of the Boston Process
Approach, with its emphasis on qualitative analysis of test
behavior, are commonly attributed to the writings of Heinz
Werner (1890-1964). In a classic paper published in 1937,
Werner argued that the analysis of test scores or achieve-
ments is useful only when it is “supplemented by an analysis
of the mental processes which underlie the achievements
themselves” (Werner, 1937). Werner was raised in Vienna and
developed interests in philosophy and science early in his life.
After receiving his degree at the University of Vienna, he
moved to Hamburg where he worked under the direction of
William Stern (1871-1938). Stern is known for his work in
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child development and is regarded as the originator of the
concept of the IQ. It is interesting to note that Goldstein’s
collaborator, Martin Scheerer, was a junior collaborator of
Stern’s at Hamburg during the same time period.

Werner immigrated to the United States in the 1930s and
held initial positions at the University of Michigan and
Harvard before moving on to Brooklyn College and Clark
University. He gained a reputation for a series of studies on
“feeble-minded” children at a state institution located out-
side of Detroit, Michigan. His view was that normal and
pathological development proceeded in terms of a qualita-
tive change in patterns of functions rather than quantitative
increases in accomplishments, as measured by the 1Q (Wer-
ner, 1948). Werner drew parallels between his work and the
work of Soviet psychologists Alexander Romanovich Luria
(1902-1977) and Lev Vygotsky (1896-1934). While Luria is
known for his structured approach to using qualitative meth-
ods for analyzing brain disorders (Luria, 1962), Vygotsky
is known for his approach to analyzing mental growth by
studying an individual’s zone of proximal development, which
is the precursor to the method that is currently called testing
the limits (Vygotsky, 1978).

The group at the Boston VA Hospital was comprised of a
number of talented physicians, psychologists, and linguists
who would challenge the holistic orientation to brain func-
tioning and its disruption that was prominent in the field
of neurology for much of the century. The group was led
by neurologist Fred Quadfasel (1902-1974), who had been
exposed to the 19th-century European literature in neurol-
ogy while receiving his medical training in Germany. Quad-
fasel made an effort to expose his younger colleagues to this
classic literature. Norman Geschwind (1976-1984) was the
most prominent of these individuals. Geschwind is known
in the field of neurology for reviving study of the neuroana-
tomic basis of language and other higher-order processes. He
also exposed a new generation to detailed clinical investiga-
tive methods of observation and analysis, as popularized by
Charcot and his colleagues in Europe before the turn of the
century.

Geschwind was joined at the Boston VA by a rather large
and talented group of clinical and research psychologists.
The list included Harold Goodglass (1926-1984), who had an
ongoing interest in studying the psychological and linguistic
basis of aphasias as well as Edith Kaplan (1924-2009) who
had an interest in the analysis of development through inter-
actions with her undergraduate and graduate school mentor,
Heinz Werner (Delis, 2010). Sheila Blumstein, Edgar Zurif,
and others conducted a number of neurolinguistic studies
of language and aphasia. Nelson Butters (1937-1995) was
another student of Werner’s who made a transition from
the study of primates to humans. Butters, in collaboration
with his colleague, Laird Cermak (1942-1999), conducted
a number of influential studies on the psychological pro-
cesses disrupted in memory disorders, combining the use
of neuropsychological methods and those developed in
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the cognitive psychology laboratory (Butters & Cermak,
1980). Butters later moved to the University of California,
San Diego, where he formed a group that performed stud-
ies on dementia and other neuropsychological conditions
in a manner that was consistent with the Boston tradition.
Cermak remained at the Boston VA to establish the Memory
Disorders Research Center.

Goodglass and Kaplan worked together to develop what
was a rather unique approach to neuropsychological assess-
ment characterized by a combination of neurological inves-
tigative methods combined with Werner’s emphasis on the
study of process over achievement (Goodglass & Kaplan,
1979). This culminated in the introduction of the Boston
Diagnostic Aphasia Examination (BDAE), which provided
a systematic means of measuring and classifying aphasic
disorders in a manner that was consistent with the clinical
investigative model (Goodglass & Kaplan, 1972). An empha-
sis on performing a systematic analysis of behavior during
testing led the group to develop specifications and materi-
als for adapting commonly used tests such as the Wechsler
Adult Intelligence Scale (WAIS) and Wechsler Memory Scale
(WMS) and other tests, such as the Rey-Osterrieth Complex
Figure and Clock Drawing Test, to enable clinicians to elicit
and observe behaviors that are not easily captured through
standard test administration guidelines. An example of the
clinical test battery used at the Boston VA is provided in
Table 1.9. Some of the methods developed at Boston for
“testing the limits” during administration of routine tests
have been incorporated for standardized use by publishers
of tests including the WAIS-IIT and WAIS-IV (Wechsler,
1997; 2008).

Kaplan went on to coin the term process approach based
on her use of qualitative observations (Kaplan, 1988).
Although similar to what provided in observations of her
predecessors, Goldstein and Scheerer (1941), the methods
recommended by Kaplan are more systematic in nature. It

Table 1.9 Neuropsychological test battery used at the Boston VA
(Goodglass & Kaplan, 1979)

1 Wechsler Adult Intelligence Scale
2 Wechsler Memory Scale
3 Boston Diagnostic Aphasia Examination
4 Boston Diagnostic Parietal Lobe Battery
5 Paper-and-Pencil Drawings
6 Modified Bender-Gestalt Designs
7 Rey-Osterrieth Complex Figure
8 Word Lists (Category, FAS)
9 Stroop Test
10 Wisconsin Card Sorting Test
11 Interleaved Series (Competing Programs, Luria Three-Step)
12 Porteus Mazes
13 Money Roadmap Test
14 Hooper Visual Organization Test
15 Benton Test of Visual Recognition

would not be accurate to characterize the process approach
as “solely qualitative” or with the goal of simply noting a
patient’s behavior when administering tests. The process
approach, in its true form, calls for developing standardized
methods for observing, scoring, and analyzing qualitative
features of behavior in addition to interpreting traditional
test scores (Kaplan, 1988). The approach is seen most clearly
in a number of tests developed by Kaplan and her colleagues,
including the California Verbal Learning Test (CVLT; see
Delis, Kaplan, Kramer, & Ober, 1987) and the Delis-Kaplan
Executive Function System (DKEFS; see Delis, Kaplan, &
Kramer, 2001). The process approach, in its intended form,
provides a means of observing the behavior of clinical sub-
jects systematically in a manner that qualifies it as a qualita-
tive analysis using quantitative methods.

Update on Today’s Trends

Proponents of the quantitative methods used in neuropsy-
chology continue to argue that fixed test batteries, such as
the HRB, are the only ones that have been fully validated
for clinical decision making and diagnosis (Hom, 2003; Rus-
sell, Russell, & Hill, 2005). They also issue the criticism that
the flexible nature of other test batteries, with their focus on
qualitative aspects of behavior, is “unscientific.” Some have
gone as far as to argue that the methodology used in flexible
test batteries does not meet Daubert standards (Daubert v.
Merrell Dow, 1993) to be admissible in court for scientific
testimony (Reed, 1996).

Opponents of fixed test batteries argue that those bat-
teries take too long to administer and contain a number of
redundant measures that offer little to address the clinical
question at hand. They also argue that the validation stud-
ies performed on fixed batteries are outdated. Using today’s
standards for identifying the presence of brain damage
through modern imaging techniques, combined with devel-
opment of tests enhancing our ability to rule out the presence
of motivational factors, the accuracy of the diagnoses used
in those original validation studies and their relevance to
modern-day practice becomes unclear. There are ample data
from clinical and research studies indicating that, properly
administered and interpreted, flexible test batteries do meet
legal standards for neuropsychologists involved in forensic
work (Bigler, 2007; Larrabee, Millis, & Meyers, 2008).

Lessons from social psychology inform us that it is nor-
mal to perceptually widen the gap between our personal
views and those of our opponents. It is unlikely that those
emphasizing a quantitative approach to assessment have no
interest in observations of test behavior. In fact, Halstead
himself is known to have regarded discrepancies between test
scores and abilities in brain-damaged subjects to be a “patent
absurdity” (Halstead, 1947). This chapter has also pointed
out that followers of the process approach to assessment are
not disinterested in the analysis of test scores and are, in
fact, more interested in developing new ones, emphasizing a



careful analysis of test behavior. A continuation of compet-
ing approaches to neuropsychology perpetuates a negative
“us” and “them” mentality that has been carried into our
professional organizations and boards. A failure to under-
stand and address divisions in neuropsychology not only
hinders scientific progress but also delays development of
the field at large.

There is now ample evidence indicating that neuropsychol-
ogists are moving away from polarized positions to one that
combines features from both quantitative and qualitative
approaches to clinical assessment. In the most recent survey
conducted by the AACN, it was found that the majority of
neuropsychologists are now using a “fixed flexible battery”
approach to assessment, consisting of a relatively standard
set of tests in evaluations of diagnostically related groups,
combined with some flexibility to add or subtract tests from
the battery to meet individual needs of the patient (Sweet,
Meyer, Nelson, & Moberg, 2011).

The results of recent survey data also indicate that neu-
ropsychologists have remained rather stagnant in their
development and utilization of new test methodology over
the past ten years (Rabin, Paolillo, & Barr, 2016). Based on
these results, it appears that most neuropsychologists are
particularly reluctant to utilize computer technology for
existing tests or to develop new tests based on more novel
conceptions of brain and behavior (Bilder, 2011; Rabin et al.,
2014). There are also indications that much of the methodol-
ogy currently in use fails to meet society’s needs based on
ongoing changes in culture and demographics, particularly
with regard to our country’s Spanish-speaking population
(Elbulok-Charcade et al., 2014; Rivera-Mindt et al., 2010).
It is clear that the field needs to initiate efforts to update
its assessment methodology. However, returning to the aim
of this chapter, it is important for those individuals tasked
with developing “new and better” assessment methodology
to gain some knowledge of the rich and interesting history
of neuropsychology and the lessons it teaches us to ensure
clinical neuropsychology’s successful move into the future.
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2 Specialty Training in Clinical Neuropsychology

History and Update on Current Issues

Linas A. Bieliauskas and Erin Mark

Since its nascence in the experimental work of Lashley, Hebb,
and Halstead, and early development of clinical applications
by Reitan, Goldstein, and Benton (Meier, 1992), clinical
neuropsychology can be justifiably proud of having become
one of the most developed and formalized fields of practice
within psychology. This is most apparent in the evolution
of a training model that gives the profession a recognizable
roadmap providing a rational basis for the construction and
composition of education and training programs.

As described by Meier (1992), “the organizational struc-
ture for clinical Neuropsychology originated as much with
the formation of the International Neuropsychological
Society (INS) as any other single development” (p. 556).
INS was formed in 1966 and held its first formal meeting
in New Orleans in 1973. As Meier indicated, at the time,
there was not sufficient support for clinical neuropsychol-
ogy to form a division within the American Psychological
Association (APA). Interest in clinical neuropsychology
continued to grow, however, and in 1980, the Division of
Clinical Neuropsychology (Division 40) was formed and is
now one of the largest divisions within the APA. In 2013,
the division changed its name to the Society of Clinical
Neuropsychology.

Education and training in clinical neuropsychology were
undergoing continued development during this period,
though not all of it was systematic and much of it came
from different points of view. It was not at all uncommon
for individuals to enter the practice of clinical neuropsychol-
ogy coming from a primary training background in animal
Neuropsychology, education, or human development. More
extensive reviews of the evolution of training in clinical neu-
ropsychology during this time can be found in Meier (1981)
and Bieliauskas and Steinberg (2003). Milestones in the
development of a formalized training model in clinical neu-
ropsychology, as well as more recent advances in the matura-
tion of the field, and contemporary issues and challenges are
summarized below.

A large number of acronyms for training bodies and
other organizations with ties to clinical neuropsychol-
ogy have developed and reference to these will be made
throughout this chapter. For ease of use by the reader, a
glossary of these acronyms is appended to the conclusion
of this chapter.

Developments in the 1980s

In 1977, INS formed a task force on education, accredita-
tion, and credentialing that began a systematic exploration
of current training practices in clinical neuropsychology with
the goal of establishing guidelines. This effort was joined by
Division 40 in 1980, and in 1984, the Joint APA Division 40/
INS Task Force on Education, Accreditation, and Creden-
tialing in Clinical Neuropsychology issued a report describ-
ing current training practices in clinical neuropsychology
(INS/APA, 1984). That report concluded that “training in
clinical neuropsychology was far from standardized and that
there was an increasing number of individuals who claimed
competency in this area without indication of effective back-
ground or training” (p. 21, Bieliauskas & Matthews, 1987).
One outcome of the existence of multiple routes toward
obtaining competence in clinical neuropsychology was the
establishment of the American Board of Clinical Neuropsy-
chology (ABCN) board certification procedures so that the
public and other professionals would have a recognizable
standard by which to judge the capabilities of those calling
themselves clinical neuropsychologists.

The task force then issued a series of reports in order to
further identify the essential components of training pro-
grams at various levels and to provide guidelines for the fur-
ther development of such training programs. These reports
were consolidated in the INS/APA Guidelines report (1987),
and included guidelines for clinical neuropsychology train-
ing programs at the doctoral, internship, and postdoctoral
levels. Consideration was given to clinical and experimental
psychology core knowledge areas, training in the neurosci-
ences, desirable didactic and experiential training, and exit
criteria from each of the levels of training. These guidelines
were eventually adopted as official documents by Division
40 of APA and were employed as a guide to create a list
of those programs at each level (i.e., doctoral, internship,
and postdoctoral) that purported to be in compliance with
these guidelines. It was the goal of Division 40 to provide a
central listing of programs in response to increasing demand
from students who wished to explore such training, as well
as to provide some guidance to programs wanting to develop
training programs in clinical neuropsychology. A listing of
graduate, internship, and postdoctoral programs that report



they are in compliance with the Division 40 guidelines can be
found online at www.Div40.org and is regularly updated. As
of the writing of this chapter, Division 40 listed 40 doctoral
programs, 50 internships, and 96 postdoctoral programs
claiming adherence to Division 40 training guidelines. It
should be noted, however, that like other program listings, a
program’s adherence to the Division 40 guidelines is purely
by self-report.

In 1988, Division 40 adopted a “Definition of a Clinical
Neuropsychologist” that broadly outlined training expecta-
tions for those wishing to identify themselves as specialists in
the field. Basically, it indicated that clinical neuropsycholo-
gists need to have acquired systematic didactic and experien-
tial training in neuropsychology and neuroscience and that
his or her competencies had been reviewed by their peers and
found acceptable, with board certification through the Ameri-
can Boards of Professional Psychology (ABPP) showing the
clearest evidence of such. In 2006, the Division 40 Executive
Committee decided to reevaluate and update a definition of
neuropsychology that had been adopted by the Division some
years earlier. To that end, the Executive Committee published
a survey seeking the views of Division 40 members on this
topic and also appointed a group to review the responses,
formulate a proposed course of action, and report back to the
Executive Committee. At its August 2007 meeting, the Execu-
tive Committee reviewed the work of that group, including a
proposed revised definition of neuropsychology. After con-
ferring with APA staff, the Executive Committee decided to
proceed with a broader approach to provide guidance both to
the public and the profession regarding the specialty of neu-
ropsychology, through promulgation of guidelines for neuro-
psychology. These proposed guidelines for neuropsychology
will be drafted in accordance with governing policy regarding
both practice and education guidelines.

As training became more organized, another significant
development was the establishment of training organiza-
tions for each of the different levels of training in clinical
neuropsychology. This permitted the various training pro-
grams to come together to discuss areas of mutual inter-
est and concern and lead to increased standardization of
training experiences across the United States and Canada.
The first of these organizations to form was the Midwest
Consortium of Postdoctoral Programs in Clinical Neuro-
psychology in 1988, which eventually developed into the
Association of Postdoctoral Programs in Clinical Neuropsy-
chology (APPCN) in 1994. The Midwest Consortium, and
then APPCN, developed formal bylaws, criteria for post-
doctoral program membership, and devised self-study forms
to better identify a uniform training standard. APPCN has
also been active in developing accreditation standards for
specialty postdoctoral training while working closely with
APA, a process that is discussed in more detail on p. 18.
At the time of this writing, APPCN listed 67 member pro-
grams on its website (www.appcn.org/member-programs),
of which many are also listed by Division 40.

Training in Clinical Neuropsychology 15

As indicated earlier, the ABCN was established in 1981
and was subsequently incorporated into the parent board of
the ABPP in 1983. ABCN has always employed the gener-
ally accepted guidelines adopted by Division 40 as its basic
credentialing requirements for taking the board specialty
examination, a practice that is becoming increasingly com-
mon, especially among clinical neuropsychologists who have
recently completed their training. As of April 2016, 1,141
individuals have become board certified clinical neuropsy-
chologists (i.e., ABPP-CN) from across the United States and
Canada. APPCN requires that the director of postdoctoral
training of its member programs be board certified through
ABCN. Initial descriptions of the formation of the history of
the board can be found in Bieliauskas and Matthews (1987),
with an update of ABCN policies and procedures in Yeates
and Bieliauskas (2004), and in Lucas, Mahone, Westerveld,
Bieliauskas, and Barron (2014). Further information about
ABCN can be found online at www.theabcn.org.

The membership organization associated with ABCN
is the American Academy of Clinical Neuropsychology
(AACN). Full AACN membership is restricted to individu-
als who have been board certified by ABCN, though anyone
with an interest in clinical neuropsychology who is not board
certified may join AACN as an affiliate member. Whereas
ABCN is strictly an examining body for board certification,
AACN offers a continuing education program, develops
position statements related to the field of clinical neuro-
psychology, and advocates for the maintenance of quality
standards of practice. AACN hosts an annual meeting and
sponsors regional neuropsychology educational presenta-
tions. More information about AACN can be found online
at www.theaacn.org.

Developments in the 1990s

In the 1990s, doctoral and internship programs that provided
specialty training in clinical neuropsychology also began to
organize in response to the Houston Conference guidelines.
The Association for Doctoral Education in Clinical Neuro-
psychology (ADECN; www.adecnonline.org) and the Asso-
ciation of Internship Training in Clinical Neuropsychology
(AITCN; www.aitcn.org) were in place by 1995. Fifty
internship programs identifying clinical neuropsychology
as a special emphasis are listed on the Division 40 website,
with approximately half of these also belonging to AITCN
(listed online at www.aitcn.org/member_programs). Those
programs that are APA-accredited are designated as intern-
ships in clinical psychology, even though they offer significant
specialty training in clinical neuropsychology. According
to the Division 40 guidelines (INS/APA, 1987), 50% of an
intern’s training should include supervised experiences in
clinical neuropsychology in order for an internship program
to be viewed as a specialty training program.

In 1995, the Clinical Neuropsychology Synarchy (CNS) was
formed to provide a unified forum for all major organizations
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in clinical neuropsychology to discuss training and profes-
sional issues and the CNS continues to meet for this purpose
on a regular basis. The members of CNS include APPCN,
ADECN, and AITCN, as well as the ABCN, AACN, Divi-
sion 40, the National Academy of Neuropsychology (NAN),
and the Association of Neuropsychology Students in Train-
ing (ANST). The impetus for development of the CNS was,
in part, based on the recognition of clinical neuropsychology
as a specialty by the APA and, in part, a decree of the Inter-
organizational Council for Accreditation of Postdoctoral
Programs in Psychology (IOC)—an organization composed
of all the regulatory bodies in professional psychology in
North America and representatives of the specialties. Both
of these organizations recognized that as new psychology
specialties developed and were recognized, a consensus voice
of the specialty would be needed to foster standards of edu-
cation and credentialing. Thus, development of a synarchy,
which means “governance through joint sovereignty,” was
encouraged for each specialty. While CNS has served this
purpose for clinical neuropsychology, similar synarchies/spe-
cialty councils exist for 13 other specialties in professional
psychology. The INS sends an observer to CNS meetings, but
does not consider itself a participating member of CNS since
it is a scientific rather than professional organization and it
is not discipline-specific in its membership (i.e., its member-
ship is multidisciplinary). Typically CNS summit meetings of
the organizational representatives are held two or three times
annually. To date, CNS has opted not to develop bylaws and
instead, decision making is by consensus. More information
about CNS can be found on the organization’s website (Www.
appcn.org/clinical-neuropsychology-synarchy).

In 1996, after an approximately ten-year application pro-
cess, clinical neuropsychology was the first psychology spe-
cialty to be formally recognized as such by the APA. The
14 psychology specialties currently recognized by the APA
with their respective year of initial recognition are listed in
Table 2.1. Division 40 has since led the necessary periodic
reapplication process for clinical neuropsychology specialty
status, which is currently approved until 2017. A listing of
APA-recognized psychological specialties and proficiencies
can be found online at the organization’s website (www.apa.
org/ed/graduate/specialize/recognized.aspx).

The Houston Conference

With the recognition of specialty status in 1996, there
came the realization that clinical neuropsychology had now
matured as a profession and that the model of training should
be specified. Julia Hannay proposed a consensus conference
and, with the support of the University of Houston, the con-
ference was organized in the fall of 1997. A planning com-
mittee was formed by the CNS and the Houston Conference
was organized with the co-sponsorship of the University of
Houston, the board of Educational affairs of APA, AACN,
ABCN, Division 40, APPCN, and NAN. All members of

Table 2.1 APA-recognized specialties in professional psychology

Specialty Name Year Initially Recognized
Clinical Neuropsychology 1996
Industrial-Organizational Psychology 1996
Clinical Health Psychology 1997
Clinical Psychology 1998
Clinical Child Psychology 1998
Counseling Psychology 1998
Psychoanalysis in Psychology 1998
School Psychology 1998
Behavioral and Cognitive Psychology 2000
Forensic Psychology 2001
Family Psychology 2002
Geropsychology 2010
Police and Public Safety Psychology 2013
Sleep Psychology 2013

Information from APA’s web page listing specialties in psychology (APA, n.d.)

Division 40 and NAN and all training programs in the Divi-
sion 40 listing were invited to submit applications to attend
the conference. From these submissions, 40 delegates were
chosen by the planning committee, bringing the total num-
ber of conference participants to 46 (including the planning
committee). Delegates to the conference were chosen to be
broadly representative of the field based on such parameters
as geographic region, practice setting, level of training, gen-
der, cultural diversity, subspecialization within the field, and
seniority. Delegate selection and the format of the conference
were modeled on earlier successful training conferences in
psychology such as the Conference on Postdoctoral Training
(Belar et al., 1993) and the Conference on Internship Train-
ing (Belar et al., 1989). The Houston Conference produced
a policy statement formally recognizing training appropri-
ate to the development of specialization in clinical neuro-
psychology. The statement can be accessed at the Division
40 or AACN website (www.theaacn.org/position_papers/
Houston_Conference.pdf), though the reader is encouraged
to read the proceedings of the conference to achieve a full
appreciation of the development of the document (Hannay
et al., 1998). While there was considerable discussion and
debate at the Houston Conference regarding training mod-
els, a consensual training model was eventually developed
that acknowledged the need for both specialized and gen-
eralized clinical training throughout a systematic program
of doctoral studies, internship, and postdoctoral residency.
For example, education and training were to be completed at
accredited training programs, a provision that will be further
discussed later in this chapter. Clinical neuropsychology was
acknowledged as a postdoctoral specialty, with residency
training viewed as an integral part of the training back-
ground, leading to eligibility for specialty board certification
through the ABPP, the parent board of ABCN. There was
clear consensus that while continuing education, such as that
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provided by workshops, lectures, online learning, etc., was
an expected activity for all specialists, continuing education
was not seen as sufficient for establishing core knowledge
or skills or for primary career changes. Concern was raised
at the time about whom the recommended training should
affect and it was agreed that the policy would apply to future
training in clinical neuropsychology (i.e., to those entering
training after the document was to be implemented) and
was not intended to be retroactive. CNS and all its member
organizations, endorsed the Houston Conference document
within one year, such that the Houston Conference model
of training became the recommended route to becoming a
clinical neuropsychologist for those beginning their training
in 1999 or later.

The Houston Conference Guidelines for
Training in Clinical Neuropsychology

The Houston Conference guidelines laid out a recom-
mended sequence of training, starting at the undergraduate
level, for students wishing to eventually specialize in clinical
neuropsychology. At the undergraduate level, student typi-
cally complete an undergraduate degree in psychology, with
emphases on the biological bases of behavior, cognition, and
basic neuroscience (although a psychology major continues
not to be an absolute requirement to enter graduate train-
ing). Students then enter a graduate program in applied
psychology, most often clinical psychology, which provides
either specialty track training in clinical neuropsychology or
substantial training opportunities in subject areas germane
to clinical neuropsychology. Next, the graduate student typi-
cally completes an internship offering at least some specialty
training in clinical neuropsychology. Finally, the student
attends a two-year postdoctoral residency specializing in
clinical neuropsychology. The completion of a postdoctoral
residency, though a relatively new aspect of specialty train-
ing, is now a credentialing requirement for candidates seeking
board certification by ABCN who completed their training
as of January 1, 2005 or later. While the residency require-
ment may seem unnecessary to some, it places specialists
in clinical neuropsychology at the same level of training as
their counterparts in the medical specialties of neurology or
psychiatry and further eliminates distinctions that can be
perceived as markers of second-class professional status.

In addition to specifying the recommended training
sequence for specialization in clinical neuropsychology, the
Houston Conference also specified a knowledge base and
skill base thought to be necessary for specialization in clini-
cal neuropsychology. The knowledge base includes training
in core general psychology topics (e.g., statistics, learning
theory, biological bases of behavior), core clinical psychol-
ogy topics (e.g., psychopathology, psychometrics, interview
and assessment techniques, intervention, ethics), founda-
tions of brain-behavior relationships (e.g., functional neuro-
anatomy, neurological and related disorders, neuroimaging
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techniques, neuropsychology of behavior), and foundations
for the practice of clinical neuropsychology (e.g., specialized
neuropsychological assessment and intervention, research
design and analysis, practical implications). The skill base
is comprised of the following areas: assessment; treatment
and intervention; consultation to patients, families, and insti-
tutions; research; and teaching and supervision. It is worth
noting here that the Houston Conference guidelines permit-
ted some degree of flexibility with respect to when in the
training sequence students could acquire their knowledge
and skill base. Thus, for example, students may acquire their
knowledge base in brain-behavior relationships during their
graduate, internship, or postdoctoral training. The Confer-
ence also placed importance on research activities and rec-
ommended that students’ research skills go beyond basic
skills (i.e., research design, literature review) and include the
ability to execute research, monitor its progress, and evalu-
ate its outcome. Thus, per the Houston Conference Guide-
lines, clinical neuropsychologists were expected to be not just
consumers of research but also to be capable of producing
research. From start to finish (including undergraduate edu-
cation), the typical time to completion of specialty training
in clinical neuropsychology is approximately 11 years, which
is similar to the training period in medical specialties.

Effectively, the Houston Conference produced a formal
model for training in clinical neuropsychology that is essen-
tially equivalent to models developed for specialties in medi-
cine. The model specified general and specific training at the
doctoral, internship, and postdoctoral level. Board certifica-
tion in clinical neuropsychology, through the parent body
of ABPP, was identified as the desirable exit goal—again,
making the specialty similar to medical specialties. In actual-
ity, the model stipulated by the Conference guidelines did not
create novel training requirements for neuropsychologists,
but rather codified the kind of training that most clinical
neuropsychologists had already undergone. Nevertheless,
with the Houston Conference guidelines, clinical neuropsy-
chology became the first of psychology’s specialties to for-
ward such a detailed training model.

Later Developments: APA Accreditation
and Postdoctoral Residency

The Houston Conference, which identified clinical neuro-
psychology as a postdoctoral specialty, also specified that
training should occur in accredited programs. APA has long
accredited doctoral and internship training programs in
professional psychology (APA, 2013a; APA, 2013b), the cur-
rent listing of which can be found online at www.apa.org/ed/
accreditation/programs. Accreditation of postdoctoral pro-
grams, however, has started to occur relatively recently. APA
has moved to accrediting postdoctoral residency programs
by two designations. First, programs can be accredited as
providing training in professional psychology. This designa-
tion covers programs that offer training in multiple areas
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of concentration, though without having being accredited
as offering “substantive” training in a designated specialty
area. Such programs may offer training in clinical neuropsy-
chology as part of their curriculum, but their graduates may
not designate themselves as having completed an accredited
postdoctoral residency in clinical neuropsychology. Their
designation reflects completion of an accredited postdoc-
toral residency in professional psychology.

Second, APA offers accreditation of postdoctoral resi-
dencies in substantive specialty areas, including clinical
neuropsychology. These programs must meet specialty-
specific criteria as well as more general criteria for training
in professional psychology. APA is steadily moving forward
with formal accreditation under both designations, but the
development has been recent, and its accreditation criteria
for clinical neuropsychology largely derive from the Houston
Conference (Hannay et al., 1998). Since the publication of
the first edition of this volume, the number of accredited
postdoctoral residency programs has increased dramatically,
almost quadrupling. At the time of this writing, APA listed
22 formally accredited postdoctoral programs offering spe-
cialty training in clinical neuropsychology (APA, 2013Db).

The recommendation by the Houston Conference, that
training occur at accredited programs, was not intended to
restrict training opportunities. Indeed, the Houston Confer-
ence document simply indicates that postdoctoral programs
will pursue accreditation according to specific criteria. As
such, ABCN currently requires that training in clinical neu-
ropsychology be in conformity with the Houston Conference
document and does not currently require that the postdoc-
toral residency be accredited by APA.

Although the number of APA-accredited postdoctoral
programs offering specialty training in clinical neuropsy-
chology has increased significantly in the last decade, the
previously slow pace of formal accreditation necessitated
alternative means of specialty designation. The earliest was a
general designation for postdoctoral programs instituted by
the Association of Psychology Postdoctoral and Internship
Centers (APPIC) in 1968. APPIC criteria for membership
as a postdoctoral training center includes general require-
ments (including organized training experiences), supervi-
sion requirements, and a minimum of 25% time in providing
professional services (APPIC Directory, 2013). APPIC cri-
teria was most recently revised in May 2006, with later clari-
fication of the criteria occurring in June 2011. As June 2014,
APPIC listed 163 agencies as offering postdoctoral training,
100 of which described themselves as offering “supervised
experiences” in adult or child clinical neuropsychology
(https://membership.appic.org/directory/search).

Designation of postdoctoral programs as offering spe-
cialty training in clinical neuropsychology has been offered
by APPCN since 1994. While APPCN initially considered
the development of an accreditation process, it chose not
to pursue this when it became clear that APA was ready to
formally accredit specialty postdoctoral training in clinical

neuropsychology. APPCN has always required, and con-
tinues to require, that each member program complete a
self-study covering specific training criteria. APPCN has
cooperated with APA in developing accreditation criteria
and APPCN’s self-study guide has been largely incorporated
by APA into its accreditation procedures. As mentioned ear-
lier, there are currently 67 postdoctoral training programs
listed by APPCN. Both their listing of programs and the
self-study guide can be found at the AAPCN’s website (www.
appcn.org).

In addition to providing a list of designated training pro-
grams, APPCN also organizes an annual postdoctoral match
(i.e., “the match”) that matches candidates to programs.
Prior to the advent of the match, neuropsychology postdoc-
toral programs relied on advertising, word-of-mouth, organi-
zational listing, and other informal methods for recruitment
of postdoctoral candidates. Candidates generally completed
multiple program applications, traveled for invited interviews,
and then received offers when the candidate and the program
agreed that there would be a good match. It was becoming
clear in the 1990s that the growing number of candidates
and programs made this informal process unwieldy and
inefficient. In 2001, APPCN established a match system for
candidates seeking specialty postdoctoral training. This sys-
tem approximated the match system employed for specialty
training in medical residencies and psychology internships
and established a central listing of available postdoctoral
programs, a uniform application form, a uniform applica-
tion date, and a uniform match date, which occurs in Febru-
ary. Once candidates and programs commit to the match,
they are bound by its results, avoiding the older method of
scrambling phone calls, offers and counter-offers, and anxiety-
inducing delays. A standard interview time and space has
been provided at the annual North American meeting of the
INS, which takes place in February at an annual meeting
(meeting information for INS can be obtained at its website:
www.the-ins.org/), affording programs and candidates an
opportunity to meet without being limited by time, expense,
and the inconvenience of traveling to multiple long-distance
on-site interviews. It should be noted, however, that not all
programs participate in the match, which may complicate the
application process for program directors bound by match-
imposed timelines, and candidates who are receiving com-
petitive offers from programs not participating in the match.

Acknowledging the possibility that not all programs and
candidates would find suitable matches during the initial
match process, the APPCN created a secondary “clearing-
house.” This clearinghouse service provides a listing of both
candidates and programs that did not find a suitable match
on match day. A description of these match-related services
can also be found on the APPCN website.

Another service offered through APPCN is the residency
examination, an objective examination for postdoctoral
students-in-training. The examination is designed to identify
whether the student is progressing effectively in the different
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areas of clinical neuropsychology and moving toward suc-
cess on the board certification examination. The residency
examination provides effective feedback for postdoctoral
training programs and can be used to assess overall effective-
ness of APPCN programs when test results are aggregated.

Recent Developments and Continuing
Controversies

The movement toward board certification has steadily gained
momentum in the last decade, and among early career neu-
ropsychologists board certification is becoming increasing
more commonplace. In an effort to increase rates of board
certification among newly trained neuropsychologists, ABPP
provides students with an opportunity to start the board
certification process before completion of their training by
allowing students to submit and maintain their credentials
for a one-time fee of $25.00.

Multiple support resources exist for neuropsychologists
interested in pursuing board certification in clinical neuro-
psychology. As mentioned earlier, neuropsychologists inter-
ested in pursuing board certification should go to ABPP.org
for more information about starting the certification process.
Additional resources can be found on the AACN website
Study Materials page, which has links to useful resources,
including information about the AACN membership pro-
gram. The AACN membership program offers candidates
(i.e., individuals who have had their credentials accepted by
ABPP/ABCN) the opportunity to request a mentor to assist
them through the various stages of the process. Individuals
interested in textbooks on the subject of board certification
in clinical neuropsychology will surely find the following two
volumes helpful: Board Certification in Clinical Neuropsy-
chology: A Guide to Becoming ABPPIABCN Certified With-
out Sacrificing Your Sanity (2008) by Kira Armstrong, Dean
Beebe, Robin Hilsabeck, and Michael Kirkwood; and Clini-
cal Neuropsychology Study Guide and Board Review edited
by Kirk Stucky, Michael Kirkwood, and Jacobus Donders
(2013). Finally, an excellent resource that acts both as a study
group and as a source for free neuropsychology-related study
materials is the BRAIN group (i.e., Be Ready for ABPP in
Neuropsychology). BRAIN is a peer-based support and
study group that was started in 2002, has grown over time,
and is now partnered with AACN. See BRAIN’s Wikipedia
page for more information (www.brain.aacnwiki.org).

The most recent development to effect board certification
opportunities came early in 2014 when the ABCN announced
the creation of its first subspecialty board: Pediatric Clinical
Neuropsychology. The creation of this subspecialty board
is the result of many years of effort on the part of many
committed pediatric neuropsychology professionals. At the
time of this writing, application for ABCN subspecialty cer-
tification in pediatric clinical neuropsychology is available
only to those currently board certified in clinical neuropsy-
chology through ABPP/ABCN. Further details concerning

Training in Clinical Neuropsychology 19

subspecialty certification can be obtained from the ABCN
website.

Another important aspect of training that continues to
evolve is the role of technologies, such as functional imaging
techniques and computerized testing batteries. Some practi-
tioners are apprehensive about the potential negative impact
of such technological advances on the practice of clinical
neuropsychology. Innovation in this context, however, is not
something to fear. On the contrary, neuropsychologists, with
their strong background in the neurosciences, and continually
updated training programs, are well poised to take advantage
of continuing developments in the field of health care.

As with any efforts at formalization and establishment
of standards, some controversies have arisen. Some have
objected to the establishment of the training model speci-
fied by the Houston Conference. In particular, there remains
some questioning of the need for formal postdoctoral train-
ing and the specification that specialty training cannot be
established through continuing education (CE) activities. As
described earlier (Bieliauskas, 1999), the rightful aspiration
of the professional specialty of clinical neuropsychology to
command respect and be equally regarded by other profes-
sional specialties, such as those in medicine, requires that it
behave in a similar way. A profession without a model will
command no respect. Just as a patient has the right to expect
that his or her medical specialist has completed recognized
residency training and does not profess to have developed
her or his diagnostic and treatment capability online, or in
weekend workshops, so does a patient have the same right
to expect residency training when he or she seeks specialist
services from a clinical neuropsychologist. Just as a patient
has the right to expect his or her medical specialist to have
demonstrated the competence established during her or his
training by undergoing examination for recognized board
certification, the patient has the right to expect no less of
his or her specialist in clinical neuropsychology. Again,
the establishment of the two-year postdoctoral residency
requirement for the field puts clinical neuropsychology on
par with fellow medical specialties.

There are numerous opportunities to obtain CE in clini-
cal neuropsychology and related areas of interest. Extensive
workshop programs are sponsored by AACN during its
annual meeting and in regional presentations (www.theaacn.
org). The National Academy of Neuropsychology also pro-
vides an extensive workshop program at its annual meeting
and provides online opportunities for CE (http://nanonline.
org/). The American Academy of Neurology (AAN) offers
many behaviorally related neurology educational offerings
at its annual meeting as well (www.aan.com/professionals/).
APA and many other organizations also offer multiple CE
opportunities. The perspective developed at the Houston
Conference is that CE is a valuable and necessary method
of keeping updated in one’s specialty and keeping abreast
of current developments. It is not, however, an appropriate
means for establishing the basis for specialization.
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The argument has also been raised that formalization of
training in clinical neuropsychology unnecessarily restricts
the number of training opportunities for students and short-
changes public needs for clinical neuropsychology services.
Hopefully, from the review in this chapter, it is apparent that
the field has grown considerably, most notably with respect
to the number of designated postdoctoral programs in the
last decade, and that numerous training opportunities are
available. To repeat, the Division 40 website lists 40 doctoral
programs, 50 internship programs, and 96 postdoctoral
training programs. Along with the other listings described
in this chapter, this does not appear to represent a shortage.

Finally, some have said that the establishment of a training
model such as that represented by the Houston Conference is
premature. That argument is obviated by the formal recogni-
tion by APA of clinical neuropsychology as a specialty. Once
a specialty is thus formally established, it is important that it
can reliably and validly describe the training and experience
required to attain it. Any model for training to standards is,
by nature, a living entity and, thus, a work in progress, and
there is no doubt that further refinements and modifications
in training will take place in the future. This is true for all
the specialties in psychology, including, for example, clini-
cal psychology, which has had major training conferences
and emerging policies dating from the Boulder Conference in
1949 (Kelly, 1950) to the Conference on Postdoctoral Train-
ing in Professional Psychology in 1992 (Larsen et al., 1993).
If one were to call the Houston Conference policy a “work in
progress,” it should be noted that the same can be said for the
government of the United States, which continually amends
its constitution, the latest amendment (27th) being ratified in
1992 after being initially proposed in 1789.

The evolution of training for the specialty of clinical neu-
ropsychology has been remarkable in terms of its exciting
beginnings, gradual coalescence, and systematic develop-
ment toward a formal model. Students benefit by having
a clear roadmap to becoming a clinical neuropsychologist,
training programs benefit by having guidance on establish-
ing curricula and training experiences that meet consensual
standards, and the profession benefits by having a degree of
confidence that its members have undergone a specific pro-
gram of didactic and experiential training. There is a need to
respect this systematic development (Bieliauskas, 1999) and
the aspirations it represents for the good of our patients and
the health of our profession. clinical neuropsychology can
certainly be proud of its current professional status, which is
due, in large part, to the development of its training model.
Ongoing evolution is the mark of the health of the profes-
sion and exciting developments in this regard await all of us.

Glossary

AACN  American Academy of Clinical Neuropsychology
AAN American Academy of Neurology
ABCN  American Board of Clinical Neuropsychology

ABPP  American Board of Professional Psychology
ADECN Association for Doctoral Education in Clinical

Neuropsychology

AITCN  Association of Internship Training in Clinical
Neuropsychology

APA American Psychological Association

APPCN Association of Postdoctoral Programs in Clinical
Neuropsychology

APPIC  Association of Psychology Postdoctoral and In-
ternship Centers

ANST  Association of Neuropsychology Students in
Training

CNS Clinical Neuropsychology Synarchy

INS International Neuropsychological Society

10C Inter-organizational Council for Accreditation of
Postdoctoral Programs in Psychology

NAN National Academy of Neuropsychology
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3 Psychometric Foundations of Neuropsychological Assessment

Glenn J. Larrabee

Plan of Chapter

The present chapter reviews the psychometric foundations
of neuropsychological assessment. The reader is referred
to Chapter 1 by William Barr for a review of the historical
underpinnings of modern neuropsychological assessment.
The current chapter begins with an overview of basic defini-
tions of what a test is, and what psychometrics entails. This
is followed by discussion of reliability, validity, normative
issues, and data on test score variability pertinent to the
interpretation of neuropsychological test results.

What Is Psychometric Testing?

Cronbach (1990) defines a test as a systematic procedure for
observing and describing behavior with the aid of numerical
scales or fixed categories. In other words, observations are
quantified, then assigned some meaningful values that can be
ranked as representing more or less of some trait, ability, or
behavior. In neuropsychological assessment, tests comprise
measures of abilities, such as language, perception, motor
skills, working memory, processing speed, and learning and
memory, as well as questionnaires completed either by the
examinee (MMPI-2-RF, Tellegen & Ben-Porath, 2008/2011;
Postconcussion Checklist, Gardizi, Millis, Hanks, & Axel-
rod, 2012) or by someone who knows the examinee, rating
them on various traits or behaviors (Behavior Rating Inven-
tory of Executive Function—Adult Version, Roth, Isquith &
Gioia, 2005; note that self-report ratings are also available
with this scale). Irrespective of whether the test is a mea-
sure of ability or a symptom questionnaire, the quantifica-
tion and scaling of behaviors and responses captured by the
test allows a meaningful ranking of a person’s behavioral
characteristics that are being assessed. Cronbach (1990)
describes psychometric testing as summing up performance
in numbers, and follows what he refers to as “two famous old
pronouncements: If a thing exists, it exists in some amount;
if it exists in some amount, it can be measured” (p. 34).
Nunnally and Bernstein (1994) discuss the role of measure-
ment in science as consisting of rules for assigning symbols
(e.g., numbers) to objects (in the case of psychology, attri-
butes) so as to (a) represent quantities of attributes numeri-
cally (scaling) or (b) define whether the objects fall in the

same or different categories regarding a given attribute. They
note that much of what is historically called measurement
involves scaling, and therefore properties of numbers, but
classification can be of equal importance. Of course, neuro-
psychological examples exist wherein a collection of scaled
attributes can be subjected to cluster analysis to yield differ-
ent categories as defined by differential patterns of strengths
and weaknesses on those attributes; for example, profiles of
scaled attributes that characterize subtypes of learning dis-
abilities (Fletcher & Satz, 1985).

Both Cronbach (1990) and Nunnally and Bernstein (1994)
emphasize the importance of standardization. Measures are
standardized to the extent that the rules for use are clear,
practical to apply, do not demand great skill of administra-
tion beyond the initial learning period, are not dependent
upon the specific test administrator, and include some form
of norms that describe the numerical scores obtained in a
population of interest, by quantifying how much of the attri-
bute is present. The fundamental purpose of standardization
is that users of a particular test should obtain similar results;
in other words, absent practice effects, the same intelligence
test administered to the same patient, but by different exam-
iners should yield the same overall 1Q score.

Nunnally and Bernstein (1994) review four different levels
of measurement, originally proposed by Stevens (1951).

1 Nominal (equal vs. not equal): Permissible statistics
include numbers of cases and mode, e.g.,
handedness.

2 Ordinal (> versus <): Permissible statistics include
median, percentiles, order statistics, e.g., class rank.

3 Interval (equality of intervals or differences): Permis-
sible statistics include arithmetic mean, variance,
Pearson correlation, e.g., Wechsler Adult Intelligence
Scale-1V (Wechsler, 2008) Index scores or Halstead-
Reitan Battery (HRB) T scores (Heaton, Miller,
Taylor, & Grant, 2004).

4 Ratio (equality of ratios), permissible statistics
include geometric mean, e.g., temperature (Kelvin).

The level of measurement that best characterizes most
neuropsychological test scores is the interval level, which
allows general linear transformations of the type x’ = bx + a.



Test procedures are typically designed to yield scores that
follow the standard normal distribution with mean of 0 and
standard deviation of 1. Through linear transformation one
can obtain different descriptive mean scores and standard
deviation units such as scores that follow an 1Q metric, with
a mean of 100 and standard deviation of 15, or IQ subtests
with mean of 10 and standard deviation of 3. Other famil-
iar transformations of mean and standard deviation values
include the use of T scores with mean of 50 and standard
deviation of 10 (Heaton et al., 2004). For test scores that do
not approximate the standard normal distribution but rather
yield a skewed distribution, performance is ranked follow-
ing ordinal scaling using percentiles based on the frequency
distribution of scores (e.g., many measures from the Benton
Neuropsychology Laboratory are scored in this fashion;
Benton, Sivan, Hamsher, Varney, & Spreen, 1994).

Reliability, Measurement Error, and Reliable
Change Scores

Reliability refers to the consistency or stability of a test score;
it is the degree to which an experiment, test, or any other
measurement procedure yields the same results on repeated
trials (Carmines & Zeller, 1979). In classical test theory,
an observed test score is considered to be comprised of a
true score component (i.e., the actual amount of the attri-
bute being measured) as well as a component that is due to
error (i.e., any component condition that is irrelevant to the
purpose of the test; Anastasi & Urbina, 1997). Over several
observations, the variance in observed scores is comprised
of both true score and error variance. Reliability can then be
considered as the ratio of true score variance to the observed
score (total) variance (true score variance + error variance),
or r, = True-score variance/Observed score variance (Cron-
bach, 1990).

There are four main ways of computing reliability
(Anastasi & Urbina, 1997; Cronbach, 1990): (a) test-retest
reliability, in which the same test is repeated following a
temporal delay with scores at Time 1 correlated with scores
at Time 2; (b) alternate or parallel form reliability, in which
two (or more) equivalent test forms are administered,
following a temporal delay, with correlations computed
between scores obtained on the alternate forms (note, there
is usually counterbalancing of alternate form order to con-
trol for practice effects, something that cannot be controlled
in the test-retest paradigm); (c) split-half reliability, com-
puted by correlating the score on both halves of the test
(e.g., odd—even; obviously inappropriate for a speeded test
such as Digit Symbol or Trail Making); and (d) internal
consistency based on the consistency of responses to all
items in the test.

Calamia, Markon, and Tranel (2013) have published a
meta-analysis of the test-retest reliabilities of several com-
monly used neuropsychological tests, including the Wechsler
Adult Intelligence Scale (WAIS), Auditory Verbal Learning
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Test (AVLT), California Verbal Learning Test (CVLT), Com-
plex Figure Test (CFT), Trail Making Test (TMT), Benton
Visual Retention Test (BVRT, Administration A), Boston
Naming Test (BNT), Controlled Oral Word Association
Test (COWA), and the Wisconsin Card Sorting Test (WCST)
perseverative error count. The magnitude of these retest cor-
relations was adequate to high, with several exceeding .70.
Retest correlations were robust and related to the effects
of age (estimated reliability increases slightly with increase
in age), use of alternate forms (decreasing test-retest cor-
relations based on alternate forms), and duration of retest
interval (decreasing test-retest correlations in association
with longer retest intervals). For the tests studied, retest cor-
relations ranged from .706 for Matrix Reasoning to .915 for
Information for the WAIS, .284 (recognition) to .881 (long
delay) for the AVLT, .505 (Trial 1) to .749 (trials 1-5 total)
for the CVLT, .500 (copy) to .741 (immediate recall) for the
CFT, .658 (Trail A) to .769 (Trail B) for the TMT, .797 for
BNT; .632 for BVRT, .794 for COWA, and .616 for WCST.

The correlation computed between split halves must be
corrected for being based on only one-half of the total test
items; all other things being equal, the longer a test the more
reliable it will be (Anastasi & Urbina, 1997). The effect that
lengthening or shortening a test can have on the reliability
coefficient can be estimated by the Spearman-Brown for-
mula, wherein r = nr, /1 + (n = 1) r in which r_ is the
estimated coefficient, r is the obtained coefficient, and n is
the number of times the test is lengthened or shortened; e.g.,
if the number of test items is increased from 25 to 100, n =4
(Anastasi & Urbina, 1997). When applied to a split-half com-
putation, the formula simplifies tor, =2r, /1 +r,  wherer,, is
the correlation of the half-tests (Anastasi & Urbina, 1997).

The interitem consistency upon which internal consistency
reliability applies, is influenced by two sources of error vari-
ance: (a) content sampling (which also influences alternate
form and split half reliability), and (b) the heterogeneity of
the behavior domain being sampled (Anastasi & Urbina,
1997). Domains in which the content is homogeneous will
have higher interitem consistency and greater internal con-
sistency reliability coefficients. Anastasi and Urbina (1997)
note that the most common procedure for finding interitem
consistency was developed by Kuder and Richardson (1937)
and is known as Kuder- Richardson Formula 20. The formula
for Kuder-Richardson 20, provided by Anastasi and Urbina
(1997) is:

r,=m/n—=1)(SD?—=Jpq)/SD?

where r is the reliability of the whole test, 7 is the number of
items in the test, and SD, is the standard deviation of total
scores on the test. The value, Ypg, is found by multiplying
the number of persons who pass each item (p) multiplied
by the number who fail each item (g) summing these item
products over all items to give Ypg. Anastasi and Urbina
(1997) note that since p for each item is often recorded during
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test development to find the difficulty level of each item, the
Kuder-Richardson Formula 20 involves little additional
computation. They also report that Cronbach (1951) demon-
strated mathematically that the Kuder-Richardson reliability
coefficient is actually the mean of all split-half coefficients
resulting from different splittings of a test.

Dick and Haggerty (1971) discuss an alternate to Kuder-
Richardson Formula 20: Kuder-Richardson 21, which can
substitute for Formula 20 when individual item statistics are
unavailable. This formula is:

r= min—-1)/ (SD{Z - npuvquv) / SD‘Z

where p_ is the mean difficulty level (ratio of total test mean
to the total number of test items) and ¢_ is 1 — p_. Dick
and Haggerty note that Kuder-Richardson 21 yields a lower-
bound estimate of internal consistency, i.e., a conservative or
low estimate of test reliability.

A more general internal consistency formula is coefficient
alpha (a; Cronbach, 1951). This is presented in Anastasi and
Urbina (1997) as o= (n/n—1) (SD? =X (SD;) / SD?, where
SD/?is the sum of the variances of item scores, replacing Ypq.
Cronbach (1990) notes that what testers call a statisticians
refer to as an intraclass correlation.

Although internal consistency reliabilities are not typically
thought of as providing evidence of validity, there are times
when validity is also addressed by demonstration of internal
consistency, particularly when the test contains an appar-
ently heterogeneous set of items. An example of this is the
investigation by Butcher, Arbisi, Atlis, and McNulty (2003)
of the MMPI-2 Symptom Validity Scale (FBS; Lees-Haley,
English, & Glenn, 1991). These authors noted the origi-
nal heterogeneous nature of the scale, designed to capture
both faking good and faking bad self-report characteristics
of personal injury malingerers (cf. Lees-Haley et al., 1991).
Butcher et al. computed Cronbach’s o for the FBS for a vari-
ety of subject groups, including psychiatric patients, medical
patients, chronic pain, and forensic samples of personal injury
litigants and correctional facility inmates. Excluding the per-
sonal injury sample, Cronbach’s a ranged from a low of .47 for
chronic pain patients to a high of .64 for psychiatric inpatients,
reflecting the heterogeneous nature of the items comprising
FBS. By contrast, Cronbach’s a for the personal injury sample
was substantially higher, .85, providing supporting evidence
for the original test development strategy of Lees-Haley et al.
(1991) that emphasized a hybrid pattern of personal injury
exaggeration, mixing fake good and fake bad self-report.

Reliability is an important property of psychometric tests,
for it places an upper limit on the validity of a test that can-
not exceed the square root of the reliability of the test (Dick
& Haggerty, 1971). Thus, for a test with a reliability of .81,
the validity coefficient cannot exceed .90. Reliability is also
directly related to the measurement error of a test.

The standard error of measurement (SEM) is equal to
SDJ1 — r,, where r, is the reliability of the test, and SD,

is the standard deviation of the test. The SEM is informa-
tive for interpretation of test scores, since tests are always
less than perfectly reliable. Consequently, several different
examinations of the same person would yield a normal dis-
tribution of performance, with the mean of this distribution
likely representing an individual’s true score. Like any other
standard deviation, the SEM can be interpreted relative to
the standard normal distribution, such that +/— 1 SEM
would encompass approximately 68% of the distribution.
For example, using Trail Making B, the Heaton et al. (2004)
T score normative data (mean = 50, SD = 10), and the .769
reliability for Trail Making B reported by Calamia et al.
(2013), for an individual who obtains a T score of exactly 50
on Trail Making B, representing her or his true score, actual
obtained scores will fluctuate +/— 1 SEM, 101 — .769, or
+/—4.81, 68% of the time.

Measurement error also impacts comparisons of score
differences between two different tests. The standard error
of the difference between two scores is SE ;. = {(SEM)* +
(SEM,)>. Since SEM * = SDV1 —r,,,and SEM > = SDV1 —r,,,
the formula can be rewritten to: SE . = SDI2 = r —r,, (see
Anastasi & Urbina, 1997). So, if the SE ;. for a comparison
of two scores equals five T score points, for a score difference
to be significant, p = .05 two-tail (nondirectionally), it must
exceed (5)(1.96) or +/— 9.8 T score points.

Most modern test manuals contain not only data on test
reliability, but also data on the SEMs of tests such as the
WAIS-1V (Wechsler, 2008), and Wechsler Memory Scale IV
(Wechsler, 2009). These manuals also contain data on the
frequency of normative subjects who obtain various differ-
ences between test scores from different domains of perfor-
mance, for example, Table B-11 of the Wechsler Memory
Scale-1V (WMS-IV) manual shows the percentage of the
theoretically normal distribution (base rates) of varying
magnitudes of difference scores between the WAIS-IV Gen-
eral Ability Index (GAI) and various WMS-IV Indexes. It is
noteworthy to compare the values in Table B-11, represent-
ing the actual frequency distribution of difference scores, to
the data presented in Table B-10, which displays the values
needed to obtain a significant difference between the WAIS-
IV GAI and the WMS-IV Indexes. Take the comparison of
the WMS-1V Auditory Memory Index, for example, which in
Table B-10 shows a difference of 10.95 is needed to reach the
.01 level of significance using the formula for the SEM for
comparison of two difference scores. By contrast, Table B-11
shows that a WAIS-IV GAI minus WMS-IVAMI difference
of 10 points occurs in 19% of theoretically normal subjects,
and that a person must achieve a WAIS-IVGAI minus WMS-
IVAMI difference of 34 points for this to occur in the bottom
1% of the normal population.

This apparent discrepancy is best understood by return-
ing to classic test theory, which considers test scores as
being comprised of both true score variance and error. The
data in B-10 reflect the effects of measurement error alone,
whereas the base rate data in Table B-11 reflect both true



score variance (variability of the abilities of individual sub-
jects) and error effects, for the difference scores reported. It
is this author’s opinion that the more informative data are
those presented in tables reflecting the actual base rate of
test score differences, such as contrasts between the GAI and
AMI, rather than relying upon the statistical significance of
this contrast as related to the combined measurement error
of the two tests.

Since a common use of neuropsychological testing is to
evaluate change over time, either in someone who is recov-
ering from a cerebral insult, such as severe traumatic brain
injury (TBI), or to monitor the deterioration over time that
can occur with a dementing condition, it is important to
understand the statistical and measurement issues attendant
to evaluating change scores. Jacobson and Truax (1991) have
proposed a reliable change index (RC) for determination of
change in performance from Time 1 (x|, baseline) to Time 2
(x,, follow-up), which is divided by the standard error of
the difference (SE ;). SE ; is defined as 2(SEM)*. SEM is
defined as SDV1 — r_ with r_ representing the reliability of
the test used as the baseline and follow-up measure; so, RC =
x,— x,/{2(SEM)’. If this value exceeds a z value of 1.98, it
represents a reliable (significant) change (note that this for-
mula is a variation of the formula for determining whether
differing scores on two different tests, such as WAIS-1V GAI
and WMS-IV AMI represent a reliable difference; in the
case of RC, the change being compared is based on a second
administration of the same test).

Chelune, Naugle, Luders, Sedlak, and Awad (1993) pro-
posed a modification to the RC index of Jacobson and Truax
(1991), taking into account the average practice effect that
occurs on neuropsychological tests that are repeated. Che-
lune et al. determined practice effect size by repeat assessment
of seizure disorder patients undergoing medical management
of their seizures, with both the WAIS-R and WMS-R. They
then used this practice effect information and the RC index
for determination of significant change in seizure patients
undergoing either left or right temporal lobectomy, finding
better detection of change when the average practice effect
was included in the RC formula. In Chelune et al.’s modi-
fication, the average practice effect is subtracted from the
score difference in the numerator of the Jacobson and Truax
formula, so that RC = x, - xlfpeavg/ {2 (SEM)?, where pe,, is
the mean practice effect.

McSweeney, Naugle, Chelune, and Luders (1993) have
taken an alternative approach for detection of change on
repeat assessments. Using expanded samples of the seizure
patients studied by Chelune et al., they determined T scores
for change based on regression equations that utilized base-
line performance on the WAIS-R or WMS-R, to predict fol-
low-up performance on these measures, using the medically
treated but nonoperated seizure patients for determination
of the T scores. Simply, the equation becomes y, = Bx +c,
where Yy is the predicted score on follow-up, B is the slope
of the regression equation, x is the baseline score, and c is
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the regression constant. Predicted scores are then converted
to T scores for change, with T = 50 + [10 (y, — yp) /' SE_].
In this equation, y_ is the observed score on retest, Yy is the
predicted score, and SE_ is the standard error of estimate.
Better characterization of change over time was obtained
using the regression estimated T scores for change, than
using the unadjusted WAIS-R and WMS-R scores alone. In
this regression procedure, SE_ replaces SEM and SE ;, but
returning to classical test theory, the scores entered into the
regression equation include both true score and error score
variance, so these factors are implicitly present in the model.
Moreover, the regression approach also takes into account
regression to the mean, an important factor in consider-
ing change scores for persons whose baseline performance
is extreme relative to the mean score; scores at the extreme
have greater regression effects than those closer to the mean.

Duff (2012) provides a comprehensive review of the evalu-
ation of change scores in neuropsychological assessment,
including RCI, RCI adjusted for practice effect, and both
simple and complex regression equations for estimation of
change. RCI proved inferior to both RCI adjusted for prac-
tice effect and regression-based approaches, which did not
differ substantially from one another.

Validity, or Does the Test Measure What It Is
Intended to Measure?

Generally defined, validity characterizes the scientific utility
of a measuring instrument, in terms of how well it measures
what it purports to measure (Nunnally & Bernstein, 1994).
There are three main types of validity: content validity, crite-
rion or predictive validity, and construct validity (Anastasi &
Urbina, 1997; Cronbach, 1990; Nunnally & Bernstein, 1994).
Content validity refers to how well the test that has been con-
structed was sampled from the items relevant to performance
on that test; for example, did the Wide Range Achievement
Test-1V (WRAT-IV) Arithmetic subtest adequately sample
the domain of basic calculational ability? Criterion validity
refers to how well the test predicts some external criterion,
either at or near the same time the test is administered (con-
current validity, e.g., how well does the test predict ability to
drive a car) or at some point in the future (predictive validity,
e.g., how well does this test predict future development of
dementia).

Construct validity is a more abstract concept. Cronbach
and Meehl (1955) define a construct as some postulated attri-
bute of people, assumed to be reflected in test performance.
Anastasi and Urbina (1997) define the construct validity of
a test as the extent to which the test may be said to measure a
theoretical construct or trait. Neuropsychologically relevant
examples of constructs include working memory, processing
speed, verbal learning and memory, etc. Construct valid-
ity can be tested various ways: for example, comparison of
groups that are expected to show low levels of a particular
attribute in the context of evidence for preserved ability on
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unrelated attributes, such as persons behaviorally identified
as amnestic scoring poorly on a verbal memory test, but
normally on measures of intelligence and working memory.
Correlational methods are also appropriate for the investiga-
tion of construct validity. Campbell and Fiske (1959) argued
that construct validity is established not only by showing the
relationship of measures of a construct to other measures
of the same construct, but also by showing no relationship
with measures not related to the construct—in other words,
showing both convergent and discriminant validity. They
proposed a method for analysis of construct validity by use
of a multitrait-multimethod matrix of correlations. Another
common way to evaluate the construct validity of a test is to
factor analyze a data set containing the test and other tests
that define the purported construct the test is hypothesized
to measure, as well as tests unrelated to the purported con-
struct, again, addressing both convergent and discriminant
validity. (e.g., memory tests should load on a memory factor,
but not on a factor defined by measures of intelligence and
problem solving).

The remaining discussion of neuropsychological test valid-
ity draws heavily from a recent paper that presents a frame-
work for developing a core neuropsychological test battery
(Larrabee, 2014). This framework recommends reviewing
previously conducted factor analyses to identify a core set of
neuropsychological domains of performance, thereby deter-
mining the construct validity of test procedures. The patient
groups recommended for investigating criterion validity
include moderate and severe TBI, Alzheimer-type dementia,
and unilateral left and right hemisphere stroke. Analysis of
test performance in the TBI and Alzheimer groups can be
used to address different criteria including sensitivity to the
presence of neurological trauma or disease, identification of
those tests most sensitive to the severity of cerebral injury
or disease, and identification of those tests that are the best
predictors of activities of daily living, including financial
competency, ability to drive a motor vehicle, and ability to
work. The unilateral left and right hemisphere groups can
be used to evaluate the best procedures for identification of
lateralized neuropsychological impairment, as well as for
evaluation of the moderating effects of language compre-
hension impairment in left hemisphere stroke and neglect in
right hemisphere stroke on specific neuropsychological abili-
ties. Finally, as part of the validity section of this chapter, I
will describe a hypothetical core neuropsychological battery
based on these various aspects of test validity that I have pro-
posed (Larrabee, 2014), which also incorporates embedded/
derived measures of performance validity (a topic discussed
in detail in Dr. Boone’s chapter in the current volume).

Factor Analyses of Neuropsychological Tests

Factor analysis is frequently used to determine the con-
struct validity of neuropsychological test procedures (Delis,
Jacobson, Bondi, Hamilton, & Salmon, 2003; Floyd &

Widaman, 1995; Larrabee, 2003a). Factor analysis can be
used to summarize patterns of correlations among observed
variables, reduce a larger number of observed variables
into a smaller number of factors, provide an operational
definition for an underlying process (e.g., memory) by
using observed variables (i.e., memory test scores), and test
a theory about the nature of underlying processes (Floyd
& Widaman, 1995; Tabachnick & Fidell, 2005). A basic
assumption is that tests loading on a particular factor (i.e.,
correlated with that factor) are explained by the underly-
ing factor. For example, if a test is truly a measure of the
construct of verbal memory, then it should load primarily
on a factor defined by other tests known to be measures of
verbal memory; conversely, the test should not show pri-
mary loadings on either a verbal symbolic factor or work-
ing memory factor, otherwise the purported verbal memory
test is nothing more than another way of measuring verbal
symbolic abilities or working memory.

As I have described in another paper (Larrabee, 2014), fac-
tor analyses of neuropsychological test batteries (Holdnack,
Zhou, Larrabee, Millis, & Salthouse, 2011; Larrabee, 2000;
Larrabee & Curtiss, 1992, 1995; Leonberger, Nicks, Lar-
rabee, & Goldfader, 1992; Tulsky & Price, 2003) generally
define six domains of function:

1 Verbal symbolic abilities including measures of word
definition, word knowledge, and general facts such
as measured by the WAIS-IV Vocabulary subtest,
Similarities and Information subtests (Wechsler,
2008), and measures of word-finding ability such as
Controlled Oral Word Association (COWA), and the
Benton Visual Naming test (Benton, Hamsher, &
Sivan, 1994). Also loading on this factor are measures
of academic achievement such as the Wide Range
Achievement Test-Revised (Jastak & Wilkinson,
1984) Arithmetic, Spelling and Reading, subtests
(Greenaway, Smith, Tangalos, Geda, & Ivnik, 2009;
Larrabee, 2000; Larrabee & Curtiss, 1992).

2 Visuoperceptual and visuospatial judgment and prob-
lem solving abilities including measures such as Visual
Form Discrimination, Facial Recognition, and Line
Orientation, (Benton et al., 1994; Greenaway et al.,
2009; Larrabee, 2000; Larrabee & Curtiss, 1992). This
factor also includes the subtests defining the Percep-
tual Reasoning Index of the WAIS-IV, including
Visual Puzzles, Block Design, and Matrix Reasoning
(Wechsler, 2008).

3 Sensorimotor function includes procedures such as
Finger Tapping, Grip Strength, Purdue Pegboard,
Grooved Pegboard, and Benton Finger Localization
and Tactile Form Perception. There are very few
factor analyses of these tests in the context of a
larger set of nonsensorimotor neuropsychological
procedures. Curtiss and I have reported loadings of
Grooved Pegboard and Purdue Pegboard on a



visuoperceptual visuospatial factor, along with Benton
Tactile Form Perception and WAIS-R Performance
1Q subtests such as Block Design and Object Assem-
bly, with a separate motor factor on which Finger
Tapping and Grip Strength loaded (Larrabee & Cur-
tiss, 1992; see Larrabee, 2000). In another investiga-
tion, Finger Tapping loaded with processing speed
measures such as Trail Making B and Digit Symbol
(Leonberger et al., 1992; also see Larrabee, 2000).
Carroll (1993) has also reported loadings of senso-
rimotor variables on a psychomotor ability factor.
Attention/working memory includes the subtests com-
prising the Working Memory Index for the WAIS-IV
(Wechsler, 2008) and WMS-IV (Wechsler, 2009)
including Digit Span, Arithmetic, Letter-Number
Sequencing, and Symbol Span (Holdnack et al.,
2011). This dimension also includes measures such
as the Paced Auditory Serial Addition Test (PASAT),
which measures both processing speed and working
memory (Larrabee & Curtiss, 1992; 1995; also see
Larrabee, 2000). WAIS-IV Arithmetic, which loads
primarily on a working memory factor, has a second-
ary loading on the verbal symbolic factor (Holdnack
et al., 2011).

Processing speed includes measures such as Coding
and Symbol Search, which comprise the WAIS-IV
Processing Speed Index (Holdnack et al., 2011). Also
included in this domain is the TMT (Reitan & Wolf-
son, 1993; Larrabee & Curtiss, 1992, see Larrabee,
2000; and Leonberger et al., 1992) and the PASAT.
The Stroop Test is also considered by Carroll (1993)
as a measure of cognitive speed. Controlled Oral
Word Association measures word-finding skills under
time constraints and loaded equivalently on a verbal
symbolic factor and on a processing speed factor in
one investigation (Larrabee & Curtiss, 1992; Larra-
bee, 2000).

Learning and memory tests can actually be divided
into separate domains of verbal learning and memory,
and visual learning and memory. Verbal learning and
memory tests include three basic paradigms: text
recall, paired associate learning, and supraspan list
learning tasks. Exemplars of the text recall and paired
associate paradigms include WMS-IV Logical Mem-
ory and Verbal Paired Associates. Tests of supraspan
list learning include the CVLT-II (Delis et al. 2000),
the Rey AVLT (Rey, 1964; Schmidt, 1996), and the
Verbal Selective Reminding Test (VSRT, Buschke,
1973; Larrabee, Trahan, Curtiss, & Levin, 1988).
Visual learning and memory tests usually include mea-
sures of design reproduction from memory such as
the BVRT (Sivan, 1992), WMS-1V Visual Reproduc-
tion, or the CFT (Meyers & Meyers, 1995; Rey, 1941).
Visual learning and memory tests also include recog-
nition memory measures such as the Continuous
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Visual Memory Test (CVMT; Trahan & Larrabee,
1988), and the Faces subtest of the Recognition
Memory Test (Warrington, 1984). On the one hand,
factor analysis has shown that immediate design
reproduction from memory is more closely associated
with visuospatial/constructional tasks such as Block
Design and Object Assembly, but that the delayed
reproduction task causes a shift in loadings so that
the stronger association is with memory, with a sec-
ondary association with visuospatial/constructional
skills (Larrabee & Curtiss, 1995; Larrabee, Kane,
Schuck & Francis, 1985). On the other hand, recogni-
tion memory tests such as the Continuous Recogni-
tion Memory test (CRM) for detection of recurring
familiar figures such as insects and seashells (Hannay,
Levin, & Grossman, 1979) show primary loadings
with a memory factor for both the learning trials as
well as for the delayed recognition trial (Larrabee &
Curtiss, 1995). These data suggest that use of delayed
reproduction attenuates the spatial/constructional
confound inherent in assessing visual memory by
having someone draw designs from memory. Visual
recognition memory tasks appear to be purer mea-
sures of visual memory, from a factor analytic
perspective.

Exceptions to the above six factors have been reported. A
combined general memory factor, rather than separate verbal
and visual learning and memory factors, has been reported
using confirmatory factor analysis of WAIS-IV and WMS-
IV subtests, including a hierarchical general ability factor
in the model (Holdnack et. al., 2011). Confirmatory factor
analysis also provides evidence supporting separate verbal
and visual memory factors, rather than a combined factor,
when a hierarchical model is not specified and the factors
are allowed to correlate with one another (Holdnack et al.,
2011). In one investigation, academic achievement measures
such as the Wide Range Achievement Test—Revised (Jastak &
Wilkinson, 1984) demonstrated primary loadings for Read-
ing, Spelling, and Arithmetic on a verbal symbolic factor,
with secondary loadings on a factor defined by measures of
processing speed, attention and working memory including
Wechsler Memory Scale Mental Control, TMT-B, and the
PASAT (Larrabee & Curtiss, 1992; see Larrabee, 2000). Tests
described as measures of executive function (Lezak, Howi-
eson, Bigler, & Tranel, 2012) typically show loadings on fac-
tors of processing speed (TMT-B; COWA), working memory
(Letter-Number Sequencing), or visuoperceptual and visuo-
spatial judgment and problem solving ability (Category Test;
WCST; see Larrabee, 2000; Leonberger et al., 1992), rather
than on an executive function factor. Others have also found
relationships between tests of executive function and tests of
problem solving, general intelligence, and processing speed
(Barbey, Colom, & Grafman, 2013; Keifer & Tranel, 2013;
Salthouse, 2005). Last, the factor structure of collections of
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neuropsychological tests appears to be relatively invariant
of age over the adult years (Crook & Larrabee, 1988; Lar-
rabee & Curtiss, 1995; Wechsler, 2008), demonstrating that
the same constructs are identified over the adult age range.

Criterion Validity

The original primary criterion for neuropsychological tests
was sensitivity to the presence of brain damage or dysfunc-
tion, which was generally characterized by composing a
sample of patients with a variety of different neurological
disorders. In other words, “brain damage” was considered
to be a unitary (present vs. absent) or unidimensional (more
of or less of) construct. Early test batteries reinforced this
assumed criterion by utilizing global impairment scores
such as the Halstead Impairment Index, which used a cut-
ting score to define presence or absence of brain damage
(Reitan & Wolfson, 1993). Of course, this did not restrict
further analysis of test data—for example, the analyses
recommended by Reitan (1974) to include consideration
of level of impairment, evaluation for pathognomonic
signs, analysis of differential scores or patterns of abil-
ity, and comparisons of the functional efficiency of both
sides of the body. Early investigations also compared the
neuropsychological test performance of groups of subjects
with diffuse, or left or right hemisphere damage (Russell,
Neuringer, & Goldstein, 1970; Spreen & Benton, 1965).
These groups, however, were comprised of subjects who
had varying etiologies for their diffuse or lateralized brain
damage with some cases likely including subjects who had
both diffuse and lateralized damage, e.g., lateralized con-
tusion or hematoma superimposed upon diffuse damage
following severe TBI.

To better evaluate these original criteria for validity, as
well as criteria that have evolved over time, it is helpful to use
effect size analysis. The standardized mean effect size, gener-
ally defined, refers to the difference, in standard deviation
units, between the mean performance of two groups on some
dependent measure (Cohen, 1988). Typically, the standard
deviation for this contrast is the pooled standard deviation
of the control group and comparison group (Borenstein,
Hedges, Higgins, & Rothstein, 2009), and the letter d is typi-
cally used to represent this effect size. The larger the effect
size, the greater the separation of the test performance of
the two comparison groups. Cohen (Table 2.2.1, p. 22, 1988)
has provided percent nonoverlap for various magnitudes of
d. Zakzanis, Leach, and Kaplan (Table 2.1, p. 13, 1999) have
reported the percent of overlap as a function of the magni-
tude of d. For example, for a d of 1.0, the overlap percent
is 44.6%, dropping to 18.9% for a d of 2.0, and 7.2% for
a d of 3.0. As can be seen, the larger the value of d, the
smaller the overlap percent, and the smaller the diagnostic
error for both false positives and false negatives, resulting in
an increase in both sensitivity (true positives) and specificity
(true negatives).

The effect size is also related to the area under the receiver
operating characteristic (ROC) curve. The ROC is derived
by plotting the false positive error rate (1.0 — specificity) on
the x-axis and the true positive rate (sensitivity) on the y-axis
for each potential cutting score comparing two groups on a
diagnostic test (Hsaio, Bartko, & Potter, 1989; Swets, 1973).
In ROC analysis, perfect discrimination is achieved at an
area under curve (AUC) of 1.00, with chance discrimina-
tion falling at an AUC of .50, represented as the diagonal
line traversing from zero false positive rate, and zero sensi-
tivity, to perfect sensitivity and 100% false positives. AUC
represents the probability of correctly classifying a randomly
selected individual with the condition of interest as well as
correctly classifying a randomly selected individual without
the condition of interest. AUC of 0.7 to 0.8 have been char-
acterized as acceptable, 0.8 to 0.9 as excellent, and 0.9 or
more as outstanding (Hosmer & Lemeshow, 2000). When
the distributions for the false positive errors and sensitivity
each are normally distributed, there is a 1:1 correspondence
between ROC AUC and the effect size, d (Rice & Harris,
2005). Thus, in studies where the effect size alone is either
reported or calculable from the data presented, the effect size
can serve as a proxy for the ROC AUC. In investigations
where ROC AUC and the effect size are both reported, ROC
AUC provides a more accurate quantification of diagnostic
accuracy, as it encompasses the entire range of test scores for
the two groups being compared (i.e., those with and those
without the condition of interest).

ROC AUC can be used to compare the diagnostic accuracy
of single tests, as well as of multiple measures utilizing the
logit obtained from logistic regression analysis. Greve, Ord,
Curtis, Bianchini, and Brennan (2008) demonstrated equal
ROC AUC:s for the Portland Digit Recognition Test, Test of
Memory Malingering, and Word Memory Test, for discrimi-
nating nonmalingering patients with either TBI or chronic
pain, from litigants characterized as malingering cognitive
impairment of TBI or chronic pain. Loring et al. (2008) found
a Cohen’s d of .47 for the Rey AVLT (Rey, 1964) scores of right
vs. left temporal lobe epilepsy, which was substantially higher
than the d of 0.29 for the same comparison employing the
CVLT (Delis, Kramer, Kaplan, & Ober, 1987). Comparing the
performance of right versus left temporal lobe epilepsy groups
on the BNT (Kaplan, Goodglass, & Weintraub, 1983) yielded
a Cohen’s d of 0.56, compared to a Cohen’s d of 0.36 for the
Benton Visual Naming Test (Benton, Hamsher, & Sivan,
1994). Colleagues and I reported a slightly greater ROC AUC
derived from logistic regression for an ability-focused neuro-
psychological battery than for the primary HRB subtests in
discriminating brain-injured patients from a pseudoneurologic
control sample (Larrabee, Millis, & Meyers, 2008).

Loring and I (Loring & Larrabee, 2006) used Reitan’s
original validation data to derive effect sizes for contrasts of
brain-impaired and nonimpaired subjects for subtests of the
Wechsler—Bellevue. In some cases these effect sizes surpassed
those of subtests comprising the HRB, although the HRB



did show the largest effect sizes overall. In the same paper,
we reviewed subsequent publications that used the WAIS
(Vega & Parsons, 1967; Kane, Parsons, & Goldstein, 1985)
or WAIS-R (Sherer, Scott, Parsons, & Adams, 1994) that
showed equal or superior effect sizes for the Wechsler scales
in comparison to the HRB. For example, Sherer et al. found
that the Full Scale 1Q effect size, d = .92, was more than
double that of the HRB Impairment Index, d = .43. Data
analyzed from Kane et al. showed a WAIS Performance 1Q
(PIQ) effect size, d = 1.74, essentially equal to an HRB aver-
age T score, d = 1.63, and HRB Average Impairment Rating,
d = 1.88. In a subsequent paper (Loring & Larrabee, 2008),
we reported that the Verbal IQ (VIQ) effect size for the Kane
et al. data, d = 2.40, was greater than any HRB effect size, as
well as greater than the PIQ effect size.

As we emphasized (Loring & Larrabee, 2008), WAIS and
HRB data that we reviewed show two interesting results.
First, the similar and in some cases, greater effect sizes for
the Wechsler scales versus the HRB in discriminating neu-
rologically impaired from nonneurologically impaired sub-
jects argues against the older notion that the HRB measures
“biologic” intelligence whereas the Wechsler scales measure
“psychometric” intelligence. These findings are best under-
stood by the factor analyses of the WAIS-R, WMS-R, and
HRB conducted by Leonberger et al. (1992), which showed
that the HRB subtests loaded on the same factors as the
subtests comprising the WAIS-R. The TPT and Category
Test loaded on the same factor as the Picture Completion,
Picture Arrangement, Block Design, and Object Assembly
subtests. The Seashore Rhythm and Speech Sounds Percep-
tion tests loaded on the same factor as WAIS-R Arithme-
tic and WMS-R Digit Span and Mental Control. TMT-B
split loadings between a perceptual organization factor and
a processing speed factor, with Digit Symbol showing the
same split in loadings, and Finger Tapping loading on the
processing speed factor alone. Second, these data underscore
that brain damage or dysfunction is not a unitary or unidi-
mensional construct, otherwise why would WAIS VIQ show
the largest effect size in the Kane et al. (1985) investigation, in
comparison to PIQ and the HR B average impairment rating,
and why would Sherer et al. (1994) find a PIQ effect size one-
half of that reported by Kane et al., but double that found
for the HRB Impairment Index in their own study?

Over the years, it has become obvious that “brain dam-
age” is not a unitary or unidimensional construct, and in
modern neuropsychology, the criterion is typically pres-
ence or absence of a particular zype of brain dysfunction,
and its differential impact on key neuropsychological abili-
ties. For example, Zakzanis, Leach, and Kaplan (1999),
reported larger effect sizes for measures of delayed recall for
Alzheimer’s and depression, relative to other neuropsycho-
logical abilities. For subjects with Alzheimer’s disease, the
delayed recall effect of 3.23 was nearly four times the effect of
manual dexterity, 0.85, but in subjects who had Parkinson’s
disease with dementia, the delayed recall effect size of 1.82
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was less than the manual dexterity effect of 2.42, consistent
with the primary effects of this disease on motor functions.
These data show how different disorders differentially impact
performance in the major domains of neuropsychological
abilities.

The most commonly seen disorders include those resulting
from TBI, stroke, and dementia (Lezak et al., 2012). TBI and
dementia allow for analysis of the effects of diffuse brain
dysfunction on neuropsychological domains of ability. TBI
and dementia also allow for analysis of change in neuro-
psychological abilities over time, that is, recovery over time
in moderate or severe TBI, and deterioration over time in
dementia. Stroke allows for analysis of the effects of unilat-
eral hemispheric dysfunction on both lateralized cognitive
abilities, as well as on sensorimotor skills.

Certain modifiers of criterion validity are also important
to consider, such as disease severity, and presence/absence
of language comprehension impairment in left hemisphere
stroke, and presence/absence of neglect in right hemi-
sphere stroke. Tests that are sensitive to presence/absence of
disease may not be the same tests that are sensitive to severity
of disease in either TBI or dementia, nor may such tests show
sensitivity to the everyday functional consequences of a par-
ticular disorder such as Alzheimer’s disease. On the one hand,
failure of a task such as WAIS-III Block Design may repre-
sent a visuospatial problem solving deficit in a person with a
right hemisphere stroke. On the other hand, patients with left
hemisphere stroke may perform poorly on Block Design due
to the effects of language comprehension impairment and dis-
rupted verbal symbolic processes (employed by these subjects
for problem solution, even on “nonverbal” tasks), rather than
represent a purely visuospatial impairment.

In TBI, persisting impairments at one-year postinjury are
not typically found, until the initial time to follow com-
mands is between 1 to 24 hours (one hour to 24 hours of
coma, Dikmen, Machamer, Winn, & Temkin, 1995). The
only measures in a comprehensive neuropsychological bat-
tery that were sensitive to persistent deficit in this injury
severity group were Verbal Selective Reminding (Buschke,
1973; Larrabee et al., 1988), a sensitive measure of verbal
supraspan learning, and TMT-B (Reitan & Wolfson, 1993),
a measure of psychomotor speed and set shifting. Addi-
tionally, the effect size for Verbal Selective Reminding, .46,
was three times the effect size for TMT-B, 0.15, reflecting
greater sensitivity of verbal memory than processing speed
(Dikmen et al., 1995). Neuropsychological effects are clearly
related to severity of TBI, as defined by time to follow com-
mands, and using an overall test battery mean represented
as an average z score (Dikmen et al., 1995; Rohling, Meyers,
& Millis, 2003). In TBI, effect size for neuropsychological
performance at one year posttrauma was d = —0.02 for time
to follow commands (TFC) of < one hour contrasted with
the performance of an orthopedic trauma control group,
increasing linearly to d = —0.22 for 1-23 hours TFC, d =
—0.45 for 1-6 days TFC, d = —0.68 for 7-13 days TFC,
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d = —1.33 for 14-28 days TFC, and d = —2.31 for > 28
days TFC (Rohling et al., 2003). The most severely injured
group, which took more than one month to follow com-
mands, produced an effect size of d =—2.31, more than two
standard deviations worse than the least severely injured
group, whose performance was basically identical to that
of orthopedic trauma controls, with d = —0.02.

Similar results showing sensitivity of processing speed and
memory to acquired deficits related to moderate and severe
TBI have been reported for the WAIS-IV and WMS-1V
(Wechsler, 2009). The WAIS-IV and WMS-IV index scores
most sensitive to discriminating moderate to severe TBI sub-
jects from demographically matched controls were Process-
ing Speed (d = 1.32) and all three WMS-IV primary indices
(Auditory Memory Index, d = 1.25; Visual Memory Index,
d=1.07, and Visual Working Memory Index, d = 1.26).

Complimentary results have been reported by Miller,
Fichtenberg, and Millis (2010), who evaluated the diagnostic
discrimination of a group of subjects with mild, moderate,
and severe TBI, as well as other neurologic disorders, from
subjects who had cognitive complaints but no evidence for
acquired neurological dysfunction (a “pseudoneurologic”
control group). Miller et al. used an ability-focused battery
covering five domains: language/verbal reasoning, visual-
spatial reasoning, attention, processing speed and memory,
using WAIS-III domain scores and select measures of neuro-
psychological function such as the CVLT-2, and TMT. ROC
AUC was .89 based on the five domains, and .88 based on an
average of the five domain scores. Based on processing speed
and memory alone, the ROC AUC was .90.

In a neurological group that was comprised primarily of
TBI and seizure disorder patients, performance on the AVLT
Trial V (Rey, 1964; Lezak et al., 2012) was more sensitive to
discriminating the neurologic group from a normal control
group, than any other measure of performance, including
tasks of verbal cognitive function, visual cognitive function,
processing speed, attention/working memory, and visual
memory function (Powell, Cripe, & Dodrill, 1991).

These data demonstrate that measures of verbal supraspan
learning and processing speed are the most sensitive neuro-
psychological tests for detection of residual cognitive impair-
ment following TBI. Effects of Alzheimer-type dementia also
impact memory functioning and processing speed.

In Alzheimer’s disease (AD), the tests that are typically
most sensitive to discriminating patients with AD from
normal elderly are those measuring learning and memory,
particularly tests involving a delayed recall trial (Larrabee,
Largen, & Levin, 1985; Welsh et al., 1994; Zakzanis et al.,
1999). On the WMS-IV (Wechsler, 2009), effect sizes for
Auditory Memory (d = 2.24) and Visual Memory (d = 2.00)
are substantial, with greater differences for delayed recall
(d = 2.39) than immediate recall (d = 2.16), accompanied by
effect sizes of similar magnitude for processing speed (d = 2.25).
Colleagues and I found a large effect size for WAIS Digit
Symbol, d = 1.57, which was eclipsed by the effect size for

Verbal Selective Reminding of d = 2.53 for words in consis-
tent long-term retrieval, and d = 3.41 for total words recalled
(Larrabee et al., 1985).

Despite the sensitivity of memory tests to detection of
cognitive impairment associated with AD in Larrabee et al.
(1985), memory tests were not sensitive to severity of the dis-
order. In particular, we found that Verbal Selective Remind-
ing, the most sensitive measure discriminating AD from
normal elderly, did not correlate at all with severity of AD.
By contrast, WAIS Information and Digit Symbol reflected
significant correlation with disease severity, as measured by
the Clinical Dementia Rating Scale (CDR; Hughes, Berg,
Danziger, Coben, & Martin. 1982), or functional impair-
ment, as measured by the Blessed, Tomlinson, and Roth
(1968) dementia rating scale. Similarly, Griffith et al. (20006)
found that subjects with Mild Cognitive Impairment (MCI),
many of whom are likely in the beginning stages of AD, were
discriminated from normal controls by the Hopkins Verbal
Learning Test (HVLT; Brandt, 1991; d = 1.50), but the HVLT
did not discriminate MCI from AD (d = 0.06); rather, it was
semantic fluency that discriminated AD and MCI (d = 0.71).

Studies of patients experiencing unilateral stroke allow not
only for comparisons of the effects of lateralized brain insult
on the six domains of function previously reviewed, but also
allow for analysis of the moderating effects of conditions
common to lateralized stroke. This includes analysis of the
effects of auditory comprehension impairment consequent
to aphasia following left-hemisphere stroke, and hemispatial
neglect, which is common following right-hemisphere stroke.

Benton et al. (1994) have analyzed performance on a vari-
ety of visuoperceptual and visuospatial tasks in relation to
language comprehension impairment, and visual field defect.
Performance on Facial Recognition, a task requiring the
subject to match a black-and-white photograph of an unfa-
miliar person to photographs of the same person presented
in different shading contrasts, is performed more poorly by
patients with posterior right-hemisphere lesions (53% fail-
ure rate) than anterior right hemisphere lesions (26% failure
rate). By contrast, Facial Recognition is passed by 100% of
left-hemisphere stroke patients without aphasia (anterior
and posterior), and 100% of left-hemisphere stroke patients
with aphasia (anterior and posterior), but who have normal
auditory comprehension. Before concluding that Facial
Recognition performance can contribute to discrimination
of lateralized brain dysfunction, however, it is important to
note that 29% of anterior left-hemisphere stroke patients,
and 44% of left-posterior stroke patients who have auditory
comprehension impairment fail the Facial Recognition Test.

In an investigation of the effects of unilateral hemisphere
damage on WAIS Verbal and Performance 1Q, I found (Lar-
rabee, 1986) that overall severity of language dysfunction in
the group with left-hemisphere damage (LHD) was signifi-
cantly correlated, at equal levels of magnitude, with WAIS
Verbal 1Q (—.77) and Performance 1Q (—.74). Additionally,
aphasia severity in the LHD group correlated significantly



with a number of so-called nonverbal subtests, including
Block Design (—.44) and Object Assembly (—.72).

These data demonstrate that aphasia, in particular when
accompanied by auditory comprehension impairment, is
a moderating variable for performance on visual cognitive
tasks, and must be considered in interpretation of what has
traditionally been thought of as “nonverbal” performance
in aphasic patients (e.g., WAIS-IV Block Design, Visual
Puzzles). Benton, Sivan, et al. (1994) provide data showing
that performance on Judgment of Line Orientation does not
seem to be affected by presence/absence of auditory compre-
hension impairment, making this task important for the dif-
ferential diagnosis of cognitive impairment secondary to one
versus multiple infarctions. Hamsher (1991) also reported
that performance on measures of global stereopsis was not
disrupted by auditory comprehension impairment.

Hemispatial neglect, or inattention to the left hemispace
in a right-handed individual, modifies the neuropsychologi-
cal effects of right-hemisphere disease. Hemispatial neglect
is a cognitive rather than a purely sensory phenomenon in
that the lesions producing this condition need not involve
sensory projection systems or primary sensory cortex (Heil-
man, Watson, & Valenstein, 2012). Neglect represents a
failure of directed attention. Patients with a visual field cut
without neglect will move the to-be-perceived object so that
it will fall in the preserved visual field, whereas patients with
neglect do not compensate for the field cut. On the Facial
Recognition Test, patients with posterior right hemisphere
stroke and field cut had a 58% failure rate, whereas those
without field cut had a 40% failure rate (Benton, Sivan et al.,
1994; note this difference was not statistically significant,
and the authors did not differentiate the field cut group
as to which subjects had or did not have neglect). Indeed,
Trahan (1997) found that in particular, patients with left
visual neglect showed impaired performance on the Facial
Recognition Test. On the Line Orientation Test there was a
nonsignificant trend toward a higher frequency of failure
in patients with field defects (Benton, Sivan, et al., 1994).
Although Benton, Sivan, et al. (1994) did not analyze the
effects of neglect on the Visual Form Discrimination test,
they do point out that the use of peripheral figures in both
the right and left hemispace allows for analysis of neglect in
the individual case.

The presence of neglect in association with right-hemisphere
injury may reflect a more generalized attentional impairment
following right-hemisphere stroke. Trahan, Larrabee, Quin-
tana, Goethe, and Willingham (1989) reported a 56% rate of
impairment for acquisition, and 48% rate of impairment for
delayed recall on the Expanded Paired Associate Test (EPAT;
Trahan et al., 1989) for left-hemisphere stroke patients, which
was approximately double the failure rate of patients who
had right-hemisphere stroke (25% for acquisition, and 23%
for delayed recall). Performance on WAIS-R Digit Span, a
measure of attention and working memory, was related to
EPAT performance for the right- but not the left-hemisphere
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stroke patients. This suggested that reduced attention may
have contributed to poor EPAT test performance in the right
hemisphere stroke group. Data were unavailable, however, to
determine whether there was a higher rate of neglect in those
right CVA patients with attentional impairment, who also
performed poorly on the EPAT.

Criterion validity also is evaluated by correlation of neuro-
psychological performance with important activities of daily
living such as working, driving a car, and making financial
decisions. This has also been referred to as ecologic valid-
ity. Measures of working memory, processing speed, verbal
fluency, visuospatial ability, and calculational skills appear
to be particularly significant predictors of these activities of
daily living.

Williams, Rapport, Hanks, Millis and Greene (2013) found
that neuropsychological tests predicted outcome on the Dis-
ability Rating Scale, and return to work, independent of
and in addition to predictions based on admission Glasgow
Coma Scale, and presence of CT scan abnormalities. Par-
ticularly significant predictors were Trail Making A and B,
Grooved Pegboard, the Symbol Digit Modalities test, and
measures of visuospatial ability. Interestingly, verbal learn-
ing and memory skills measured by tests such as the AVLT
or CVLT, were not sensitive predictors of important activities
of daily living.

Driving ability has been correlated with performance on
Trail Making B in patients who have suffered severe TBI
(Novack et al., 2006), and in patients with questionable
dementia (Whelihan, Dicarlo, & Paul, 2005). Rizzo and Kel-
lison (2010) recommend that predictions of driving ability be
made based on performance on raw scores that have not been
demographically corrected for age and education, since what
matters on the road is pure ability regardless of demographic
characteristics.

Financial capacity in Alzheimer’s disease was related to
performance on a variety of neuropsychological tests measur-
ing working memory and oral calculational abilities (Earnst
et al., 2001). Digits Forward was related to understanding a
bank statement, whereas Digits Reversed related to all four
aspects of basic monetary skills. WAIS-III Letter-Number
Sequencing related to several domains of monetary capacity.
The Arithmetic subtest related to basic monetary skills, and
checkbook and bank statement management (Earnst et al.,
2001). Sherod et al. (2009) found that written arithmetic skill
(WRAT-3, Wilkinson, 1993) predicted financial capacity for
control subjects, those with mild Alzheimer-type dementia,
and those with amnestic MCI.

Marson, Ingram, Cody, and Harrell (1995) found that
capacity to make medical decisions was related to word flu-
ency (Controlled Oral Word Association), but not to mem-
ory performance or overall severity of cognitive impairment,
in patients with AD. This was despite significant differences
in global cognitive function, and memory function, between
patients with AD and normal controls. This result is strik-
ingly similar to the findings of Larrabee et al. (1985); Griffith
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et al. (2006); and Earnst et al. (2001), showing that although
memory tests are the most sensitive discriminators of AD
and normal elderly, nonmemory cognitive skills, specifically,
verbal symbolic abilities, are more sensitive to severity of
dementia, and to accompanying impairments in activities of
daily living.

A Hypothetical Ability-Focused Neuropsychological
Battery

In Larrabee (2014) I proposed a hypothetical ability-
focused neuropsychological battery based upon (a) fac-
tor analytic support for each test as measuring one of the
six primary neuropsychological factors with (b) evidence
showing sensitivity to presence of neuropsychological
deficits, and/or (c¢) showing evidence of sensitivity to the
severity of effects of a neurobehavioral disorder such as
what occurs with moderate and severe TBI or AD, and/or
(d) showing significant correlations with activities of daily
living, and/or (e) containing an embedded/derived measure
of performance validity. Choice of a particular test for
inclusion in this battery would depend largely upon how
many of these five criteria were met by the measure. Pri-
mary criterion groups would include moderate and severe
TBI, probable AD, and left- and right-hemisphere stroke
for analysis of lateralized neuropsychological deficits as
well as for evaluation of moderating effects of language
comprehension impairment in left-hemisphere stroke, and
left unilateral neglect in right-hemisphere stroke.

With the exception of discussing tests of performance
validity, I have reviewed much of the same validity litera-
ture in this chapter as I did in Larrabee (2014). The reader
is referred to Boone (Chapter 4 in this volume) for in-depth
discussion of embedded/derived measures of performance
validity, and to Larrabee (2014) for more in-depth discussion
of the framework for development of an ability-focused neu-
ropsychological battery. I have previously made the distinc-
tion between performance validity tests (PVTs), which assess
whether the examinee is providing an accurate measure of
his or her actual ability, and symptom validity tests (SVTs),
which assess whether an examinee is giving an accurate
report of his or her actual symptom experience, as would be
captured on omnibus personality inventory validity scales,
pain scales, and scales assessing self-reported cognitive func-
tions (Larrabee, 2012a). Embedded and derived PVTs typi-
cally capture extremely poor performance on simple motor
skills, unrealistically low basic visual perceptual discrimina-
tion skills, extremely poor working memory, poor recogni-
tion compared to recall on memory testing procedures,
and atypical errors on recognition memory scores and on
problem solving tasks. In other words, performance is either
atypically low/poor, or falls in a pattern that is atypical for
what is seen in patients who have bona fide neuropsychologi-
cal impairments from significant neurologic, developmental,
or psychiatric disorders.

The hypothetical battery I proposed (Larrabee, 2014)
included the following.

o Verbal symbolic ability: COWA, Animal Naming,
WAIS-IV Information and Similarities, WRAT-1V
Reading and Arithmetic

*  Visuoperceptual visuospatial judgment and problem solv-
ing ability: Benton Visual Form Discrimination, WAIS-
IV Block Design, Visual Puzzles, WCST

o Sensorimotor skills: Grip Strength, Finger Tapping,
Grooved Pegboard

*  Attention/working memory: WAIS-1V Digit Span, Arith-
metic, Letter-Number Sequencing, WMS-IV Symbol
Span

*  Processing speed: TMT, WAIS-IV Symbol Search, Cod-
ing, and the Stroop

e Learning and memory (verbal). the AVLT, WMS-1V
Logical Memory and Verbal Paired Associates

*  Learning and memory (visual): WMS-IV Visual Repro-
duction, CVMT, CRM (Hannay et al., 1979)

This hypothetical ability-focused battery contains 27 mea-
sures (11 of which require 5 minutes or less to administer,
with a total estimated time of administration of 4.5 hours).
Additionally, this hypothetical core battery includes ten
embedded and derived measures of performance validity
based on the following tests: Visual Form Discrimination
(Larrabee, 2003b), Finger Tapping (Arnold et al., 2005;
Larrabee, 2003b), Logical Memory Recognition and Verbal
Paired Associates Recognition (Pearson, 2009), AVLT (Bar-
rash, Suhr, & Manzel, 2004; Boone, Lu, & Wen, 2005; Davis,
Millis, & Axelrod, 2012), Visual Reproduction Recognition
(Pearson, 2009), CVMT (Larrabee, 2009), CRMT (Hannay
et al., 1979; Larrabee, 2009), WAIS-IV Digit Span (Jasinski,
Berry, Shandera, and Clark, 2011), and the WCST (Greve,
Heinly, Bianchini, & Love, 2009; Larrabee, 2003b).

This compares to 34 measures if one were to administer
all of the tests comprising the Heaton et al. (2004) normative
data (23), plus all of the WAIS-R subtests (11) in this database,
and 36 tests if the entire Neuropsychological Assessment Bat-
tery (NAB; Stern & White, 2003) is administered. The Meyers
Neuropsychological Battery (MNB; Meyers & Rohling, 2004)
contains 22 measures, with 11 embedded and derived PVTs,
but uses single tests to represent motor and tactile ability, ver-
bal and visual memory. Additionally, tests were selected for the
MNB based upon their discrimination of various neurological
groups; 1.e., sensitivity to presence of disorder. Test selection
was not also based on sensitivity to severity of impairment, or
prediction of activities of daily living.

Psychometric Issues Related to Interpretation
of Test Scores

Neuropsychological test scores for test procedures falling
in each of the domains of ability including verbal symbolic,



visuoperceptual visuospatial judgment and problem solving,
sensorimotor, working memory, processing speed, and learn-
ing and memory, are measures of human capabilities and
vary as a function of several factors that are independent of
brain dysfunction, psychiatric, or developmental disorders,
including age, education, sex, and ethnicity (Heaton et al.,
2004; Holdnack & Weiss, 2013). Consequently, these factors
that are independent of disease or clinical disorders must
be taken into consideration in demographic adjustments to
raw test scores. Otherwise, one runs the risk of overidentify-
ing impairment (elevated false positive rate) in persons with
low premorbid ability, and underindentifying impairment
(elevated false negative rate) in persons with high premorbid
ability. Key demographic factors include age, which shows
greatest impact (cross-sectionally) on measures of verbal
and visual learning and memory, processing speed, and novel
visuoperceptual visuospatial problem-solving skills such as the
Category Test (Heaton et al., 2004; Larrabee, 2014); educa-
tional and occupational attainment, which are most-strongly
associated with verbal symbolic and attention/working mem-
ory abilities (Heaton et al., 2004; Holdnack & Weiss, 2013;
Larrabee, 2014); and sex, which is correlated with perfor-
mance on verbal learning and memory measures such as the
VSRT (Larrabee et al., 1988), and CVLT (Delis et al., 1987),
as well as related to performance on measures of sensorimo-
tor skills such as Finger Tapping and Grip Strength (Hea-
ton et al., 2004). Holdnack and Weiss (2013) present case
examples of how appropriate adjustment for demographic
factors can alter findings in two clinical cases.

Demographic adjustments are typically done in one of
two ways. The first is to simply aggregate normative (i.c.,
nonclinical) subjects into groups with similar demograph-
ics (e.g., adult males with less than high school education,
in ten-year increments of age, with age groups repeated for
males with high school education, etc., with the same done
separately for females). Numerous examples of this type of
normative process are reported in Strauss, Sherman, and
Spreen (2006). A second major approach uses multiple
regression to predict test scores by the relevant demographic
characteristics, with norms based on the residuals that
remain after adjustment for the demographic factors (e.g.,
Heaton et al., 2004; also see Mitrushina, Boone, Razani,
& D’Elia, 2005, for a regression approach based on meta-
analytically derived normative data).

A third way, at least for WAIS-IV scores, is to administer
a measure of accuracy of sight reading, the Wechsler Test of
Premorbid Function (TOPF; Pearson, 2009), which is used
in conjunction with demographic factors to estimate premor-
bid level of function for the four WAIS-IV Index scores, and
compare the examinee’s current level of function to his or
her premorbid estimates. This is based on the long-supported
evidence that sight reading—in particular, sight reading of
irregularly spelled words such as corps—is relatively pre-
served even in patients with disorders such as early stage
Alzheimer-type dementia (Holdnack, Schoenberg, Lange, &
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Iverson, 2013; Pearson, 2009). Of course, one must compare
current reading ability to demographically estimated level,
to ensure that reading ability itself is not affected by sus-
pected acquired impairment; if this is the case, prediction
is recommended based on demographics alone (Pearson,
2009). This approach is best reserved for the WAIS-1V, as the
premorbid estimates for the WMS-IV have relatively large
errors of estimate, and there is only a predictive relation-
ship when demographic factors are included with the TOPF;
demographic factors alone (e.g., educational and occupa-
tional attainment) do not predict WMS-IV performance
(Holdnack et al., 2013), with the obvious exception of age.
Holdnack et al. (2013) also discuss use of the Oklahoma Pre-
morbid Intelligence Estimate (OPIE), which includes current
performance on WAIS-IV subtests, as well as demographic
factors to predict premorbid level of function. Of course,
this approach results in a contamination of predictor with
criterion, in which subtests comprising Full Scale IQ are also
used to predict 1Q, referred to by Holdnack et al. as inflation
of prediction due to auto-correlation of the test with itself.

Thus, someone using demographically corrected index
scores for the WAIS-IV is already adjusting for premorbid
level of function, in contrast to using unadjusted (with the
exception of age) scores, in comparison to estimated premor-
bid level of function. An interesting comparison, which I do
not think has been conducted, would be to see whether demo-
graphically corrected WAIS-IV index scores are comparable
in sensitivity to mild Alzheimer-type dementia, contrasted
with an approach using demographically uncorrected (with
the exception of age-correction) scores which themselves are
compared to TOPF-estimated premorbid level of function.

Some have recommended comparing current level of
performance for all neuropsychological tests to estimated
premorbid level of intellectual function (i.e., premorbid 1Q;
Tremont, Hoffman, Scott, & Adams, 1998; Miller & Rohling,
2001). This approach would be expected to work better, that
is, be more accurate, for those abilities more closely associ-
ated with 1Q, including verbal symbolic ability and visuoper-
ceptual visuospatial judgment and problem solving ability,
working memory, and processing speed. Such an approach
would work less well with abilities such as memory, which are
less strongly related to traditional I1Q scores (Holdnack et al.,
2013; Larrabee, 2000), but show their strongest associations
with age (Larrabee, 2014).

Scores on individual tests that have been scored using the
appropriate normative base are typically interpreted, on a
test-by-test basis, in reference to their standing in compari-
son to the normative group, either relying upon z or T scores
relative to the standard normal curve, or by percentile rank
for test scores that do not follow a normal distribution. This
interpretive approach is somewhat akin to that in clinical
medicine in which ranges of performance for normal and
abnormal results are described for various laboratory values
(e.g., white blood cell count, hematocrit, etc.). In the case
of neuropsychological test score interpretation, the focus
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is a deficit-based approach. Different authors have recom-
mended different interpretive schemes. For example, Hea-
ton et al. (2004) use a T score based approach (mean = 50,
SD = 10) to define 55+ as above average, 45-54 as average,
40-44 as below average, 35-39 as mild impairment, 30-34
as mild to moderate impairment, 25-29 as moderate impair-
ment, 20-24 as moderate to severe impairment, and 0-19
as severe impairment. Using a global composite score, the
Average Impairment Rating, Heaton et al. (2004) reported
that defining impairment as a cutting score of T < 40 cor-
rectly classified 85.6% of 1,212 normal subjects as nonim-
paired (85.6% specificity), and 77.1% of 436 brain-damaged
patients as impaired (77.1% sensitivity). Benton, Sivan, et al.
(1994) define defective as the bottom 5%, with scores in the
bottom 1% as severely defective, and scores in the range of
the sixth to 16th percentile considered to be borderline. On
the WAIS-IV (Wechsler, 2008), scores in the range of 70-79
(third to 10th percentile) are considered to be borderline, with
scores of 69 and below (second percentile) considered to be
extremely low.

Heaton et al. (2004) caution against overinterpreting per-
formance on the HRB as impaired, based solely on tabulat-
ing the number of scores falling in the impaired range. They
report that in a large sample of 1,189 neurologically normal
individuals, only 13.2% had no T score in the impaired range,
and the group median was three abnormal scores out of 25.
Binder, Iverson, and Brooks (2009) review the extensive liter-
ature on this topic, noting that it is common not only to find
multiple impaired scores consequent to administering bat-
teries of individual tests, but also to find large discrepancies
between separate neuropsychological skills such as verbal
symbolic functions and verbal learning and memory. Binder
et al. (2009) conclude that abnormal performance on some
proportion of tests in a battery is psychometrically normal,
thus several abnormal scores in a large test battery do not
necessarily imply the presence of acquired brain dysfunc-
tion. They also conclude that although people with higher
1Q scores tend to have fewer low scores than people with
lower 1Q scores, normal persons of high intelligence often
have some low test scores, large variability between highest
and lowest scores is psychometrically normal, and the degree
of normal variability is greater in those people with higher
1Q scores.

In order to minimize the error of misinterpreting low
scores or large variability between scores as showing impair-
ment when such patterns are normal, Binder et al. (2009)
recommend looking for consistencies across the data, and
checking to see if the data match with the clinical history,
neurodiagnostic data, and other clinical information. For
example, consider two cases that each show three poor per-
formances. The first is a 70-year-old man with a two-year
history of memory decline, who produces poor performance
on WMS-1V Logical Memory, Verbal Paired Associates, and
the AVLT. The second case is a 25-year-old man who has
vague cognitive complaints leading to referral, and produces

poor performance on Finger Tapping, WAIS-1V Arithmetic,
and Animal Naming, with normal Grooved Pegboard, Trail
Making B, and AVLT performance. The history and context
for evaluating these two sets of poor scores lead to different
conclusion regarding the consequences of the three poor per-
formances in each of these two cases. I have offered a four-
part model for analysis of consistency of test performance
(Larrabee, 1990; Larrabee, 2012b):

1  Are the data consistent within and between domains?

2 Is the neuropsychological profile consistent with the
suspected etiology?

3 Are the neuropsychological data consistent with the
documented severity of the injury (or illness)?

4  Are the neuropsychological data consistent with the
subject’s behavioral presentation?

Crawford, Garthwaite, and Gault (2007) provide a statisti-
cal approach based on the Monte Carlo simulation, which
allows determination of the number of “impaired” scores
occurring by chance, as a function of the number of tests
administered, and the average intercorrelation between those
tests. The Crawford et al. (2007) procedure also allows deter-
mination of the significance of large discrepancies occurring
in a battery of tests as a function of the number of tests
administered. While this provides very helpful statistical
guidance, one must still analyze the clinical history and other
contextual information to arrive at the most appropriate
interpretation of the data.

Co-normed batteries such as the comprehensive norms for
an expanded HRB (Heaton et al., 2004), the NAB (Stern &
White, 2003), and the WAIS-IV/IWMS-IV (Wechsler, 2009)
allow for direct comparisons using different subtests with
a common normative basis. Rohling and colleagues have
developed an approach for aggregating individually normed
tests: the Rohling Interpretive Method (RIM; Miller &
Rohling, 2001; Rohling, Miller, & Langhinrichsen-Rohling,
2004), which is derived from effect size methodology with
creation of linear composite scores including an Overall Test
Battery Mean, and domain means for verbal comprehen-
sion, perceptual organization, executive functions, memory,
attention concentration, and processing speed, with sepa-
rate measurement of symptom validity, personality factors,
premorbid level of function, language comprehension, and
sensory perceptual skills (Miller & Rohling, 2001; Rohling
et al., 2004). This procedure has been incorporated into
the MNB, to aggregate norms developed independently for
separate tests such as the AVLT and the TMT. The MNB
norms, based on aggregated norms across different samples,
are smoothed for demographic effects of age, gender, and
education, based on a large sample of neurological, pain,
and psychiatric patients (i.e., the norms are based on non-
clinical subjects, with further smoothing of the norms using
multiple regression to account for any additional effects of
age, gender, and education, as based on clinical patient



performance, essentially creating a normative “hybrid”). In
a recent comparison of normative databases for tests com-
mon to the MNB, expanded HRB (Heaton et al., 2004), and
the normative data presented by Mitrushina et al. (2005),
there were essentially identical results for the performances
scored using the co-norms of Heaton et al. (2004), meta-
analytic (composite) norms of Mitrushina et al. (2005), and
the hybrid (composite and regression smoothed) norms of
the MNB (Rohling et al., 2015). Similarly, the hybrid nor-
mative database yielded essentially identical overall effect
size and correlation with severity of TBI comparing an inde-
pendent sample of TBI patients to the TBI sample investi-
gated by Dikmen et al. (1995) using an expanded HRB, that
included additional measures of memory and intellectual
function (Rohling et al., 2003). This direct comparison of
the aggregated norm approach characteristic of flexible bat-
tery approaches to the co-normed approach characteristic
of fixed batteries supports the comparability of aggregated
norm approaches, particularly when employing a statisti-
cally based approach such as the RIM (Miller & Rohling,
2001; Rohling et al., 2004).

In contrast to the earlier discussion regarding the impor-
tance of using demographically corrected scores in assess-
ment and diagnosis of brain dysfunction, there is evidence
suggesting that for prediction of functional outcome in
activities of daily living, uncorrected or “absolute” scores
can provide information above and beyond that provided
by the corrected scores. As already noted, Rizzo and Kel-
lison (2010) found that raw scores may be better predictors
of driving ability than are scores corrected for age and edu-
cation. Silverberg and Millis (2009) reported that absolute
scores (Heaton et al., 2004)—norms for a general healthy
adult population—predicted selected measures of functional
outcome and functional status better than demographically
adjusted scores (adjusted for age, gender, education, and
race) for patients with TBI (median Glasgow Coma Scale
[GCS] of 9).

Summary

This chapter reviewed the psychometric foundations of
neuropsychological assessment, starting with the definition
of what a test entails. This was followed by discussion of
reliability and validity. The discussion of validity followed
a recent paper (Larrabee, 2014) that provided a framework
for comprising an ability-focused neuropsychological bat-
tery that is based on factor-analytically derived domains
of performance, populated by procedures showing sensi-
tivity to presence of impairment, sensitivity to severity of
impairment, and prediction of instrumental activities of
daily living, and containing embedded/derived measures
of performance validity. In the final section of the chapter,
psychometric issues related to normal test score variability
were considered, as well as issue related to utilization of co-
normed versus individually normed tests.
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4 Assessment of Neurocognitive Performance Validity

Kyle Brauer Boone

Prior to the 1990s, little literature existed on psychomet-
ric methods to document noncredible performance during
neurocognitive testing, but in the intervening decades there
has been an explosion in the development and validation
of techniques to objectively identify failure to perform to
true ability (see Boone, 2007, 2013; Larrabee, 2007; Victor,
Kulick, & Boone, 2013a,b), termed performance validity tests
(PVTs; Larrabee, 2012). Practice recommendations indicate
that PVTs are to be interspersed “throughout the evaluation”
(National Academy of Neuropsychology, Bush et al., 2005),
and that both “embedded” and “freestanding” PVTs should
be utilized (American Academy of Clinical Neuropsychol-
ogy; Heilbronner et al., 2009).

Freestanding PVTs serve a single purpose in assessing for
negative response bias, while embedded indicators are derived
from standard neurocognitive tests, and thus serve “double
duty” both as measures of performance validity but also as
techniques to evaluate neurocognitive function. The field
of clinical neuropsychology will likely move to primary, if
not exclusive, use of embedded PVTs because they do not
require extra test administration time, and are more shielded
from attempts at coaching and education because of their
main purpose as measures of neuropsychological function.
Further, they allow for evaluation of performance validity
in “real time” rather than requiring that results from PVTs
administered at one point in the exam be used to determine
validity of neurocognitive test performance at a different
point in the testing. Unfortunately, embedded indicators have
developed a reputation as “second-rate” PVTs because it has
been widely believed that they are less sensitive in identifying
noncredible performance than “dedicated” PVTs. However,
this is not entirely accurate: While overall sensitivity rates are
probably lower for embedded PVTs as a group, as shown in
tables in Boone (2013), dedicated and embedded PVTs both
have sensitivity rates within the range of >20% to 80%. For
example, at cutoffs recommended by the test developer, sen-
sitivity of the Test of Memory Malingering (TOMM; Tom-
baugh, 1996) to noncredible performance in traumatic brain
injury is only 48% to 56% (Greve, Ord, Curtin, Bianchini, &
Brennan, 2008). While many embedded indicators also have
sensitivity rates that approximate 50% (Digit Span variables,
Babikian, Boone, Lu, & Arnold, 2006; Finger Tapping,
Arnold et al., 2005; CVLT-II; Donders & Strong, 2011, Wolfe

et al., 2010; Stroop A and B, Arentsen et al., 2013), others
equal or exceed 65% (Picture Completion Most Discrepancy
Index, Solomon et al., 2010; RAVLT effort equation, Boone,
Lu, & Wen, 2005), while still others achieve at least an 80%
detection rate (Digit Symbol recognition; Kim, N., et al.,
2010; RO effort equation, Reedy et al., 2013).

Negative response used to be viewed as a unitary and static
characteristic of the test taker, but available data indicate
that that only a minority of noncredible patients engage in
negative response bias on every measure administered dur-
ing a neuropsychological exam. Rather, the large majority
(>80%; Boone, 2009) “pick and choose” tests on which to
demonstrate impairments, under the apparent belief that
poor performances on all tasks will not be credible. Test tak-
ers may elect to underperform at particular times during the
exam (e.g., at the end when “fatigued,” at the beginning to
illustrate that they do not function early in the day, etc.).
Alternatively, they may decide to display deficits on particu-
lar types of tasks that they believe are consistent with their
claimed condition. For example, research suggests that test
takers performing in a noncredible manner in the context
of claimed mild traumatic brain injury (mTBI) overselect
verbal memory tests on which to underperform, whereas
individuals feigning cognitive impairment in the setting of
claimed psychiatric disorder appear to target timed, con-
tinuous performance test (CPT)-type tasks on which to
perform poorly (Nitch, Boone, Wen, Arnold, & Warner-
Chacon, 2006; Roberson et al., 2013). Further, even within
the same claimed condition, test takers may adopt differing
approaches to underperformance. The following two cases
illustrate examples of differing strategies of feigning in the
context of claimed mTBI.

Case #1: Feigned Verbal Memory
and Math Impairment

This 41-year-old female litigant worked in public relations
and had completed an AA degree. She was tested five years
after a motor vehicle accident in which she, at most, sus-
tained a mTBI; any loss of consciousness was equivocal,
there was no retrograde or anterograde amnesia, and she was
alert and oriented in the hospital and released the same day.
She continued to work, and handled all activities of daily
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living (ADLs) independently. At the time of the exam she
was reporting headaches, back pain, numbness/tingling in
her right arm, cognitive difficulties including “struggles” with
memory, and anxiety/depression.

She failed PVTs confined to verbal memory: Warrington
Words: (total = 32; time = 201"; failed cut-offs for women;
Kim, M., et al., 2010) and RAVLT (recognition false positives =
5 [failed]; effort equation = 13 [passed]; Boone et al., 2005).
However, she passed indicators from nine other tests mostly
tapping other cognitive domains: b Test (E-score = 42; Rober-
son et al., 2013), Rey Word Recognition (12; Bell-Sprinkel
et al., 2013), Digit Symbol recognition (178; Kim, N., et al.,
2010), Picture Completion Most Discrepant Index (5; Solo-
mon et al., 2010), Digit Span variables (Age-Corrected Scale
Score [ACSS] = 11; Reliable Digit Span [RDS] = 10; three-
digit time = 1.5"; Babikian et al., 2006), Rey-Osterrieth (RO)
Effort equation (61; Reedy et al., 2013), Logical Memory equa-
tion (64.5; Bortnik et al., 2010), and Trails A (18"; Iverson,
Lange, Green, & Franzen, 2002), and Stroop A and B (A =
39"; B = 56"; Arentsen et al., 2013).

Across the neuropsychological battery, all scores were
within the average range or higher with the exception of a
borderline score in math calculation ability and a low average
score in delayed verbal recall (verbal memory scores ranged
from low average to average). On previous testing six months
after the injury, math calculation ability was average, and
verbal memory was average to high average. Thus, the weak-
nesses observed on current testing were not corroborated
on testing completed closer in time to the injury. Minnesota
Multiphasic Personality Inventory — 2 — Restructured Form
(MMPI-2-RF) scales were unelevated with the exception of
sanitizing of negative personal characteristics (L-r = 66T).
The patient attributed her headaches to the mTBI, but
chronic headache is not found post-mTBI in countries with-
out a tort system (Mickeviciene et al., 2004), and the patient
in fact had well-documented headaches, as well as an exten-
sive history of chronic pain and vague medical symptoms,
prior to the accident.

Case #2: Feigned Impairment in Visual
Memory, Vigilance/Processing Speed, and
Sensory Function

This 59-year-old female litigant worked as a mid-level execu-
tive and had completed an MBA. She was tested four years
after a motor vehicle accident in which she sustained equivo-
cal loss of consciousness. She called emergency personnel to
the scene but did not seek medical attention except for chiro-
practic care. She continued to be active in her profession and
church, and to handle all ADLs independently. When asked
as to symptoms related to the accident, the patient reported
multiple cognitive difficulties including lack of focus, mental
slowness, difficulty processing information, “dyslexia,” prob-
lems in multitasking, and becoming “visually lost,” as well
as orthopedic pain, difficulty hearing, development of sleep
apnea, and emotional dyscontrol.

She failed PVTs involving processing speed/vigilance, such
as b Test time (805"; E-score = 58 [passed]; Roberson et al.,
2013), Dot Counting Test E-score (23; Boone, Lu, & Herz-
berg, 2002), Stroop (A =98"; B=123"; Arentsen et al., 2013),
and Digit Symbol (ACSS = 4 [failed]; recognition equation =
80 [passed]; Kim, N., et al., 2010), as well as PVTs involving
visual perception/spatial skill/memory (Picture Completion
Most Discrepant Index = 2, Solomon et al., 2010; RO effort
equation = 49, Reedy et al., 2013), basic attention (Digit
Span: mean time per digit =1.05" [failed], ACSS = 7 [passed],
and RDS = § [passed]; Babikian et al., 2006), and finger speed
and sensation (Tapping dominant = 26, Arnold et al., 2005;
Finger Agnosia errors = 4, Trueblood & Schmidt, 1993). In
contrast, she passed all verbal memory PVTs (Warrington
Words =50, 82,” Kim, et al., 2010; Rey Word Recognition
=9, Bell-Sprinkel et al., 2013; RAVLT effort equation = 18,
Boone et al., 2005), as well as Trails A (45”; Iverson et al.,
2002) and Rey 15-item plus recognition (30; Boone, Salazar,
Lu, Warner-Chacon, & Razani, 2002).

Across the neuropsychological exam, impaired scores were
observed in motor dexterity, while impaired to low average
scores were documented in processing speed and visual per-
ceptual/constructional skill, and basic attention was low aver-
age; all other scores were average or higher. The failed PVT
performances predicted which standard cognitive scores were
lowered. The abnormal neurocognitive scores, if accurate,
would be inconsistent with the patient’s functionality in all
activities of daily living. Further, on testing completed two
years after the injury, all scores on measures of attention,
processing speed, and motor dexterity were average; thus, low
scores on current exam were not corroborated on the exam
closer in time to the injury. On the MMPI-2-RF, the only
elevated validity scale was FBS-r (80T), suggestive of noncred-
ible overreport of physical and cognitive symptoms, and sub-
stantive scales involving physical symptom report were also
elevated. In addition, multiple scales were elevated reflecting
anxiety, depression, cycling mood disorder, and anger-related
disorder. Such psychiatric symptoms are not empirically veri-
fied sequelae of remote mTBI (Panayiotou, Jackson, & Crowe,
2010), nor are the patient’s complaints of chronic headache,
loss of hearing, and development of sleep apnea.

In these cases, if PVTs had not been administered that
covered a wide range of cognitive domains, the nature and
extent of the negative response bias would not have been
documented. Fortunately, numerous PVTs have now been
validated within each of the cognitive domains (i.e., atten-
tion, processing speed, verbal and visual memory, executive,
motor dexterity, sensory, visual perceptual/spatial, and lan-
guage), and are listed and described in tables found in Boone
(2013) and Victor et al. (2013a, 2013b).

Interpretation of Data From Multiple PVTs

Given that the recommendation is now to check for perfor-
mance validity repeatedly during neuropsychological exams
and within each cognitive domain (with the eventual goal



of performance validity indicators for every task to check
for performance veracity in real time), it is imperative to
develop sound methods for interpreting the data from the
various measures in combination. PVT cutoffs are tradition-
ally set to allow a false positive rate of <10%. If a single
PVT is administered, credible patients are not adequately
protected (i.e., if they perform abnormally, they could be
within the 10% of credible patients who fail the measure, yet
they will be determined to be noncredible). The best method
to protect credible patients is to administer multiple PVTs
because while a single failure is not particularly unusual
across several PVTs administered (i.e., 41% of credible
neuropsychology clinic outpatients with various neurologic
and psychiatric diagnoses fail a single PVT; Victor, Boone,
Serpa, Beuhler, & Ziegler, 2009; see also Schroeder & Mar-
shall: 19% of psychotic and 17% of nonpsychotic psychiat-
ric patients failed a single PVT), failure on multiple PVTs is
relatively rare. For example, Victor et al. (2009) found that
only 5% of their credible sample failed two PVTs (out of
four), Schroeder and Marshall (2011) reported that 5%—7%
of psychiatric patients failed two PVTs (out of seven), and
Larrabee (2003) observed that 6% of his credible moderate
to severe traumatic brain injury sample failed two validity
measures (out of four PVTs and one SVT), a remarkably
consistent pattern of findings. Victor et al. (2009) further
reported that only 1.5% of their sample failed three PVTs,
and zero failed four, while Larrabee (2014) reported that
4% of his sample failed three measures (out of six PVTs
and one SVT), with no false positive identifications after
three failures. Other researchers have documented that two
to three PVT failures are associated with 100% specificity
(Chafetz, 2011; Davis & Millis, 2014; Meyers & Volbrecht,
2003; Meyers et al., 2014; Schroeder & Marshall, 2011; Soll-
man, Ranseen, & Berry, 2010; Vickery et al., 2004). Larrabee
(2008) demonstrated that, using posterior probabilities, the
probability that a test taker who fails three PVT cutoffs is in
fact noncredible is essentially 99%, a finding recently con-
firmed by Meyers et al. (2014).

Berthelson, Mulchan, Odland, Miller, and Mitten-
berg (2013), citing results from a Monte Carlo simulation,
argued that if PVTs are correlated at approximately .3 (as
documented by Davis & Millis, 2014; Nelson et al., 2003),
the false positive rate for two PVT failures (with cutoffs set
to 90% specificity) in a credible population is 11.5%. They
further assert that if PVT cutoffs are adjusted to result in
85% specificity, two failures occur in nearly 20% of credible
patients. However, cutoffs typically are selected to achieve a
false positive rate of <10%, precisely so that credible patients
are adequately protected. To check the accuracy of Berthel-
son et al.’s (2013) simulation, Davis and Millis (2004) sub-
sequently examined PVT false positive rates in a neurologic
population with no motive to feign impairment, and observed
that when six to eight PVTs are administered (with cutoffs
set to 90% specificity), the actual occurrence of one or two
failures was lower than predicted by Berthelson et al. (2013),
and there was no significant relationship between number of
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PVTs administered and number failed (» = .10). Similarly,
Larrabee (2014) also found that the Monte Carlo simulation
overestimated that rate of multiple PVT failures in credible
populations, likely because PVT data do not have normal
score distributions required for use of the simulation model.

The question arises as to whether “passed” PVTs “cancel
out” any failures. However, there is an inverse relationship
between test sensitivity and specificity, such that when test cut-
offs are selected to enhance specificity (i.e., allowing only a 10%
failure rate), sensitivity will be lowered, thereby rendering failed
performances more informative than passing scores. That is,
if specificity of individual PVTs is >90%, and sensitivity rates
range from <50% to 80%, scores on individuals PVTs will be
more effective in ruling in than ruling out noncredible perfor-
mance. Further, as discussed earlier, noncredible test takers are
likely selecting specific tasks, and particular times, during the
exam on which to underperform, rather than electing to fail to
perform to true ability on all tests administered. As such, it is
expected that they will pass some PVTs during the portions of
the exam that they are choosing not to perform poorly.

To summarize, the current recommendation in the field
of clinical neuropsychology, particularly in the context of
a forensic exam in which there is compensation seeking or
other external motive to present oneself as more impaired
than is actually the case, is that multiple PVTs are to be
administered, interspersed throughout the exam, to cover
multiple cognitive domains (if not for every task adminis-
tered), so that performance validity is repeatedly sampled.

In addition to failing scores on PVTs, additional confirm-
ing evidence of a noncredible presentation is typically pres-
ent, including: (a) nonsensical change in scores on sequential
neuropsychological examinations, particularly dramatic
declines in scores remote from the injury; (b) mismatch
between performance on PVTs and evidence as to how the
test taker actually functions in activities of daily living;
(¢) report of nonplausible symptoms (inability to recall birth
date and other overlearned personal and family information;
chronic headache, loss of hearing, development of sleep
apnea, etc., in the context of mTBI); and (d) evidence from
personality inventories, such as the MMPI-2-RF, of non-
credible cognitive symptom overreport (e.g., MMPI-2-RF
RBS and FBS-r), often in conjunction with denial of antiso-
cial and exploitive behaviors (Cottingham et al., in press). In
most cases, observations gleaned from these sources of infor-
mation and PVT data render conclusions straightforward.

However, there are two noteworthy exceptions: individu-
als with dementia and individuals with very low intellectual
scores (Full Scale IQ [FSIQ] <70). As discussed earlier,
multiple failures on PVTs virtually never occur in credible
populations, but patients with dementia and low IQ have been
documented to fail PVTs at a high rate despite performing to
true ability (Dean, Victor, Boone, & Arnold, 2008; Dean, Vic-
tor, Boone, Philpott, & Hess, 2009; Meyers & Volbrecht, 2003;
Rudman, Oyebode, Jones, & Bentham, 2011; Victor & Boone,
2007). For example, Dean et al. (2009) reported that in indi-
viduals with diagnosed dementia, 36% of PVTs were failed in
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those patients with Mini-Mental State Exam (MMSE) >20,
47% were failed when MMSE scores were 15 to 20, and 83%
of PVTs were failed with MMSE <15. Similarly, in neuro-
psychology clinic patients with an IQ range of 60-69, 44% of
administered PVTs were failed, while the failure rate was 60%
in those with IQ of 50-59 (Dean et al., 2008). Performance
validity indicators are based on the premise that simple tasks
that appear relatively difficult will be passed by actual patients
with brain injury, but failed by noncredible test takers. How-
ever, in patients with dementia or low IQ, most “simple” tasks
are in fact difficult. The question then arises as to how to
arrive at an accurate differential diagnosis of actual versus
feigned dementia or intellectual disability.

The remainder of this chapter will address determination
of performance validity in the context of possible dementia.
The following case illustrates some of the techniques avail-
able in this endeavor.

Differential Diagnosis of Actual Versus
Feigned Dementia

This 69-year-old patient with eight years of education and
subsequent attainment of a GED sustained at most a mTBI in
a motor vehicle accident five years prior to evaluation. Medi-
cal records indicate that he self-extricated at the scene and was
standing at the accident site upon arrival of emergency medi-
cal personnel. The patient was described as alert and oriented
with no loss of consciousness (Glasgow Coma Scale [GCS]
was 15), although subsequently he displayed some mild con-
fusion and was amnestic for the event. He required suturing
of a laceration on his head, and was found to have a left hand
fracture. Brain CT was normal, but brain MRI obtained two
days later showed an area of acute infarction/ischemia in the
left basal ganglia and left cerebral peduncle region, as well as
mild atrophy with mild nonspecific periventricular and deep
white matter changes judged likely related to chronic ischemic
white matter disease. He was discharged to home after three
days. He filed a lawsuit alleging reduced cognitive function
secondary to direct effects of traumatic brain injury, as well
as the effect of stroke, which was claimed as caused by the
traumatic brain injury, and that precluded him from returning
to work as a taxi driver. Symptoms reported at the time of
evaluation included decline in memory, reduced balance, back
and right leg pain, pain at the fracture site, periodic head-
aches, insomnia, and depression and anxiety.

The patient’s medical history was rather extensive, includ-
ing chronic hypertension (with associated borderline hyper-
trophy on echocardiogram and calcification of the aorta),
high cholesterol, elevated blood sugar levels, low testosterone,
possible sleep apnea, lengthy smoking history, treatment for
gastrointestinal (GI) cancer in the year prior to the accident
including six months of chemotherapy, chronic depression,
thyroid and parathyroid dysfunction, and possible excessive
alcohol use (current use of two glasses of wine three to four
nights per week). Additionally, the patient had performed

poorly in school due to difficulty “concentrating,” but he
stated that he did not know whether he had an actual learn-
ing disability or attention deficit disorder. Family history was
noteworthy for a disabling psychiatric condition in his only
child (a daughter), and apparent substance abuse in at least
one parent. He resided with his wife and adult daughter, and
no concerns were expressed regarding his ability to function
within the community. He had an active driver’s license.

Scores from the neurocognitive exam are reproduced in
the Table 4.1.

The patient in fact failed 100% of PVTs administered (15
of 15 separate tests); the graphs in Figures 4.1, 4.2, and 4.3
contrast the patient’s PVT scores against mean scores for
credible and noncredible groups.

Results of neurocognitive testing revealed impaired scores
in finger dexterity, visual perceptual/spatial skills, visual
memory, and word retrieval; impaired to borderline scores
in processing speed; impaired to low average scores in verbal
memory; and low average performance in basic attention. In
a test taker in the patient’s age range who has documented
evidence of small strokes and multiple medical illnesses, the
question arises as to whether he has developed cognitive
deterioration to the level of a dementia, and if this accounts
for the widespread PVT failures.

The determination as to whether a patient’s performance
validity failures reflect noncredible performance versus the
effects of an actual dementia is made by examining (a) the
patient’s functionality in ADLs to see if it is consistent with
dementia; (b) the patient’s test scores and spontaneously dis-
played skills for evidence of consistency of impairment; (c)
whether performance on PVTs matches that expected for
dementia, and (d) whether the patient still fails PVTs when cut-
offs are selected that adequately protect against false positive
identifications of malingering in credible dementia patients.
Additionally, when a patient has been repeatedly tested, con-
sistency of test scores across exams can be analyzed.

As outlined below, the evidence in the current case indi-
cated that the patient did not in fact have a dementia and that
his neuropsychological test performance was noncredible.

Evidence From PV'T Performance

e The patient obtained a MMSE score of 19 (out of 29
possible points), which would suggest a mild/moderate
dementia. Yet, he failed 100% of PVTs administered,
which is markedly higher than that expected for this
MMSE score. Specifically, Dean et al. (2009) found that
with a MMSE score of 15 to 20, an average of 47% of
PVTs are failed (in contrast to 36% with MMSE score
of >20, and 83% with MMSE scores <15).

e The only PVT employed in the Dean et al. (2009) study
that maintained 90% specificity in dementia at published
cutoffs was mean time to recite four digits on forward
Digit Span (cutoff >4"); the patient’s score markedly
exceeds this cutoff.



Table 4.1 Neuropsychological test scores in noncredible test taker
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Gross Cognitive Function
Mini-Mental State Exam
Information Processing Speed

b Test
E-score
Omissions
Commissions
Time
Dot Counting Test
E-score
Grouped dot time
Ungrouped dot time
Errors
Trails A
Stroop A (Word Reading)
Digit Symbol
ACSS
Recognition equation
Recognition total
Attention
Digit Span
ACSS
Reliable Digit Span
Mean three-digit time
Mean four-digit time
Language
Boston Naming Test
Visual PerceptuallSpatial Skills
WAIS-III Picture Completion
ACSS
Most Discrepant Index
Rey Complex Figure
Copy
Memory—Verbal
WMS-III Logical Memory
I
1T
Recognition
Effort equation
Rey Auditory Verbal Learning Test
Total
Trial 1
Trial 2
Trial 3
Trial 4
Trial 5
List B
Short delay
Long delay
Recognition
Effort equation
Rey Word Recognition
Warrington Recognition Words
Total correct
Recognition time

19 (out of 29 possible)

102

55

0
11'47"

31
12.5"
13.0"
5
79"
229"

[oe]

12.5

19

18

N N N Y

S W L W

3 (0 FP)<Ist %

N

399"

<Ist %
<lIst %

5th %

9th %

impaired

Ist %

<Ist %

2nd %
9th %
chance

1st %
2nd %
1st %
5th %
Ist %
12th %
7th %
22nd %

PVT

failed
failed
passed
failed

failed
Sfailed

Sfailed
Sfailed
failed

passed
failed
failed

passed
passed
failed
Sfailed

failed

failed
failed

Sfailed

Sfailed
Sfailed
failed
failed

failed

failed

failed
passed
failed
failed
Sfailed

Sfailed
Sfailed

Roberson et al. (2013)

Boone et al. (2002)

Iverson et al. (2002)
Arentsen et al. (2013)
Kim, N., et al. (2010)

Babikian et al. (2006)

Whiteside et al. (2015)

Solomon et al. (2010)

Reedy et al. (2013)

Bortnik et al. (2010)

Boone et al. (2005)

Bell-Sprinkel et al. (2013)
Kim, M., et al. (2010)

(Continued)
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Table 4.1—continued

Memory—Visual

Rey Complex Figure Reedy et al. (2013)
Three-minute delay 4.0 <Ist% failed
Recognition correct 3.0 <Ist% failed
Effort equation 21.5 failed
Rey 15-item Boone, et al. (2002)
Recall 6.0 failed
Recognition correct 6.0 failed
Combination score 12.0 failed
Test of Memory Malingering
Trial 1 21 failed Denning (2012)
Motor Dexterity
Tapping Arnold et al. (2005)
Dominant 19.0 <lIst%  failed
Nondominant 16.3 <lIst% failed
Personality Function
MMPI-2-RF
Validity Scale
VRIN-r 39T low
TRIN-r 73F Within normal limits
F-r 65T Within normal limits
Fp-r 59T Within normal limits
Fs 66T Within normal limits
FBS-r 67T Within normal limits
RBS 67T Within normal limits
L-r 62T Within normal limits
K-r 48T Within normal limits
Elevated Scales
RC1 77T
RC2 95T
MLS 81T
HPC 72T
NUC 86T
HLP 79T
STW 65T
MSF 65T
IPP 68T
SAV 75T
INTR-r 93T
60 70

= Credible Patients
20 1 -

— = Credible Patients =Noncredible Patients
_ =Noncredible Patients 101 ~ * Current Patient
. 0
Current Patient
<& ‘.\\@Q‘ N N Q\(\Q &S
~ S & & <R &
& & & & < &
&Q\Q ¥ (\oé & & o
P & % &
@ & N W <&
Q\O\ fo ¥

Figure 4.2 Scores on embedded PVTs involving attention, visual
perception/spatial skills, motor dexterity, and verbal
Figure 4.1 Scores on dedicated PVTs and visual memory
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Figure 4.3 Scores on embedded PVTs involving processing speed

*  When cutoffs were adjusted per the Dean et al. (2009)
study to maintain a <10% false positive rate in dementia
patients, the patient still failed the Warrington Words
(cutoff <26), finger tapping dominant hand (cutoff <21),
and Rey Word Recognition (cutoff <5).

*  Asshown in Figure 4.4, the patient’s scores on the Dot
Counting Test, Rey 15-item total recall, and TOMM
Trial 1 were worse than mean scores obtained by patients
with mild dementia, and most scores (with the exception
of Rey 15-item recall and mean ungrouped dot counting
time) were worse than mean scores obtained by patients
with moderate to severe dementia who were residing in
a locked residential facility.

*  On a forced choice measure (Warrington—Words), the
patient obtained a score significantly below chance
(19/50). This performance would suggest that the
patient knew correct answers that he did not provide,
in contrast to patients with significant dementia (i.c.,
who have little to no ability to learn new information),
and who would be expected to perform at worst at
chance levels on the test.

Mismatch Between Test Scores and Demonstrated
Functionality

e The patient was able to provide detailed information
regarding the accident and his symptoms/treatment in
his deposition and on interview, and showed no memory
lapses in his interactions with the examiner (e.g., did
not re-ask questions already asked, did not require test
instructions be repeated, etc.), behaviors that would be
inconsistent with his dementia-level word recall scores
on the RAVLT. He scored below chance levels on one
forced choice recognition memory test, arguably per-
forming worse than a blind person (who would be
predicted to perform at chance levels).

mild dementia
=moderate

to severe

dementia

noncredible

patient

0
Rey 15-item TOMM Dot Dot Dot Dot
recall Trial 1 Counting counting Counting Counting
E-score errors mean mean
grouped ungrouped
time time

Figure 4.4 PVT Performance as compared to patients with mild
and moderate/severe dementia

data for rey 15-item, TOMM Trial 1, and Dot Counting errors, mean
grouped time, and mean ungrouped time from Rudman et al. (2011); data
for Dot Counting E-score from Boone et al. (2002)

*  His very low scores on measures of visual perceptual/
constructional skills, visual memory, and processing
speed would likely preclude ability to drive, yet he was
driving at the time of the exam.

*  Hislow confrontation naming score would be indicative
of a significant word-retrieval difficulty, yet no such
expressive language difficulties were observed in spon-
taneous speech.

* He obtained very low finger tapping scores yet used his
fingers normally during the exam (to turn booklet pages,
hold and use a pen, etc.), and did not report dysfunction
of his fingers when asked regarding physical symptoms.

* He made excessive errors in counting (on the Dot
Counting Test), a preschool level skill, but in his deposi-
tion he was able to provide detailed information regard-
ing the amount and source of his income.

*  He scored within the markedly impaired range in rapid
word reading, yet he was able to complete the 338-item
MMPI-2-RF in less than an hour. No significant over-
report was documented on validity scales; however,
of note, he obtained a below average score on VRIN-r
(39T), which measures consistency in answering simi-
lar sets of items. His low score, reflecting more careful-
ness and consistency in responses than the typical test
taker, would not be likely in an individual with actual
dementia.

Marked Inconsistency in Test Scores Across
Cognitive Exams

*  Three years prior to current testing (but after the accident
at issue in the lawsuit), the patient scored in the high
average range on a visual spatial reasoning task, in con-
trast to the impaired scores obtained on current testing.
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*  Two years prior to current exam, the patient scored in
the average range in processing speed, in contrast to the
borderline to impaired scores obtained on current exam.

»  Six months prior to current exam, the patient scored
in the average range on visual memory testing, in con-
trast to the impaired visual memory scores observed on
current testing.

*  MMSE scores were widely discrepant across evaluations
by different neurologists: One to two years after the acci-
dent the patient was described as displaying intact memory
and concentration, but in the following year MMSE scores
ranged from 15 to 18, and rose to 25 the year after that.

*  Particularly poor finger tapping performance was docu-
mented on current exam and two years previously, but
no neurologist or other physician had reported dysfunc-
tion of the patient’s fingers.

Literature on PVTs in Dementia

The review of PVT performance in dementia provided by
Dean et al. (2009), and the empirical data reported by Dean
et al. (2009), Duff et al. (2011), Rudman et al. (2011), and
Bortnik, Horner, and Bachman (2013), show that most
PVTs (e.g., TOMM, Digit Span indices, Warrington, Digit
Memory Test, Victoria Symptom Validity Test, Word Mem-
ory Test [WMT], Medical Symptom Validity Test [MSVT],
Nonverbal Medical Symptom Validity Test NVMSVT], Rey
15-item, Dot Counting, Amsterdam Short Term Memory
Test, b Test, Rey Word Recognition, RAVLT effort equa-
tion, RO effort equation, RAVLT/RO discriminant function,
RBANS Effort Index, Trailmaking Test Ratio) are found
to have high false positive identification rates in dementia
samples. For example, Rudman et al. (2011) reported speci-
ficity rates of 64% for TOMM (Trial 2 and retention <45),
54.8% for Rey 15 total (<8), 45.2% for MSVT, and 33.3%
for NV-MSVT. Attempts have been made to identify a
unique performance pattern on the WMT (“general memory
impairment profile” [GMIP]) and MSVT (“severe impair-
ment profile”) that can be used to flag patients with actual
severe cognitive dysfunction and thereby reduce the test false
positive rate in these patients (Green, Montijo, & Brockhaus,
2011). However, Chafetz and Biondolillo (2013) showed that
noncredible patients can easily produce the severe impair-
ment profile, and others have argued that the requirement
that the severe impairment profile only be considered if there
is a probability that the patient has true impairment is cir-
cular (Axelrod & Schutte, 2010). Further, when impairment
profiles are employed, specificity does increase, but sensitiv-
ity declines; for example, Fazio, Sanders, and Denney (2015)
documented 95.1% sensitivity and 68.4% specificity for the
WMT in a criminal forensic population, and with use of the
GMIP, specificity was increased to 94.7%, but sensitivity
declined to 56.1%. However, as discussed later, sensitivity
rates of approximately 50% or less may be typical for tech-
niques used to differentiate actual versus feigned dementia.

Perhaps the most research on performance validity in
dementia populations has involved the RBANS. Silverberg,
Wertheimer, and Fichtenberg (2007) developed an Effort
Index (EI) using weighted scores from the Digit Span and
List Recognition subtests of the RBANS. Using a cut-off
of >3, specificity in a mixed clinical sample was 94%, while
sensitivity in a noncredible mTBI sample was 53.3%. Simi-
lar sensitivity rates have been reported in geriatric suspect
effort groups (51.1% to 64.4%; Barker, Horner, & Bachman,
2010). However, research has demonstrated excessive false
positive rates for the EI in geriatric samples that included
patients with mild cognitive impairment and Alzheimer’s
disease (e.g., 69% specificity; Hook, Marquine, & Hoezle,
2009). The EI appears to have good specificity in geriatric
patients who are cognitively intact or have only mild impair-
ment (97%), but specificity declines to unacceptable levels
in nursing home residents and in patients with Alzheimer’s
disease (63% to 66%; Duff et al., 2011). Further, older age
and less education negatively impacts EI scores in cognitively
intact geriatric patients (Duff et al., 2011).

Because of the elevated false positive rates for the EI in
dementia samples, Novitski, Steele, Karantzoulis, and Ran-
dolph (2012) developed the RBANS Effort Scale (ES) for
use in an amnestic population. The ES involves calculation
of the discrepancy between performance on list recognition
and recall subtests, to which is then added the digit span
subtest score. The authors cautioned that while this equa-
tion would result in lowered false positive identifications in
truly amnestic patients, false positive identifications would be
elevated in patients with normal memory. Several subsequent
publications have confirmed lowered false positive rates for
an ES cut-off of <12 as compared to the EI in dementia
patients. For example, Dunham, Shadi, Sofko, Denney, and
Calloway (2014) observed that EI specificity in a genuine
memory impairment group was 41% as compared to specific-
ity of 81% for the ES. However, in line with the cautions pro-
vided by Novitski et al. (2012), further analyses revealed that
specificity was moderated by level of impairment; specificity
was higher for the EI (75%) when the RBANS total score
was average to mildly impaired, while ES specificity was 96%
when RBANS total score was severely impaired, leading the
authors to conclude that selection of which RBANS per-
formance validity score to use depends on level of impair-
ment. Burton, Enright, O’Connell, Lanting, and Morgan
also reported higher specificity for ES (86%) as compared to
EI (52%) in a mixed dementia sample, but noted that speci-
ficity rates depended on dementia type; ES specificity was
96% in patients with Alzheimer’s disease, but only 69% in
non-Alzheimer’s dementia. In this vein, examination of per-
formance validity RBANS scores in patients with Parkinson
disease revealed an 8% false positive rate for the EI, but a
62.6% false positive rate for the ES (Carter, Scott, Adams, &
Linck, 2016). Thus, the ES scale appears to be most appro-
priate for use in patients with prominent amnesia, but false
positive rates are problematic in other types of dementia.



In the Dean et al. (2009) study, mean time to recite four digits
in forward order on Digit Span maintained 90% specificity at
established cutoffs in 48 dementia patients, although sensitivity
has been reported as low (28% to 37%; Babikian et al., 2006). In
the Dean et al. (2009) study, specificity for finger tapping cut-
offs was low in the overall sample of 55 dementia patients with
finger tapping scores, but was 100% in subgroups of patients
with Alzheimer’s disease and fronto-temporal dementia (but
only 43% in vascular dementia), although subgroup sample
sizes were small. Sensitivity levels for dominant finger tapping
cutoffs are at least moderate (50% to 61%; Arnold et al., 2005).
Finally, a recent study showed that use of Digit Span RDS <7
and RAVLT recognition <10 in combination only misclassified
5% of 178 early Alzheimer's dementia patients (Loring et al.,
2016), although sensitivity of these cut-offs is unknown.

Additionally, other measures appear to have promise in dis-
tinguishing actual versus feigned dementia. Schindler, Kissler,
Kuhl, Hellweg, and Bengner (2013) described performance
on a yes/no recognition task (presentation of 20 unfamiliar
faces, followed by a recognition trial in which the 20 faces are
interspersed with 20 new faces, with the test taker instructed
to report whether each face was previously seen) in a small
sample of dementia patients (z = 13) and suspected malinger-
ers (n = 11) as well as other groups. The dementia patients
exhibited an inflated “yes” response bias, while the suspected
malingerers displayed an increased “no” response bias. At a
cutoff of nine false negative responses, sensitivity was 54%
and specificity was 100%. Schroeder, Peck, Buddin, Hein-
richs, and Baade (2012) reported data on the forced choice
Coin-in-the-Hand Test in 45 hospitalized patients with mod-
erate to severe cognitive deficits (mean RBANS Global score =
first percentile; mean MMSE score = 21.47). More than one
error (out of ten possible) occurred in 11% of the sample, and
a cutoff of >2 errors resulted in 96% specificity, while speci-
ficity was 100% at a cutoff of >4 errors. Dementia subtype
was not related to test performance. Rudman et al. (2011)
had reported somewhat lower specificity for this measure in
42 patients of varying types of dementia; using a cutoff of
<7, specificity was 88.1%, although it achieved the second
highest specificity rate among various PVTs examined. The
highest hit rate (100%) was observed for the discrepancy
between grouped and ungrouped dot counting times on the
Dot Counting Test (failure was defined as total ungrouped
dot counting time < total grouped dot counting time).

These measures appear to warrant further study in the
differential of actual versus feigned dementia, although, for
the latter two indicators, while specificity may be relatively
high, information as to whether they are in fact effective
(i.e., have adequate sensitivity rates in real world settings)
is lacking. As a caution, Vocabulary minus Digit Span was
initially reported to be a useful PVT (Miller, Ross, & Ricker,
1998), and was documented to have a specificity rate of 97%
in 38 patients with probable Alzheimer’s disease (Dean et al.,
2009). However, other research has demonstrated that this
index does not discriminate credible and noncredible groups
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(Curtis, Greve, & Bianchini, 2009) and has low sensitivity
(Harrison, Rosenblum, & Currie, 2010), thereby indicating
that it has virtually no clinical utility. Thus, without real
world sensitivity data for the Coin in Hand Test and the Dot
Counting discrepancy score, it is unknown whether they are
in fact effective PVTs in dementia evaluations.

Other avenues that might warrant exploration in distin-
guishing actual versus feigned dementia are development of
PVTs that rely on old, overlearned information and implicit
memory, which are relatively intact in patients with dementia.
For example, Cuddy and Duffin (2005) reported spared recog-
nition for music in a woman with advanced dementia (MMSE
= 8) as measured by recognition of familiar from unfamiliar
melodies, and detection of “wrong” notes in known melodies
as well as distinguishing distorted versus correctly played melo-
dies. Horton, Smith, Barghout, and Connolly (1992) observed
that normal individuals and amnestic patients both showed
typical priming effects on word or fragment completion tasks,
in contrast to an amnesia simulation condition in which word
completion rates were substantially below baseline perfor-
mances. Hilsabeck, LeCompte, Marks, and Grafman (2001)
subsequently reported data for a PVT involving priming, the
Word Completion Memory Test, that requires test takers to
complete word stems with previously studied words (Inclusion
subtest), and then after exposure to a new list of words, test
takers are asked to complete word stems without using these
latter words (Exclusion subtest). Normal controls and a small
group of memory disordered patients (n = 14), including two
patients with dementia, used more list words on the first task
than on the second, while simulators showed the opposite pat-
tern, obtaining a mean difference score that was negative.

Considered as a whole, the available literature suggests
that recognition memory tasks,, time scores for simple tasks
(number repetition and counting), finger speed (except in
vascular dementia patients), and implicit memory measures
and those involving overlearned information, appear to
show the most potential as PVTs in dementia populations,
in that these tasks are performed relatively normally by these
patients. Additionally, recognition techniques that capitalize
on the “yes” response bias found in dementia patients and
the “no” response bias that appears to characterize noncred-
ible subjects may also be a fruitful avenue of investigation.
Severity of dementia requires consideration in that patients
with mild dementia are consistently found to outperform
patients with more severe dementia on virtually all PVTs
(see Dean et al., 2009). Use of multiple PVTs with cut-offs
set to achieve at least 90% specificity for dementia will likely
be shown to be adequately protective of dementia patients;
as a model, Smith et al. (2014) demonstrated that when PVT
cut-offs are selected to result in 90% specificity in a cred-
ible population with low intellectual level (FSIQ <75), > 2
failures (across seven PVTs most sensitive in detecting likely
feigning of intellectual disability) was associated with 85.4%
specificity and 85.7% sensitivity, while a cut-off of > 3 fail-
ures resulted in 95.1% specificity and 66.0% sensitivity.
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In conclusion, the field of neuropsychology has made
considerable strides in developing methods to accurately
identify noncredible neurocognitive test performance, and a
next important step will be to refine and perfect techniques
to assist in distinguishing actual versus feigned dementia.
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S Differential Diagnosis in Neuropsychology

A Strategic Approach

David E. Hartman

The word diagnosis dates from the late 1600s, a latinate
derivation of the Greek §tayvwoig from the root word
Orayryvaookewy (diagignoskein) generally translated as to
“discern” or “distinguish.” The practice of medical diag-
nosis was performed from ancient times, with differential
diagnostic formulations filtered through prevailing theories
of disease causation. Hippocrates, for example, understood
that different imbalances among various bodily fluids or
“humors” caused the spectrum of diseases, and in order to
obtain the clearest picture of disease patterns, he proposed a
diagnostic protocol that included tasting the urine, listening
to the lungs, and noting skin color and other appearance
changes (Berger, 1999). While neuropsychology has its own
history of measurement and classification, aphasia insights
and phrenological dead-ends, the focus of this chapter is an
attempt to deconstruct the process of diagnosis as it is used
in present-day clinical neuropsychology.

In contrast with the medical profession, it is not clear that
neuropsychological “diagnosis” has consistent meaning or
methodology within the profession. In medicine, there is a
reasonably well established approach to diagnosis, where
symptom complaints are mapped on to medical disorders;
it has been proposed that 36 symptoms account for more
than 80% of patient complaints and “the physician who has
mastered the differential diagnosis of these symptoms will
be able to diagnose accurately almost all the problems seen
in a typical medical practice” (Seller & Symons, 2007, p. v).

No such agreement is found for diagnosis as it is prac-
ticed within neuropsychology. A PUBMED search of the
phrase neuropsychological diagnosis elicited 55 results: 28
investigated brain abnormality, ten examined medical or
substance-caused patterns of test abnormality, two described
neuropsychological correlates of a psychiatric disorder, three
discussed learning and educational issues, three reviewed
aspects of neuropsychological rehabilitation, and nine
described test development or test pattern research. Only
one of these, “Syndrome Analysis” (MacFarland, 1983)
suggested the need to identify symptom clusters in neuro-
psychology, but restricted symptoms to behavioral evidence
of brain syndromes, e.g., aphasia, apraxia, perseveration.

The ambiguity of the term neuropsychological diagno-
sis suggests that the term is used differently according to
both job characteristic and perhaps the orientation of the

practitioner. Examining the ways that neuropsychologists
use the term diagnosis suggest that the word describes a clini-
cal methodology of varying complexity, level of information
integration, and even accuracy.

The purpose of this chapter is an attempt to deconstruct
the meanings of diagnosis in a neuropsychological context,
to guide the student and practitioner into a general clini-
cal approach to patient examination, and to recognize the
multiple meanings of the word diagnosis and learn to distin-
guish the appropriate clinical strategy and pitfalls of each
approach.

Perhaps the most basic meaning of the word diagnosis in
neuropsychology is what might be termed descriptive diag-
nosis. Descriptive diagnosis involves the use of neuropsy-
chological procedures to detect the existence or measure the
severity of a single, known/assumed brain syndrome. The
neuropsychologist who examines individuals for entry into a
dementia treatment program is performing descriptive diag-
nosis; the patient’s a priori diagnosis of dementia is required
to merit entry into the program. It is the task of the neu-
ropsychologist to measure the degree of dementia—either
to provide additional justification for program entry, gauge
the need for services, or shape the pattern of services to be
provided.

Descriptive Diagnosis is synonymous with measurement.
“Diagnosis” in this sense of the word does not require con-
sideration of alternatives, but measurement of an agreed
upon construct. Neuropsychologists asked to measure the
severity of Parkinsonism, for example, might choose tests
that explicate the Parkinsonian fronto-striatal axis of dys-
function with tests of fronto-executive ability, bradyphrenia,
memory impairment, and motor signs. Basal ganglia damage
would produce impairments of procedural memory, percep-
tual learning, and skill acquisition (Robbins & Cools, 2014);
the neuropsychologist chooses tests appropriate to measur-
ing the range of expected dysfunction.

Characterize stated
syndrome

Figure 5.1 Descriptive diagnosis
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This is typically a noncontroversial, common and neces-
sary neuropsychological diagnostic task. However, clinicians
asked to provide neuropsychological syndrome measurement
are expected to familiarize themselves with available research
and to determine expectable diagnostic patterns, range of
severity, and even the viability of the construct. Neuropsy-
chologists employed by a brain injury facility and requested
to examine postconcussion syndrome should be familiar with
expected acute symptomatology, neuropsychological severity
levels, and recovery time. Finding severe test impairment and
chronic or worsening neuropsychological dysfunction should
prompt the neuropsychologist, not simply to conclude that
tests reflect “severe, worsening postconcussion syndrome”
but to consider that postconcussion complaints overlap with
non-head-injury-based symptom complaints (Lees-Haley &
Brown, 1993) including preexisting psychopathology or
malingered impairment (Gunstad & Suhr, 2002; Satz et al.,
1999) that the World Health Organization has criticized the
diagnosis for its nonspecificity (Carroll et al., 2004) and that
severe worsening postconcussion syndrome is almost certainly
something other than postconcussion syndrome. Similarly,
neuropsychologists examining athletes for chronic traumatic
encephalopathy should understand that their neuropsycho-
logical tests may actually be measuring a multifactorial
(Solomon & Zuckerman, 2014), or even an inappropriately
diagnosed, condition (Andrikopoulos, 2014). Neuropsychol-
ogists asked to measure a single syndrome should investigate
the origin of the referral. Is the referral source a clinician
who advocates for the existence of a particular disorder? One
physician’s website likened her own personal reaction to toxic
exposures as that of “canary in a coal mine,” alluding to
caged birds that miners took into their tunnels, to provide
early warning of carbon monoxide exposure. The website of
this physician stated that

We ‘human canaries’ are here to warn the rest of you that,
unless you become informed and start making changes to
avoid as many toxic chemicals as possible, you too may
become very ill, or even die, from the consequences.
(Gilbere, 2000)

It is often useful to ask patients how they “discovered”
their diagnosis, including asking about whether they have
researched literature or particular Internet sites that support
the diagnosis. Neuropsychologists should be wary when
asked to validate what have been termed fashionable illnesses,
typically characterized by vague fluctuating, multisystem
psychosomatic complaints, buttressed by pseudoscientific
explanations (Ford, 1997).

The greatest risk for neuropsychologists who perform
descriptive diagnosis is confirmatory bias— assuming both
the validity of the working diagnosis and the imprimatur to
“measure” it. In fact, for many cases the diagnostic question
may be incorrect, poorly worded, or completely irrelevant,
given the patient’s actual difficulties (Lezak, 1995, p. 110).

Neuropsychologists would do well to recall Rosenhan’s clas-
sic experiments during the 1970s, where healthy volunteers
were asked to feign mental illness symptoms in order to gain
admission to a psychiatric hospital. Once admitted, they were
told to act completely normally. All were diagnosed with a
psychiatric disorder, all told they required antipsychotic
drugs, and all but one were diagnosed with schizophrenia
“in remission” prior to their release (Rosenhan, 1973).

A simple rule to lessen confirmatory bias is to always view
the referral question as a hypothesis, rather than the presump-
tive diagnosis. Referral sources may have limited access to
information or propose their diagnosis from a circumscribed
professional skill set. The fact that a diagnosis has been writ-
ten in a chart does not necessarily make it correct. This author
recalls a referral where the only question of concern was
“degree of depression.” The patient’s chart repeatedly refer-
enced the patient’s “depressive demeanor.” In my office, the
patient proved to be a very pleasant older woman with no signs
of depression. Her masked facies, lack of initiation, flat affect,
and loss of executive function had been charted as “with-
drawal” and “reactive depression,” rather than, as proved to be
the case, early signs of dementia and advancing parkinsonism.

In another case, the referral question was a single ques-
tion to be measured, and was not neuropsychological but
personality-related. A surgeon was referred by his hospital
practice for loud and aggressive arguments with colleagues.
He appeared to show insight on clinical interview that his
behaviors had been truculent and argumentative, but attrib-
uted staff reactions to their unfamiliarity with his “urban”
interpersonal style.

He did not appear immediately abrasive or unusual dur-
ing the initial interview, but created a disturbing scenario
on the elevator up to the testing laboratory. Here the doctor
began to speak with a young child riding in the elevator with
mother. He told the girl how “pretty” her coat was, and then
bent over to feel the fabric on the coat’s lapel. He was oblivi-
ous to her mother’s surprised and horrified reaction.

This physician produced unremarkable results on person-
ality tests, but failed several tests of executive function. My
report to the referral source concluded that his “interper-
sonal pathology” better resembled frontal lobe abnormality
and a neurological evaluation was strongly recommended.
The doctor’s brain MRI was found to demonstrate a lemon-
size slow-growing tumor immediately posterior to the frontal
lobe, which had the effect of degrading frontal lobe function
without obvious sensory-motor or posterior impairment; in
effect, inducing a very slow “frontal lobotomy.” Surgery was
reportedly performed immediately.

Another risk for neuropsychologists in a practice that is
that while they are “often well practiced in the integration of
findings from multiple test within multiple cognitive domains
in an ongoing hypothesis-testing model” this approach may
be “abandoned in favor of a unitary analysis of a single data
source when psychological findings are addressed in the
evaluation”(Allen, 2004, p. 17).



Versus other brain syndromes

Characterize stated
syndrome

Figure 5.2 Domain-specific differential diagnosis

A more complex layer of diagnostic inference could be
termed domain-specific differential diagnosis. Here the diag-
nostic task is to differentiate between patterns of at least two
brain-based disorders: e.g., Alzheimer’s disease versus vascu-
lar dementia, or traumatic brain injury versus stroke. The pre-
paratory task is similar to that of descriptive diagnosis, with
required understanding as to whether test patterns resemble
one or more diagnostic entities; this level of diagnosis now
includes syndrome analysis. While there is always processing
overlap and interdependence of cognitive functions at the
behavioral level of neuropsychological tests, syndrome analy-
sis is frequently possible. Neurodegenerative dementias differ
in their neuropsychological profiles. Compared to Alzheimer’s
disease, a vascular dementia profile “is characterized by bet-
ter verbal memory performance worse quantitative executive
functioning and prominent depressed mood” (Levy & Che-
lune, 2007). Compared to Alzheimer’s, both dementia with
Lewy bodies and Parkinson’s disease can produce impaired
visual information processing, degraded executive function,
and mood-congruent hallucinations (Levy & Chelune, 2007).

Neuropsychological reports that require domain-specific
differential diagnosis should outline the factual basis for con-
cluding that a particular pattern of test results and history
can be differentially diagnosed. Including research citations
as scientific support is appropriate.

A third layer of diagnostic consideration includes differ-
ential functional localization-specific diagnoses while also
considering the influence of medical disorders and their
medications. This three-layered approach to diagnostic
decision-making might be labeled multidomain neuropsycho-
logical diagnosis, where diagnostic considerations transcend
focal central nervous system phenomena to include areas of
non—central nervous system “medical” illness, along with the
medications that are used to treat those same conditions.

Multidomain neuropsychological diagnosis requires the
perspective that “many diseases affect behavior and cognitive
without directly involving brain substance” (Lezak, 2012,
p. vii) and more clearly mandates neuropsychological exper-
tise at the level of medical neuropsychology. Interaction of
organ system disease, metabolic disorder, genetic aberration,
infection, autoimmune condition, or toxicant exposure with
neuropsychological function make this level of diagnosis far
more complex and challenging, but absolutely essential for
neuropsychologists who diagnose as health care providers.
While neuropsychologists may take the position that their
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Figure 5.3 Multidomain neuromedical diagnosis

referral questions address brain—behavior phenomena, the
fact is that patients sent for diagnosis are: (a) rarely per-
fectly healthy, and (b) rarely exhibit pathological patterns of
behavior that are uniquely caused by central nervous system
dysfunction. More typically, the patient’s “neuropsycho-
logical” condition is influenced by layers of pathology and
patients entering the neuropsychologist’s office have diseases
that “are actually relatively common, yet their neuropsycho-
logical symptoms and mechanisms are not often examined
closely”(Armstrong, 2012, p. xii). Not only the type, but
also the number of medical disorders may affect neuropsy-
chological function. Patients with an aggregation of medi-
cal pathologies show cumulative deterioration that predicts
cognitive deficits over and above age, mood, neuropathology,
or psychiatric status (Patrick, Gaskovski, & Rexroth, 2002).

Neuropsychological pathology at a multidomain level
of differential diagnosis requires appreciating that, referral
question to the contrary, the influence of medical disorders
may be additive or even primarily explanatory vis-a-vis test
results, and also that these disorders are extremely com-
mon among patients who are referred for something more
“neuropsychological.” For example, the National Health
and Nutrition Examination Survey (NHANES) data from
2005-2008 suggest age-standardized hypertension preva-
lence of 29.8 but rate of hypertension control at only 45.8%
(Crim et al., 2012). Subpopulations (i.e., Mexican Ameri-
cans) have higher rates and lower treatment levels (Burt
et al., 1995). and prevalence of hypertension among Afri-
can Americans at is considered to be “among the highest
in the world and increasing” (Hall, Duprez, Barac, & Rich,
2012, p. 302). Hypertension contributes to progressive cogni-
tive impairment (Birns, Morris, Jarosz, Markus, & Kalra,
2009) and elevates risk for stroke and myocardial infarction.
Long-standing hypertension causes reductions in cerebral
blood flow, metabolism, and cognitive function (Fujishima,
Ibayashi, Fujii, & Mori, 1995). Hypertension is associated
with greater degrees of cortical atrophy in older adults and
is a risk factor for cognitive decline (Meyer, Rauch, Rauch, &
Haque, 2000). Neurochemical disturbances are found among
hypertensives, particularly in central nervous system cat-
echolamines that mediate attention and memory (Waldstein,
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Manuck, Ryan, & Muldoon, 1991). Hypertensives perform
consistently more poorly than individuals with normal blood
pressure on neuropsychological tests of memory, attention,
and abstract reasoning.

Migraine headache history, in the absence of brain lesions
or trauma, and typically seen as a “nuisance” symptom,
reduces both cerebral blood flow and metabolism, produc-
ing transient cognitive impairments lasting for about an hour
(Meyer, 2012) but chronic migraine sufferers may suffer orbi-
tofrontal cognitive impairments from medication overuse,
with a neuropsychological profile similar to substance abus-
ers (Biagianti et al., 2012). Chronic cluster headache sufferers
can be impaired on executive tasks, (e.g., Trails, Stroop), con-
sistent with proposed prefrontal involvement in this head-
ache syndrome (Dresler et al., 2012). It is almost impossible
to obtain a complete medical history from clinical interview.
Use of a checklist (see Table 5.1) prior to the evaluation, may
allow additional inquiry and alert the neuropsychologist to
possible diagnostic rule-outs.

Table 5.1 Disease/health history

Please check if you have a history of, have been told you have, or
have been diagnosed with any of the following:

» Abuse: Physical, Sexual, or Verbal

» Addiction (Any)

« Attention deficit/hyperactivity disorder (ADHD)
» Adverse Childhood Experiences (Describe on Back Page)
* AIDS (Acquired Immune Deficiency Syndrome)
Alcohol Abuse/Dependence

* ALS (Amyotrophic Lateral Sclerosis)

* Alzheimer’s Disease

* American Trypanosomiasis/Chagas Disease

* Anemia

* Anthrax

 Anxiety or Panic

» Aortic Aneurysm

 Aortic Dissection

Arthritis

Childhood Arthritis

Lupus (SLE) (Systemic Lupus Erythematosus)
Osteoarthritis (OA)

* Rheumatoid Arthritis (RA)

Aspergillus Infection (Aspergillosis)

» Asthma

* Autism Spectrum Disorder

 Bacterial Meningitis

 Balance Problems

* Bioterrorism Agents/Diseases

* Bipolar disorder

* Birth Defects

* Black Lung (Coal Workers’ Pneumoconioses)

* Blast Injuries

* Blood disorders

* Botulism (Clostridium Botulinim)

» Bovine Spongiform Encephalopathy (BSE)

BSE (Mad Cow Disease)
Carpal Tunnel Syndrome
Cerebral Palsy

Cancer (Any)
CFS (Chronic Fatigue Syndrome)

Chagas Disease (Trypanosoma Cruzi Infection)
Chikungunya Fever (CHIKYV)

Childhood Injuries (Describe on Back Page)
Child Abuse

Childhood Overweight and Obesity

Chlamydia (Chlamydia Trachomatis Disease)
Chronic Fatigue Syndrome (CFS)

Chronic Kidney Disease (CKD)

Chronic Obstructive Pulmonary Dis. (COPD)
Ciguatera Fish Poisoning

Classic Creutzfeldt-Jakob Disease (CJD, Classic)
Clostridium Botulinim

Clotting disorders

Coal Workers’ Pneumoconioses Black Lung
Complex Regional Pain Syndrome (CRPS)
Concussion or Postconcussion Syndrome
Congenital Hearing Loss

Crohns Disease

Decompression Sickness

Deep Vein Thrombosis (DVT)

Delirium (Any)

Depression

DES [Diethylstilbestrol] Exposure prenatally
Dementia, any
Developmental Disabilities
Diabetes

Dizziness

Domestic Violence

Down Syndrome (Trisomy 21)
Drug Abuse (Any)
Drycleaning Work-Related Solvent Exposure

DVT (Deep Vein Thrombosis)

Ear Infection (Otitis Media)

Ebola Virus Disease (EVD)

EBV Infection (Epstein-Barr Virus Infection)

Electric and Magnetic Fields (EMF) Chronic Exposure
Electrical Injury

Elephantiasis

Epilepsy/Seizure Disorder

Epstein-Barr Virus Infection (EBV Infection)
Ergonomic and Musculoskeletal Disorders

Ethylene Glycol Poisoning

Ethylene Oxide Poisoning

Fungal Diseases (Mycotic diseases)

Extreme Cold (Hypothermia)

Extreme Heat (Hyperthermia)

Fasciitis, Necrotizing (Strep)

Fetal Alcohol Syndrome

Fibromyalgia

Fifth Disease (Parvovirus B19 Infection)

Fireworks Injuries

Flavorings-Related Lung Disease

Food Poisoning




Food-Related Diseases
Formaldehyde in the Workplace
Fragile X Syndrome (FXS)
Fungal Meningitis

FXS (Fragile X Syndrome)

GA (Tabun) Poisoning
Gambling Problems

GB (Sarin) Poisoning

Gout

Guillain-Barre Syndrome

H, HD, and HT (Mustard Gas)
Hallucinations

Hansen’s Disease

Hantavirus Pulmonary Syndrome (HPS)
Headache Disorder (any)
Hearing Loss, Occupational
Heart Disease

Heat Stress

Hemochromatosis
Hemoglobinopathies

Herbicide Exposure

Hereditary Bleeding Disorders
Herpes, any

Hexavalent Chromium Exposure
High Blood Pressure

High Cholesterol

Hydrogen cyanide

Hydrogen Sulfide

Infertility

Inflammatory Bowel Disease (IBD)
Intimate Partner Violence
Invasive Candidiasis

Iron Overload (Hemochromatosis)
Iron Storage Disease
Isocyanates

Japanese Encephalitis (JE)
Kawasaki Syndrome (KS)

KFD (Kyasanur Forest Disease)
Kidney Disease (CKD)

KS (Kawasaki Syndrome)

La Crosse Encephalitis (LAC)
Lead Poisoning

Learning Disability
Legionnaires’ Disease (Legionellosis)
Liver Disease and Hepatitis
Lockjaw/ Tetanus Disease

Lupus (SLE) (Systemic lupus erythematosus)
Lyme Disease (Borrelia burgdorferi Infection)

Malaria

Manganese

Marburg Hemorrhagic Fever
Marine Toxins Exposure
Menopause-Related Problems
MD (Muscular Dystrophy)
Meningitis

Meningococcal Disease
Mental Retardation

Mercury Exposure

Differential Diagnosis

MERS-CoV (Middle East Respiratory Synd. Coronavirus)

Metalworking Fluids Exposure
Methyl Alcohol Exposure
Methyl Ethyl Ketone Exposure

MRSA (Methicillin Resistant Staphylococcus aureus)

Multiple Sclerosis (MS)
Muscular Dystrophy (MD)

Mustard Gas (H, HD, and HT) (Sulfur Mustard)

Mycoplasma Pneumoniae Infection
Myelomeningocele/Spina Bifida
Myiasis

55

Naegleria Infection (Primary Amebic Meningoencephalitis (PAM))

Narcotic/Opioid Abuse/Dependence
Necrotizing Fasciitis

Ni (Nickel)

Nitrous Oxide Overdose

Nodding Syndrome

Norovirus Infection

OA (Osteoarthritis)

Obesity and Overweight
Obsessive-Compulsive Problems
OD (Drug Overdose)

Organic Solvents

Osteoarthritis (OA)

Osteoporosis or Osteopenia
Overweight and Obesity

Ozone exposure

PAD (Peripheral Arterial Disease)
Pain, Chronic

Painkiller Dependence or Overdose
Paraquat Exposure

Parasitic Diseases

PE (Pulmonary Embolism)

Pelvic Inflammatory Disease (PID)
Peripheral Arterial Disease (PAD)
Pertussis (Whooping Cough)
Phosgene (CG) Exposure
Phosphine Exposure

Phosphorus Burn

PID (Pelvic Inflammatory Disease)
Piercing Infections

Plague (Yersinia Pestis Infection)
Pneumoconioses (Black Lung)
Poisoning (Any)

Polio Infection (Poliomyelitis Infection)
Polycystic Ovary Disease
Postpartum Depression
Posttraumatic Stress Disorder (PTSD)
Potassium Cyanide Exposure
Premature Birth

Prion Disease

Psychiatric Hospitalization
Psoriasis

Rabies

Reflex Sympathetic Dystrophy (RSD)
Rheumatoid Arthritis (RA)

Ricin Exposure

Rickettsial Diseases
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» Riot Control Agent Exposure

* Scarlet Fever

* Schizophrenic Disorder

Sepsis (Septicemia)

Syphilis (Treponema Pallidum Infection)
Shingles (Varicella Zoster Virus (VZV))
Sick Building Syndrome

Sickle Cell Disease

Sinus Infection (Sinusitus)

* SLE (Lupus)

* Sleep Apnea

* Sleep Disorder (Any)

* SLEV (St. Louis Encephalitis)

* Smallpox (Variola Major and Variola Minor)
» Small Vessel Disease

* Smokeless (Oral) Tobacco use

* Smoking and Tobacco Use

* Snoring

* Stress, Occupational

 Stroke

Strychnine Exposure

Styrene Exposure

Substance Abuse/Dependence

Suicide Attempt

Syncope (Fainting for Any Reason)
Syphilis (Treponema Pallidum Infection)
Tabun (GA) Poisoning

* TB (Tuberculosis)

* TBI (Traumatic Brain Injury)

» Tear Gas Exposure

Tetanus (Lockjaw) Infection
Tetrachloroethylene Exposure
Thallium Poisoning

» Thyroid Disease (Over or Underactive)
* Lyme Disease (Borrelia burgdorferi Infection)
Toluene Exposure

Tourette Syndrome (TS)

Transient Ischemic Attack (TIA)

* Traumatic Incident Stress
Trichinellosis (Trichinosis)
Trichloroethylene

* Ulcers

* Venomous Snakes/Spiders

Vibration, Nervous System linjury
Visual Impairment (Any)

» Wilson’s Disease

* Xylene Exposure

Neuropsychological diagnosis which includes these four
layers of information is enhanced by reviewing and order-
ing laboratory blood and urine tests. Lab tests can provide
useful clues to neuropsychological diagnosis at the medical
symptom level, and are important to identify pathogno-
monic signs, monitor medication levels, detect drug or alco-
hol abuse, and consider the possible influence of lab result
abnormality upon neuropsychological diagnosis (McCon-
nell, 2014). While most lab testing is performed by hospital

or medical personnel, psychologists licensed to prescribe
medications, depending upon state law, may order such tests
directly. In either case, neuropsychologists practicing at this
level of differential diagnostic expertise have the responsibil-
ity to collaborate with medical providers by reviewing and
even requesting such tests.

Just as medical diagnosis influences neuropsychological
diagnosis, prescription medications can significantly alter
neuropsychological presentation and require the influence
effects of medications prescribed to treat a medical diagnosis
requires consideration in neuropsychological diagnosis. The
influence of medication on neuropsychological diagnosis is as
ubiquitous as are patients taking medication, and increases
with age. Ninety percent of persons aged 65 and older take
at least one prescription medication, and almost half are
given five drugs or more (Tannenbaum, Paquette, Hilmer,
Holroyd-Leduc, & Carnahan, 2012). Consideration of medi-
cation effects and their interactions by neuropsychologists is
still relatively rare, even though “consumption of medication
that can negatively affect cognition is an alternate explanation
that may be under-recognized” (Tannenbaum et al., 2012,
p. 640). Neuropsychologists are responsible for understand-
ing the individual and interactive effects of medications in
terms of dose, frequency of occurrence, and severity with
respect to the patient’s overall cognitive and emotional status.
Some medication effects are fairly common, e.g., the effects of
acute benzodiazepine ingestion upon memory. Alternatively,
a neuropsychologist who routinely “finds” statin-related cog-
nitive impairment is likely overdiagnosing a rare occurrence
(Rojas-Fernandez & Cameron, 2012). Diagnostic conclu-
sions should include possible neuropsychological medica-
tion effects and drug interactions; websites such as epocrates
(www.epocrates.com) offer free drug interaction checks to
professionals. Arguably, neuropsychologists should be aware
of potentially dangerous or even lethal effects of medications,
doses, and interactions, since prescriptions may be obtained
from multiple physicians who are not in communication with
one another and are unable to observe the patient outside the
office. Patients themselves may fail to appreciate drug-related
dangers that develop over time.

The next layer of neuropsychological diagnostic inference,
multidomain neuromedical diagnosis, includes the influence
of psychiatric disorder, both active and historical. Patients
who are being evaluated for neuropsychological impairment
may or may not have discussed their psychiatric history with
the same health care practitioners who are treating them
for neurologic or general medical concerns. As is the case
with medical conditions, a comprehensive interview and/
or history questionnaire concerning personal and familial
psychiatric morbidity may suggest additional testing, neuro-
psychological inquiry, and psychiatric/psychological referral.
Due to the high genetic loading of many psychiatric disor-
ders (e.g., bipolar disorder), obtaining a family history of
psychiatric presentation may guide questions addressed to
the current patient. Psychiatric history is directly germane to
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Figure 5.4 Neuromedical psychiatric diagnosis

neuropsychological conclusions since cognitive impairment
profiles are common among individuals with certain psychiat-
ric disorders, and may differ according to diagnosis. Patients
with certain schizophrenic disorders, for example, may be
neuropsychologically impaired, but stable, over the first ten
years of illness (Bozikas & Andreou, 2011). In contrast, pre-
morbid neuropsychological function in patients diagnosed
with bipolar disorder is relatively normal, but deteriorates
over time until chronic bipolar disorder patients “may be
virtually indistinguishable” from patients with schizophrenic
disorder (Woodward, 2016). Patients with bipolar disorder
continue to display neuropsychological impairments that per-
sist even during euthymic (normal mood) intervals.

Cognitive deficits involving attention, executive function,
and verbal memory are evident across all phases of bipolar
disorder. . . . differentiating medication- from illness-induced
cognitive dysfunction requires comprehensive assessment
with an appreciation for the cognitive domains most affected
by specific medications. No current pharmacotherapies sub-
stantially improve cognition in bipolar disorder.

(Goldberg & Chengappa, 2009, p. 123)

Diagnostic history, family history of psychopathology, and
use of objective psychological assessment instruments (e.g.,
Minnesota Multiphasic Personality Inventory-2 Restructured
Form; Personality Assessment Inventory, Millon Clinical
Multiaxial Inventory IV) provide valuable normative com-
parisons and symptom validity measurement as well.

The fifth layer of diagnostic consideration includes objec-
tive assessment of effort and motivation. Perhaps more than
any other layer of influence, this may be a unique neuro-
psychological contribution to the understanding of patient
symptoms. Clinicians listening to self-report may do little
more than reify that self-report in the medical record. This
does not advance accurate diagnosis unless the pattern of
self-report provides reliable clinical data. Psychologists and
neuropsychologists have the best and most widely researched
procedures to provide objective assessment of response pat-
tern credibility.
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The fifth layer of diagnostic inference, gradual and grow-
ing acceptance by the neuropsychological community that:
“malingering or deficit exaggeration must be specifically
addressed to support either a conclusion of faking bad or
putting forth good effort at task performance” (Loring,
1995). Most neuropsychologists now agree that any neuro-
psychological evaluation is incomplete without the careful
consideration of patient motivation (Iverson, 2003), and the
specialized methodology employed to measure motivation
has proven demonstrably superior to clinical judgment. Sub-
jective clinical judgment in the absence of tests that deter-
mine motivation and effort do

not make optimal or near-optimal use of information bear-
ing on malingering when evaluating cases, for it that were
so, clinicians [not making use of such tests] would at least
be matching, if not outperforming, formal decision rules
and success, which they are not doing.

(Faust & Ackley, 1998, p. 2)

In one study, three-quarters of neuropsychologists who did not
have access to formal tests of exaggeration indicated moderate
or greater confidence in their wrong conclusions and “not a sin-
gle neuropsychologist identified malingering in those patients
who were instructed to fake brain injury” (Binder, 1997, p. 226).

There is no reasonable rationale to remove consideration
of motivation distortion just because there is no active law-
suit. Poor effort and exaggeration occur for nonlitigious
reasons: The patient may wish to be taken care of, avoid
adult responsibility, or obtain family support; these may not
require litigation, just formal validation of clinical disability.

The National Academy of Neuropsychology, representing
the neuropsychological community, concluded that symptom
validity testing was necessary in both medical and forensic
contexts.

Symptom exaggeration or fabrication occurs in a sizeable
minority of neuropsychological examinees, with greater
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prevalence in forensic contexts. Adequate assessment of
response validity is essential in order to maximize confi-
dence in the results of neurocognitive and personality mea-
sures and in the diagnoses and recommendations that are
based on the results. . . .Assessment of response validity, as
a component of a medically necessary evaluation, is medi-
cally necessary. When determined by the neuropsycholo-
gist to be necessary for the assessment of response validity,
administration of specific symptom validity tests is also
medically necessary.

(Bush et al., 2005, p. 419)

Specific test measures of effort and symptom distortion
are not simply an adjunct to clinical impression, but must be
part of that clinical impression. There is no corpus of data to
suggest that motivation effects disappear if patients are not
engaged in lawsuits. Apparently nonlitigating patients may be
intending to litigate after testing; others may deny active liti-
gation and attempt to route their referral through a treating
physician, in order to have the evaluation covered as a clini-
cal procedure. They may intend to have the neuropsycholo-
gist testify as a fact witness, unwittingly colluding with their
search for disability. Some patients may not reveal litigation
participation because their evaluation would be covered by
insurance if it was a clinical procedure but not as part of a
legal claim. Others who have no intention to sue shape their
behavior for nonlitigation-related reinforcers, e.g., avoiding
adult responsibilities. One frequently sees reports and studies
where individuals are concluded to be well-motivated if they
have already obtained disability benefits, as though the reason
to feign impairment disappears when benefits are granted.
More likely, because such patients undergo periodic disability
review, they are well aware that the disability pretense must
continue to ensure the continuation of benefits.

Others patients deliberately self-injure to become medi-
cally disabled. Some are obsessed with obtaining mutilating
surgeries, which may actually occur unless they are correctly
diagnosed with a factitious disorder. I asked one such patient,
who had recurring episodes of lymphedema, infection, and
sepsis in a leg, what he understood as a plan for treatment.
He replied, with a fascinated expression,

well, the doctor says that if my infection and lymphedema
continues, they may have to amputate the leg at the knee . . .
but that may not be enough, so they may have to amputate
the leg at the thigh . . . but that may not be enough and they
may have to amputate the leg above the thigh, all the way
above the hip!

He described these morbid possibilities like that of a child
being offered ever more desirable toys. The patient’s medical
record contained numerous exploratory operations, some
of which found objects, such as broken-off pencil points,
in muscle or joint tissue. Surgeons blithely recorded the
patient’s explanations, e.g., “He thanked us for removing the
object, which had been embedded in his leg since childhood.”
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Figure 5.6  Differential forensic biopsychosocial diagnosis

The final layer of diagnostic consideration differential
forensic biopsychosocial diagnosis includes a culture-fair
biopsychosocial assessment as to how a particular diagno-
sis may be shaped by the patient’s culture, language facility,
societal differences, and attitude toward the examination. It
is tempting for neuropsychologists to assume that their tests
measure concrete, invariant aspects of brain function but of
course, they do not. This author recalls the rather horrifying
conclusion of one self-identified neuropsychologist who pro-
nounced that a low IQ score per the Bell Curve was evidence,
ab aeterno, of defective brain function; he indicated that it did
not matter whether the patient given the 1Q test was English-
or Spanish-speaking, poorly or well-educated. Contrary to
this egregiously incorrect understanding of what tests mea-
sure across languages and cultures, the Ethical Principles of
Psychologists and Code of Conduct (American Psychological
Association, 2010) requires psychological practitioners to
respect the rights and welfare of all populations, and attempt
to eliminate biases related to age, cultural, ethnicity, race,
religion, sexual orientation, disability, language, and socio-
economic status (Ethical Principles— Preamble: General Prin-
ciple E, 2010). For neuropsychological diagnosis, such respect
comes with the understanding that neuropsychological differ-
ences are not indicia of immutable brain function, but may
be related to health disparities, cultural approach to authority
and testing, and many other factors. Even tasks as simple and
universally administered as Digit Span are affected by linguis-
tic and cultural differences (Ostrosky-Solis & Lozano, 2006).

The reasons behind cultural differences in neuropsycho-
logical test responses may be linguistic or cultural. Other
authors have suggested that such differences reflect evidence
of a “different” brain. Chee, Zheng, Goh, Park, and Sutton
(2011) found young predominantly White American adults
had higher cortical thickness in frontal, parietal, and medial-
temporal polymodal association areas in both hemispheres,



compared with Chinese residents of Singapore. They pro-
posed that varying gray matter patterns could be the result
of ethnic-cultural cognitive differences, genetics, or environ-
mental factors. Regardless of whether neuropsychological
differences are structural or psychosocially derived, neuro-
psychological diagnosis, in the largest sense, requires con-
sideration of whether these influences shape or even change
the diagnosis.

In conclusion, neuropsychological diagnosis requires a
strategic approach with layered consideration of causal
influences upon neuropsychological behavior. Detailed test
measurement is only the most basic layer of that diagnos-
tic inference. Depending upon the referral question and
the complexity of the case, neuropsychological diagnosis
can require detailed understanding, not only of brain-
behavior relationships, but also brain-behavior-medical
and medication-relationships. Neuropsychological diagno-
sis additionally requires the appreciation of mental health
history, motivation, and psychosocial influences upon the
final interpretation of what our tests measure, and what the
patient actually “has.” Neuropsychological test selection and
numerical result interpretation is just the beginning.

If I have any final advice about how to diagnose, it is to
explicitly justify one’s diagnostic conclusions in the body of
the report. Be clear about sources of data and how those
data were integrated into final conclusions. The reader of a
neuropsychological report should be clear as to each link in
the chain of diagnostic inference. Footnotes to research and
decision-making strategy included in the report allow the
reviewer to trace or dispute your reasoning. A well crafted
report should be clear, in and of itself. There should be no
question in the mind of the reader why you made a particular
diagnosis.
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The following brief ABCDE of neuropsychological diag-
nosis could be considered an initial checklist when deter-
mining the influence of neuropsychological test results on
behavior.

A(scertain) which level of diagnostic inference is required.
Does “diagnosis” require measurement of an agreed-upon
construct, or differential diagnosis at a more complex level of
consideration? Is the construct generally agreed upon, e.g.,
Degree of Alzheimer’s Dementia, or is the diagnostic request
itself controversial or implausible, e.g., chronic postconcus-
sion syndrome, multiple chemical sensitivity, chronic lime
disease, toxic mold encephalopathy, etc.

B(ase) rate consideration of diagnostic influences and
whether they are supported by peer-reviewed research. The
effect of Benzodiazepines on neuropsychological function is
generally agreed upon; statin effects upon neuropsychologi-
cal function are probably rare. Ascribing Autism to vaccina-
tion is junk science.

C(onsideration) of reasonable alternatives and aggregate
influences upon diagnosis. There should be an explicit set of
considerations leading to your diagnosis.

D(e-bias) conclusions and reports. Sweet and Moulthrop
(1999) remind the diagnostician that reports should be writ-
ten to a standard that a panel of neuropsychological peers
would find acceptable. The report should be reviewed for
emotional or scientific bias and even if the report has no
likelihood of being professionally critiqued, the diagnosing
neuropsychologist should be prepared to dispassionately
explain how diagnosis flows from data, rather than clinical
lore or personal belief system.

E(ffort) examination is critical to understanding whether
results are actual clinical neurobehavioral patterns or
whether those same results are overridden by motivational

Tuble 5.2 Sample biopsychosocial questions. Each of these questions has potential import for understanding test results and diagnostic

considerations

Is anyone in your family currently disabled, or has been disabled in the past? If so, who?
Have you or any members of your family been physically, sexually or chronically verbally abused?

Are you a member of any group with a diagnosis like yours?

Have you read any books that influence the way you understand your condition?
Are there any Internet sites that you particularly recommend in understanding your condition?

If you have limitations in your daily activities, who helps you?

How much coffee, tea or other caffeinated beverage do you drink each day?

How many alcohol drinks will you typically drink each week?

Do you take supplements, health foods, herbs or other nonprescribed treatments for your condition(s)?

What are you current favorite activities?

Have there been any major changes in your life or family in the past several years? (e.g., death, marriage, divorce, financial problems,

addiction, violence) Please list

Were you ever in the military or National Guard? Were you honorably discharged? At what rank? Do you have a military disability?
What is your primary language spoken at home? What languages do you speak?

Does anyone in your family have a history of depression, bipolar disorder, thyroid disorder, schizophrenic disorder, attention deficit, alcohol
or drug abuse, attempted or completed suicide, tics, problems with the law, anxiety or panic, posttraumatic stress disorder, heart attack, high

blood pressure, stroke, dementia, learning disability. Please explain.

Have you been sued or have you sued anyone? If yes, please describe each lawsuit and date.
If you are in a current lawsuit, how much stress does this cause you? O(none) 10(extreme)
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distortion. While poor effort is not the same as malingering,
neither describes an accurate pattern of brain-behavior rela-
tionships. Given the preponderance of research and profes-
sional statements regarding this issue, examination of effort
and motivation should be considered standard procedure for
almost every diagnostic evaluation. It is arguably unethical
to perform evaluations (e.g., Social Security Disability evalu-
ations) that actually forbid the use of effort measures.

To conclude, neuropsychological diagnosis requires a
strategy; specifically a multilayered series of considerations
which lie between the initial referral question and the final
diagnosis. Utilizing this methodology does not ensure per-
fect diagnosis, but using a multi-layered strategic approach
increases the likelihood that appropriate incluences diagno-
sis are weighed before conclusions are drawn. We strive for
understanding of our complex selves, and if we cannot yet
understand a grand design, we can at least, be clear about
the path we have taken.
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6 Neuroanatomy for the Neuropsychologist

Christopher M. Filley and Erin D. Bigler

Introduction

The details of human neuroanatomy are vast, intricate,
and continually expanding. As a result, the study of neuro-
anatomy may seem forbidding to clinicians and researchers
whose focus is on clinical behavioral assessment. Neverthe-
less, a working knowledge of neuroanatomy is fundamental
for neuropsychologists. This chapter will endeavor to develop
such an understanding, presenting an overview of human
neuroanatomy while emphasizing the most relevant aspects
for those engaged in the neuropsychological study of higher
functions.

Historical Background

The origins of human behavior and consciousness are an
enduring source of fascination. Few have not had occa-
sion to ponder the sources of thought and feeling, and
the personal immediacy of daily conscious experience is
an inescapable aspect of human existence. Whereas richly
descriptive literary and artistic accounts of mental life
have been offered by the humanities for generations, the
biomedical sciences have also advanced our understanding
of these phenomena through formal investigation of the
nervous system. From ancient times, physicians have been
intrigued by the role of the brain in human behavior. In the
fifth century B.C., Hippocrates held that the brain was the
seat of all mental faculties, and that afflictions of the brain
led to a wide range of mental and emotional disorders.
Galen, in the second century A.D., believed that the brain
was the primary modulator of mental capacities, although
he and many medieval physicians asserted that these capaci-
ties were to be found within the ventricles. With the appear-
ance of detailed studies of the brain by the Renaissance
anatomist Vesalius in the 16th century, the identification
of the brain as the site of cognition and emotion steadily
gained credence. The rise of neurology and its allied basic
neuroscience disciplines in the last two centuries buttressed
this association with descriptive data on the clinical phe-
nomenology of normal and abnormal brain functions.
Even the psychoanalytic thinking of Sigmund Freud in the
early 20th century acknowledged that the ultimate goal of

psychological research was to establish a scientific basis for
human behavior. Today, with the advent of sophisticated
methods in neuroscience including modern neuroimaging,
no doubt exists in the scientific community that the brain is
the organ of the mind (Filley, 2011; Mesulam, 2001; Cum-
mings & Mega, 2003).

Philosophy and the Brain

Despite the identity of brain and mind that is widely accepted
among neuroscientists, considerable debate on this question
remains in society as a whole. Many people are reluctant to
attribute the extraordinary phenomena of human behavior
to the activity of such physical entities as nerve cells and
chemicals in the brain. This uncertainty stems from a long
and persisting controversy in Western philosophy known as
the mind-brain problem (Filley, 2011). Most closely linked
with the work of the 16th century French philosopher Rene
Descartes, this debate centers on the relationship of the
mental and physical worlds. Descartes, sometimes called the
father of modern philosophy, acknowledged that both men-
tal and physical realities exist (res cogitans and res extensa,
respectively), but maintained that they are strictly separated
(Searle, 2000). For Descartes, the mental world is represented
by the soul, an inherently subjective entity, whereas the physi-
cal world is an objective reality to which the soul cannot be
reduced. This view, known as dualism, has dominated much
of philosophical thinking for hundreds of years, and finds
many adherents today. The soul, however, does not lend itself
to scientific scrutiny, and postulation of its existence is not
helpful to those wishing to study a physical phenomenon.
Whereas proof that a soul does not exist is most difficult
to acquire, there is also no evidence to support that it does.
On the contrary, much information favors the idea that the
brain makes an essential contribution to all aspects of men-
tal existence. As modern neuroscientific data on the brain
accumulate, it is increasingly apparent that both cognition
and emotion—thinking and feeling, respectively—may be
completely explained by brain science. Even consciousness, a
formidable concept that until recently intimidated neurosci-
entists, appears to be nothing more—or less—than a product
of the brain at work (Searle, 2000).



The Neuroanatomy of Higher Function

Neuroanatomy is the study of the structure of the nervous
system, the major integrative organ system in the human
body. The nervous system is an exceedingly complex assembly
of excitable cells and their supporting structures, and is most
usefully considered in terms of its major divisions (Table 6.1).
As afirst step, the major division in neuroanatomy is between
the central nervous system (CNS), which is made up of the
brain and the spinal cord, and the peripheral nervous sys-
tem (PNS), consisting of numerous spinal and cranial nerves
(CNs) with branches that reach virtually the entire body and
transmit information to and from the CNS. The autonomic
nervous system, organized to regulate many aspects of vis-
ceral function, is made up of selected components of both
the CNS and the PNS. For clinicians primarily engaged in
the assessment and care of individuals with disorders of the
brain, the anatomy of the brain is the most critical portion of
neuroanatomy. In this chapter, therefore, a clinically relevant
depiction of brain anatomy will be provided. Special atten-
tion will be devoted to the representation of the singular men-
tal capacities of homo sapiens, often referred to as the higher
cerebral or cognitive functions, or simply the higher functions.

The first task will be to develop a thorough understanding
of the structure of the brain. This foundation is a necessary
basis for a basic task of clinical neuroscience: the localization
of normal and disturbed brain function. For this process,

Table 6.1 Major neuroanatomic divisions

Nervous System
Central
Peripheral
Autonomic
Central Nervous System
Brain
Spinal Cord
Brain
Brain Stem
Midbrain
Pons
Medulla
Cerebellum
Cerebrum
Diencephalon
Thalamus
Hypothalamus
Cerebral hemispheres
Gray Matter
Cortex
Basal Ganglia
White Matter
Cerebral Cortex
Frontal Lobe
Temporal Lobe-Limbic System
Parietal Lobe
Occipital Lobe
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not only do brain areas devoted to higher functions deserve
attention, but also those anatomically related regions that
enable identification of behaviorally relevant areas by virtue
of their “neighborhood” proximity. With this background,
a brief discussion will follow on major unifying themes in
brain-behavior relationships, including the phylogenetic
organization of the brain; the functions of cortical, subcor-
tical, and white matter regions; and cerebral lateralization.
These considerations will lead directly to the concept of neu-
ral networks, a notion that offers a comprehensive organizing
principle for understanding all the domains of cognition and
emotion. Finally, a synopsis of the major functional affilia-
tions of the four cerebral lobes will be presented.

Neuroanatomy Through Neuroimaging

Since the introduction of computed tomography (CT) in the
early 1970s, the fidelity of brain imaging to visualize gross
brain anatomy has improved at a rapid pace hastened by the
development of magnetic resonance (MR) imaging (MRI).
Today much of neuroanatomy is now taught via neuroim-
aging methods (Leichnetz, 2006; Nowinski & Chua, 2013).
This chapter will use the basic information from the first edi-
tion of this book, as the fundamentals of neuroanatomy
have not changed, and fuse this traditional approach with
MR methods of imaging that highlight neuroanatomical
detail. For example, the middle and right-hand images
in Figure 6.1 are from an axial MRI section of the brain,
which has the appearance of an actual gross postmortem
neuroanatomical specimen as shown on the left. The distinct
boundaries between white and gray matter are readily visu-
alized with this type of MRI sequence as well as key major
structures, which are identified in the scan on the right. The

Figure 6.1 The postmortem stained horizontal (also referred to
as axial) section on the left appears very similar to the
living, in vivo T1-weighted axial MRI next to it (middle
image). Used with permission from (Roberts & Han-
away, 1970). The similarities between the postmortem
brain and MRI clearly demonstrates how MRI approx-
imates gross anatomy. A duplicate of the middle image
on the far right identifies common brain regions at this
level: (1) cingulate gyrus, (2) corpus callosum (forceps
minor), (3) internal capsule, (4) thalamus, (5) atria of
the lateral ventricle, (6) visual cortex, (7) posterior for-
nix (crus forni), (8) septum pellucidum.
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cortical ribbon of gray matter is clearly demarcated from
white matter as are the ventricles, filled with cerebrospinal
fluid (CSF) in both the histologically stained postmortem
brain as well as the very much alive, in vivo brain image in
the middle and right. Throughout this chapter various MR
imaging techniques will be used to highlight neuroanatomy.
An appendix to this chapter overviews CT and MRI meth-
ods for neuroanatomic identification.

The Structure of the Human Brain

Neuroanatomy is an enormous and growing area of neuro-
science, and a complete description of the human brain alone
is far beyond the scope of this chapter. However, the goal in
this section is to provide a focused consideration of the brain
that is useful for the purposes of clinical and research neuro-
psychologists. Additional details to amplify the account of
general neuroanatomy can be found elsewhere (Blumenfeld,
2011; Brodal, 1981; Catani & Thiebaut de Schotten, 2012;
DeArmond, Fusco, & Dewey, 1989; Kandel, Schwartz, &
Jessell, 2000; Nolte, 2002; Paxinos, 1990).

Cerebral Hemispheres
F = Frontal lobe
P = Parietal lobe
T = Temporal lobe
O = Occipital lobe
Basal Ganglia
Ch = Caudate head
Cb = Caudate body

Ct = Caudate tail Brain Stem
P = Putamen l\gd = Il;/[idbrain
= i 0 = Pons
GP = Globus pallidus A=Amygdata o

Ventricles

LV = Lateral ventricle
3 = 3" ventricle

4 =4" ventricle

D = Diencephalon (thalamus)

C = Cerebellum

Figure 6.2

Sc = Spinal cord
Cc = Central canal

Gross Anatomy

The human brain is a roughly spherical organ situated within
the cranium and weighing about 1,400 grams (three pounds)
in the adult. It has a soft, gelatinous consistency, and its vis-
ibly obvious delicacy immediately explains the protective role
of the rugged skull in which it is encased. The surface of the
brain is folded into many rounded ridges called gyri, between
which are grooves known as sulci or fissures. At its base, the
brain is continuous with the spinal cord, as the medulla
oblongata of the brain stem merges into the cord as it exits
the skull through an opening called the foramen magnum. A
prominent external feature of the brain is its trio of three
covering layers: the thick, fibrous dura mater just below the
inner table of the skull, the weblike arachnoid that attaches
itself to the inner surface of the dura, and the thin pia mater
that directly invests the brain surface.

The brain is ordinarily divided into three gross anatomic
segments: the cerebrum, cerebellum, and the brain stem (Fig-
ure 6.2). The cerebrum is made up of the paired cerebral hemi-
spheres, joined by a large white matter tract called the corpus

Left: overview of major brain structures (© Hendelman 2006; reproduced by permission). Top right: This image is not a draw-

ing but a three-dimensional rendering of the MRI of one of the authors (EDB) showing the cortical gyri. Bottom right: Using
see-through technology, each major region of interest can be isolated and classified. 4 color version of this figure can be found

in Plate section 1



callosum, and the diencephalon, which includes the thalamus
and hypothalamus. The cerebellum is a relatively large and
discrete structure situated posterior to the brain stem. The
brain stem itself consists of the midbrain, pons, and medulla
(commonly used as a synonym for the medulla oblongata).
Within the brain are four cavities known as ventricles—the
two lateral ventricles in the cerebral hemispheres, the third
ventricle lying between the two thalami, and the fourth ven-
tricle between the brain stem and cerebellum—each filled
with CSE. Numerous blood vessels are also visible grossly.
Four major arteries in the neck provide a rich and constant
flow of oxygenated blood to meet the high oxygen demand
of the brain. These are the two carotid arteries and the two
vertebral arteries, which link at the base of the cerebrum in
a complex anastomotic structure, called the circle of Wil-
lis, where major arteries irrigating specific cerebral regions
originate. On the venous side of the circulation, a widespread
network of venous sinuses returns deoxygenated blood to the
paired internal jugular veins in the neck.

Despite its relatively small size (about 2% of the total body
weight in adults), the brain houses an extraordinary number
of cells. The cellular composition of the brain includes neu-
rons (nerve cells), the basic functional units of the nervous
system, and glial cells (glia), that perform a variety of sup-
porting roles. Although estimates differ, it is possible that
the brain contains 100 billion neurons and as many as ten
times as many glial cells. Even more impressive is the fact that
neurons are believed to connect with at least 1,000 others
via contacts known as synapses. Neurons are excitable cells
that function to integrate signals they receive and transmit
impulses to other cells, and the brain can thus be considered
a densely interconnected electrical organ. The computational
power conferred by the enormous number of neurons and
synapses is thought to account in large measure for the sin-
gular capacities of the human brain.

Another important anatomic distinction in the brain can be
drawn between the gray matter and white matter. These two
components can be clearly discerned in the freshly cut brain
because of the glistening white appearance of the latter that
is imparted by its major constituent, myelin. Whereas the gray
matter largely consists of the cell bodies of neurons and their
synaptic connections, the white matter is the collective mass of
myelin-coated axons that travel within and between the hemi-
spheres to link cortical and subcortical gray matter areas. The
white matter in the brain, which constitutes roughly half its
volume and weight, thus enables connectivity between all brain
areas, and is a crucial component of the many neural networks
that are believed to subserve neurobehavioral functions.

Microscopic Anatomy

At a microscopic level, the brain can be regarded as a collec-
tion of neurons, glial cells, and blood vessels. The essential
elements for neurobehavioral function are the neurons, but the
glia and vasculature also perform important supportive roles.
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Figure 6.3 Upper left: drawing of a typical neuron, showing its
characteristic cell body, dendrites, and axon. Upper
right: The simplicity of the diagram to the left belies
the true complexity of neurons, axonal projections, and
dendritic fields. This is an actual photomicrograph of a
hippocampal pyramidal cell in the pigeon. The arrow
points at the axon with all of the other appendages
being dendrites. The horizontal unit bar is 50u. (Used
with permission from Atoji, Wild, & Wiley, 1956). A4 color
version of this figure can be found in Plate section 1.

Neurons are the fundamental units of the nervous system
(Figure 6.3). These are cells that are anatomically and physi-
ologically specialized to transmit or process information.
Neurons are thus responsible for transmitting sensory stim-
uli to the brain from the periphery, for sending motor signals
from the brain destined to produce movement in a muscle,
and for the intermediary processing of information between
stimulus and response. In the brain, the great majority of
neurons are called interneurons because they are structurally
interposed between sensory input and motor output; these
cells mediate all the cognitive and emotional operations
traditionally subsumed under the headings of mentation,
higher function, and behavior. To accomplish these objec-
tives, neurons have a typical arrangement that includes a cell
body, a variable number of dendrites, and an axon as sche-
matically shown in Figure 6.3. The cell body, also known as
the soma or perikaryon, houses the cell’s nucleus and other
organelles that maintain the metabolic status of the neu-
ron and synthesize its essential macromolecules. Dendrites
are relatively short neuronal processes that extend from the
cell body and receive input from other neurons via synaptic
contacts. The axon, in contrast, is a long, cylindrical process
that provides for the output of the neuron, again by means
of synaptic contact with adjacent neurons.

Information transfer within the nervous system is both
electrical and chemical in nature. In an individual neuron, the
signal is electrical and takes the form of an action potential.
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This electrical impulse, often referred to as a spike because
of its characteristic appearance when recorded experimen-
tally, is propagated along the axon by virtue of a sudden
influx of sodium ions that transiently reverses the polarity
of the axonal membrane. After the action potential passes, a
short refractory period occurs and then another spike can be
propagated. An important feature of the action potential is
that it is an “all or none” phenomenon, so that its generation
depends on the balance between the excitatory and inhibi-
tory inputs received by neuronal dendrites. At the synapse,
however, neuronal information transfer is chemical. The
synapse is a specialized region of the neuron where a chemi-
cal messenger known as a neurotransmitter diffuses from one
neuron (presynaptic) across a narrow synaptic cleft to acti-
vate another neuron (postsynaptic). When the neurotrans-
mitter binds with its receptor on the postsynaptic membrane
of the adjacent neuron, it may produce either a depolariza-
tion (excitatory stimulus) or a hyperpolarization (inhibitory
stimulus), and the summation of these competing influences
determines whether an action potential is generated in the
postsynaptic neuron. Neurotransmitters are typically small
amines, amino acids, and neuropeptides, the pharmacology
of which promises many avenues for the successful manipula-
tion of abnormal physical and mental states.

Returning to Figure 6.3, it must be emphasized that this
schematic figure merely represents a characterization of a neu-
ron. Actual neurons are far more complex, delicate, and inter-
twined with adjacent neurons and glia cells than what may be
appreciated in the schematic. The diameter of axons is but a
few microns, with axon membranes and synaptic gaps mea-
sured in nanometers. As will be shown in later illustrations,
axon projections may be very short, some under a millimeter
in length. However, some axons are very long and aggregate
together to form distinct and identifiable tracts. The longest
projecting axons within a distinct, well-identified tract are
found within the corticospinal tract. In a tall basketball player,
some axons from cortex to spine may be more than a meter in
length! Axons within complex neural systems, such as those
involved in working memory that connect parietal attentional
networks with frontal areas involved in executive control and
interhemispheric integration, vary in length from a few to
several centimeters. Except for the shortest projections, axons
course within the brain parenchyma in circuitous nonlinear
pathways through densely compacted cellular arrays. Appre-
ciating the microscopic size of the individual neuron, and the
complex environment of billions of cells within which each
neuron must navigate from origin to terminus, underscores the
intricacy of these fundamental units of the brain. The histo-
logical staining techniques in Figure 6.3 show how projecting
axons interlace one with another. As demonstrated in this fig-
ure, the interlacing of projecting axons only a few microns in
length constitutes the basis of an extremely complex neuronal
network (note that the horizontal bar in the upper right of
Figure 6.3 indicates a micron scale—a millionth of a meter).

Glial cells are far more abundant in the CNS than
neurons. Glia are classified into four types: astrocytes,

oligodendrocytes, microglia, and ependymal cells. Each
type of glial cell has special functions in the brain. Astro-
cytes are star-shaped cells found in both gray and white
matter that participate in the mechanical support of neu-
rons, the metabolic regulation of the microenvironment,
and the response of the brain to injury. Oligodendrocytes
are located mainly in white matter, where they are respon-
sible for the myelination of central axons, just as Schwann
cells carry out this function in the PNS. Microglia are
small cells found in gray and white matter that serve as
phagocytes, migrating as needed to damaged areas where
they dispose of pathogens and neuronal debris. Ependy-
mal cells line the ventricular system, and at a specialized
structure known as the choroid plexus, one of which is
located in each ventricle, ependymal cells form a secretory
epithelium that produces CSF; this fluid fills the ventricles
and also bathes the entire CNS.

The major vessels that transport blood to and from
the brain are the arterial and venous structures discussed
in the next section. At the microscopic level, numerous
cerebral capillaries serve as the bridging vessels between
the arterial and venous systems. These capillaries consist
of tightly packed endothelial cells where blood contain-
ing oxygen and glucose is delivered to the brain, and then
recirculated after these nutrients are extracted. An impor-
tant feature of the capillaries is that they make up a major
part of the blood-brain barrier, which protects the brain
from the entry of many pathogens that may circulate in
the bloodstream.

Blood Supply

The steady delivery of well-oxygenated blood to the brain is
vital. Brain ischemia or anoxia causes neurologic symptoms
within seconds, and irreversible neuronal damage and ulti-
mately death will occur if either condition lasts for minutes.
A complex system of arteries and veins transports blood to
and from the brain, and a working knowledge of this vas-
culature is necessary for understanding the neurobehavioral
effects of many neurologic disorders, including the common
and often devastating stroke.

The arterial supply of the brain comes entirely from four
large arteries, sometimes called great vessels of the neck, all
of which ultimately derive from the aorta. The right and
left common carotid arteries arise from the right subclavian
artery and the ascending aorta, respectively, and within a
few centimeters of its origin, each bifurcates into an external
branch that supplies extracranial structures, and an internal
carotid artery (ICA) that irrigates a substantial portion of
the brain (Figure 6.4). The paired vertebral arteries, some-
what smaller than the common carotids, arise from the sub-
clavian arteries and ascend in parallel to a level just below the
pons, where they merge to form the single basilar artery. The
four great vessels then combine to form the circle of Willis, a
vascular loop at the base of the brain from which arise all the
arteries supplying the cerebrum. As shown in Figure 6.4a, the
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Figure 6.4a Left: the blood supply of the brain, showing the major arteries of the neck and their relationship to the circle of Willis. Right:
(A) lateral, somewhat oblique, view of the convexal surface of the left cerebral hemisphere and the paramedian portion of the
right cerebral hemisphere showing the anterior, middle, and posterior cerebral arteries and their territories (reprinted with the
permission of Cambridge University Press); (B) sagittal section of the right cerebral hemisphere showing the anterior, middle,
and posterior cerebral arteries and their territories (reprinted with the permission of Cambridge University Press); (C and D)
arterial circulation of deep cerebral structures illustrated in this schematic horizontal (c) and coronal (d) section. (The figure
on the left is from Martin 1996, while the figure on the right is adapted from Lim & Alexander, 2009.)
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Figure 6.4b  Left: coronal MRI section at the level of the thalamus depicting the differences in vascular distribution. Right: the distributions
of the anterior, middle, and posterior cerebral arteries as depicted on the dorsolateral surface of the cerebral hemisphere.
(© Hendelman 2006; reproduced with permission.) A4 color version of this figure can be found in Plate section 1.

circular appearance of the paired posterior cerebral arter-
ies (PCAs) that bifurcate from the top of the basilar artery
and proceed to supply posterior cerebral regions, the paired
posterior communicating arteries (PCoAs) that connect the
PCAs with the ICAs, the paired anterior cerebral arteries
(ACAs) that arise from the ICAs and go on to irrigate ante-
rior regions of the cerebrum, and a single anterior communi-
cating artery (ACoA) that joins the two ACAs form what is
referred to as the ‘Circle of Willis’, as depicted in Figure 6.4.
Another important artery that arises from the circle of Willis
is the middle cerebral artery (MCA): One MCA is found on
each side, and each one ascends to the ipsilateral hemisphere
to nourish the lateral aspect of the cerebrum. Whereas vas-
cular disease of many kinds can affect any of these vessels
and dramatically disrupt neurologic function, the MCA,
ACA, and the PCA are most important arteries in terms of
neurobehavioral function because these are the arteries that
supply the cerebral hemispheres (see Figures 6.4b and 4c).
The venous drainage of the brain is accomplished by a
richly anastomosed system of cerebral veins, conventionally

divided into superficial and deep groups, both of which
empty into a network of dural sinuses. Superficial veins near
the brain surface typically drain into the superior sagittal
sinus, a long, tubular structure that runs in the interhemi-
spheric fissure at the top of the brain. Deep veins drain into
the paired straight sinuses that are found superior to the cer-
ebellum. The major dural venous sinuses merge at the conflu-
ence of sinuses, and then the straight sinuses drain into the
internal jugular veins to return blood to the heart. Vascular
disorders involving the cerebral venous system are far less
common than those of the arterial system, but the outcome
can be similarly catastrophic.

Ventricles and Cerebrospinal Fluid

Within the brain, there are four internal cavities called ventri-
cles (Figure 6.5). These cavities are filled with CSF, a watery
fluid produced within the ventricles that surrounds the entire
CNS. The ventricular system is important in governing the
pressure and fluid dynamics of the brain. The CSF plays a
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supportive role in normal CNS function, and abnormalities
of the CSF are critical in the diagnosis of many neurologic
disorders.

The two largest ventricles are the lateral ventricles, one
in each hemisphere, which are situated deep to the fron-
tal, temporal, parietal, and occipital lobes. These com-
municate with a single third ventricle, which is narrow and
located between the two thalami, via an opening in each
lateral ventricle called the foramen of Monro. The tent-
shaped fourth ventricle lies just dorsal to the brain stem
and is connected to the third ventricle by a small conduit
in the midbrain known as the cerebral aqueduct. In turn,
the fourth ventricle empties into a region of the subarach-
noid space called the cisterna magna through three aper-
tures, the midline foramen of Magendie and the two lateral
foramina of Luschka. The CSF then circulates caudally to
the lower end of the spinal canal and then rostrally to the
convexities of the brain, where it is eventually absorbed
into the cerebral venous sinuses through structures called
the arachnoid villi.

CSF is steadily produced by the choroid plexus in all four
ventricles. The total volume of CSF in and around the CNS
is approximately 140 ml, whereas the volume of CSF within
the ventricles is a small fraction of this, about 25 ml. As the
CSF is produced at a rate of about 450 ml per day, the CSF
volume turns over about three times daily. The neuroana-
tomical importance of the CSF is twofold: In structural
terms, it serves a supportive role in providing a buoyancy
that prevents the brain from settling down upon the rigid
bony protuberances of the skull, and functionally, the CSF
takes part in regulating the chemical environment of brain
neurons.

Clinically, the ventricular system and the CSF have many
important implications. Enlargement of the ventricular sys-
tem from an excess of CSF, as occurs with hydrocephalus
and certain mass lesions, can have major neurologic con-
sequences. Analysis of the constituents of the CSF after
lumbar puncture is crucial for diagnosis of many neurologic
disorders, such as meningitis and encephalitis. In disorders
associated with parenchymal volume loss, such as many
neurodegenerative diseases or moderate to severe traumatic
brain injury, reduction of brain volume is accompanied by a
compensatory increase in ventricular size, often readily iden-
tifiable on MRI or CT imaging.

Cranial Nerves

The 12 CNs provide for motor and sensory innervation of
the head and neck, and their anatomy is inextricably asso-
ciated with that of the brain. All of the CNs are regarded
as components of the PNS, with one exception: The second
CN, the optic nerve, is actually a tract of the brain. The CNs
each exist in pairs, and their crossed and uncrossed connec-
tions with central structures are important in understanding
the anatomy of the brain.

The first CN is the olfactory nerve, which subserves the
sense of smell. Olfaction is far more highly developed in
lower animals, but this chemical sense exists in humans as a
reminder of the evolutionary background of homo sapiens.
The olfactory system originates as a collection of olfactory
receptor cells called the olfactory epithelium in the roof of
the nasal cavity. The olfactory nerve consists of the collected
axons of these cells. Ascending through the cribriform plate
of the ethmoid bone, the olfactory nerve terminates in the
olfactory bulb at the base of the frontal lobe. From there, the
olfactory tract projects to the olfactory cortex in the medial
temporal lobe.

The sense of vision is of central importance in human
life, as signified by the large number of CNS neurons
devoted to it. Incoming visual stimuli are initially pro-
cessed in the eye, where photoreceptor cells in the retina—
known as rods and cones—transduce patterns of light into
electrical signals that are sent to the brain. The optic nerve
can be seen by physicians at the back of the eye, where
examination with an ophthalmoscope permits visualiza-
tion of the optic disc. The optic disc contains the axons
of neurons that transmit visual information to the lateral
geniculate nucleus of the thalamus. From there, additional
relays through the temporal and parietal lobes project to
the primary visual cortex in the occipital lobes (Figure
6.6). On its way to the thalamus, the optic nerve divides
into two components, one remaining on the same side as
the eye from which it came and the other passing over to
the other side of the brain. This neuroanatomical feature
is important because it results in each hemisphere receiv-
ing input from the contralateral visual field. Thus the left
hemisphere receives input from the right visual field and
vice versa. Crossed function such as this is typical of a
number of systems in the brain and has many clinical and
neurobehavioral implications. In Figure 6.6 the neuroana-
tomical dissection next to the schematic shows the visual
projections emanating from the lateral geniculate nuclei
and how they fan through the temporal and parietal lobes
to their destination in the visual cortices. The gross projec-
tions from the optic nerves to the visual cortices may now
be identified in vivo using structural MRI along with the
newer technique of diffusion tensor imaging (DTTI).

CNs three, four, and six are typically considered as group
because of their exclusive role in eye movements. These three
nerves—the oculomotor (CN III), the trochlear (CN 1V),
and the abducens (CN VI)—arise from the brain stem and
allow for normal conjugate gaze by linking the movement
of the two eyes so that a single visual image is presented
to the brain. CN III also provides the afferent limb of the
important pupillary light reflex, which has much localizing
value in neurologic diagnosis.

CN V, the trigeminal nerve, has both motor and sen-
sory functions. It is the general sensory nerve of the face,
mediating ipsilateral somatic sensation via three divisions:
ophthalmic (V1), maxillary (V2), and mandibular (V3).
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Figure 6.6 The course of the visual image is shown from the retina through the optic nerve, optic tract, lateral geniculate body, and optic
radiation, to the visual cortex (reproduced with permission from Arslan, 2001). Top right: meticulous dissection of the visual
projections from the optic chiasm to the visual cortex (reproduced with permission from Glubegovic & Williams, 1980). Bottom
right: DTI of aggregate tracts from the visual projection system, plotted on a T1-weighted image (from Staempfli et al., 2007,
and reproduced with permission from Wiley). 4 color version of this figure can be found in Plate section 1.

These divisions join in the trigeminal ganglion outside the
brain stem, and then enter the pons as a single nerve. A sec-
ondary relay then sends this facial somatosensory informa-
tion to the ventral posterior medial (VPM) nucleus of the
thalamus, where it undergoes further processing. The motor
function of CN V is to supply the muscles of mastication
(chewing).

The facial nerve (CN VII) is primarily motor in its func-
tion. This nerve originates from the facial nucleus in the pons
and innervates the ipsilateral muscles of facial expression.
Facial weakness related to dysfunction of this nerve or its
connections is frequently seen in clinical neurology. CN VII
also has one notable sensory function, which is to convey
taste from the anterior two-thirds of the tongue via a branch

called the chorda tympani to the solitary tract in the pons and
medulla.

The eighth CN is known as the vestibulocochlear nerve
because it has two special sensory components called the
vestibular and cochlear divisions. These two divisions medi-
ate the vestibular (balance) system and the sense of audition
(hearing), respectively. Each division of CN VIII makes use
of mechanoreceptors found in the inner ear: Cells of the ves-
tibular division are sensitive to positional head movements,
and those of the cochlear division respond to sound stimuli.
Complex mechanisms of transduction then permit the trans-
mission of positional and auditory stimuli to the vestibular
and cochlear nuclei in the pons. From there, vestibular input
is extensively processed in the brain stem and cerebellum,
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and auditory input is relayed rostrally up the brain stem to
the medial geniculate nucleus of the thalamus and finally to
the primary auditory cortex of the temporal lobe (Heschl’s
gyrus). Among the central functions of hearing in humans is
that it serves as a necessary precursor to language.

The ninth CN, the glossopharyngeal nerve, participates
in motor, sensory, and autonomic functions of the face.
Motor fibers of CN IX innervate the pharynx; sensory fibers
mediate somatic sensation of the tongue, nasopharynx, and
middle and outer ear as well as taste from the posterior one-
third of the tongue; and autonomic fibers supply parasym-
pathetic input to the parotid gland. The tenth CN, the vagus
nerve, is the most widely distributed of the CNs, providing
parasympathetic input to many thoracic and abdominal
organs, and contributing to the motor and sensory innerva-
tion of the larynx, pharynx, and outer ear. CN XI, the acces-
sory nerve, is a pure motor nerve that arises from the lower
medulla and upper spinal cord. CN XI supplies ipsilateral
sternocleidomastoid and trapezius muscles. The 12th CN,
the hypoglossal, is also purely motor in function. It arises
from the medulla and enters the tongue ipsilaterally to sup-
ply its musculature.

Brain Stem

The brain stem is the most caudal portion of the brain, serv-
ing structurally as a bridge between the spinal cord and the
cerebrum and as an anchor for the cerebellum posterior to
it. Its three divisions are the midbrain, lying just below the
diencephalon and continuous with the thalamus; the pons,
immediately caudal to the midbrain and anterior to the
fourth ventricle; and the medulla, below the pons and con-
tinuous with the spinal cord. In addition to many CN nuclei,
several ascending and descending tracts to and from higher
structures are found within the brain stem, and also within
this region is the important integrative structure known as
the reticular formation.

An important point is that CNs III-XII have their central
termini in the brain stem. This arrangement indicates that
the brain stem serves as a general relay station conveying sen-
sory, motor, and autonomic information between the CNS
and the tissues and organs of the face and body. Damage
to the brain stem can therefore have a major impact on CN
function, and the diagnosis of many neurologic disorders is
based on the localization of lesions causing CN deficits.

The long tracts in the brain stem are all continuations
of fiber systems that originate at higher or lower levels of
the nervous system. Four major tracts are most relevant
clinically. First is the corticospinal tract, which begins in the
precentral gyrus of the frontal lobe, descends to the spinal
cord, and provides supraspinal input to motor neurons that
directly innervate voluntary muscles. Within the brain stem,
this tract occupies the ventral portion of the midbrain, pons,
and medulla, and as it nears the most caudal portion of the
medulla it crosses (decussates) so that most corticospinal

fibers travel to the opposite side of the spinal cord. As in the
visual system, therefore, there is a crossing of motor fibers
that renders one side of the cerebrum responsible for ner-
vous activity on the other side of the body. The second major
tract is the corticobulbar tract, which has a similar origin and
role as the corticospinal tract, but which terminates on vari-
ous brain stem motor nuclei. The remaining two brain stem
tracts of note are sensory. The medial lemniscus, a continua-
tion of the dorsal column system in the spinal cord, conveys
information regarding vibratory and position sensation to
the contralateral ventral posterior lateral (VPL) nucleus of
the thalamus and then to the somatosensory cortex of the
parietal lobe. The spinothalamic tract is a similar sensory
tract that transmits pain and temperature sensation from
the periphery to the contralateral VPL thalamic nucleus and
then the parietal lobe.

The reticular formation is a diffusely organized collection
of nuclei and tracts within the core of the brain stem that
serves a vital integrative function. This area, defined more
by its physiologic characteristics than by discrete anatomic
boundaries, harbors the nuclei of several neurotransmitters
that supply more rostral brain regions, among them nor-
epinephrine from the locus ceruleus and serotonin from the
dorsal raphe nuclei. Although the reticular formation partici-
pates in sensation, movement, and autonomic function, per-
haps its most important role is in consciousness. In the upper
pons and midbrain lies a portion of the reticular formation
called the ascending reticular activating system (ARAS). The
ARAS serves as a general activating system for the brain,
sending fibers to the intralaminar nuclei of the thalamus,
which in turn project to the entire cerebrum (Figure 6.7). The
ARAS has a major role in wakefulness and sleep and is largely
responsible for the normal circadian rhythm of humans, a
schematic of which is also shown in Figure 6.7. Damage to
the ARAS, as from a brain stem stroke or traumatic brain
injury, may result in a loss of normal arousal and produce
the dramatic state of coma. The ARAS therefore contributes
to human consciousness in a fundamental way. By virtue of
its capacity to enable the general arousal system of the brain,
the ARAS underlies all the operations of higher function.
Neurologists have long employed a useful distinction that
brings some order to the neurobiology of consciousness: In
this formulation, the ARAS can be regarded as responsible
for the level of consciousness, in contrast to the content of
consciousness that is elaborated by more rostral regions of
the brain (Plum & Posner, 1982). These distinctions are fur-
ther elaborated in Figure 6.7.

Cerebellum

The cerebellum is a prominent structure of the brain lying
posterior to the brain stem, to which it is extensively attached.
Although it receives considerable sensory input, the cerebel-
lum is considered part of the motor system because of its
primary involvement with coordination, postural control,
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Figure 6.7 Left: midsagittal view of the brain showing structures responsible for arousal, including the ascending reticular activating system
(ARAS) depicted as the upward projecting arrows and the thalamus (T). Right: The level of consciousness can be dissociated
from behaviors that are traditionally regarded as signs of arousal (such as eye opening.). Higher levels of consciousness are
associated with an increased range of conscious contents (with permission from Boly et al., 2013).

equilibrium, and motor control. Recent information has
suggested that the cerebellum also participates in neurobe-
havioral function.

Grossly, the cerebellum can be divided into the body of the
cerebellum (corpus cerebelli) and the smaller flocculonodular
lobe. In functional terms, however, a more useful distinction
can be drawn between the two lateral cerebellar hemispheres
and the centrally located vermis (Figure 6.8a). This division
is important because the cerebellar hemispheres are devoted
to coordination of the limbs whereas the vermis is involved
with postural adjustment. Damage to these areas of the cer-
ebellum thus causes, respectively, limb ataxia and postural
instability (also known as truncal ataxia).

Like the cerebrum, the cerebellum contains both gray
and white matter. The gray matter is found in the cerebel-
lar cortex, where neuronal cell bodies are arranged in three
layers—the superficial molecular cell layer, the intermediate
Purkinje cell layer, and the deeper granular cell layer—and
in four collections of cell bodies within the cerebellum
called the dentate, globose, fastigial, and emboliform nuclei.
The white matter consists of myelinated axons coursing to
and from the cerebellar cortex, and three cerebellar pedun-
cles—inferior, middle, and superior—that connect the cer-
ebellum with the medulla, pons, and midbrain, respectively
(Figure 6.8D).

The importance of the cerebellum in the motor system
stems from its intermediate position between multiple
sensory inputs and its connections with motor regions of
the cerebral hemispheres. A variety of vestibular, spinal,
and cerebral cortical inputs are received by the cerebellum
through the inferior and middle cerebellar peduncles. After

extensive processing occurs, cerebellar output is sent via
relays from the four deep nuclei through the superior cer-
ebellar peduncle to the midbrain, and then to the contralat-
eral ventral anterior (VA) and ventral lateral (VL) nuclei of
the thalamus. These thalamic connections allow the cerebel-
lum to influence the motor cortex, providing for the fine-
tuning of limb and truncal movements. An important point
for clinicians is that ataxia on one side of the body reflects
damage on the same side as the cerebellar lesion: Unlike
lesions of the cerebral hemispheres, cerebellar deficits are
ipsilateral to the lesion because the cerebellar motor output
crosses to the opposite thalamus, and then the corticospinal
tract subserving voluntary movement crosses again to the
side of the lesion.

Ataxia is the most characteristic feature of cerebellar
damage, and may be most apparent in the limbs, the trunk,
or in speech (as in a type of dysarthria called scanning
speech). A wide-based gait and muscle hypotonia are also
commonly encountered with cerebellar lesions. A contribu-
tion of the cerebellum to neurobehavioral function is being
increasingly recognized. The acquisition of a skill such as
playing a musical instrument (an example of procedural
learning) appears to depend in part on the cerebellum, and
mounting clinical evidence supports the notion the cogni-
tive and emotional deficits can develop in individuals who
have sustained cerebellar damage (Schmahmann & Sher-
man, 1998).

Figure 6.8b shows a sagittal MRI view off the midline
showing the superior cerebellar peduncle and its attach-
ment to the brain stem, with a coronal section cut somewhat
obliquely that shows both cerebellar hemispheres (green lines
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Figure 6.8a The cerebellum and functional lobes (© Hendelman 2006; reproduced with permission).

indicate the orientation and plane of each MR image). A
close up of the cerebellar vermis is also shown with a midline
MRI slice through the aqueduct of Sylvius and the fourth
ventricle (upper right-hand image) depicting the ten lobules
of the cerebellum. Lastly, sagittal DTI tractography shown in
different colors depicts different trajectories of white matter
pathways connecting the cerebellum and brain stem.

Diencephalon

The diencephalon is a collection of four structures located
deep in the cerebral hemispheres immediately rostral to the
midbrain and surrounding the third ventricle: the thalamus,
hypothalamus, subthalamus, and epithalamus. Although
small in size, the diencephalon has many important roles in
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Figure 6.8b

Upper left: a sagittal MR image cut off midline showing a section through the bulk of the cerebellum, with the

coronal MRI demonstrating the appearance of the cerebellum in this plane. Lower left: a coronal image showing
the level of cut (the vertical line) for the section shown in the upper image. Upper right: the traditional ten lobes
of the cerebellar vermis as identified in the mid-sagittal cut. Bottom right: DTI tractography of the cerebellum
and brain stem depicting the various major projections in this region. The left panel larger view of the cerebellum
shows a lateral view, and the right larger panel shows a medial view where the smaller outside images depict the
orientation of the superior (b), middle (c), inferior (d) cerebellar peduncles, and the corticospinal tract (a). Small
insets show each pathway separately. The letters on each panel indicate the following: (A) anterior, (P) posterior,
(D) dorsal, (V) ventral, (L) left, (R) right. (From Takahashi, Song, Folkerth, Grant, & Schmahmann, 2012; used
with permission from Elsevier.) 4 color version of this figure can be found in Plate section 1.

nervous system function, particularly through the activities
of the thalamus and hypothalamus.

The thalamus is an egg-shaped collection of nuclei that
comprises about 80% of the diencephalon (Figure 6.9).
Although primarily involved with sensation, the thalamic
nuclei also participate in movement, arousal, cognition, and
emotion. The most familiar thalamic function is to serve as
a sensory relay station for stimuli that will eventually reach
the cerebral cortex. All sensory systems with the exception of
olfaction traverse the thalamus en route to their respective cor-
tical areas. Accordingly, somatosensory information from the
contralateral body and face reach the VPL and VPM nuclei,
respectively, and taste fibers also project to the VPM nucleus.
Similarly, visual projections from the optic nerve synapse in
the lateral geniculate nucleus and auditory fibers in the medial
geniculate nucleus. The VA and VL nuclei receive fibers from
the cerebellum, and they also send fibers to the basal ganglia
to enable their participation in the motor system. The intrala-
minar nuclei—the two largest of which are the centromedian
and parafascicular nuclei—subserve the arousal system by

receiving input from the brain stem ARAS and then relaying
this input rostrally to activate the cerebrum. The dorsal medial
nucleus and the pulvinar are the major thalamic nuclei for
association regions of the cerebral cortex, and they contrib-
ute to cognition by connecting with the frontal and parietal-
temporal-occipital cortices, respectively. The anterior nucleus
plays a role in emotion by virtue of its position within the
limbic system. Contemporary neuroimaging methods permit
the identification and parcellation of thalamic regions and
their cortical projections, as shown in Figure 6.9.

The hypothalamus is much smaller than the thalamus but
exerts a powerful influence on autonomic, endocrine, and
emotional function. Situated inferior to the thalamus and
superior to the pituitary gland, the hypothalamus contains
many tiny nuclei that in general help maintain bodily homeo-
stasis. As the control center of the autonomic nervous sys-
tem, the hypothalamus regulates aspects of body temperature,
digestion, circulation, water balance, and sexual function. The
autonomic nervous system is divided into a parasympathetic
branch, which is generally associated with anterior regions,
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AN = Anterior nn.
VA = Ventral anterior n,

VL = Ventral lateral n.

VPL = Ventral posterolateral n.

LD = Lateral dorsal n.
LP = Lateral posterior n.

Pul = Pulvinar VPM = Ventral posteromedial n.
DM =Dorsomedial n, LGE = Lateral geniculate body IL = Intralaminar nn.
Mid =Midline nn. MGB = Medial geniculate body CM = Centromedian n.

Figure 6.9 Left: the thalamus and its many constituent nuclei. These nuclei function as relay stations for information traveling to and
from the cerebral cortex. (© Hendelman 2006; reproduced with permission). Right: (A) standard T1-weighted axial MR
image with the yellow box highlighting and outlining one half of the thalamus; (B) thalamic nuclei (this will be coordinated
with the Handelman diagram), which provides seed regions to examine cortical projections from thalamic nuclei; (C) cortical
projections; (D) the aforementioned seed regions. Note how thalamic regions have specialized areas of cortical projection.
A color version of this figure can be found in Plate section 1.

and a sympathetic branch that is affiliated with posterior sites.
Endocrine function is also governed by the hypothalamus via
its extensive neural and vascular connections with the two
lobes of the pituitary gland. Lastly, the hypothalamus is a key
component of the limbic system, and thus contributes to emo-
tional function. The “flight or fight” response to threat, for
example, is an illustration of the dramatic emotional display
that requires the activity of the hypothalamus.

The remaining diencephalic regions have more limited
significance. The subthalamus is a small area inferior to the
thalamus that contains the subthalamic nucleus and the zona
incerta; these areas have connections to the basal ganglia and
cerebral cortex, but their functions are largely obscure. The
epithalamus lies superior and caudal to the thalamus, and
consists of the pineal gland and the habenular nuclei. The
pineal gland is an unpaired brain structure that was once
considered by Rene Descartes to be the seat of the soul;
today it is known to secrete a hormone called melatonin that
is thought to contribute to sleep and gonadal function.

Basal Ganglia

The basal ganglia include a number of gray matter structures
located deep in the cerebral hemispheres. Their importance
derives from their major role in motor function, and because

increasing evidence from clinical populations also relates
these regions to cognitive and emotional functions.

No uniformity of opinion exists about which structures
should be included within the basal ganglia. However, most
authorities would agree that the caudate nucleus, globus
pallidus, and putamen should be listed under this heading,
and many also include the midbrain substantia nigra and the
subthalamic nucleus of the thalamus. For purposes of this
chapter, the caudate, putamen, globus pallidus, and substan-
tia nigra will serve to focus the discussion (see Figures 6.1,
6.2, and 6.4b), as these nuclei are most frequently implicated
in clinical disorders. Other terminology of these structures
is also worth reviewing: the caudate and putamen are often
called the striatum, and the putamen and globus pallidus are
alternatively referred to as the lenticular nucleus.

The principal function of the basal ganglia is to serve as
an integrated unit in the modulation of the cerebral corti-
cal control of voluntary movement. In performing this role,
the basal ganglia make use of a series of parallel loops that
mediate their involvement in cortical motor output. The
most prominent of these loops involves the following: a num-
ber of cortical inputs reach the striatum by means of white
matter tracts called the internal and external capsules; from
this point, connections proceed first to the globus pallidus



and then to the VA and VL thalamic nuclei; the final link
involves connections returning from these nuclei back to the
motor cortex, again via the internal capsule. The basal gan-
glia thus join the cerebellum as regions strongly connected
to the voluntary motor system via specific thalamic relays.
Whereas the cerebellum has a prominent role in coordina-
tion, the basal ganglia can be thought of as contributing to
the initiation and timing of movements.

A final aspect of basal ganglia anatomy deserving atten-
tion is its neurochemical input, which arises from the mid-
brain substantia nigra (the general location of the midbrain
is shown in Figures 6.4c and 6.6). Pigmented cells of the sub-
stantia nigra send axons rostrally to deliver the neurotrans-
mitter dopamine to the striatum. Among the many functions
of this important neurotransmitter, dopamine serves to acti-
vate the basal ganglia and the motor system in general, and
its deficiency or absence within this system results in dramatic
alterations in motor function. Parkinson’s disease is the well-
known neurologic disorder in which dopamine depletion in
the substantia nigra causes classic clinical features of brady-
kinesia (slowness of movement), rigidity, and resting tremor.
This is the most significant movement disorder because of its
high prevalence, progressive course, and favorable response to
dopaminergic drugs. Parkinson’s disease has also served as a
prototype disorder for the syndrome of subcortical dementia,
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an important concept in behavioral neurology and neuropsy-
chology (Cummings, 1990).

Limbic System

The limbic system has long been a confusing but crucial con-
cept in neuroanatomy and clinical neuroscience. The term
limbic derives from the Latin limbus, meaning “border.” The
limbic system was identified by the French neurologist Paul
Broca in 1878 as a collection of structures at the junction
of the diencephalon and the cerebral hemispheres. Whereas
some authors consider the limbic system to be a discrete lobe
of the brain, its extensive thalamic, hypothalamic, and corti-
cal connections justify its consideration as a transitional zone
between the diencephalon and the hemispheres. Although
opinions differ about what regions should be designated as
the limbic system, there is little disagreement that the hip-
pocampus, amygdala, cingulate gyrus, and parahippocampal
gyrus deserve inclusion (Figure 6.10); other structures are
variably listed in neuroanatomic accounts, but these details
are less crucial than understanding the notion of the limbic
system as a functional unit. It is now clear that the human
limbic system, at one time thought to have a central role in
olfaction, is actually much more devoted to memory and
emotion. The two most important limbic components—the
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Figure 6.10 Medial view of the brain showing key components of the limbic system. Used with permission from Budson & Price (2005)

and the New England Journal of Medicine.
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Figure 6.11 The Papez circuit (reproduced and adapted with per-
mission from Pliszka, 2005).

hippocampus and amygdala—serve as nodal points for these
two critical limbic circuits. The location of these structures
within the temporal lobe suggests a strong linkage of limbic
and temporal systems, and the terms temporal lobe-limbic
and temporolimbic are often used to signify their extensive
neuroanatomic and functional overlap.

The role of the limbic system in emotion is firmly estab-
lished. In 1937, James Papez published an influential paper
proposing that an interconnected network of structures
including the cingulate gyrus, the parahippocampal gyrus, the
hippocampus, the fornix, the mammillary bodies, the mam-
millothalamic tract, and the anterior nucleus of the thala-
mus comprised the cerebral basis of emotion (Papez, 1937).
After decades of study and debate, this network, known as
the Papez circuit (Figures 6.10 and 6.11) endures as a cen-
tral concept in the still poorly understood area of emotion.
Studies in recent years have identified the amygdala, a dense
collection of nuclei in the anterior temporal lobe, as centrally
involved in emotional learning and response, and the amyg-
dala has now assumed major status in the neuroanatomy of
emotion (LeDoux, 1996). Sensory input to the brain is exten-
sively funneled to the amygdala, where it undergoes process-
ing that produces an assessment of emotional valence: This
processing may involve powerful emotional experiences such
as intense fear and influence an equally impressive response
such as the “flight or fight” reaction that is mediated through
autonomic and endocrine systems of the hypothalamus.

In parallel with this expanding knowledge of the represen-
tation of emotions in the brain, the prominence of the hip-
pocampus in memory has become more apparent (Squire &
Zola, 1996). Hippocampus serves as a shorthand term for a trio
of regions called the dentate gyrus, hippocampus proper, and
the subiculum. This curved sheet of three-layered (archi-)cortex
is tucked into the medial temporal lobe (Figure 6.12a). Fig-
ure 12b shows a ventral schematic view of the base of the brain
depicting the relative position of the hippocampus in relation
to other temporal lobe strucutres. To the right of the schematic

is an actual post-mortem view of an intact ventral surface of
the right temporal lobe compared to a dissected right temporal
lobe revealing the different structures of the temporal lobe. The
acquisition of declarative memory, which refers to the learn-
ing of facts and events as opposed to skills, is dependent in
large part on the hippocampus, as it is well known that bilateral
destruction of the hippocampus leads to severe and disabling
dysfunction of recent declarative memory. Memory loss of this
type may also follow damage to the dorsal medial nucleus of
the thalamus and the basal forebrain (Figures 6.9 and 12a, b),
implying that a network of interconnected structures subserves
this domain. However, the centrality of the amygdala and hip-
pocampus in the dual and tightly interconnected networks of
emotion and memory is an intriguing neuroanatomic feature.
The close proximity of these structures, and the systems they
represent, likely accounts for the common experience that
events with the greatest emotional significance are those most
likely to be encoded in declarative memory.

White Matter

White matter occupies nearly one half the volume of the brain,
and it serves in general to link cortical and gray matter regions
with each other. The white matter consists of collections of
CNS axons ensheathed with myelin that are most commonly
called tracts, but that may also be termed fasciculi, bundles, lem-
nisci, funiculi, and peduncles. In the brain, these tracts travel
between often widely dispersed gray matter areas to integrate
cortical and subcortical areas into functionally unified neu-
ral networks (Figure 6.13). These networks in turn subserve
the many unique functions of the brain, from basic sensation
and motor function to cognition and emotion. The dramatic
increase in conduction velocity that is conferred by the myelin
of white matter axons allows for the rapid transfer of informa-
tion along white matter tracts, a feature that permits not only
efficient communication in sensory and motor systems, but
also the integration of higher functions mediated by networks
involving neocortical systems. White matter is thus essential
for the normal operations of all neural networks (Filley, 2012).

White matter tracts in the brain are generally classified into
three major categories: projection fibers, commissural fibers,
and association fibers. Projection fibers are solely involved
with elemental sensory and motor function; thus they either
ascend to the cerebral cortex from lower structures corti-
copetally, or descend from the cortex to lower regions corti-
cofugally. Major corticopetal (afferent) tracts are the thalamic
radiations, relaying somatosensory information from the
thalamus to the parietal cortex, and the optic radiations,
projecting from the lateral geniculate body to the occipital
cortex. The most important corticofugal (efferent) tract is the
corticospinal tract, which projects from the motor cortex to
lower motor neurons in the spinal cord. The corticobulbar
tract occupies a similar position but descends to lower motor
neurons in the brain stem. Knowledge of the course of these
motor tracts is regularly exploited in neurologic diagnosis.
Both of these tracts first travel through the internal capsule,
and then cross at different levels; corticospinal fibers decussate
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Figure 6.12a Dorsal oblique blunt dissection of the postmortem brain showing the location and curvature of the hippocampus adjacent to
the lateral ventricle. (© Hendelman 2006, reproduced with permission). The colorized three-dimensional images (left, frontal
view; right, left lateral oblique) are derived from the MRI first shown in Figure 6.2. (see Figure 6.2 for color legend). 4 color

version of this figure can be found in Plate section 1.
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Figure 6.12b  Left: diagrammatic representation of the hippocampal
formation and its various constituents (reproduced with
permission from Arslan, 2001). Right: ventral view of
the postmortem brain showing the anatomical location
of medial temporal lobe and other structures: (A) para-
hippocampal gyrus, (B) uncus, (C) optic tract, (D) region
of the chiasmatic cistern and infundibulum, (E) anterior
cerebral artery, (F) optic chiasm at the top of the arrow,
(G) mammillary body, (H) note the proximity of the
medial temporal lobe with the cerebral peduncle of the
midbrain, (I) olfactory bulb, (J) middle cerebral artery. 4
color version of this figure can be found in Plate section 1.

in the lower medulla to reach the contralateral spinal cord,
whereas corticobulbar fibers cross in the brain stem before
synapsing on the motor neurons to which they project.
More critical in the mediation of higher functions are the
commissural and association fibers (Figure 6.13). Commis-
sural fibers are those that course between the hemispheres
via the cerebral commissures. By far the largest of these com-
missures is the corpus callosum, a massive tract that connects
the four lobes of the brain with homologous regions on the
contralateral side; the anterior and hippocampal commissures
are much smaller commissural fiber systems. The association
tracts, in contrast, join gray matter regions within each hemi-
sphere. Among these, neuroanatomists have distinguished
two types: short and long association fibers. Short association

fibers, also called arcuate or U fibers, connect adjacent cortical
gyri throughout the cerebrum. Long association fiber systems
are longer and link ipsilateral cerebral lobes; these are the
superior occipitofrontal fasciculus, the inferior occipitofrontal
fasciculus, the arcuate fasciculus, the uncinate fasciculus, and
the cingulum. An interesting neuroanatomic feature of these
tracts is that they all have one terminus in frontal lobe, while
the other terminus is variably in more posterior regions.
Many other white matter tracts can be identified, but two
deserve special mention. The fornix is a prominent arched
tract of the limbic system that connects the hippocampus
and the mammillary bodies within the Papez circuit. The
medial forebrain bundle joins the hypothalamus with both
caudal and rostral brain regions and participates in the hypo-
thalamic control of the autonomic nervous system.
Contemporary neuroimaging techniques, most impressively
DTI, provide methods to extract aggregate images of white mat-
ter pathways from the brain, as shown in Figure 6.13. Beyond
the capacity of DTI to show dramatic images of the brain and
its major pathways, anisotropic measurements can also be made
that actually reflect the microscopic integrity of the tissue. Thus
not only can an image of a white matter pathway be gener-
ated in the living individual, but also quantification is possible
regarding the condition of the pathway and its viability.

Cerebral Cortex

The surface of the brain is grossly visible as the cortex, meaning
“pbark™ in Latin. The cerebral cortex is the outermost layer of
the cerebrum, and it consists of a thin sheet of neurons averag-
ing 3 mm in thickness. The number of cerebral cortical neurons
is estimated at 25 billion, and the number of synapses between
these neurons may be an extraordinary 300 trillion. The com-
putational power made possible by this remarkable number of
contacts renders the cerebral cortex as the locus of the most
advanced functions of the human brain. An understanding of
cortical structure and function is a prerequisite for the neu-
roscientific study of the mind and all that this pursuit entails.
Microscopically, the cerebral cortex has a horizontally
laminated structure. More than 90% of the cortex is clas-
sified as neocortex, a term that signifies the relatively recent
arrival of this structure in the course of evolution. The neo-
cortex consists of six layers: the outermost molecular layer,
the external granular cell layer, the external pyramidal cell
layer, the internal granular cell layer, the internal pyramidal
cell layer, and the innermost multiform layer. A vertical orga-
nization to the neocortex can also be defined physiologically.
Columns of cells, arranged perpendicular to the cortical
surface, respond as a unit to a given stimulus. Hundreds of
millions of these columns exist, connected with each other
and many more caudal areas by the axons of pyramidal cells.
The remaining cortical regions are classified as allocortex,
which is in turn made up of paleocortex and archicortex,
ancient cortical types that are more prominent in lower ani-
mals than humans. The olfactory system is largely allocortical
in composition, and one of the most important allocortical
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Figure 6.13 (A) Drawing of the commissural and association white matter tracts of the cerebrum. Abbre-
viations: CC, corpus callosum; UF, U fibers; SOFF, superior occipitofrontal fasciculus; IOFF,
inferior occipitofrontal fasciculus; AF, arcuate fasciculus; UnF, uncinate fasciculus; C, cingu-
lum. Reprinted with permission from Filley (2012). (B) Side view of some of the major tracts as
derived from DTI. (C) Dorsal view of a meticulous blunt dissection showing the back-and-forth
projections of the callosal fibers and how they may be imaged using DT tractography methods
as shown on the bottom right. A color version of this figure can be found in Plate section 1.

zones is the hippocampus. As reviewed earlier, the hippo-
campus is a cortical area of the limbic system that is involved
with the memory and emotional systems of the brain. The
hippocampus has three layers: the outer molecular layer, the
pyramidal cell layer, and the inner polymorphic layer.
Neuroanatomists have often attempted to divide the cerebral
cortex into discrete zones in an effort to understand its func-
tional affiliations. The best known of these cortical parcella-
tions is that of Korbinian Brodmann (Brodmann, 1994), who
described about 50 areas of the cortex, based on distinct histo-
logical characteristics he found in each (Figure 6.14). Although
some of these areas have been found to have clear functional
roles, the significance of many still remains undetermined. Nev-
ertheless, the cortical map of Brodmann has endured for almost
a century, and reference to his carefully numbered zones is com-
monplace in accounts of neocortical anatomy and function.
The cortical surface serves as the basis for the definition of
the four lobes of the cerebrum: the frontal, temporal, pari-
etal, and occipital lobes (Figures 6.2, 6.4b, 6.9, and 6.14).
These lobes are widely employed as convenient divisions of
the cerebral hemispheres that facilitate conceptualizations of
neurobehavioral functions in the brain. The frontal lobe is

the most rostral of the four, positioned anterior to the Rolan-
dic fissure and superior to the Sylvian fissure. The tempo-
ral lobe lies inferior to the Sylvian fissure, and its posterior
boundary is determined by the junction of two lines: one
from the parietooccipital sulcus to the preoccipital notch and
the other running posteriorly from the end of the Sylvian
fissure (Figure 6.4b). The parictal lobe is found posterior to
the Rolandic fissure, and its inferior margin is also defined by
the two lines that form the posterior extent of the temporal
lobe. The occipital lobe is located posterior to both the tem-
poral and parietal lobes. Another small neocortical region,
not visible on the brain surface, is the insula, or island of
Reil, concealed under the Sylvian fissure by portions of the
frontal, temporal, and parietal lobes.

The Relationship of Brain and Behavior

The foregoing synopsis of neuroanatomy, however truncated,
may appear overwhelming in its complexity. Moreover, the
relevance of much neuroanatomic detail to neuropsychology
may seem uncertain. In this section, an attempt will be made
to develop a series of conceptual themes in neuroanatomy
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that are particularly useful to the clinical practice and
research goals of neuropsychology. A working knowledge
of neurobehavioral anatomy is clearly an essential prerequi-
site for the study of brain-behavior relationships (Cummings,
2003; Filley, 2012; Mesulam, 2001).

General Principles

An initial grasp of the brain as the organ of human behavior
can be gained by considering some general organizational
principles. As a first step, brain function can be broadly
considered by reference to a series of distinctions based on
the vertical, longitudinal, and horizontal dimensions of the
cerebral hemispheres.

Vertical organization. Seen in the context of its evolution-
ary development or phylogeny, the vertical organization of
the brain becomes apparent (Cummings, 2003). The course of
evolution has endowed human beings with a highly developed
brain that enables unique behaviors permitting unprecedented
mastery of the environment. This development mainly entails
the progressive expansion of the cortical mantle seen in mam-
malian evolution, particularly the frontal lobes. However,
many features of the human brain are shared in common with
other animals, such as those concerned with basic needs such
as feeding, defensive aggression, and reproduction. Humans
have neuroanatomic residua of ancient neural systems com-
mon to many animals, but also harbor more recently evolved
brain systems that confer a set of unique adaptive abilities.
In this sense, the human brain can be seen as the most highly
developed nervous structure in nature.

The hierarchical structure of the brain has been described
by MacLean as the “triune” brain (MacLean, 1970). In his
formulation, three levels of neural development can be iden-
tified: reptilian, paleomammalian, and neomammalian. The
reptilian brain—including the brain stem, cerebellum, and
thalamus—is a primitive inner core concerned with arousal,
autonomic, cardiovascular, respiratory, and visceral func-
tions. The paleomammalian brain, consisting of the lim-
bic system, reflects early mammalian development and the
advent of drives, child rearing, communal bonding, and ter-
ritoriality. The neomammalian brain, essentially the cerebral
cortex, harbors the most recent mammalian capacities that
are generally referred to as cognition and emotional behavior.

Whereas the triune brain of MacLean has had consider-
able theoretical impact, a distinction based on the levels of
neuroanatomic organization in the human cerebrum may
have more direct applicability to clinicians and researchers
in neuropsychology. In recent decades, much work has been
devoted to contrasting the neuropsychological affiliations of
the cerebral cortex with those of the subcortical gray matter
(Cummings, 1990), and, more recently, the cerebral white mat-
ter (Filley, 2012). Although the disorders affecting these three
broad regions are necessarily diffuse in their distribution, and
thus these lines of inquiry do not assist in establishing spe-
cific brain-behavior relationships based on the study of focal
lesions, the distinction between cortical, subcortical, and white
matter dysfunction is relevant to the majority of patients seen
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by neuropsychologists who have diffuse cognitive dysfunction
from dementia or traumatic brain injury. Consideration of
these categories therefore extends the classic lesion method of
behavioral neurology to the study of diffuse brain disorders
that are so common and challenging to medicine and society.

Longitudinal organization. Along its longitudinal axis, the
brain can immediately be seen to have a clear division of
functional specialization. In brief, this separation divides
the anterior cerebrum, devoted to motor function, from the
posterior cerebrum, dedicated to sensory function.

The frontal lobe is the most anterior lobe of the brain, and
it harbors the neocortical basis of motor activity. The corti-
cospinal and corticobulbar tracts originate in the precentral
gyrus of the frontal lobe, enabling the cortical control of vol-
untary movement. In addition, the frontal lobes mediate motor
aspects of language and emotional prosody by the operations
of Broca’s area on the left and its analogous region on the right.
The medial frontal regions also have a role in motor function in
that they are thought to subserve the motivation to engage in
voluntary action; damage to these regions may result in apathy
or abulia, and, in extreme cases, akinetic mutism.

The posterior lobes of the cerebrum—temporal, parietal,
and occipital—are primarily devoted to sensation. Audi-
tion and the comprehension of language and other sounds
are functions of the temporal lobes. The parietal lobes are
directly involved with the mediation of somatic sensation,
and the right parietal lobe is selectively dedicated to the inter-
pretation of visuospatial information. The occipital lobes are
primarily dedicated to the sense of vision, which has assumed
much greater importance in humans as the sense of olfaction
has diminished in value with higher levels of adaptation.

Horizontal organization. A final dimensional distinction in
the brain can be seen in the functional differences between
the two sides of the cerebrum (Springer & Deutsch, 1989).
Since the time of Broca, one of the best-recognized features
of the human brain is its asymmetry with respect to function,
an observation that led to the concept of cerebral lateraliza-
tion. The most obvious of these functional asymmetries is
the dominance of the left hemisphere for language in most
individuals. The right hemisphere has also been recognized
to possess dominant functions of its own. The reason for
this arrangement is not known, as there appears to be no
such lateralization of function in paired organs elsewhere in
the body, such as the lungs and kidneys. Nevertheless, the
neurobehavioral specializations of the cerebral hemispheres
are increasingly well understood, and should always be con-
sidered in the assessment and care of neurologic patients.

The left hemisphere is dominant for language in most
people. The great majority of right-handers and even most
left-handers have their language skills primarily organized
in the left hemisphere. It is commonly asserted that 99% of
right-handers are left-dominant for language, and that 67%
of left-handers are also left-dominant for this domain (Filley,
2012). While this generalization is adequate for routine clini-
cal purposes, a more refined view is that 70% of the popu-
lation is dextral and strongly left-dominant for language,
10% is sinistral and right-dominant for language, and 20%



84  Christopher M. Filley and Erin D. Bigler

is ambidextrous with anomalous (bilateral) language repre-
sentation. These statistics find support in the asymmetry of
the planum temporale, a structure of the superior temporal
lobe concerned with language processing, in that about 70%
of brains have a larger left side, 10% a larger right side, and
20% roughly equal sizes (Filley, 2012).

The right hemisphere, long considered the “nondominant
or “silent” hemisphere because of its relative inability to pro-
cess linguistic information, has an impressive range of func-
tions for which it can be regarded as dominant. The most
uncontroversial domains that can be regarded as right-hemi-
sphere dominant are constructional ability, spatial attention,
and language prosody (Filley, 2012). Also attributed by many
to the right hemisphere is music, although contributions
from the left hemisphere also contribute to this highly com-
plex capacity (Filley, 2012). In any case, the broad range of
higher functions organized by both hemispheres, separately
or in combination, clearly indicates that neither side is domi-
nant in any absolute sense, that brain areas work together to
produce optimal performance, and that, in neurobehavioral
terms, there are no silent areas of the cerebrum.

2

Neural Networks

As the preceding discussion suggests, the localization of higher
function in the brain is a central goal of neuroscience. Whereas
generalizations regarding the functional organization of the
brain are useful, more specific localization of higher functions
within the hemispheres remains an imperative of neuroscience
research. The representation of cognitive and especially emo-
tional function in the brain has long been vigorously debated
because the precise determination of the locus of these skills
has often proven elusive. It should be recalled that much of
the history of neuropsychology and behavioral neurology
took place during an era when the only means of determining
brain-behavior relationships was through postmortem study,
but even in the age of modern neuroimaging, uncertainty
remains about the consistency with which a given function
can be said to be represented in a specific brain region.

Traditionally, the debate about cerebral representation of
higher function has had two major factions: localizationists
and equipotential theorists. The former group begins with the
time-honored practice of neurologists that emphasizes detailed
understanding of nervous system structure and the localization
of functions within it. This process permits the application of
the lesion method to the study of higher functions, theoreti-
cally producing a secure map of brain-behavior relationships.
Whereas this approach is highly effective in localizing elemen-
tal neurologic deficits such as CN deficits and hemiparesis, it
has not proven as reliable in identifying the sites of higher func-
tions. There is no simple correspondence, for example, between
a given gyrus and a discrete cognitive domain, and this kind of
localization of higher function has proven to be inadequate for
capturing the complexity of brain-behavior relationships. In
this regard, strict localization has been justifiably criticized for
too closely resembling its intellectual predecessor, the phrenol-
ogy of Franz Joseph Gall (Filley, 2012).

Equipotential theorists have contended that any specific
localization of higher functions in the brain is impossible.
Most closely associated with the early 20th century Karl
Lashley, the equipotential theory held that all cerebral cortical
areas are capable of supporting the operations of higher func-
tions (Filley, 2012). The cortex was considered to be essentially
undifferentiated with respect to mentation, and thus a lesion in
any cortical zone could be expected to diminish neurobehav-
ioral capacity in proportion to the amount of tissue damaged.
Much clinical and experimental evidence—most obviously
that supporting the lateralization of language function dis-
cussed earlier—contradicts this claim, and it is clear from
numerous clinical and neuroimaging studies that considerable
specialization of cerebral areas exists with regard to the higher
functions. Thus, like strict localization, pure equipotentiality
is insupportable in light of current knowledge.

The resolution of this debate appears to come from the
concept of distributed neural networks (Mesulam, 2001).
As a compromise position, the notion of neural networks
postulates that integrated ensembles of interconnected cere-
bral structures subserve specific neurobehavioral domains.
Thus there is no singular and exclusive relationship between
a brain structure and a mental function, but neither is there a
diffuse representation of functions in which no cerebral
specialization exists. Rather, a given domain is represented
within a neuroanatomically linked network that operates as a
functional unit. Familiar examples of these networks include
the left perisylvian language zone and the medial temporal
lobe memory system. Other neural networks, such as those
subserving executive function and visual perception, are
being elucidated with the assistance of modern structural
and functional neuroimaging. Increasingly supported by the
emergence of new information, the notion of neural net-
works represents a satisfying resolution of an old debate, and
points the way toward many research opportunities designed
to explicate the workings of the human brain.

Functional Affiliations of the Cerebrum

The clinical method used for the assessment of neurobehav-
ioral disorders is based on the localization of higher func-
tions in the brain (Filley, 2012; Mesulam, 2001; Cummings,
2003). Although the concept of neural networks increasingly
influences thinking about brain-behavior relationships, an
understanding of the basic functional affiliations of major
brain regions is essential for clinical practice and research in
neuropsychology. Individuals are typically referred for neu-
ropsychological evaluation of a specific syndrome—a con-
stellation of symptoms and signs that indicates the origin of
clinical dysfunction. The neuropsychologist plays a crucial
role in characterizing the nature and severity of the syndrome,
defining the likely localization of the problem, helping to
guide further diagnostic testing, assisting with providing the
best possible medical care, and contributing to neuroscien-
tific research on cerebral localization. Later chapters present
detailed discussions of individual conditions that produce
these syndromes; what follows here is a brief consideration



Table 6.2 Functional affiliations of the cerebrum

Frontal Lobe
Voluntary Movement
Language fluency (left)
Motor prosody (right)
Working memory
Executive function
Comportment
Motivation

Temporal Lobe
Audition
Language comprehension (left)
Sensory prosody (right)
Memory
Emotion

Parietal Lobe
Tactile sensation
Visuospatial function (right)
Attention (right)
Reading (left)
Calculation (left)

Occipital Lobe
Vision
Visual perception

of the neurobehavioral functions of the four cerebral lobes,
those brain areas most relevant to the neuropsychologist (see
Table 6.2; Cummings, 2003; Filley, 2012; Mesulam, 2001).

The frontal lobe is the largest lobe of the human brain,
occupying more than a third of the cortical surface, and it
houses a variety of motor, cognitive, and emotional func-
tions. However, because it has appeared most recently in phy-
logeny and its development seems to parallel that of human
behavior, the frontal lobe is regarded as being particularly
associated with the highest of human functions. Indeed, the
lasting preoccupation of neuroscientists with this part of
the brain stems from the enticing likelihood that singularly
human capacities are most likely to be explained by refer-
ence to this lobe. Yet the essential role of the frontal lobe in
human behavior remains elusive, even though much progress
has been made in exploring its many contributions.

The most obvious role of the frontal lobe is in voluntary
movement, which is based on the origin of corticospinal and
corticobulbar tracts in the precentral gyrus (Brodmann area 4).
Also important in movement is the supplementary motor
area (area 6), which seems to have a special role in the initia-
tion of voluntary movement and speech. In neurobehavioral
terms, many other domains are securely associated with the
frontal lobes, in particular those areas not concerned with
motor function that are known as prefrontal cortex. Lan-
guage fluency is clearly related to the function of Broca’s
area (areas 44 and 45) on the left side, and its counterpart in
the right hemisphere is thought to subserve motor prosody.
Working memory, a recently described domain that is related
to both attention and memory, is likely affiliated with the
dorsolateral prefrontal cortex (areas 9 and 46). The impor-
tant concept of executive function, among the most critical
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domains for effective human performance, is thought
to be mediated by a larger area of prefrontal cortex that
includes areas 8, 9, 10, 46, and 47. Comportment, the abil-
ity to inhibit limbic impulses and maintain an appropriate
behavioral repertoire, largely depends on the integrity of
orbitofrontal regions (areas 11, 12, and 25). Lastly, motiva-
tion is most closely associated with medial frontal structures
including the anterior cingulate gyrus (areas 24, 32, and 33).

The temporal lobe has a primary role in audition, receiving
sound stimuli in the primary auditory cortex (Heschl’s gyrus,
areas 41 and 42) that arise from the ear and ascend through CN
VIII, the brain stem, and the thalamus. Further processing of
these stimuli then occurs in the temporal lobe as well. On the
left, speech sounds are decoded in Wernicke’s area (the poste-
rior part of area 22), allowing for the comprehension of lan-
guage, while in a homologous region on the right, other aspects
of sound are interpreted to permit the perception of prosody
and related areas such as melody. In addition, the strong asso-
ciations of the temporal lobe with the limbic system, reviewed
earlier, provide the neuroanatomic substrate for the involve-
ment of this lobe in the mediation of memory and emotion.

The parietal lobe has a primary somatosensory affilia-
tion, and interpretation of tactile information occurs in the
postcentral gyrus (areas 3, 1, and 2) of each hemisphere.
Higher order sensory cortex in the parietal lobe (areas 5 and 7)
subserves the perception of tactile stimuli to permit the
appreciation of stereognosis and graphesthesia. On the right
side, the parietal lobe in general is specialized for visuospa-
tial function, without which the ability to negotiate three-
dimensional space is compromised. The right parietal lobe is
also specialized for the domain of spatial attention, a feature
that explains the curious and often devastating phenomenon
of left hemineglect in patients with right parietal damage.
These specializations are among those that make the right
hemisphere primarily responsible for a wealth of nonverbal
skills that significantly enhance human existence. On the left
side, in contrast, the predominantly verbal domains of read-
ing and calculation are primarily organized in the angular
gyrus (area 39) and the supramarginal gyrus (area 40).

The occipital lobe has the most unified functional affilia-
tion of all the cerebral lobes. Located at the rear of the brain
and dominated by the medially located calcarine cortex (area
17), the occipital lobe is devoted to vision. Of all the senses,
vision requires the greatest amount of neural tissue, and the
occipital cortices represent the neocortical destination of the
visual information processed by the eyes. After the first order
visual neurons from the retinae synapse in the lateral genicu-
late body of the thalamus, second order visual neurons proj-
ect to the calcarine cortex and enable primary visual function
at the cortical level. From there, further processing occurs in
the visual association cortex (areas 18 and 19) adjacent to the
primary occipital cortex, permitting the perception of visual
stimuli. Still further visual processing occurs in temporal and
parietal regions that are involved in visual recognition. Recent
data have supported the existence of two parallel visual sys-
tems of visual processing, termed the “what” and “where”
systems, involving ventral and dorsal streams, respectively,
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of the visual association cortices. These streams begin in the
visual association regions subserving visual perception, and
then proceed anteriorly to inferior temporal cortices for the
“what” system, and parietal cortices for the “where” system.

The affiliations of the four lobes of the brain serve as a useful
introduction to the behavioral geography of the brain. In the
succinct words of the influential behavioral neurologist Norman
Geschwind: “Every behavior has an anatomy” (Geschwind,
1975). The anatomy of higher function is an amalgam of tra-
ditional neuroanatomic inquiry, the clinical study of neurologic
patients, and the methods of modern neuroscience, all of which
are expanding our insights into brain-behavior relationships as
never before. Based on this knowledge, the neurobiologic basis
of normal cognition, emotion, and consciousness becomes
ever more clear. For those concerned with clinical assessment
and treatment, this knowledge is a necessary precursor to the
care of patients with disorders of the brain.
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Appendix: Structural Neuroimaging Basics

for Understanding Neuroanatomy

Viewing neuroanatomy from brain imaging typically involves
either CT or MRI, with MRI clearly superior for anatomical
detail. In the same subject, Figure 6.15 compares CT with
various MR pulse sequences that have different sensitivities
to tissue type. In the mid-1990s MR DTI came on the scene,
with the discovery that aggregate white matter tracts could
be identified and extracted from the image because healthy
axonal membranes constrain the direction of water diffu-
sion perpendicular with the orientation of the fiber tract. By
assessing directionality of water diffusion, fiber tract projec-
tions may be inferred. As shown in Figure 6.16, the diffusion
scan from which DTI is derived has a rather fuzzy appear-
ance in native space, but the actual diffusion color maps are
rich in information about the directionality of water diffu-
sion where green reflects anterior-to-posterior projecting

Figure 6.15 Comparison of CT imaging in the axial plane with
other standard MRI pulse sequences all from the
same indiviudal and all at approximately the same
level and imaging plane. Note how each imaging
sequence highlights differences in tissue type (see
Table 6.3 for tissue characterization). FLAIR: fluid
attenuated inversion recovery sequence. GRE: gra-
dient recalled echo sequence. PD: proton density—
weighted sequence.

Diffusion Imaging

atomical Image

DoTI

Figure 6.16 Diffusion imaging showing the diffusion scan in native
space in the top center, compared to the T2- and T1-weighted
images on either side, with the actual color map centered in the
bottom row bordered by the apparent diffusion coefficient (ADC)
map on the bottom left and the T2-weighted antomical image.
A color version of this figure can be found in Plate section 1.

tracts, warm colors (orange to red) side-to-side projections,
and cool colors (blues) vertically oriented tracts. Figures 6.6,
6.8b and 6.12a and b all present white matter fiber tracts
derived from DTI.

Understanding neuroanatomy from neuroimaging is facil-
itated by the sensitivity of both CT and MRI in detecting
differences in white matter and gray matter. Because specific
white matter and gray matter boundaries may be distinctly
differentiated with high-field MRI, the actual gray matter
cortical ribbon and subcortical nuclei can be readily identi-
fied, as shown in Figure 6.17. Also, CSF has very different
signal intensity from brain parenchyma, meaning it too can
be segmented as shown in Figure 6.17. Segmenting tissue
also provides the basis for identifying classic brain regions,
like the hippocampus as presented in Figure 6.17. By defining
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Figure 6.17 Standard T1-weighted coronal image that has been seg-
mented to differentiate gray matter from white matter
and CSF. The image is then classified into identifiable
regions of interest or actual anatomical structures. 4
color version of this figure can be found in Plate section 1.

the boundaries of the hippocampus, that region of interest
(ROI) may be extracted from the image and depicted in
three-dimensional space, also demonstrated in Figure 6.17.
Using similar techniques, any neuroanatomical ROI may be
extracted from an image showing its anatomical position in
relation to other structures as well as quantified in terms of
volume, surface area, and shape, to name the most common
quantitative measurements.

Figure 6.18 shows the same sagittal view of Figures 6.4c
and 6.14 but this time with a vertical line showing the

Figure 6.18

The mid-sagital view shown at the top of this fig-
ure is the same as in Figures 6.4c and 6.14, with the
downward arrow showing the coronal plane where
the approximate cut occurred to generate the image
in the lower left panel. The lower right panel shows a
similar location in a formalin-fixed postmortem brain
sectioned at approximately the same level. Note the
similarity of the postmortem section to the MRI-
derived coronal image as well as the general symmetry
of the brain.

approximately level of a cut through the frontal and anterior
temporal lobes (although at the mid sagittal level the anterior
temporal lobe cannot be visualized in the mid-sagittal cut),
with the resulting coronal image below (on the left). Adja-
cent to the coronal image from the MRI is a formalin-fixed
coronal cut of a postmortem brain in approximately the same
plane. Note the similarity of the MR image with that of the
postmortem image, proof of the anatomical approximation
of MRI findings to identify gross anatomy. From this image,
the beautiful symmetry of the typical developed human
brain also becomes apparent. Notice how the structures in
one hemisphere mirror the other. This symmetry principle
applies throughout the brain as depicted in a different coronal
section more posterior to the position previously shown in
Figure 6.19 or in the axial plane in Figure 6.20. Starting with

Figure 6.19 This is a coronal image using a true inversion recovery
sequence that provides exquisite anatomical detail.
Note how each hemisphere is the mirror of the other
in terms of the distribution and organization of major
brain areas and ROIs: (1) interhemispheric fissue; (2) the
number sits in the central white matter of the fron-
tal lobe, with the arrow pointing to the caudate (gray
matter) and lateral ventricle (dark space); (3) the lower
part of the number sits in the corpus callosum, with
the top of the number in the cingulum bundle within
the cingulate gyrus, and the arrow points to the body
of the fornix; (4) thalamus; (5) the number sits in
the lenticular nucleus, which is formed by the lighter
(meaning more white matter) globus pallidus (to the
right of the number) and the putamen (darker gray, to
the left of the number); (6) hippocampus; (7) superior
temporal gyrus of the temporal lobe, which forms the
top of the temporal lobe, with in descending order
followed by the middle temporal gyrus, inferior tem-
poral gyrus, fusiform, and parahippocampal gyrus;
(8) Sylvian fissure to the left of the number, frontal
lobe above, temporal lobe below and to the right of
the number, insular cortex.



Figure 6.20 This is also a true inversion recovery sequence but
in the axial plane, showing the same symmetry than
can be visualized in the coronal plane: (1) interhemi-
spheric fissure; (2) the number sits within the poste-
rior corpus callosum, with the bottom of the number
within the posterior cingulum bundle within the cin-
gulate gyrus and the right top of the number adjacent
to the posterior aspect (atria) of the lateral ventricle;
(3) dashed arrow points to the caudate, dotted arrow
points to the internal capsul and the straight arrow
to the claustrum, where to the left of the claustrum
the external capsule may be visualized and to the
right, the extreme capsule; (4) the number is within
the thalamus, with the left arrow pointing to the third
ventricle and the dashed arrow to the column of the
fornix; (5) the insular cortex within the Sylvian fissure.

the interhemispheric fissure (see label Number 1, in either
the coronal image of Figure 6.19 or the axial image of Fig-
ure 6.20), essentially one hemisphere duplicates the other. So
as to not clutter the image, labelling numbers are given only in
one hemisphere in these two figures, but it is readily apparent
that the brain structures numbered in one hemisphere appear
nearly identical to that of the other hemisphere.

For normal anatomical appearance the above descrip-
tion represents the symmetry principle of a typical, healthy
brain (Bigler 2015). Typical brain development is dynamic,
so understanding normal brain anatomy also means under-
standing changes that may be relevant to the age of the
individual being scanned. However, in the “normal” aging
process, purely age effects will be registered within this
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normal symmetry, so that for a particular age ROIs appear
symmetric across both hemispheres as reflected in Fig-
ures 6.18 to 6.20.

Combined with the principle of symmetry, also reflected
throughout this chapter is the anatomical principle of nor-
mal “similarity” across healthy brains. In other words, in
a very general sense, one brain appears similar to another.
Returning to Figure 6.18, even though one image is based
on an in vivo MRI section in a very much alive human adult
and the other is postmortem, both are recognizable for their
similar appearance at about the same point in the frontal and
temporal regions of the brain in the coronal plane. Likewise
the coronal image in Figure 6.17A is from a different pulse
sequence than in Figure 6.19, yet there are obvious similari-
ties. By applying the similarity and symmetry principles to
understanding age-typical brain anatomy, in most cases a
scan image may be straightforwardly identified as normal in
appearance or not.

That last piece of a general overview to understand
anatomy from imaging is understanding how the under-
lying physics of CT and MRI provide the basis for gen-
erating the resulting image. CT is based on x-ray beam
technology where the physical density of tissue influences
the speed of the x-ray beam as it passes through skin, the
skull, and brain parenchyma. Reconstructing this infor-
mation in two- or three-dimensional space provides an
image as shown in the top left of Figure 6.15. By conven-
tion, on CT, bone is white, reflecting the greatest den-
sity encountered by the x-ray beam, whereas CSF and
air pockets (as in a sinus area) provide the least density
and are categorized as dark in a CT image. Because white
matter is largely comprised of myelinated axons, it has
a different density and water content compared to gray
matter comprised of cell bodies. Accordingly, in view-
ing CT, white matter is darker gray, gray matter is lighter
gray, CSF is dark gray to black, air is black, and bone
bright white.

The MR signal is the result of a resonance interaction
between hydrogen nuclei and externally applied magnetic
fields spatially encoded to provide a mapping of the image
area in two or three dimensions. The signal intensity depends
on the density and the magnetic environment of the hydro-
gen nuclei (i.e., protons). Since white matter and gray matter
differ in water content and have characteristically different
MR signal properties, MR images of the brain with visible
and distinguishable differences in gray and white matter may
be shown as depicted in the various illustrations within this
chapter, especially Figures 6.15 and 6.16. How distinct white
and gray matter may be differentiated depends on the pulse
sequence used, which will yield different findings as outlined
in Table 6.3.

The use of innovative methods for varying the magnetic
field strength, the delays between the sending and receiving
of the radio waves, and the acquisition and display of the
signal intensity allow a wide range of images to be produced.
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Table 6.3 Neuroanatomy MRI appearance of commonly scanned tissues

Tissue T1-Weighted T2-Weighted Proton Density—Weighted
Gray Matter Gray Light Gray Light Gray

White Matter White Dark Gray Gray

CSF or Water Black White Dark Gray

Fat White Black Black

Air Black Black Black

Bone or Calcification Black Black Black

Edema Gray White White

Demyelination or Gliosis Gray White White

Ferritin Deposits (e.g., in Basal Ganglia) Dark Gray Black Black

Note: On fast spin echo (FSE) sequences (a faster variant of the SE sequence), fat appears bright in T2-weighted and proton density-weighted images.

For example, the behavior of the protons is characterized by
two time constants, called Tl and T2. Tl reflects the rapid-
ity with which protons become realigned with the magnetic
field after a radio frequency (RF) pulse. Scans that are
Tl-weighted tend to show greater detail but less contrast
between structures; these images are therefore optimum for
showing anatomy. T2 reflects the decay of in-phase preces-
sion (desynchronization or “dephasing”) of protons after
the pulse. Scans that are T2-weighted generally show normal
structures as having an intermediate (gray) intensity, while
fluid and many pathologic abnormalities appear with high
intensity (white). These images provide excellent contrast
between normal and abnormal structures and are, therefore,
used for identifying both anatomy and pathology. Sequences
that provide an average of Tl and T2 weighting are called
proton density sequences. The appearance (brightness) on the
various sequences can be used to characterize the tissue.
The true inversion recovery sequence shown in Fig-
ures 6.19 and 6.20 depicts the exquisite detail that can be
achieved with MRI for portraying anatomy. For example,
in Figure 6.19 the very thin band of gray matter that forms
the claustrum may be visualized. Another sequence that uses
subtle changes in magnetic field strength, called gradient echo
(GRE), allows excellent image detail in short imaging times
and has the added advantage of being sensitive to the pres-
ence of blood as well as blood breakdown products (hemo-
siderin) as a result of hemorrhage. A susceptibility-weighted
imaging sequence (SWI) that uses a GRE pulse sequence is
particularly sensitive in detecting venous blood as shown in
Figure 6.21 and in pathological conditions, is sensitive in
demonstrating presence of microhemorrhages. SWI impres-
sively demonstrates the complex architecture of venous
blood in a healthy individual as seen in Figure 6.21 (same as
shown in Figures 6.18 and 20). The fluid attenuated inversion

Susceptibility Weighted Imaging (SWI

Figure 6.21 Susceptibility weighted image at a level just below
what was shown in Figure 6.20, from the same indi-
vidual, showing venous distribution to the thalamus,
posterior lateral ventricle, and basal ganglia as well as

cortical surface—draining veins.

recovery (FLAIR) sequence is particularly sensitive to white
matter pathology, but within a normal brain, as shown in
Figure 6.15, signal in the parenchyma offers little distinction
between white and gray matter.



7 The Central Nervous System and Cognitive Development

Kathryn C. Russell

Introduction

Anyone who has met a child knows that children’s abilities
change over time—sometimes faster than seems natural.
They make great gains in the major skills of cognition, from
the most basic kinds of perceptual and learning skills to
memory, attention, executive functions, and language. These
changes over time are the essence of development. With cog-
nitive development specifically, it may be useful to consider
brain structural changes along with function, though the
interplay between these two is only beginning to be addressed
in the literature. You might imagine that a change in brain
structure can bring about or facilitate a change in cognitive
ability; but alternatively improvements in cognition might
incite brain changes. To complicate matters, other factors
such as experience and motivation are likely to influence
this relationship (see Bates, Thal, Finlay, & Clancy, 2003).
Finally, the changes that the brain undergoes, at least as we
understand them now, tend to develop on a longer time scale
than cognitive changes. If the state of affairs is truly that
complex, what is to be done? There are certain periods of
time when things are happening to the structure of the brain
and there are contemporaneous enhancements in cognition.
At this point, what we can do is describe these, which will be
the focus of this chapter. While we often talk about “develop-
ment” as shorthand for child development, both the brain
and one’s cognitive abilities continue to develop over the
course of one’s lifetime, with periods of greater and lesser
noticeable change. Our discussion will thus extend through
adulthood. Finally, when neurotypical development is pre-
vented, interrupted, or somehow altered, there are conse-
quences to cognitive ability; an example will also be briefly
reviewed here.

Prenatal Central Nervous System Development
and Basic Principles

For a point of reference, the cortex of the brain is commonly
divided into lobes, including the frontal, parietal, temporal,
occipital, and limbic. They have a rough correspondence to
functions, with somatosensory areas in the parietal lobe;
visual processing falling largely under the occipital lobe’s
domain; auditory processing under the purview of the

temporal lobe; and motor and many aspects of language,
planning, behavioral control, etc., being subsumed by the
frontal lobe. Some cognitive processes, such as language,
often draw on resources from multiple lobes. Smaller subdi-
visions are made possible by a pattern of ridges and grooves
known as gyri and sulci. On the whole, our brains are largely
like those of other mammals—what seems to be unique is
the expansion and resulting convolution of the cortex that
humans exhibit, which leads to the pattern of gyri and sulci
we see, and allows greater connectivity between regions
(Nolte, 1999, p. 50). The cortex itself is a folded sheet with a
thickness of only a few millimeters and is composed of six
layers of cells. Regional differences between areas of cortex
are a topic of great interest to researchers, and these regions
can show differences in their developmental timelines. For
instance, changes are still being made to the prefrontal cortex
(PFC; part of the frontal lobe) well into adolescence and
early adulthood. Cortical regions are often thought to have
default specialties/typical representation patterns, but it is
well-established that there are circumstances under which
some area of cortex can take on a function it is not known
for—for example, in congenitally blind participants, the
visual cortex can assume some tactile and auditory process-
ing. One recent example reported increased brain activity in
an area of visual cortex known for higher-level processing of
visual motion (V5/MT+) in response to pure auditory tone
presentation in blind participants (Watkins et al., 2013).
Formation of the basic structures of the brain happens
in the prenatal period; however, once these are formed, the
brain undergoes more fine-grained tuning processes, and it
is these that are likely correspondent with the changes we see
in cognition during postnatal development. These processes
include both additive and subtractive events (Elman et al.,
1996). The former, on the one hand, add new structure on the
small scale, such as the birth and proliferation of neurons, the
migration of neurons to their final destinations, production
or extension of both long-range connections (axonal) and
local (dendritic) branching, and additive synaptic changes
(Elman et al., 1996), as well as increased myelination of exist-
ing neurons. (In myelination, a fatty coating is introduced
around axons that speeds message transmission.) Subtractive
events, on the other hand, change neural organization by way
of reduction or elimination of existing structures through cell



92 Kathryn C. Russell

death, axonal retraction, and synaptic pruning (Elman et al.,
1996). These processes are also likely reflected in changes in
brain metabolism over time. The general pattern that these
processes follow is overproduction (of neurons, of synapses,
etc.) followed by pruning, or selective reduction, with the
former more rapid and the latter slower (Goldman-Rakic,
1987).

Additive processes: The birth of new neurons was origi-
nally thought to take place exclusively in the prenatal phase,
though there is now evidence that there are exceptions to
this limitation, including the olfactory bulb and the den-
tate gyrus of the hippocampus, in which new neurons have
been found to be generated throughout the lifespan (see
Lledo, Alonso, & Grubb, 2006, for a review). Most neu-
rons, however, are generally thought to be born during the
prenatal period and most are in place by the seventh month
of gestation (Hoffelder & Hoffelder, 2007). Cell migration
is the method by which neurons come to be “in place.”
Brain cells are generally born in special zones known as
proliferative zones. They migrate to their new destinations
either passively (having been pushed out by newly emerging
neurons) or actively, in most areas along a scaffold of glial
cells (Nicholls, Martin, Wallace, & Fuchs, 2001 includes a
good description). The former state of affairs is more com-
mon and produces an organization in which the older cells
are nearer to the surface of the brain. When young cells
move actively past the older cells, the gradient is reversed
(Nowakowski, 1987). Sprouting and growth of new con-
nections (synaptogenesis) takes place after the migration
has occurred. There is evidence that these processes occur
throughout life, and they have been observed even in aging
animals as a result of experience in brain areas that were
otherwise undergoing degradation (Greenough, Black, &
Wallace, 1987). While the previous two additive methods
seem to be more predetermined, the formation of new
branches is likely highly experience-dependent, and related
to learning (Elman et al., 1996). It also has been suggested
that it is necessary for there to be a critical mass of synapses
before a behavior will emerge, with fully mature levels of
the behavior then being dependent on elimination of excess
synapses (Goldman-Rakic, 1987). In studies with monkeys,
Goldman-Rakic determined that the timing and rate of
increase of synapses seems to be similar between cortical
areas; beginning before birth, and continuing to increase
until a peak at around 2-4 months, after which time is a
longer elimination period of excess synapses (see Goldman-
Rakic, 1987, for a review). Interestingly, it is around the time
of synaptogenic peak in the dorsolateral prefrontal cortex
(DLPFC) where monkeys started to be able to perform tasks
dependent on DLPFC functions at longer delays (Goldman-
Rakic, 1987). In humans, cortical areas are not thought to
reach peak cortical thickness at the same rate, with areas
such as DLPFC reaching peak thickness later than, for
example, primary sensory areas (Shaw et al., 2008). As will
be seen throughout the rest of this chapter, the differential

time course of these events has bearing on the course of
cognitive development as well.

Subtractive processes: It may seem counterproductive that
we should have neurons that were born only to die. While
some cells that die have failed to make synapses or have
innervated incorrect targets, it is thought that cell death is a
way for the size of neuronal input to be matched to the size
of the target (Nicholls et al., 2001). This feature is more eas-
ily illustrated in the motor realm: When looking at death in
motor neurons innervating a limb, removal of the limb bud
leads to more cell death than normal while adding a second
limb bud yields less death (Hollyday & Hamburger, 1976).
As compared to cell death, synaptic pruning is more of a
refinement mechanism, and refers to a loss of some termi-
nal branches and synapses through competition. It has been
thought to play a role in helping functional organization and
correcting mistakes, among other things (e.g., Nakamura &
O’Leary, 1989). Activity can be involved in the rate and out-
come of the competition that results in pruning (Nicholls
et al., 2001), providing the possibility for learning to have
influence on this process. Both axon degeneration as well as
axon retraction help increase the precision of relationships
between neuronal processions and target areas (see Luo &
O’Leary, 2005, for a review).

Plasticity: Plasticity refers to changes that take place in
the brain as a result of experience—it is part of the normal
workings of the brain. It is not only called upon in response
to some kind of insult, but also happens in response to learn-
ing. One commonly cited example involves reorganization
of brain function in persons who are blind, such that cortex
which generally contains visual representation can take on
other functions (Kupers & Ptito, 2014), but can be as simple
as the changes at a single synapse. The adult brain seems
to be less plastic, which raises arguments about “sensitive”
or “critical” periods during which some learning milestones
must be reached if they are to be (fully) achieved. In humans,
this argument often gets discussed in terms of language
learning. There are a number of cases of children who were
discovered late in life and who had not been exposed to typi-
cal language input (e.g., “Genie,” Fromkin, Krashen, Curtiss,
Rigler, & Rigler, 1974, and see Curtiss, 1989 for a review).
These cases are not without controversy, but it is generally
reported that if the children are discovered after puberty,
their speech tends to lack common features. In the second-
language-learning realm, learners who begin later seem to
show more difficulty in achieving fluency, and show differen-
tial representation for the language in neuroimaging studies
(see Newport, 2002 for a brief review). Other researchers
believe these outcomes arise because experience has shaped
both the brain and what it can learn, producing effects that
look like sensitive periods (see Bates et al., 2003). Numerous
examples have also shown us that the adult brain does, in
fact, retain some plastic abilities. For instance, persons taught
to juggle were shown to have brain changes postlearning on
MRI that receded to baseline levels with subsequent loss of



the skill (Draganski et al., 2004). Similar changes were also
observed in elderly participants (Boyke, Driemeyer, Gaser,
Biichel, & May, 2008). Overall, it seems that plasticity is an
enduring feature of the brain, though there may be changes
in the amount, location, or type of plasticity available over
the life span.

Time Periods

With the basic mechanisms reviewed, we now turn to the
time periods with what may be the clearest examples of struc-
tural and functional concurrent change. In the developmen-
tal literature, a range is almost always given. This convention
reflects the fact that not every person develops at the same
rate, but also that a lot of our understanding of central ner-
vous system (CNS) development relies upon animal models
from species with slightly different trajectories, but similar
patterns of development. The time periods we will be con-
sidering, which should not be considered an exhaustive set of
examples, include: at birth, 2-3 months, 8-12 months, 16-24
months, 4 years through adolescence, and adulthood and
normal aging, as these are periods where known changes are
taking place in the brain that may be relevant to cognition
(Elman et al., 1996; though see Bates et al., 2003 for reexami-
nation of this evidence).

Birth

Much of the general structure of the CNS is developed
before birth, but many more studies of observed behavior
have been done after birth, so this is the first time period to
be discussed. By the time of birth, the neurons of the brain
should have all been formed (save for the examples given on
p. 92), and they should have finished migrating to their final
positions. The brain as we know it is basically ready to learn,
and although neonates have been described as experiencing
the world as “a blooming, buzzing confusion” (James, 1890,
p. 488), we now know that they actually come into the world
with a set of tools to help them come to understand their sur-
roundings, including basic reflexes and learning mechanisms.
Predominant among those are reflexes that allow classical
conditioning, the ability to learn by operant conditioning,
and a preference for novelty. Imitation and statistical learn-
ing also play a role.

Examples of classical conditioning are easy to find in the
newborn’s life—any parent who has kept a strict feeding
schedule can tell you that a baby can learn to anticipate the
timing of that schedule. The ability of newborns to learn by
way of operant conditioning has also been demonstrated: for
instance, newborns will suck faster to hear auditory stimuli
(Floccia, Christophe, & Bertoncini, 1997). Babies are fur-
ther born with a preference for novelty that helps guide their
attention. Habituation is the process of becoming used to
something—in the baby’s case, it means ceasing to prefer
a given stimulus when it becomes familiar. When there is
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a change in the stimulus, it again becomes attractive, with
this process being known as dishabituation. Together, these
processes exert a rudimentary kind of control on the infant’s
attention without which it would be difficult for him or her
to select a stimulus on which to focus. Researchers can use
habituation and dishabituation to study basic perceptual,
memory, and attentional processing in young babies. New-
borns are also able to imitate observed behavior such as
facial expressions like mouth opening and tongue protrud-
ing (see Meltzoff & Moore, 1983, for a review). Imitation,
too, can be a powerful mechanism for learning. Statistical
learning (the ability to extract and use patterns found in sen-
sory input), was originally investigated in older babies as a
method of learning how to segment a constant stream of
speech (Saffran, Aslin, & Newport, 1996), but has recently
been demonstrated in newborns in both language (Teinonen,
Fellman, Naitanen, Alku, & Huotilainen, 2009) and visual
(Bulf, Johnson, & Valenza, 2011) paradigms, suggesting this
is a domain-general mechanism that is active from birth.
Altogether, these findings would suggest that the newborn
has a sophisticated bag of tricks for making sense of the
environment, to the extent that his or her perceptual abilities
are ready.

As far as perception is concerned, vision is the most dis-
cussed sense. It is quite poor at birth, as much as 20/600.
Focus improves within the first couple of months, and acuity
has progressed to 20/100 by 6-8 months (Courage & Adams,
1990). Newborns do show the ability to discriminate visual
stimuli, as evidenced by habituation/dishabituation para-
digms. As compared to vision, the sense of touch is more
developed, and plays a role in many of the brain stem reflexes
present at birth. Newborns can hear a variety of sounds, as
discussed in more detail in the section on language at birth.
What, then, about more common markers of “cognition” in
the newborn? Glucose utilization as measured by positron
emission tomography (PET) suggests the greatest functional
activity is in primary sensory and motor cortex, as well
as brain stem areas (Chugani, 1998). Cognitive activities,
including memory, attention or executive functioning, and
language tend to be heavily dependent upon these areas, and
will now be considered in turn.

Memory: Most of us cannot recall instances from our
very early life, thanks to a phenomenon known as infantile
amnesia, which typically lasts until a child is between 3 to 5
years of age (Mullally & Maguire, 2014). The causes of this
phenomenon are still under debate (see Rovee-Collier, 1999,
for review). The use of the word “amnesia” does not mean
that a newborn acts exactly as an adult with amnesia would,
however; for instance by 3—4 days of age the newborn can
recognize his or her mother’s face (Bushnell, Sai, & Mullin,
1989), suggesting that some retention of information is tak-
ing place.

Attention and executive function: During the newborn
period, there are but short periods of alertness during the
day. Ruff and Rothbart (1996) describe this initial state of
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attention as being about orienting and investigating and
driven by novelty. These periods are characterized by orga-
nized and selective looking—suggesting that rudimentary
attention exists. Visual looking preferences have been noted
for patterns with large features and high contrast (Fantz,
1963). Higher-level control is lacking, however, as newborns
have been shown to have difficulty disengaging attention
from a stimulus, even to the point of distress (see Ruff &
Rothbart, 1996).

Language: It may be strange to talk about “language” in
any real sense in the neonate, yet there are some communica-
tive abilities and pre-language skills even at birth, such as the
ability to imitate facial expressions. On the receptive side,
newborns prefer “complex” sounds like noises and voices to
pure tones (Bench, Collyer, Mentz, & Wilson, 1976), within
a few days show sensitivity to word stress (Sansavini, Bert-
oncini, & Giovanelli, 1997), and by at least 1 month of age
can make basic discriminations between speech sounds (cat-
egorical perception; Eimas, Siqueland, Jusczyk, & Vigorito,
1971). These abilities set the stage for language learning.
Social abilities such as gazing at the face of a caregiver and
making smiling-type motions, which tend to be reinforced by
the caregiver early on, are also developing and will bolster
language learning.

2-3 Months

During this time period, increases in glucose utilization
in parietal, temporal, and primary visual areas are seen
(Chugani, 1998), suggesting that these areas are increas-
ingly functionally active. Experience-dependent changes are
focused in these areas as well (Casey, Tottenham, Liston, &
Durston, 2005), and synaptic density in visual and auditory
cortices are nearing peak values (Huttenlocher & Dabhol-
kar, 1997). The ratio of symmetric to asymmetric synapses
increases, suggesting a move from predominantly excitatory
to more balanced activation, and more synapses are also
seen on dendritic spines, which is thought to allow more
specificity of information transfer (see Bates et al. 2003).
Long connective pathways are forming, and myelination is
of course continuing. Again, in this time period there are
changes in memory, attention and executive functioning,
and language.

Memory: Memory abilities are increasing during this time,
though there is debate about the nature of memory process-
ing being used. One interesting method of examining memory
has been used by Rovee-Collier (reviewed in Rovee-Collier,
1999). Infants had ribbons tied to their legs that moved an
interesting mobile when they kicked. (A version wherein an
infant manipulates a train can be used for older infants.) She
found that 2-month-olds could remember the information
for a day or two, and 3-month-olds for about a week (Rovee-
Collier, 1999). Memory ability was found to increase over
time, such that older babies could retain information about
the task for longer periods of time. Interestingly, changing

the training parameters or adding priming could make even
younger babies show better performance (Rovee-Collier,
1999).

Attention and executive function: While executive functions
are not evident at this time in development, there is reason
to believe that attentional processes are developing. These
gains in attention are bolstered by the infant’s tendency to
spend longer periods of time awake and looking around, as
well as increases in visual ability and maturation of pathways
associated with vision (Lewis, Maurer, & Brent, 1989). Dur-
ing this period, the infant selects a pattern for attention on
design features, not just salience; objects are more readily
followed visually; and there is a greater ability to disengage
attention (see Ruff & Rothbart, 1996, for a review). All of
these features suggest that attention is becoming somewhat
more mature and under at least rudimentary control of the
infant.

Language: While it is still early for language to emerge, it
is clear that the foundations are being laid as during this time
babbling can begin. Between 2 and 6 months vowel sounds are
produced in cooing or play-type activities (Bates et al., 2003),
suggesting development in both the intentional production
of speech sounds as well as interest in communication.

8—12 Months

During this period of time, long-range connections between
major regions of cortex are being established (Elman et al.,
1996), and prefrontal and association cortexes are starting
to see more of the experience-dependent changes than is the
sensorimotor cortex (Casey et al., 2005). The distribution
of metabolic activity between regions becomes more adult-
like, with an increase in glucose utilization in frontal areas
(Chugani, 1998). Synaptogenesis has been taking place since
before birth, and cortical areas are beginning to reach high
points, with peaks happening some time between now and
2 years of age, differing by location (Huttenlocher, 1979).
Mpyelination of these connections is continuing. Along with
these processes there is a corresponding significant jump in
various cognitive abilities. At this point, important brain net-
works are coming online and there is a watershed in cognitive
abilities associated with this time period. Examples can again
be seen in the areas of memory, attention and executive func-
tion, and language.

Memory: One of the most touted enhancements in cogni-
tion during this time is in the area of memory, even though
some forms of memory can be difficult to measure in pre-
linguistic children. There are many accounts of younger
babies learning associations, and even using them flexibly,
but around 9 months seems to be the time that babies begin
to exhibit hippocampal-dependent memory processing (see
Mullally & Maguire, 2014, for a review). This claim has evi-
dence in that 9-month-olds who can complete a memory
task show a different pattern of event-related potentials
(ERPs) than do age-matched babies who cannot do the task



(Carver, Bauer, & Nelson, 2000). Interestingly, this pattern
of results may represent a replacement of old, associative-
heavy memory patterns, in that 12-month-old participants
fail to perform on a memory task that younger babies can
do and that relied upon an associative strategy (see Rovee-
Collier & Giles, 2010). One focus of laboratory testing of
memory in infants is how long events can be remembered.
While 6-month-olds are rarely tested past 24 hours due
to low success even at that time span, 9-month-olds show
memory for testing events up to 1 month after presentation,
and 10-month-olds for at least 3 months after presentation
(Carver & Bauer, 2001).

Attention and executive function: Attention is another area
of cognition that shows improvement around this time. In
support of visual attention, acuity and binocular vision have
been enhanced by this point (Aslin & Smith, 1988) and the
infant is now able to manipulate objects. There is evidence
that the posterior orienting network commonly believed to
contribute to attentional processing is active by 6 months
(e.g., Hood, 1993). Behavioral developments include lon-
ger durations of looking (e.g., at a toy during free play, see
Ruff & Saltarelli, 1993), as well as an increase in shared atten-
tion (Bakeman & Adamson, 1984).

Working memory span also shows improvement during
this period; Ross-Sheehy and colleagues (Ross-Sheehy,
Oakes, & Luck, 2003) found that 10- and 13-month-olds
showed signs of increased visual short-term memory
spans as compared to 6.5-month-old infants. There is also
an increase in the amount of delay after which an infant
will still be able to succeed at the AB Object Permanence
task (Diamond, 1985), where a learned response must be
inhibited. Animal models of this task show that use of the
PFC is necessary for success (see discussion in Goldman-
Rakic, 1987). An increase in working memory is also
beneficial for gains in language, as both comprehension
and production require keeping sequences of informa-
tion (perceived sounds and vocal gestures, respectively)
in mind.

Language: As such, language and communicative abilities
are growing in leaps and bounds during this time as well.
At the beginning of this period, the infant goes from bab-
bling nonselectively to preferring sounds in his or her native
language. Work by Werker and Tees (1984) has shown that
while 6-month-olds show categorical perception for speech
sounds in their own native language as well as an unfamiliar
one (Hindi and Salish for English learners), fewer babies
can do this by 8 months, with the ability to perceive the
nonnative contrast dropping out for most babies by 10-12
months. These results hold whether a longitudinal or a
cross-sectional design is employed. Also around this time
period, utterances may begin to have language-like intona-
tion. The learning of first words often occurs during this
time period as well (Bloom & Markson, 1998), with the
comprehension of words surging beyond production abili-
ties (Benedict, 1979).
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16-24 Months

This period is characterized by change at the level of the
synapse such that there is a fast acceleration in the number
of synapses within regions of cortex as well as between them.
(Elman et al., 1996). At this point, these changes tend to
be in association cortex areas as well as PFC (Casey et al.,
2005). Myelination is continuing, and around 18 months,
the corpus callosum reaches about 50% of full myelination
(Rodier, 1994). Synaptic density in frontal areas is nearing
peak levels at this point (Huttenlocher & Dabholkar, 1997).
During the latter part of this period, the PFC and the dentate
gyrus (part of the hippocampus) gain functional maturity
and begin to take over their functions in memory (Bauer,
2007). While most of these changes are not unique to this
period, there is cognitive growth in the areas we have been
considering throughout.

Memory: Along with the changes in the hippocampus and
frontal lobes, there is an increase in the length of time that
events can be remembered during this period, going from
around 1 month in duration of recall at 9 months of age up
to one year in duration at 20 months of age (Bauer, 2007).
Diamond, Towle, and Boyer (1994; Experiment 2) tested
1- to 2.5-year-olds on a delayed nonmatch-to-sample task,
where reaching for a new object (and ignoring a remembered
one) is rewarded. They found a major improvement on this
task by 21 months of age.

Attention and executive function: Attention during this
time is characterized by longer periods of sustained attention
(Ruff & Lawson, 1990) and fully developed joint (shared)
attention capabilities (Morales et al., 2000), including now
following glances and points by others, as well as attempting
to direct the gaze of another person. Eighteen-month-olds
have been described as having greater executive abilities than
younger children (see Posner, Rothbart, Thomas-Thrapp, &
Gerardi, 1998). Indeed, as additional frontal cortex tracts
develop, control of attention becomes the major attentional
gain during this time period. In Diamond et al.’s 1994 study
using the delayed nonmatch-to-sample task, it seems to be
not only improvements in memory that allow better perfor-
mance at 21 months, but also a complex relationship between
the delay and the kind of reward used. These latter factors
are suggestive that attentional control may be part of what
generates the improvement.

Language: At this point, children are “proficient” at word
learning, and there is the beginning of a rapid acceleration in
vocabulary acquisition (Bloom & Markson, 1998). While the
set of first words learned tends to include few verbs, there is
now an increase in verbs and adjectives (Bates et al., 2003).
With this increased vocabulary and increased knowledge of
predicates, grammar begins in the form of two-word com-
binations around 18-20 months (Bates et al., 2003). The
exact syntactic status of these combinations continues to be
under debate, but these utterances seem to follow patterns.
Also related to language is the skill of categorization. While
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certain, largely perceptually based, categorization tasks can
be completed before this time period, at around 18 months
more active categorization becomes possible and seems to
be related to vocabulary gains (Gopnik & Meltzoff, 1987).
Overall, at this point language learning is beginning to rap-
idly increase.

4 Years Through Adolescence

While this is not a focused time period, there are long-devel-
oping processes that begin around 4 years of age and con-
tinue up to or through adolescence. Around this time there
is a peak in the overall level of brain metabolism. Patterns
of glucose metabolism have become qualitatively more adult-
like, and overall rates of glucose utilization have been rising
from birth until age 4. At this point they are twice the level
of an adult (Chugani, 1998). They are maintained at this
level between ages 4 and 10, and gradually decline to adult
levels at around 16-18 years of age (Chugani, 1998). Dur-
ing this period, synaptic density is on the decline, starting
with somatosensory areas and continuing with association
areas and finally the PFC (Casey et al., 2005), a process that
continues into adolescence. Experience-based growth in den-
drites and synapses also continues throughout this period, as
does myelination of the frontal lobes and connecting tracts.
In one MRI study examining this myelination of tracts that
connect to the frontal lobes, Paus et al. (1999) reported linear
increases of left and right internal capsule and left arcuate
fasciculus between ages 4 and 17. All of these processes con-
tribute to the brain’s efficiency in carrying out neural tasks.
Processing time, as measured by various tasks, does decrease
during this period (e.g., Kail, 1988). While we think of effi-
ciency as purely a time- or energy-saving perk, there may also
be cases where a certain amount of efficiency is necessary to
perform a cognitive task. Neural efficiency also can help one
to perform a task well, and given the coarse grain of most
behavioral tasks, it may mean the difference between record-
ing a success or a failure. Consequently, increases in cogni-
tive abilities are seen during this time period even though
there are not rapid changes in brain structure. This growth,
however, is seen mainly in functions that rely on the brain
areas undergoing the most tuning—i.e., attention and execu-
tive function, as well as the cognitive skills they support, like
memory and language.

Memory: By age 4, recognition memory is often thought
to be at adult-like levels (Brown & Campione, 1972; though
see Sophian & Stigler, 1981), but there are improvements in
other areas of episodic memory processing during middle
childhood. While these gains partially rely upon the devel-
opments in the PFC and connecting white matter tracts (see
Ghetti & Bunge, 2012, for a review), there are also other
developments that are likely playing a role. During the period
between age 4 and 25, the anterior hippocampus has been
shown to lose mass while the posterior hippocampus gains
mass (Gogtay et al., 2006). As the anterior hippocampus has

been associated with more flexibly bound memory represen-
tations, which in turn are associated with better performance,
it has been hypothesized that the pruning of this area leads to
specialization (see Ghetti & Bunge, 2012). In one study exam-
ining whether participants were able to use an episodic rep-
resentation of an item versus simple recognition, 8-year-olds
showed activation patterns consistent with the latter, 14-year
olds and adults preferred an activation pattern more consis-
tent with the former, and 10-11-year-olds seemed to be in
transition between these, supporting the authors’ hypothesis
of increased selectivity over this time period (Ghetti, DeMas-
ter, Yonelinas, & Bunge, 2010). Memory increases during this
period also come about due to use of beneficial strategy: for
example, Yim, Dennis, & Sloutsky (2013) show that the use
of one type of complex memory structure emerged between
4 and 7 years of age and developed further between age 7 and
adulthood, and Shing & Lindenberger (2011) review studies
suggesting that strategy instruction and practice could boost
memory performance in children up to adult levels.

Attention and executive function: An improvement in atten-
tion around this time period has been noted in the literature,
though the timing of the change is still under debate, and
seems to be task dependent. Some place it between ages 5
and 7 (see Bartgis, Thomas, Lefler, & Hartung, 2008, for a
review), though others have found improvements past the
age of 7 as well (Klimkeit, Mattingley, Sheppard, Farrow, &
Bradshaw, 2004). Still others place it earlier, or show mul-
tiple stages of improvement (see Ruff & Rothbart, 1996, for
areview). These studies all indicate a “spurt” of development
that does not correspond to anything sudden we know about
brain development happening at this point, although atten-
tion would be expected to improve gradually over time with
the previously discussed ongoing brain changes. There are a
few reasons why this might be the case. For example, many
of the studies addressing this issue include children of only
a couple of ages, while any gradual change would require
a continuum of ages to be included. The effect of strategy
development can also not be factored out; during this period
strategies for focusing attention could be learned, especially
since many of these children are attending school.

Multiple studies (see Tsujimoto, 2008, for a brief review)
have pinpointed 4 years of age as a time after which more
adult-like processing in PFC-reliant cognition—such as
inhibition, executive control, and working memory—begins
to emerge. For example, between ages 3 and 4, children
become able to better perform a card-sorting task that
involves inhibition (Carlson, 2005). This finding does seem
to be tempered by complexity, however: When another sort-
ing dimension is added in the previous study, older children
can no longer complete the task (Carlson, 2005), but when
the dimensions are separated, they can succeed at the task
6 months earlier (Diamond, Carlson, & Beck, 2005). Simi-
lar findings are reported in working memory and shifting
executive processing as well, both for the initial emergence
of the ability, as well as the continued improvements that



are often revealed through increasingly complex tasks (see
Best & Miller, 2010, for a review). Short-term memory span,
regardless of modality, shows linear increases through-
out childhood and adolescence (Gathercole, 1999). Often,
improvements in executive functions have been found even
until early adulthood (Huizinga, Dolan, & van der Molen,
2006). These boosts in executive functions are also associ-
ated with differences in neuroimaging studies. In the original
work on the topic, Casey and colleagues found that, while
children and adults showed brain activation in the same
areas using fMRI, children had larger volumes of activation
in both working memory (Casey et al., 1995) and inhibition
(Casey et al., 1997) tasks, again suggesting that the develop-
ment of these skills is due to some tuning process or gains
in efficiency. Further studies on the topic have found similar
results (see Casey et al., 2005, for a review).

Overall, this literature is difficult to draw clear age-range
conclusions from, due largely to difficulties in scaling a task
to allow persons of a large range of ages to participate. What
does seem fairly clear, however, is that during early child-
hood, the ability to use these processes emerges, and it shows
improvement throughout childhood into adolescence, and in
the cases of some tasks, up into adulthood—a trajectory that
mirrors the changes taking place in the PFC.

Language: By 4 years of age, language is largely mature.
Major syntactic features have been acquired (Bates et al.,
2003; Bickerton, 1992). Communicative levels of vocabu-
lary are in place, and improvements during this period seem
more gradual. Vocabulary is still being acquired very rap-
idly, however—estimates place a 6-year-old’s vocabulary at
around 10,000 words and a high school graduate’s at 60,000
(see Bloom & Markson, 1998). Grammatical development
continues at least until the age of 9 (Bickerton, 1992) and
some sentence constructions may not be fully ingrained
until later. Discourse cohesion abilities are also continuing
to develop.

Adulthood and Normal Aging

When talking about developmental issues, a touchstone
period is needed to compare performance—this is typically
adulthood. During this time people have achieved what are
generally considered to be mature cognitive abilities. Behav-
iorally, there appears to be a steady state for many years.
Brain-based changes are continuing, however, with the previ-
ously discussed pruning continuing to the third decade of life
(Petanjek et al., 2011), and eventually these changes lead to
noticeable decrements in various cognitive skills. Other brain
modifications begin as soon as one’s mid-20s (such as the
decline in gray matter volumes as noted by Good et al., 2001).
Eventually these changes include a loss of white matter, the
extent of which varies between studies (see Peters, 2007, for
discussion), but that does seem to affect certain areas differ-
ently. It has been suggested that areas that myelinate last are
first to be affected (Peters, 2007), with particular losses noted
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in the frontal lobes and tracts that connect these to other
brain areas (Hedden, 2007; Peters, 2007). There is further a
reduction in microvascular plasticity in the aging brain that
is often associated with changes in synaptic plasticity, though
the relationship between these is still debated (see Sonntag,
Eckman, Ingraham, & Riddle, 2007, for a review).

Cognitive changes are also noticed in the aging adult. Not
surprisingly, these are most commonly seen in the areas of
attention and various kinds of memory (Glisky, 2007), which
are also the last to finish developing as frontal areas complete
myelination. Working memory and episodic memory seem
to be most affected while performance on semantic memory
can be better than that of younger adults (Glisky, 2007). This
time period is also characterized by much variability: Some
older adults seem to retain complete control of cognition,
while others noticeably suffer with everyday tasks. These pat-
terns are also reflected in results from neuroimaging studies,
where older adults often show a different pattern of brain
activation to a task than do younger adults. For example, one
study examining dual-tasking found older adults to activate
areas not active in the younger adult group as a whole (Smith
etal., 2001). Bilateral brain activation is also commonly seen
wherein younger adults display unilateral activation. In one
study examining verbal and spatial memory, younger adults
show frontal activation in the left hemisphere for the former
and the right for the latter, while older adults have bilateral
activation for both types of stimuli (Reuter-Lorenz et al.,
2000). Similar bilateral activation has been observed in pos-
terior areas as well (Huang, Polk, Goh, & Park, 2012). In
some studies (e.g., Huang et al., 2012; Rosen et al., 2002),
persons in the group of older adults who show this kind of
activation pattern have better performance than those who
do not, perhaps pointing to a compensatory strategy.

Overall, this brief review suggests that the brain changes
with aging are associated with cognitive declines, especially
in memory and attention, but that there is variability within
these, and that they may be ameliorated in some cases by the
use of compensatory strategies.

Challenges to Development

The course of events described in the previous section can
be understood as being fairly typical. While the exact tim-
ing of events can differ from person to person, the general
course tends to be accurate for most people, most of the time.
What happens, then, when there are cases that do not fol-
low this timeline? There are numerous things that can affect
development; both congenital and acquired events can alter
the course, and the outcome of such events is dependent
upon the period of development during which they occur.
An exhaustive categorization of such events is unfortunately
beyond the scope of this chapter, but a brief example may
help illustrate this point.

Spina bifida occurs very early during prenatal devel-
opment, and subsequently affects much of cognitive
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development to come. It comes about when a portion of the
neural tube fails to close properly at the level of the spine
(Juranek & Salman, 2010). In the most common type of
spina bifida, brain development is subsequently affected:
Studies have noted incomplete generation of the corpus cal-
losum, and some other white matter tracts also appear less
well-organized or complete (see Juranek & Salman, 2010, for
areview). Although there are many physical sequelae associ-
ated with this condition, and they are sometimes thought
of as comprising most of this disorder, cognitive complica-
tions are also quite common. Attention has been found to
be affected from infancy (Dennis & Barnes, 2010), and skills
like executive functioning do not seem to improve with age
(Tarazi, Zabel, & Mahone, 2008). Deficits have been noted
in areas such as timing, attention, movement, and perception
(reviewed by Dennis & Barnes, 2010), and there is a high
incidence of learning disabilities in this population, with one
study reporting that 60% of their sample showed reading,
math, or writing issues (Mayes & Calhoun, 2006). Without
doubt, the early timing of the original insult plays a signifi-
cant role in the widespread effects on cognition.

Discussion

In this chapter, contemporaneous gains in cognitive func-
tioning and changes in brain structure have been described.
While it may seem as if brain structure and cognitive func-
tions are the only things influencing each other, it should be
reiterated that this is not the complete picture. Let us con-
sider the role of experience. During the 8—12 month cogni-
tive watershed period, there are often motoric leaps as well.
This period is exactly when crawling tends to either emerge
or become a highly practiced skill. With the ability to move
around, babies gain new perceptual perspectives, and these
perspectives undoubtedly influence the brain structure/func-
tion relationship. Take for example a study by Bell and Fox
(1996) that examined the influence of crawling on intrahemi-
spheric EEG coherence in 8-month-olds. They found that
novice crawlers (1-4 weeks experience) had greater coherence
than either prelocomotor infants or more experienced crawl-
ers, a pattern they interpreted as showing that the onset of
crawling was associated with changes in cortical organiza-
tion (Bell & Fox, 1996). In the work by Rovee-Collier (1999)
discussed on p. 94, memory in 2-6-month-old infants was
effectively cued only by the original mobile they experienced,
while 9—-12-month-old infants could be cued by a novel item
for shorter delays, suggesting that context is more flexible in
the older infants who have some mobility and more experi-
ence with different contexts.

Another caveat to note is that, although the examples
given in this chapter tended to relate changes in brain struc-
ture to gains in cognitive functioning, this is not always the
case. In some cases, a change in brain structure can disrupt
previous improvements in functioning. For example, babies
become faster to dishabituate to previously viewed stimuli up

until 2 months or so, when there is growth in visual process-
ing and dishabituation slows down dramatically (Hood et al.,
1996). A similar disruption is seen in the strength of handed-
ness preference during intense periods of language (Ramsay,
1985) and locomotor (Corbetta, Williams, & Snapp-Childs,
2006) learning. In these cases, gains are still being made in
other areas, however.

Finally, learning and cognitive change is not static during
the time periods that were not discussed here. While some
highlights were chosen, it should not be believed that these
are the only periods of interesting development. There are
also smaller spurts and plateaus within some of the larger
time periods. On the whole, there are many problems with
the granularity of our knowledge of both brain changes as
well as cognitive abilities. While a fascinating and worth-
while topic, the relationship between brain development
and cognitive development is still only beginning to be
investigated, and the variables are numerous—the interplay
between them is likely to keep researchers busy for many
decades to come.
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8 Genomics and Phenomics

Robert M. Bilder

Overview

This chapter aims to provide the clinical neuropsychologist
with information about the genetic bases of cognitive func-
tioning and disorders of cognition. The chapter begins by
introducing basic principles of modern genomic research
and review of some key genetic concepts. The next section
surveys existing findings about genetic associations with
cognitive phenotypes, including both normal function and
dysfunction. The final section provides an overview of the
complexities involved in formulating and testing hypotheses
that span multiple levels of analysis from genome to neuro-
psychiatric syndrome.

Basic Principles
The Central Dogma of Biology

Before moving on to consider more complex associations
between genotype and phenotype, it is important to review
the central dogma of molecular biology. In brief, the central
dogma of biology states that DNA 1is used to create RNA,
which in turn is used to create proteins. The process through
which DNA is “read out” to form messenger RNA (mRNA)
is referred to as transcription. The process through which
RNA is used for protein synthesis is referred to as translation.
Additional features of central dogma that are important to
understand are that DNA undergoes self-replication. The
transcription of DNA to RNA relies on RNA polymerase.
The translation of RNA and proteins relies on ribosomes,
and tRNA is involved in assembly of amino acids into pro-
tein chains. These principles are reviewed in most elementary
textbooks of molecular biology, and have been the subject
of several videos (see for example, Animation: The Central
Dogma at http://youtu.be/J3HVVi2k2No).

A few additional basics are important to appreciate much
of what you will read in papers describing genetic studies.
First, it should be recognized that the entire human DNA
sequence of approximately 3 billion base pairs is the basis for
coding approximately 20,000 genes. We may recall that these
base pairs are formed from nucleotides: for DNA, adenine,
guanine, cytosine, and thymine (A, G, C, T); for RNA, thy-
mine is replaced by uracil). The “coding” in DNA is accom-
plished by triplets of these four nucleotides, with each triplet

coding for one of the 20 standard amino acids that are the
basic structural units of proteins.

The classic use of the term gene in this context refers to
the “chunk” of DNA (in more formal definitions, a locatable
region) that is used to code for a single specific protein (or
again, because there are now many exceptions to this “rule,”
the region that is associated with functional outputs as
manifest through regulation or transcription). If we were to
divide the total number of base pairs by the total number of
genes, we would estimate that each gene contains approxi-
mately 150,000 base pairs. But most human genes contain
only about 1,000 to 30,000 base pairs (albeit certain genes
are exceptionally large; e.g., dystrophin is 2.4 million base
pairs). Thus large segments of the human genome sequence
are not used specifically for encoding proteins. These sec-
tions of noncoding DNA were once thought to be “junk”
DNA, but subsequently have been found to serve other
functions. Among these functions, some noncoding DNA
has been found to produce transfer RNA, regulatory RNA,
and ribosomal RNA; other noncoding DNA sections may
serve regulatory purposes by determining how the process
of transcription unfolds.

Certain regions of the DNA sequence are known to have
special purposes. For example, the “promoter” region of
DNA is the location adjacent to where transcription starts.
This is where RNA polymerase and other transcription fac-
tors bind to initiate transcription of mRNA. Other special-
ized regions of DNA include enhancers (which activates
transcription when they bind activator proteins), and silenc-
ers (which antagonize enhancers by binding proteins that are
referred to as repressors). The parts of the DNA in parenthe-
sis and RNA) sequences that code for proteins are referred to
as exons. In contrast, introns do not code for proteins and are
“spliced” out of the pre-mRNA sequence to yield the final
mRNA that is used for translation into proteins.

It should be recognized that the process of transcription
from DNA to mRNA and translation of mRNA into a
sequence of amino acids is only the first step to creation of
a functioning protein. In brief, the sequence of amino acids
comprising the protein undergoes a complex process of fold-
ing, which is under the influence of the local chemical envi-
ronment, in order to form the ultimate three-dimensional
protein structure.


http://youtu.be/J3HVVi2k2No

Classical Genetics Research Strategies

Before considering modern genetic research strategies, it
is important to review some of the “classical” approaches
that have provided the foundation of genetics research find-
ings for biomedicine. In general, the idea of these studies
has been to identify the “gene for” a specific phenotype: the
set of observable characteristics of an individual resulting
from the interaction of its genotype with the environment. In
the case of biomedical research, the phenotype of interest is
usually a disease state. The analytic process involves identify-
ing a group of people with a specific phenotype or disease
(“cases”) and then comparing them to a group of healthy
people (“controls”). This is the basis of the case—control
design. Before researchers had access to genotyping meth-
ods that now enable us to directly examine DNA differences
between individuals, the structure of genes was often deter-
mined by inference from patterns of inheritance. Thus, we
may recall the classical experiments of Gregor Mendel, who
found through selective breeding of peas that certain char-
acteristics would be passed down from one generation to the
next (for example, that some genes coded for a round shape,
while others coded for a wrinkled shape). Documenting these
patterns led to the definition of alleles, which are alternative
forms of a gene that may lead to different expressed pheno-
types (e.g., round = R, and wrinkled = r; thus a single plant
might have the RR, Rr or rr, and in this case given that “R”
is dominant and “r” is recessive, both RR and Rr lead to the
same round phenotype, while the rr genotype leads to the
wrinkled phenotype).

Decades of genetic research have revealed that organisms
may possess many alleles at a particular genetic region or
locus, and that most phenotypes are the product of multiple
allelic effects and their interactions. Indeed, these allelic
effects may span multiple genes. For example, eye color
reflects the interaction of allelic variation across multiple
genes. Complex traits such as neuropsychiatric syndromes or
cognitive functions are associated with variation across many
genes. For example, recent studies suggest that the genetic
risk for a disorder like schizophrenia (which is about 80%
heritable), is accounted for by approximately 8,000 genes, or
more than one-third of the entire human genome.

In most early genetic mapping studies, variation in the
genome was identified using genetic “markers,” or identifi-
able sequences of DNA, and their proximity to each other
was documented based on the likelihood that the markers
would be inherited together (since closer segments of DNA
are more likely to end up together during reproduction).
With advances in the mapping of the human genome and
high-throughput methods for testing DNA sequences, it
is now routine to examine millions of locations across the
entire human genome to conduct genome-wide association
studies (GWAS), and it is becoming increasingly common
to measure all 3 billion bases in the genome (whole genome
sequencing). This has been technically feasible for almost
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two decades, but in 2014 the cost fell below $1,000, consid-
ered by some to be the “magic number” that will enable more
widespread application.!

In brief, the methods for GWAS and whole genome
sequencing involve examining specific genomic locations
to determine exactly which nucleotides are present within
a sequence of DNA. At some locations, there is not much
variation across individuals, but some genetic loci are highly
variable. These regions may have different forms or polymor-
phisms. If the difference occurs at a single nucleotide, that is
referred to as a single nucleotide polymorphism (SNP). Most
studies in the literature report on the frequencies of either
specific “candidate” SNPs, or in the case of GWAS, enough
SNPs that a picture of variation across the entire genome is
possible (as provided by collecting hundreds of thousands to
millions of SNPs). The primary reason for collecting a panel
of SNPs rather than the entire genome, however, is cost. Now
that the price for whole genome sequencing is dropping we
can expect whole genome sequencing to become much more
common, first in research reports, and ultimately in clinical
databases.

Evaluating the Quality of Genetic
Association Results

It may be very confusing for anyone not familiar with genetic
association studies to appreciate the results of these stud-
ies and distinguish those that are high quality from those
that are not. It is useful for readers to familiarize themselves
with recent guidelines. Following the development of stan-
dards for reporting results of epidemiology studies called
“Strengthening the Reporting of Observational Studies in
Epidemiology” (STROBE; see Gallo et al., 2011), a new
statement was developed specifically for genetic studies:
STrengthening the REporting of Genetic Association stud-
ies (STREGA; see Little et al., 2009). Many of these guide-
lines may seem obvious to neuropsychologists. For example,
the guidelines indicate that authors should clearly report
the study design, sample characteristics, all key variables to
be analyzed, and the statistical analysis plan. There are two
particularly important characteristics, however, that deserve
some further explanation because these so frequently impact
study quality and the conclusions that are reasonable to draw
from a genetic association study: (a) control for false positive
findings and (b) control for population stratification.

The greatest single challenge for genetic association studies
is claiming that a statistically significant finding has emerged
that adequately corrects for the number of statistical tests
performed, when there may be hundreds of thousands or
millions of tests. To help control for reported false-positive
findings, one guideline in wide use is to claim “genome-wide
significance” only for individual associations with prob-
ability values of less than 5 X 107% or 1 X 107 (to reflect
approximate alpha levels of .05 and .01 respectively). This
standard is derived from a Bonferroni correction, with the
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assumption that there may be approximately 1 million inde-
pendent variants in the human genome. There is a reason-
able concern that the Bonferroni correction may be overly
conservative, but even modified approaches that attempt to
explicitly model the degree to which different genetic variants
are not truly independent but instead correlated (in large part
due to linkage disequilibrium, or the tendency of DNA seg-
ments to be inherited together), require P values of approxi-
mately 1 X 1077. It may seem somewhat alien to demand such
stringent thresholds for claiming statistical significance, but
there is now ample evidence that claims based on less rigor-
ous thresholds have often turned out to be false positives.

The literature contains many reports of “candidate gene’
associations, where usually a small number of SNPs is tested
for association with one or more phenotypes. Authors some-
times claim that these studies do not require adjustments
for multiple comparisons because they have only examined
one SNP. But this strategy is unfortunately likely to yield an
unacceptably high false positive rate, because there may be
many SNPs in the genome that are associated with a complex
trait (in some well-done studies, about one-third of the entire
genome!), and if we consider the number of SNPs that may
be in linkage disequilibrium with the selected SNP, it is clear
why more stringent thresholds are needed to establish statis-
tical significance. There are some methods that employ alter-
native methods for controlling false discovery rates (FDR)
using “stepup,” “adaptive,” and “dependent” procedures;
these may better control for Type I error without as much
sacrifice of statistical power (van den Oord, 2005). But the
thresholds remain far more stringent than we are accustomed
to in neuropsychology research, usually by five or six orders
of magnitude!

Regardless of the threshold selected for declaring a par-
ticular finding to be “significant,” readers should remain
skeptical. Ioannidis (2005) has crafted criteria to grade the
“credibility” of molecular evidence. This framework suggests
that the following factors be evaluated.

il

1  Effect size: Large effects are more likely to be true
than small effects.

2 Replication: Multiple, independent replications
increase credibility.

3 Bias: Studies with bias are less credible; those with
protection against bias are more credible.

4  Biological plausibility: The more functional/biologi-
cal data, the more credible.

5 Relevance: The stronger the potential application in
clinical practice or public health, the more credible.

One sobering message from this work is that many findings
of interest to neuropsychologists that have very small effects
(for example, most of the putative associations between cog-
nitive function and genetic variants have relative risk less
than 1.2) are unlikely to be credible. Ioannidis and colleagues
estimate that even the extensively replicated effects of this

magnitude have credibility in the range of only 2% to 30%
(Ioannidis, 2009).

Among the different kinds of bias (which also include bias
in phenotype definition, bias in genotyping [lack of qual-
ity control], and selective reporting biases), the problem of
population stratification deserves special attention. In brief,
population stratification refers to the presence of differences
in allele frequency associated with a particular subpopula-
tion. If the subpopulation also differs in some phenotype of
interest, then it is possible to observe a spurious association
between genotype and phenotype due to this confound rather
than a true association. There are several ways to handle this
problem, including sampling within a specific subpopula-
tion, using certain family based designs, and/or developing
statistical representations of the population substructure (for
example, using principal components analysis, or a “genomic
control” strategy, which basically examines the hypothesis of
association in subgroups defined specifically based on their
genetic background (Devlin, Roeder, & Bacanu, 2001; Enoch,
Shen, Xu, Hodgkinson, & Goldman, 2006; Kanget al., 2010).

It should be recognized that even when genetic studies
reveal compelling associations that are considered significant
at genome-wide levels and replicated, the identified variants
may still account for only a small amount of the known heri-
tability. Human height is a good example phenotype: Despite
a heritability near 80%, only about 5% of phenotypic variance
is explained by more than 40 known loci (Visscher, 2008).
This has been referred to as the problem of “missing heritabil-
ity” or the “dark matter” of heritability, and may be due to
many reasons, including: (1) variants that the GWAS arrays
are missing (i.e., the SNPs that have yielded association find-
ings may not be the causative SNPs, and the true causative
SNPs might have larger effects); (2) gene-gene interactions
(epistasis) and/or gene-environment interaction effects too
complicated to assess given current sample sizes and analytic
strategies; (3) epigenetic effects; (4) much larger numbers of
genetic variants with even smaller effects remaining to be
found; and (5) inadequate accounting for shared environmen-
tal variance among relatives (Manolio et al., 2009).

Overall, those interested in surveying genetic associations
with cognitive phenotypes of interest will be best served by
large-scale meta-analyses that consider carefully the qual-
ity of studies based on all the factors noted in this section.
Unfortunately, we still lack such evidence for the vast major-
ity of cognitive or neuropsychological phenotypes. But given
the increasing attention to harmonizing phenotype assess-
ment, along with the increase in number of repositories for
collecting genetic and phenotype data, the availability of
high-quality association data should grow rapidly.

Genetics of Cognitive Function and
Dysfunction

A challenge faces those interested in understanding the
genetic bases of cognitive impairment. Specifically, most



studies have focused on understanding the genetic bases of
“disease” rather than the genetic bases of cognitive function
or dysfunction, per se. Therefore, most of what is known
about the genetics of cognition derives from studies about
the genetic bases of cognitive syndromes.

Indeed, some of the most successful approaches have led
to identification of very specific genetic associations with
complex syndromes such as intellectual disabilities (for-
merly known as “mental retardation”) that are primarily
characterized by cognitive deficits. Intellectual disabilities,
while hardly representing a uniform or homogeneous set of
cognitive dysfunction phenotypes, have been linked to more
than 300 distinctive monogenic causes, albeit each of these
specific conditions is relatively rare, so even this large num-
ber of genetic “causes” of cognitive deficit account for only
about .01% of all cases (Butcher, Kennedy, & Plomin, 2006).

Despite the low frequency of these conditions, they may
be informative about mechanisms important to brain devel-
opment and cognition. For example, the study of Fragile
X syndrome has led to multiple insights about the genet-
ics of trinucleotide repeats, X-linked genetic disorders, and
the enormous pleiotropy of single-gene deficits on neural
and other systems (Heulens & Kooy, 2011). Similarly the
study of neurofibromatosis, and the NF1 gene, has yielded
major insights into the molecular basis of these syndromes,
yielded novel transgenic rodent models in which mutants
have superior abilities, and may stimulate novel treatment
development (Lee & Silva, 2009; Silva, Zhou, Rogerson,
Shobe, & Balaji, 2009).

Studies of dementia risk offer further clues to the genetic
bases of cognitive deficit. Perhaps the most robust identified
genetic associations for any neuropsychiatric syndrome is the
association of apolipoprotein E, epsilon 4 allele (APOE*E4)
genotype with risk for dementia of the Alzheimer’s type or
Alzheimer’s disease (AD; Corder et al., 1993; Saunders et al.,
1993), with increased risk of clinical AD being large (with
odds ratios ranging from twofold up to tenfold, depending
on the population studied; see Online Mendelian Inheri-
tance in Man or OMIM for reviews; Hamosh et al., 2005).
While initial hypotheses centered on the possible role of this
genotype in directly altering the formation of neurofibril-
lary plaques or tangles, subsequent hypotheses have focused
attention on other cerebrovascular mechanisms or response
to oxidative stress (Horsburgh, McCarron, White, & Nicoll,
2000; Wagle et al., 2009). Despite these efforts, the genetic
basis of cognitive dysfunction associated with the APOE4
effect remains unknown.

A range of other associations between genetic variations
and cognitive functions have been reported but, other than
the association with APOE4 noted, none of these would sat-
isfy the criteria for credibility of genetic findings as stipulated
by loannidis and colleagues (see p. 104). Sabb and colleagues
reviewed prior work on candidate genes for which investiga-
tors reported associations with cognitive phenotypes com-
prising “memory” (51 effects) and “intelligence” (42 effects)
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(Sabb et al., 2009). They found generally modest associa-
tions of candidate genes with varying cognitive phenotypes,
with most effect sizes (Cohen’s d for the effect distinguishing
alleles) ranging from .09 to .23. An interesting result of this
survey was that among genes investigated, two had relations
specifically with intelligence (CHRM2 and DRD?2), two had
relations specifically with memory phenotypes (5-HTT and
KIBRA), and four had reported links to both intelligence
and memory phenotypes (DTNB1, COMT, BDNF, and
APOE). Other researchers have highlighted the replication
of selected findings related to rare variants in key genetic
regions (such as PDE10A, CYSIP1, KCNEI/KCNE2,
CHRNAY7) and their possible connection to both schizo-
phrenia and cognitive impairment phenotypes (Tam et al.,
2010). Finally, recent intriguing findings suggest that a vari-
ant of the KLOTHO gene (which increases klotho protein in
serum) is associated with a beneficial effect on cognition in
both humans and rodents, along with increasing longevity,
possibly mediated by enhancement of long-term potentia-
tion, via an NMDAR mechanism (Dubal et al., 2014). Nota-
bly, the effect size for KLOTHO on cognitive function was
.34 (Cohen’s d), which is larger than the effect of the APOE
genotype, and larger than the effects of any FDA-approved
treatments for Alzheimer’s disease (Dubal et al., 2014).

I and my colleagues have made an effort to catalog genetic
association studies pertinent to cognitive phenotypes in
the development of a Web-based resource (CogGene) and
enable automated meta-analysis (Bilder, Howe, Novak,
Sabb, & Parker, 2011), in a way similar to the tools avail-
able for examining other phenotypes such as the diagnosis of
Alzheimer’s disease (AlzGene) and schizophrenia (SczGene).
Our analysis revealed only 12 associations that were nomi-
nally significant as reported in the original studies (that is,
the 95% confidence intervals around the average effect size
did not include zero). The “hits” included: APOE, CHRM2,
DTNBP1, DRD2 (two SNPs), CHRM2/CHRNA4, IL1B,
KIBRA, SNAP25 (two SNPs), ILIRAPLI, and CACNAIC.
The only one of these putative candidates that has high
credibility as a risk factor for cognitive impairment is the
APOE*E4 genotype.

Chabris and colleagues (Chabris et al., 2012) attempted to
replicate published associations between 12 genetic variants
and estimates of general intelligence (g) in three independent,
relatively large samples (totaling nearly 10,000 individuals).
They demonstrated that about half of the variance in g is
accounted for by common genetic variation, but could not
replicate any of the associations as being statistically signifi-
cant. There was adequate power to detect even small effects.
For example, in the first analysis they had 99% power to
detect a joint effect of 12 variants of .52% (about half of 1%
variance explained in phenotype by all 12 variants). Simi-
larly, Lencz and colleagues in the Cognitive Genomics con-
sorTium (COGENT) (Lencz et al., 2014), looked for genetic
associations to cognitive phenotypes in more than 5,000
people, and while they demonstrated shared polygenic risk



106  Robert M. Bilder

between schizophrenia and cognitive impairment, they could
find no genome-wide significant loci for cognitive function.

It should further be noted that in the analysis of Chab-
ris and colleagues (Chabris et al., 2012), APOE*E4 was not
significantly associated with g. This makes it clear that the
effects of APOE*E4 may be expressed primarily through
pathological processes later in life. Indeed, the APOE effect
may be seen as a special case of the general finding that the
heritability of intelligence increases with age. Recent summa-
ries suggest that H? for IQ may increase from about .2 during
infancy up to .80 in late adulthood (Haworth et al., 2010;
Plomin & Deary, 2015). These authors highlight an alternate
interpretation of this temporally increasing heritability or
genetic amplification. They suggest that this may occur as
“small genetic differences are magnified as children select,
modify and create environments correlated with their genetic
propensities” (Plomin & Deary, 2015; p. 100).

Research on the heritability of intelligence, other cognitive
abilities, and academic skills and disabilities, further illus-
trates that so far we have not found more specific effects,
and that we may be unlikely to find more specific genes for
more specific neuropsychological domains. Meta-analysis
suggests an average intercorrelation of about 0.3 among tests
of different cognitive abilities, but the genetic correlations
(that is, the amount of shared variance between tests due to
shared genetic causes) tend to be greater than 0.6 (Plomin &
Deary, 2015). These observations led to the formulation of
the Generalist Gene hypothesis (Calvin et al., 2012; Plomin
& Kovas, 2005), which suggests that common genetic fac-
tors are responsible for most cognitive abilities and skills,
as well as for inherited dysfunctions affecting those abilities
and skills.

It would be logical to reason that we could seek more
specific associations between genetic variation and specific
abilities by covarying for general abilities, and examining
the residual variance in special abilities that may be associ-
ated with unique circuits or neural system-level functions.
Unfortunately, given that traits like g are currently thought
to reflect the operation of a very large number of very small
genetic effects, extremely large samples may be needed to
detect more subtle genetic effects that may only be apparent
after “controlling for” the genetic backgrounds that govern
general ability.

The perspective afforded by genetic studies may be very
valuable to clinical neuropsychology, however, especially in
helping to overcome “domain-specific” hypotheses that may
not clearly reflect the true pathological processes suffered by
our patients. For example, we frequently see neuropsychologi-
cal reports organized in special sections with “domain” head-
ings for “Language,” “Executive Functions,” and “Learning/
Memory Functions” (to name only a few). But these “clas-
sic” domain headings were derived largely from the study
of individuals with focal brain lesions following relatively
normal development. In contrast, most genetic disorders
are by definition “developmental,” regardless of whether the

genetic impacts are revealed early in life (as in Fragile X dis-
orders) or later in life (as in those with APOE*E4 genotype).

If we consider the ultimate mechanistic paths through
which these genetic variants exert their effects, then it
becomes clearer why specific gene effects do not usually
translate into neuropsychologically specific variation. For
example, even without detecting any of the specific genetic
variants associated with cognitive function at a level that
provides high credibility, it is possible to examine groups
of genes and determine if there is statistical support for the
involvement of one or more gene networks (i.e., a group of
genes that may be clustered by the involvement of their gene
products in a specific metabolic pathway or other biologi-
cal process). Several studies using this approach have sug-
gested that cognitive function/dysfunction may be linked to
glutamatergic signaling and more specifically the NMDA
receptor complex (Hill et al., 2014; Ohi, Kimura, & Haji,
2015); immunologic function (e.g., major histocompatibility
complex class 1)(McAllister, 2014; Ohi et al., 2015); glial
cell function, inflammatory response, and neurotransmis-
sion (Levine, Horvath, et al., 2013; Levine, Miller, et al.,
2013); or other general processes including mitochondrial
function, oxidative stress, posttranslational modifications,
protein folding, and protein trafficking (Bhattacharya &
Klann, 2012).

There is further promise that research on molecular and
cellular processes in animal models will yield dramatic prog-
ress in understanding not only healthy cognitive function,
but also disorders of cognitive function and possibly trig-
ger development of new treatments. An excellent review of
mechanisms that may enhance synaptic plasticity, long-term
potentiation, and learning-memory functions in transgenic
rodent models points to multiple potentially valuable molec-
ular targets (Lee & Silva, 2009; Silva et al., 2009). Examples
include multiple approaches to enhance NMDA receptor
function, methods to regulate cyclic-AMP response-element-
binding protein (CREB) function, manipulation of proto-
oncogenes such as H-ras, and possibly enhancement of glial
cell function. Through integration of these basic neuroscien-
tific findings with emerging studies of molecular biomarkers
in humans, which are enabling the assessment of genome-
wide expression patterns and metabolic functions, there is
hope that we will one day possess reliable roadmaps capable
of explicating the final common paths for both disruption of
systems that lead to cognitive impairment, and specifying the
molecular targets that may correct deficits or even enhance
healthy functions.

*Omics Strategies for Understanding
Brain Systems

Following the advent of genomics to represent the systematic
study of the entire genome (rather than selected genes), the
last 15 years has seen a burgeoning list of “*omics” strate-
gies, including proteomics, metabolomics, and connectomics.



Early in these developments, Freimer and Sabatti (2003)
argued that the ever-decreasing costs of genotyping would
lead to the situation where the limiting step in discovery of
molecular mechanisms would be found in characterizing the
multitude of phenotypes, not genotypes. After all, the human
genome contains only about 3 billion base pairs, comprising
only four relatively simple nucleotides, in a linear sequence.
In contrast, the collection of phenotypes is virtually infinite.
Thus Freimer and Sabatti used the term phenomics to refer to
the systematic investigation of phenotypes on a genome-wide
scale. Implicit in this definition is the necessity to character-
ize multiple phenotypes simultaneously, thereby increasing
the specificity of composite phenotype definition and pre-
sumably increasing the power to detect genetic association.

A fundamental distinction between the phenomics strat-
egy and the more traditional strategy for GWAS is that the
latter most often focuses on a “univariate” approach to seek-
ing associations of an individual phenotype with a genome-
wide assessment of variation. This is basically the equivalent
of conducting a large number of statistical tests (as many
as there are genetic variants in the assay, usually a million
or more with current chips) and then correcting for multi-
plicity of testing to constrain the false-positive error rate.
In contrast, the phenomics strategy implies assessment of
multiple phenotypes both within a specific level of analysis
(for example, multiple protein products) along with multiple
phenotypes across levels of analysis (for example, not only
proteins, but also cellular, neural system, and cognitive or
behavioral phenotypes; see Bilder et al., 2009). Considering
the complexity of establishing links across levels of analysis,
and the number of levels that are interposed in any causal
model linking structural genetic variation to a high-level
behavioral phenotype, it can be demonstrated with simple
calculations that most complex phenotypes would be likely
to share only 0.01% up to 1.6% of variance with any specific
genetic variant. A corollary of this calculation is that about
5,000 common variants may be necessary to explain the 50%
heritability statistics reported for many cognitive traits such
as g (Bilder & Howe, 2013; Plomin & Deary, 2015).

There is no consensus yet about how to navigate this vast
search space, identify the most important variables, and
prioritize the selection of paths that connect variables to
each other most meaningfully. Development of novel infor-
matics approaches holds promise. I and my colleagues have
described an approach to visualization of variance (ViVA)
and introduced graphical tools for visualization of the analy-
sis of variance (VISOVA), to help navigate large data sets
and detect patterns across large numbers of variables, and
explore hypotheses about the correlates of neuropsychiat-
ric phenotypes (Parker, Congdon, & Bilder, 2014). We have
developed other approaches to represent specific multilevel
hypotheses using graphical models (Bilder & Howe, 2013).
For example, we assembled graphical representations of a
few hypotheses about the cognitive construct working mem-
ory to include multiple levels of analysis including genes,
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gene expression, proteomics, cellular systems and signaling
pathways, neural systems/circuits, cognitive phenotypes,
symptom phenotypes, and syndromal or diagnostic pheno-
types (Bilder & Howe, 2013). At the more basic levels of
analysis, there exist already good knowledge bases that can
be queried (for example: Entrez Gene; Gene Ontologies;
Gene Expression Omnibus; Entrez Protein, UniProt/Swis-
sProt; NextProt; Ingenuity Pathways Analysis; KEGG Path-
way). At the “highest” level of syndromes (as manifest for
example in the Diagnostic and Statistical Manual of Mental
Disorders) there is clear definition of each diagnostic class in
terms of its constituent symptoms; this is straightforward to
make explicit in graphical models. Similarly, formal defini-
tions of cognitive or neuropsychological constructs can be
articulated using structural equation models that make clear
exactly what objective measurements are used to define each
latent construct. The biggest gap exists at the level of neural
systems, and while we have some outstanding frameworks
for representing neural networks and neuroanatomic struc-
ture, there remains no widely accepted map of human neural
circuits to serve as a scaffold for hypotheses about circuit
functions. I and my colleagues established a neural circuit
description framework in order to specify selected hypoth-
eses about neural circuit functions (Bilder & Howe, 2013),
but this was conceptual and lacked links to an explicit spatial
map of the brain. We hope that future implementations of
this approach to modeling may include direct mapping onto
atlases of human connectional anatomy that are emerging
from the Human Connectome Project (Kocher et al., 2015).

If we can develop formal models about genetic hypotheses
about cognitive phenotypes, this may enable fundamental
advances. Much as drug discovery is now benefiting from
in silica modeling of molecular species that can be designed
to impact selected receptor targets, we hope that multilevel
modeling may one day enable prediction of high-level cog-
nitive consequences of genetic, proteomic, or metabolomic
manipulations. These developments may have a profound
impact on our understanding of the true dimensions of cog-
nitive and other brain functions. For example, the current
taxonomy of mental disorders specifies many classes of ill-
ness (diagnostic categories) for which there is sparse evidence
of validity. For example, the current distinction between
schizophrenia and bipolar disorder rests mostly on historical
precedent—dating back to the time of Kraepelin—but more
recent neurocognitive, neuroimaging, and neurogenetic data
fail to support a clear distinction between these variants of
psychotic illness, and may be better understand as reflecting
a severity dimension (Bilder, 2015).

This effort to better carve nature “at its joints” is the desid-
eratum of the National Institute of Mental Health (NIMH)
Research Domains Criteria (RDoC) initiative, which also
specifies the examination of key domains of function at mul-
tiple levels (or units) of analysis from genome to syndrome
(see the NIMH’s RDoC web page at www.nimh.nih.gov/
research-priorities/rdoc/index.shtml). The goal of the RDoC
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is to create new diagnostic systems that will use biologically
based dimensions and categories to replace the current tax-
onomy, which is both atheoretical and based almost exclu-
sively on clinical interviews and observation of symptoms.
Within each of the research domains in the master RDoC
“matrix,” there is a level to represent “genes”—albeit that
level of the matrix remains lightly populated, given that we
possess few well-validated candidate genes for these domains.
We may note, however, that the domain of cognitive systems
is relatively rich territory for neuropsychology, encompassing
the following constructs and subconstructs (and associated
genes where these were proposed):

* Attention (dopamine receptor genes (e.g., D4, D5);
DATT; serotonin receptor gene)

*  Perception
e Visual perception (Dysbindin/NRG1/Neuroligin/

Neurexin)
*  Auditory perception (BDNF)
*  Olfactory, somatosensory,
perception

*  Declarative memory (BDNF, KIBRA [hippocampal
circuit]; FOXP2 [cortical, based on songbird model])

* Language behavior (FOXP2)

*  Cognitive (effortful) control (COMT, BDNF, DISCI,
SHT2A, DRD4, DRD2, 5-HTTLPR, CHRM4, DATI,
MAO-A, 5-HTT)

* Goal selection, updating, representation and
maintenance

*  Response selection, inhibition or suppression

*  Performance monitoring

*  Working memory (NRG1/Neuregulin, DISC1, DTNBP1/
Dysbindin, BDNF, COMT, DRD2, DAT1)

* Active maintenance
*  Flexible updating
*  Limited capacity
* Interference control

and multimodal

It should be recognized, however, that most of the sug-
gested candidate genes do not pass the threshold for cred-
ibility based on genome-wide significance, replication, and
understanding of biological function. As data accumulate
in RDoC projects, however, it is likely that more of the
relevant evidence will be assembled, and new genetic tar-
gets and their biological correlates will be identified, usher-
ing in a new era of precision medicine for neuropsychiatric
disorders (Insel & Cuthbert, 2015). Insel and Cuthbert
(2015) cite as an example recent work subtyping attention
deficit/hyperactivity disorder (ADHD) into mild, surgent,
and irritable subtypes, based on a combination of observa-
tions about temperamental characteristics, physiology, and
neuroimaging measures (Karalunas et al., 2014). Whether
these syndromal groups will prove to possess clearer genetic
bases remains an open question, but at least by defining
categories that have some biological validation, it seems

more likely that the links to underlying genetic differences
will be found.

The ultimate promise of these strategies is to provide more
complete pathophysiological explanations of neuropsychi-
atric syndromes that can serve as the basis for the design
of rational interventions. In theory, complete knowledge of
the genetic architecture for syndromal risk can lead to both
highly specific preventative interventions, along with early
detection and treatment of emergent dysfunction. The bet-
ter we understand the mechanisms at a genetic level, along
with the manifold expressions of gene action at proteomic,
metabolomic, cellular and systems levels, the more clearly we
can determine what is the optimal level to intervene in order
to maximize benefits and minimize adverse effects. Parallel-
ing this increase in understanding of biological processes
and treatments, there is also a burgeoning knowledge of
the biology, including molecular biology, nonsomatic treat-
ments. Thus, for example, we are learning more about the
patterns of gene induction accompanying cognitive training
(Klingberg, 2010), epigenetic modification following medita-
tion practice (Kaliman et al., 2014), and the possible mediat-
ing roles that certain genetic backgrounds may have for the
efficacy of cognitive therapy (Bakker et al., 2014). Insel and
Cuthbert (2015) noted the paradox that this new focus on
basic biological processes may lead to a renaissance in the
appreciation of psychotherapy as an intervention strategy
capable of remodeling neural circuits, and leveraging the
brain’s inherent neuroplastic capacities, in a highly person-
alized way.
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Joseph H. Ricker and Patricia M. Arenth

Introduction

In conjunction with traditional physical examination and,
in the case of neuropsychology, formal psychometric evalu-
ation, functional brain imaging continues to advance the
literature on the neural substrates of human cognition. This
has resulted in exponential growth of the neuroimaging litera-
ture, and for increasing enthusiasm in the pursuit of clinical
applications of these technologies. As with any technology
or test (including psychometric tests), it important to always
be mindful of what dependent variable is actually being mea-
sured, how reliably the dependent variable is being measured,
and how valid any finding in an individual case might actually
be in terms of clinical symptoms and functional outcome.
This chapter will provide an overview of the major categories
and types of functional imaging technologies that are likely
to be encountered by clinical neuropsychologists in research
and, to a more limited degree, clinical practice.

While the present authors recognize and acknowledge
that virtually all of the imaging modalities to be discussed
in this chapter are, rightly, classified as investigational for
most clinical circumstances, it is also believed that having
an appreciation of these technologies makes clinical neuro-
psychologists more informed consumers of research and the
myriad (and, at times, speculative or even dubious) claims
that are made for what various techniques add to clinical
diagnosis and treatment.

Resting Versus Activated Functional
Imaging Paradigms

Historically, functional imaging procedures could be grossly
divided into two types of studies: “resting” studies and “acti-
vated” studies (Ricker, 2014). Resting neuroimaging para-
digms acquire functional images during periods of no overt
activity, such as might occur in a baseline condition, or when
acquiring images while participants are quietly in the scanner
with their eyes closed. There is no explicit or experimental
requirement or consideration beyond what may be techni-
cally necessary to acquire a reliable set of images (Kilts &
Ely, 2012). While participants in a resting condition have
been explicitly instructed to not engage in any overt or covert
activity, this represents more of an ideal scenario rather than

what may be actually achieved. Indeed, it has been established
through functional connectivity studies that the “resting”
brain is actually quite “restless” (Raichle, 2015), in the sense
that there are multiple brain networks that are active even
when the brain is not task-engaged. There are numerous types
of dependent variables that are examined in resting studies,
such as cerebral blood flow (through single photon emission
computed tomography, or SPECT; positron emission tomog-
raphy, or PET; and certain magnetic resonance imaging, or
MRI, applications); glucose uptake (using PET); or the detec-
tion of certain biomarkers, i.e., “molecular neuroimaging”
(Price, 2012) using SPECT, PET or MRI-based techniques.

Activated imaging studies make use of explicit stimuli and/
or activity in order to functionally “probe” regional brain activ-
ity during the processing of information or performance of a
motor or cognitive task during a specified time period (Baribeau
& Anagnostou, 2013). In a true experimental design, stimuli or
tasks would be administered following a predetermined pro-
tocol. Such protocols will typically require some type of overt
or objective response from the participant (Wilde, Hunter, &
Bigler, 2012), although functional connectivity studies could be
considered somewhat of an exception as these types of stud-
ies are evaluating networks of activation rather than specific
focused areas of activation in response to overt stumli.

In view of the biophysical properties of the dependent vari-
ables investigated (e.g., briefer half-lives of radioisotopes, or
transient changes in hemodynamic response), activation stud-
ies have much briefer windows for time sampling than resting
studies. Certain imaging technologies can delineate changes in
a continuous manner (e.g., event related functional magnetic
resonance imaging, or fMRI, and magnetoencephalography).
With this degree of experimental control, investigators are in
a better position to infer the specific cerebral regions subserv-
ing the cognitive process under examination (Hutzler, 2014).

Radioisotope-Based Imaging

Single Photon Emission Computed Emission
Tomography (SPECT)

SPECT is a functional imaging technology that derives
from the concept that regional changes in cerebral activity or
brain chemistry may be indirectly measured through the use of
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external gamma radiation detectors (“cameras”) that iden-
tify localized accumulation of tracer flow or receptor-binding
isotopes (Hutton, 2014). While most of the application of
SPECT technology has been used to study regional cerebral
blood flow (rCBF), characterization of some neuroreceptors
or neurotransmitter systems can be accomplished with cer-
tain SPECT tracers (Palumbo et al., 2014).

rCBF has historically been studied as a primary dependent
variable given the fact that, in most circumstances, increased
regional cerebral activity is correlated with an increase in
blood flow. In other words, when the relative activity of the
brain increases, related energy utilization is also increased
(Ingvar & Risberg, 1965). Thus, while blood flow is being
reflected, actual neural activity is not directly measured.
Radioisotopes employed in SPECT (and, for that matter,
PET) are actually incorporated into the glia that are proximal
to the active neurons. The absorbed radioisotopes are not
immediately excreted from glia, thus allowing the isotopes to
remain in greater concentration in the more active regions of
the brain (Kim & Mountz, 2011). There are two main blood
flow tracers that are used in SPECT: Tc-99m Hexamethyl-
propylene Amine Oxime (HMPAO) and Tc-99m Ethyl Cys-
teinate Dimer (ECD), which is better for high flow rates, such
as seen in ictal states (Heiss, 2014). As the isotopes undergo
normal radioactive decay, they emit annihilated radioactive
particles (i.e., photons) that are then detected by external
gamma cameras. Computerized reconstruction allows for
characterization of isotope concentration within a spatial
array (Takaki et al., 2009). This reconstruction may then be
depicted graphically, often in the depiction of a brain map.

SPECT has some practical advantages over other neuro-
imaging technologies (Palumbo et al., 2014). For example,
because the technology and technical requirements are not
as extensive as those of PET or fMRI, it is generally more
widely available. In addition, most of the radiotracers used
for SPECT are sufficiently stable enough to be shipped rather
than needing to be made per use using a cyclotron and thus
necessitating the involvement of a radiochemist. In fact, the
radioisotopes most commonly used in SPECT may be taken
into by the brain within two minutes, but might have half-
lives of several hours to days, giving SPECT an additional
advantage over PET (Rahmim & Zaidi, 2008; Lin et al.,
2012).

While brain SPECT is used primarily to examine resting
cerebral blood flow or static biomarkers, the technology has
some limited use in evaluating temporally linked changes in
brain physiology. For example, SPECT is routinely used in
the examination of pre-ictal, and ictal states (Kim & Mountz,
2011). SPECT may, in some highly controlled circumstances,
be used to characterize physiological changes associated with
circumscribed behavioral engagement and related inferred
cognitive events (Ludwig, Chicherio, Terraneo, Magistretti,
de Ribaupierre, & Slosman, 2008). That stated, the previ-
ously mentioned long half-lives of SPECT ligands have func-
tional significance for imaging, such that once the tracer has

been administered, the resulting images that are acquired
will remain relatively static over the next several hours. As a
result, SPECT would not be a good choice for the measure-
ment of fluctuating changes such as those encountered in
cognitive processes, where fMRI may be more advantageous
(Ricker, Arenth, & Wagner 2013).

As is the case for any test (psychometric, physiological, or
otherwise), measurement error is always present and must be
seriously considered; SPECT is no different in this regard. In
contrast to other technologies (for instance, PET), SPECT
requires that regional counts be normalized to an anatomic
area that is assumed to be free from injury and/or physiologic
abnormality (Lin et al., 2012). While SPECT’s resolution does
not yet approach that of PET imaging, this concern has been
attenuated somewhat with the increased availability of com-
bined SPECT and computed tomography (CT) technology
(Maebatake et al., 2014). Color SPECT image reconstruction
can produce striking images, particularly when spatially ren-
dered into three-dimensional “maps,” but reliable and valid
interpretation is best accomplished through quantitative
approaches given the subjectivity and lack of standardiza-
tion associated with interpreting three-dimensional images
(Habert et al., 2011). It must be emphasized, however, that
although SPECT can be used quantitatively, this is not the
case in most settings. Visual inspection of SPECT maps is a
qualitative process, and selection of regions of interest and
interpretation may vary across clinicians or others viewing
these images (Christen et al., 2013; Eo et al., 2014). In addi-
tion, image reconstruction is typically based on presump-
tions about which brain regions are “normal.” Relative flow
values in SPECT are often based upon a region such as the
thalamus or cerebellum. While such assumptions might be
valid for some populations with focal lesions (e.g., stroke),
they might not be valid for populations whose involvement is
more diffuse (Hagerstrom et al., 2012). SPECT is quite sensi-
tive to detecting regional differences in resting blood flow,
but there is little specificity to the patterns that are obtained
and the results depicted in series of SPECT images can be
affected by many factors, including acute or chronic emo-
tional disturbances, medications, or current substance use
(Granacher, 2008; Ricker, 2012).

SPECT is also objectively less sensitive than PET, with
PET being considered to be two to three times more sensitive
(Rahmim & Zaidi, 2008). SPECT radioligands emit single
photons, rather than two diametrically opposed photons as
in PET. In addition, only photons that are essentially parallel
to the holes in the lead collimators used in SPECT will reach
the detectors, thus filtering out much of the potential source
of data (Dougherty, Rauch, & Rosenbaum, 2004; Ogawa &
Ichimura, 2014). SPECT image quality may also be impacted
by many factors beyond its inherent biophysical limitations
(Sohlberg, Watabe, & Iida, 2008). Obviously, patient motion
can affect image acquisition (Kyme, Hutton, Hatton, Sker-
rett, & Barnden, 2003), but motion effects are by no means
restricted to the head, as movement of the extremities may



result in changes in cerebral blood flow during SPECT scan-
ning (Takekawa, Kakuda, Uchiyama, Ikegaya, & Abo, 2014).
The patient’s own biochemical status may also be a source of
error. For example, caffeine and alcohol may impact cerebral
blood flow, and sedating medications are known to impact
SPECT tracer distribution (Juni et al., 2009).

Positron Emission Tomography

PET is another imaging technology that utilizes radioiso-
topes. The dependent variable of interest is usually glu-
cose utilization (indexed by fluorodeoxyglucose uptake),
although blood flow may also be assessed, particularly for
activated imaging studies (Kudomi et al., 2013). Nitrogen
(¥Nitrogen) and carbon (''Carbon) are additional radionu-
clides that are used in PET. Various tracers that are specific
to certain transmitter systems are also available (Billard, Le
Bars, & Zimmer, 2014; Fuchigami, Nakayama, & Yoshida,
2015), as well as for specific cell types or cellular compo-
nents (e.g., glia and myelin (Matthews & Datta, 2015). In
resting PET studies, a radioisotope is injected peripherally
into the bloodstream via a vehicle of intravenous saline.
Brain regions of greater activity will take up proportion-
ally greater amounts of glucose relative to less active brain
regions, which leads to a greater concentration of protons
relative to electrons (Nasrallah & Dubroff, 2013). This is
depicted in Figure 9.1.

Unlike SPECT, the physics that underlie PET capitalize
on the fact that the radioactive process involves results in
the release of two diametrically opposed particles, known
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Figure 9.1 Oxygen-15 PET blood flow image of a patient with
a left frontal stroke. Note decreased blood flow in
the compromised region (depicted in blue). Adapted
with permission from M. Corbetta and L. T. Connor
(2006). Neurological recovery after stroke (p. 140). In
M. D’Esposito (Ed.), Functional MRI: Applications in
clinical neurology and psychiatry. Abingdon: Informa
Healthcare. A color version of this figure can be found
in Plate section 1.
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as photons (Sossi, 2007). In PET, highly unstable radionu-
clides are injected into the participant. As the positrons from
these radionuclides collide with electrons they annihilate
each another, thus releasing radiation in the form of emitted
photons, which are detected by a crystalline ring external to
the head (Heiss, 2014). Both the location and level of photon
release are subsequently calculated geometrically. Because
there is a much larger array of crystalline detectors surround-
ing the head in PET (as contrasted with the holes within
SPECT collimators), many more data points may be real-
ized. Thus, PET provides a much richer data set for analysis
and superior resolution than SPECT (Palumbo et al., 2014).

The half-life of the radioisotope used dictates the type
of inferences that can be hypothesized regarding physi-
ological activity during the scan. For example, the half-life
of 18-FDG is several minutes, thus only very gross infer-
ences can be made regarding an 18-FDG PET image and
the underlying cognitive or motor activity. With oxygen-15,
however, the half-life is two minutes, which permits briefer
imaging periods and shorter wash-out periods between
scans (Chugani, 2012). Thus, more reliable and valid infer-
ences about cognitive or motor activity can be made, once,
of course, one has introduced appropriate control conditions
to account for general brain activation associated with task
execution, such as button pressing, passive listening, ambient
noise, and other factors that are controlled through cogni-
tive subtraction analysis (Herrmann, Obleser, Kalberlah,
Haynes, & Friederici, 2012).

A primary limitation of PET is that it remains a procedure
with relatively limited availability, often only at academic
medical centers or larger community hospitals. This is pri-
marily because PET is a very expensive procedure, requiring
an on-site chemist and, depending on the tracers needed, an
on-site cyclotron (Wey, Desai, & Duong, 2013). Combined
PET and CT systems (PET/CT) and magnetic resonance
imaging (PET/MR) are now commercially available and
are seeing use in nonacademic centers, but their use is typi-
cally more limited to very specific diagnostic questions, e.g.,
tumor characterization (Disselhorst, Bezrukov, Kolb, Parl, &
Pichler, 2014; Shah et al., 2013).

Molecular Imaging With SPECT and PET

Receptor-specific binding agents can be radioactively
labeled or “tagged,” allowing for the characterization of
regional concentrations of particular biochemicals—such
as neuroreceptors, transporters, hormones, or enzymes—
through the detection of the gamma particles that they emit
(Kim & Mountz, 2011; Palumbo et al., 2014). Labeling
neuroreceptors with radionuclides is by no means novel.
The first approaches to molecular imaging actually devel-
oped in animal research through the process of receptor
autoradiography, a process by which pharmacologic agents
were radioactively tagged and introduced to the brains of
animal subjects either in vivo through intravenous or direct
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intracerebral injection, or in vitro through direct application
to brain specimens (Cherry, 2004). The brains were then sec-
tioned and exposed directly to photographic emulsions, and
the emitted radiation from specific receptor sites or other
relevant brain regions resulted in photographic exposure
and highly accurate depictions of localized concentrations
of ligands. Obviously, such an approach cannot be applied to
the living human brain, but by using external gamma-detecting
cameras, as well as computerized spatial reconstruction,
areas in which radiopharmaceuticals bound to high-affinity
receptors can be accurately depicted using SPECT (although
still not with a precision afforded by autoradiography or
PET). Molecular imaging using PET is similar to that for
SPECT, but with a larger variety of potential ligands avail-
able (Hutton, 2014), and, of course, greater anatomic and
temporal resolution (Heiss, 2014; Price, 2012). There are
many markers available that are specific to receptors and neu-
rotransmitters (e.g., dopamine, serotonin) and drug classes
(e.g., benzodiazepines, opioids). PET and SPECT markers
have been developed for specific types of neuropathology,
such as beta amyloid and tau, which have been subjected to
much research in Alzheimer’s dementia and are now receiv-
ing attention in the context of traumatic brain injury (Cohen
& Klunk, 2014; Watanabe, Ono, & Saji, 2015).

Magnetic Resonance—Based Imaging
Overview and Biophysics

All MRI techniques capitalize on the presence of hydrogen
in all of the body’s tissues. When hydrogen atoms are placed
in a strong magnetic field, their nuclei align in parallel to the
field’s direction. In MRI, radio frequency (RF) pulses are
presented at a 90° angle relative to the magnetic field. When
this occurs, the hydrogen nuclei realign and begin spinning
in a different direction (a phenomenon referred to as excita-
tion). When the RF pulse is then stopped, these nuclei return
to their original alignment and direction of spin. The physi-
cal process of resuming previous nuclei states results in the
emission of a minute electrical signal that can be detected
by the scanner (Plewes & Kucharczyk, 2012). Although only
approximately 1% of the hydrogen atoms in the magnetic
field emit a response, this results in enough signal change
to permit the acquisition of images. Given that most of the
atoms that are excited in this process are found within water
molecules, water content (and thus tissue density) dictate the
signal intensity that is detectable by the scanner and ulti-
mately digitally reconstructed into an image (Kim & Ogawa,
2012).

Functional Magnetic Resonance Imaging

In structural brain MRI, the primary goal is to generate
high-resolution anatomic images of brain structure, but
fMRI additionally allows the investigator to make inferences

Figure 9.2

fMRI demonstrating regions of increased blood flow
during a verbal list-learning task in persons with TBI.
Adapted from Arenth, Russell, Scanlon, Kessler, and
Ricker (2012). A color version of this figure can be found
in Plate section 1.

about regional changes in brain activity and to depict regions
of activation or deactivation within the context of brain
anatomy (see Figure 9.2).

As with other blood-flow related techniques, in fMRI spe-
cific tasks or stimuli are introduced to the individual while in
the scanner in order to provoke a change in cerebral activ-
ity (Gaillard & Berl, 2012). When neural activity increases
in a brain region, there is a related increase in blood flow
to that region. While at rest, there is a tight correlation
among rCBF) regional cerebral metabolic rate for glucose
(rCMRglc) and regional cerebral metabolic rate for oxygen
(rCMRO?). When a brain region becomes active, however,
rCBF may increase by more than 50%, which greatly exceeds
metabolic demands. The physiologic basis for this is not
clear, however (Nagaoka et al., 2006). With an excess of
blood flow to the region and only a minimal increase in oxy-
gen extraction, there results a localized abundance of oxy-
hemoglobin relative to deoxyhemoglobin in the venous and
capillary beds that perfuse active regions of cortex. Oxyhe-
moglobin is naturally diamagnetic, while deoxyhemoglobin
is paramagnetic (i.e., becomes readily magnetized within a
magnetic field). This results in an increase in signal intensity
that can be detected externally, and is represented as higher
signal intensity on T2* (“T2-star”) weighted scans. This
change in signal intensity referred to as the blood oxygen
level dependent (BOLD) effect (Kim & Ogawa, 2012). The
signal changes obtained are very small, on the order of 1%
to 6%, and occur over approximately a 2 to 6 second time
frame, depending on brain region, tasks being performed,



and the participant’s age, among other factors (Simon &
Buxton, 2015).

An additional technique known as arterial spin labeling
(ASL) may be used in conjunction with fMRI. ASL is a
noninvasive approach to characterizing cerebral blood flow
by using biophysical “labeling” to provide an endogenous
“contrast agent.” Through ASL, a secondary pulse sequence
is applied distal from the brain (e.g., at the level of the neck).
This alters that area’s blood’s molecular spin and effectively
“labels” that blood so that, upon reaching the brain, the dif-
ference in spin can be detected by the head coil and com-
pared to the brain’s own magnetic signal both before and
after labeling, thus permitting direct inferences about brain
perfusion (Aguirre & Detre, 2012).

Because fMRI utilizes the body’s natural physical responses
to high-strength magnetism, no exogenous tracers, radioiso-
topes, or contrast agents are necessary, and the anatomic
resolution of fMRI is superior to that of SPECT or PET
(Disselhorst et al., 2014). There are numerous activation
paradigms that can be carried out in fMRI, and it allows for
greater flexibility in paradigm with reference to repeatability
and brevity of overall session (Kilts & Ely, 2012). In fMRI
scanners of typical magnet strength (e.g., 1.5 Tesla), the signal
changes that appear emanate from veins and large venules. In
high-field magnets (e.g., 3 or 4 Tesla or higher), signal change
in nonclinical populations is more likely obtained from
microvessels, small venules, and capillaries (Buxton, 2013).

There are many technical considerations with regard to
fMRI data acquisition and interpretation. Overt responses
to tasks must be minimal at most. Movements of the jaw
required for conversational speech are considered too exces-
sive during fMRI, although some paradigms do allow for
some degree of overt verbal responding (Gracco, Tremblay,
& Pike, 2005), and the use of silent intervals within block
designs allows for the use of fMRI to study the brain sub-
strates of speech production (Berken et al., 2015). The nor-
mal high-frequency noise emitted by the scanner must be
considered. The technician must also monitor the participant
for idiosyncratic responses such as claustrophobia (Munn
& Jordan, 2013). Most clinicians will know that any MRI-
based technology presents safety issues in terms of obvious
ferromagnetic objects and devices such as pacemakers, sur-
gical clips, and other implanted devices, but image recon-
struction artifacts and even misinterpretation may result
from less obvious factors such as makeup, tattoos, or certain
types of clothing (Krupa & Bekiesinska-Figatowska, 2015).
Although virtually any contemporary MRI scanner can be
adapted to functional imaging, fMRI is still investigational
in most clinical populations with whom clinical neuropsy-
chologists are likely to work (American College of Radiol-
ogy, 2015), and is thus primarily a research tool at this time,
mostly, though not exclusively, limited to academic medical
centers, universities, and biomedical research centers.

A single fMRI session does not automatically generate
clinically useable brain maps, although semi-automated
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techniques have been developed (Karmonik et al., 2010).
The resulting images must be carefully and skillfully recon-
structed, and this reconstruction process could still be con-
sidered to be as much art as science. As with all imaging
technologies, the approach that one takes (and the hypoth-
eses that one holds) in reconstructing and displaying the data
in the form of brain images data will impact the portrayal
and interpretation of the end product.

fMRI has been used as a research tool in humans for well
over 20 years, with the first studies appearing in 1992. Yet,
there have been essentially no routine clinical applications
of fMRI outside of its use in presurgical mapping for epi-
lepsy surgeries and tumor resections (Greicius, 2008; Ricker,
2014). There are many technical limitations that contribute
to this poor clinical representation (e.g., poor signal-to-
noise ratio of fMRI, and difficulties when applying findings
derived from group data to individual cases), but another
major contributor is also the necessary engagement and reli-
able execution of the experimental cognitive or motor task
being administered. This may prove to be challenging for
some patient populations and essentially limits most clinical
generalizations to higher functioning patients.

Functional Connectivity Magnetic
Resonance Imaging

While fMRI studies require an active administration of a
stimulus or cognitive paradigm, with varying degrees of par-
ticipant response or input, resting-state connectivity studies
offer an opportunity to study the brain’s functional connec-
tivity without participants having to engage in prolonged,
repetitive tasks during the scanning procedure. First, during
“traditional” fMRI, the participant must be fully engaged
in putting forth a good effort. As is the case with traditional
psychometric testing, full effort during cognitive tasks in the
scanner is imperative. Second, there is a relationship between
task difficulty and cognitive activation. Greater levels of task
difficulty usually result in more neural activation during cog-
nitive task blocks, but if the task is too difficult a participant
may become overwhelmed or simply disengage from the task,
thus causing activation levels to return to a resting baseline
level. These limitations can be partially mitigated through
the use of fMRI during the resting state (Ricker, 2013).
Huettel and colleagues (Huettel, Song, & McCarthy, 2014)
define functional connectivity as a “pattern of functional
relationships among regions, inferred from common changes
in activation over time, that may reflect direct or indirect links
between those regions” (p. 293). The analyses used in func-
tional connectivity studies are comprised of cross-correlations
among activity concourses within separate brain regions, for
which one assumes a priori functional relationships.
Resting-state studies are presently the most commonly
used in functional connectivity MRI (fcMRI), but functional
connectivity analyses may also be accomplished during cog-
nitive tasks. There are two broad methodological approaches
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for examining resting-state fMRI data (Peterson, Thome,
Frewen, & Lanius, 2014). The first approach is to examine
how resting-state configurations may affect functional con-
nectivity. This involves comparing long periods of rest (rest
blocks) with rest blocks that alternate with cognitive tasks.
Event-related designs may also be applied in which activity
is elicited through short but continuous events rather than
in blocks. The second major fcMRI approach is voxel-based
and emphasizes comparisons among the regions of interest.
This requires a greater degree of a priori selection of brain
regions to be studied during resting the fMRI periods. The
first studies of functional connectivity often examined only
functional interrelations, and did not really concern them-
selves with structural connectivity or anatomic explanations
for the functional relationships (Medaglia, Lynall, & Bas-
sett, 2015). At present, however, several reliable functionally
connected cerebral networks have been identified through
fcMRI, three of which are likely to be of greatest interest
and relevance to clinical neuropsychologists.

The first, and most frequently studied to date, is the default
mode network (DMN). The DMN represents a broad network
of cerebral areas thought to result in an interrelated system
of self-referential cognitive activities, such as self-monitoring,
autobiographical processing, and social functions (Whitfield-
Gabrieli & Ford, 2012). The DMN is comprised of the medial
prefrontal cortex, retrosplenial neocortex (i.e., posterior cin-
gulate and precuneus), and the inferior parietal lobes, bilater-
ally (Peeters et al., 2015). The DMN demonstrates its most
prominent activity during passive rest (Hsu, Broyd, Helps,
Benikos, & Sonuga-Barke, 2013), but it is active during some
higher-level reflective tests that tap prospective thinking,
accessing of autobiographical memory, and activities associ-
ated with making inferences about the mental states of others,
in others words, the “theory of mind” (Dunbar, 2012).

Second, a specific central executive network has been
characterized through use of functional connectivity inves-
tigations. The central executive network spans dorsolateral
prefrontal cortex and the posterior parietal lobes (Chen
et al., 2013). In general, it underlies externally driven and
cognitive demanding mental activities, and its associated
cognitive operations include executive control and working
memory (Shaw, Schultz, Sperling, & Hedden, 2015).

Third, the salience network, comprised of the anterior
insula and anterior cingulate, mediates dynamic switching
between the DMN and the central executive network and
thus functions to mediate attention between endogenous and
exogenous events (Kiverstein & Miller, 2015).

While seemingly more straightforward and to a large
degree, less demanding in terms of study design (i.e., inves-
tigators do not need to develop reliable cognitive paradigms
that work within the constraints imposed by conventional
fMRI, fcMRI is not without its own challenges and limita-
tions. For example, even subtle motion during fcMRI may
result in spurious signal perturbations that might be errone-
ously interpreted as having significance relative to the con-
struct being studied (Power, Schlaggar, & Petersen, 2015).

Molecular Imaging With MRI

Magnetic resonance spectroscopy (MRS) is an MR-based
technique that offers the capacity to localize and character-
ize brain-based biomarkers. As an MR-based technology, it
is based on the same biophysics as MRI, fMRI, and fcMRI.
It differs, however, in that it derives its signal not only from
water-bound or lipid-bound hydrogen, but is also capable of
localizing other endogenous biomaterials based on their own
unique signal waveform properties (Cecil, 2013).

MRS is capable of differentiating the unique magnetic
profiles of biomarkers markers such as glutamate (Glu), cre-
atine or phosphocreatine (Cre), n-acetyl aspartate (NAA),
and choline (Cho) related compounds (Bertholdo, Watchara-
korn, & Castillo, 2013). Each biomarker possesses different
numbers of electrons in its nuclei, and the greater the num-
ber of electrons, the greater the local reduction within the
magnetic field, resulting in a reduced spectral peak (Dale,
Brown & Semelka, 2015). This allows for the localization
and quantification of biomarkers in space, although MRS
data are usually represented as spectral waveforms rather
than topographic brain maps commonly depicted in other
neuroimaging modalities.

Sodium MR imaging is an MRI-based molecular imaging
technique that reflects sodium homeostasis, and is therefore
considered to be an index of cellular viability (Price, 2012).
Sodium ion homeostasis is lost when cells die in the brain
(Boada et al., 2005). Sodium MRI is similar to MR spec-
troscopy in the sense that it yields metabolic information,
but because it focuses solely on the resonance of one bio-
marker (i.e., sodium), pulse sequences may be acquired at
much higher resolution (Ouwerkerk, 2011). Several critical
processes at the cellular level depend on a balance of high
extracellular and low intracellular sodium content, but many
conditions (e.g., ischemia, injury, neoplasm) may lead to
an increase in intracellular sodium, thus making sodium a
potential biomarker for pathology or response to treatment
(Madelin, Kline, Walvick, & Regatte, 2014).

Electrophysiological Brain Mapping
Techniques

Quantitative Electroencephalography

Electroencephalography (EEG) is electrophysiologically
based technology that is used to monitor gross brain elec-
trical activity, such as normal neuronal firing and seizure
activity. Traditional EEG output does not, however, permit
characterization of the wave frequency continua that occur
in a human brain. But, when Fourier transformation analyses
are applied to EEG, continuous monitoring and quantifica-
tion across cerebral wave frequencies may be achieved. This
approach to data transformation is referred to as quantitative
EEG (QEEG; see Haneef, Levin, Frost, & Mizrahi, 2013).
QEEG is an general term applied to a group of interre-
lated technologies that derive from a mathematical approach
referred to as spectral analysis (Billeci et al., 2013). Basically,



the EEG signal is digitally processed and the relative con-
tributions of each frequency are identified and quantified.
When digitized, the individual component frequencies of a
complex waveform (i.e., the amounts of alpha, beta, delta,
and theta activity contained within the signal) may be dis-
cerned in a manner superior to that of traditional visual
analysis of EEG printed output (Trambaiolli et al., 2011).

There are various approaches for portraying spectral data
from QEEG. In a compressed spectral array format, frequencies
within specified time blocks (e.g., 30 seconds) are quantified. The
output is then represented sequentially either in print or graphi-
cally, permitting interpretation of changes in the EEG signal
over time (Williamson, Wahlster, Shafi, & Westover, 2014).

A common approach is to display QEEG spectra in the
form of topographical maps. In this format, each electrode in
the EEG montage is assigned a color or gray value represent-
ing each frequency range, with the shading or color intensity
representing the frequency level that underlies the correspond-
ing electrode. The shading or color gradient is subsequently
superimposed on a head-shaped or brain-shaped oval. The
resulting brain map thus resembles (somewhat) the topographi-
cal maps generated by a resting SPECT or PET scan. It needs
to be understood, however, that a QEEG topographic map is
really derived from a rather minimal number of solely cortical
data points, and has numerous interpolated color values—
specifically, all of the shades or colors between electrodes are
actually interpolated (Kamarajan & Porjesz, 2015).

Another approach to depicting QEEG data is through
probability mapping. This approach utilizes a topographic
map as its basis, but then maps to a normative database
(the “composite map”). An individual’s map may then be
statistically compared to the normative map, and inferences
are made based on deviation from the normal distribution
(Trimble & George, 2010).

Magnetoencephalography (MEG)

Neuronal activity generates minute magnetic fields, which
may be detected through a technology referred to as magne-
toencephalography (MEG). The physiological basis of MEG
derives from normal neuronal membrane signal conduction.
When a neuronal synapse becomes active, there is a cur-
rent flow across the neural membrane. This current diffuses
intracellularly, and subsequently emerges extracellularly at a
consistent distance from where it began, i.e., from dendrite to
synapse. This yields extracellular sources and sinks. In a neu-
ron that is oriented asymmetrically in space, the sources and
sinks create dipolar electromagnetic fields that cancel out one
another and signals may be localized (Slater, Khan, Li, &
Castillo, 2012). The intracellular current between the area
of synapse activity and the area at where the current returns
to extracellular space does not cancel out, which results in
a change in the magnetic field that may can be externally
recorded (Owen, Sekihara, & Nagarajan, 2012).

MEG uses an array of electromagnetic conducting coils
placed around a person’s head to detect changes in neuronal
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activity. Each coil is cooled by liquid helium to a temperature of
almost absolute zero. Such super-cooling greatly dampens the
electrical resistance of the conductor, which allows very small
magnetic field changes to be detected The field changes are, how-
ever, still quite minute, and must be amplified through the use
of what are known as superconducting quantum-interference
devices (SQUIDs; see Schneiderman, 2014). A MEG scanner
differs somewhat in configuration from other scanning devices
such as those for SPECT and PET, allowing participants to be
seated upright during scanned (as shown in Figure 9.3).

Although intuitively similar to EEG, MEG has several advan-
tages. MEG frequencies are actually simpler to record than
those from EEG, given that the detectors are placed in a helmet
adjacent to the scalp and do not have to be individually applied
and interconnected. Magnetic fields are also not affected by the
variability in skull thickness over different regions of cortex.
That said, however, there are some disadvantages to MEG. For
example, it is not widely available and the physical facilities that
must be specially constructed to support it are very expensive.
In addition, MEG, similar to EEG, lacks the anatomic preci-
sion of other neuroimaging techniques and does not localize
subcortical activity sources (Wilde et al., 2015).

Figure 9.3 A MEG scanner. Note that the configuration allows
for upright seating of the person being scanned.
Reproduced with permission, from J. Ward (2015).
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