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Foreword

The post-war American social scientist, C. Wright Mills, once wrote of 
the obligation to turn ‘private troubles’ into ‘public issues’. He was refer-
ring specifically to the discipline of sociology, but this aphorism applies 
to the social sciences more generally.

It seems strange, therefore, that at the present time social science is 
under such virulent political attack in the United States, where federal 
research funding has to meet extraordinarily restrictive – and politically 
motivated – criteria relating to short-term utility and national security. 
And this is aimed at the most prestigious and influential social science 
research community in the world.

These things go in cycles (Wright Mills himself suffered from the 
McCarthyite witch hunts of the 1950s) and the counter-veiling civi-
lising impulses of American society will doubtless see the cycle turn 
once more. But in the aftermath of the post-2008 global financial crisis, 
it is scarcely surprising that segments of American public and political 
opinion have fastened upon the economics discipline in particular, and 
the social sciences more generally, as a convenient scapegoat.

One can observe distant, and muted, echoes of this in comments in 
the press and media in this country – and of course we witnessed the 
attempt to abolish the (then) Social Science Research Council in the 
1980s. But no one seriously proposes the abolition of the Economic and 
Social Research Council today – and if that signifies a kind of progress, 
it is equally the case that the public acceptance of the importance of the 
social sciences cannot be taken for granted.

In the UK, the history of many social science disciplines emerges out 
of Wright Mills’ distinction. Private troubles became public issues by 
virtue of detailed empirical enquiry providing both the evidence for 
public reform and a realisation that there were causes of private troubles 
which lay beyond the purview of the individual either to understand or 
remedy them. This was the classic Fabian agenda. Although it was never 
quite as simple as this, it at least provided a role for social science which 
remains a component of public discourse up until the present.

So it does no harm, from time to time, to reassert the importance of 
social science in building a civilised and civilising society. If we look 
at the so-called research ‘grand challenges’ of RCUK or the European 
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Commission – climate change, sustainable resource utilisation, food 
security, public health, and so on – can anyone seriously claim that they 
do not have a social science dimension? And neither are we referring to 
consequences just of scientific and technological innovation, but also of 
the socio-economic conditions which foster, or inhibit, such change.

Social science is about evidence, but not only this. It is also about 
ideas, insight, understanding and, crucially, debate when there are no 
simple solutions to our collective private troubles. As a community we 
should not be over-defensive but it behoves us to demonstrate our value. 
The following chapters do just that.

Howard Newby
President of Academy of Social Sciences
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1

   Just opening a newspaper serves as a reminder of the problems with 
which society is beset – problems big and small. Banks are in trouble; 
climate change threatens; the worsening headache of caring for increas-
ingly frail elderly parents; householders being charged for rubbish 
disposal; youngsters on the rampage; phone hacking; furious rows about 
‘genetic engineering’; the unsayable about immigration haunting poli-
cies on unemployment; another family grieving for their dead soldier 
child who did not come home from an expensive war. Public issues and 
private troubles are as interlaced as ever. And, big or small, problems 
need solutions and solutions need to be based on accurate and suitable 
information, and on a proper understanding of the issues involved. 

 This volume takes a considered look at a selection of problems such 
as these. In the process it showcases contemporary work in the social 
sciences. It consists of eleven specially commissioned essays on topics 
of prime concern at the beginning of the twentieth century to all in 
the United Kingdom (UK) – and globally. All tackle difficult questions 
and involve problems that are complex and hard to solve. Above all, 
each essay in its own way illuminates why having an understanding of 
a social scientific ‘take’ on the topic in question provides a grasp that 
would not be provided by any other ‘knowledge producer’; in other 
words, the chapters make plain what is distinctive and thus invaluable 
about whichever social science is being presented, and why social science 
needs to be included if these issues are to be properly understood, and 
appropriate policies developed. 

 What sets this book apart from others is that all its chapters are 
written by experienced social scientists who work at the cutting edge of 
their respective research fields. Of course there is a wide array of writing 
on each topic by journalists or politicians, activists and self-appointed 
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commentators, from think-tanks and non-governmental  organization’s 
(NGOs), along with a steady stream of official documents, statistics and 
reports from governments and others in the UK, the EU and further afield. 
What sets this collection apart from those other contributions is that it 
presents the upshot of systematic scholarly investigation. Certainly the 
best of those others draw, from time to time, on this scholarship, as 
well as adding to it: the boundaries are permeable. Here, though, is the 
chance to read that scholarship first hand. Thus scholarly virtues are 
made apparent. So the book displays how the  considerable complexity 
of each topic is grasped intellectually, and sets out the way research is 
methodically undertaken, with the results analysed and presented even-
handedly. It confirms the good reasons for pursuing evidence-based 
policy. 

 The book originates in the UK – enjoying the active support of the 
Academy of Social Sciences. But it is not exclusively UK focused. This is 
partly because it recognises that problems of the sort referred to above are 
not exclusive to the UK. Partly too because the contemporary world and 
its concerns are heavily interconnected. Also, most importantly, scholar-
ship transcends national borders. The various contributors have looked 
beyond the shores of the British Isles, not just to compare and contrast 
but also to analyse transnational consequences, and cross border effects 
and implications. 

 This volume is timely in analysing pressing problems, and is also 
timely in helping make the case regarding the indispensability of the 
social sciences. Social scientists may be forgiven for being troubled by 
UK trends in funding undergraduate training and the ‘impact’ agenda in 
research. It would be curious for a group not to react with alarm when 
a government introduces policies affecting directly – and seemingly 
adversely – their interests. So as a side effect, albeit a most important 
one, this volume helps demonstrate the value of attempting to under-
stand social life now and into the future. It builds on and complements 
the series of lectures and publications launched by the Academy of 
Social Sciences in 2010 under the heading of ‘Making the Case for the 
Social Sciences’.  

  Overview 

 In Chapter 1, on Social Science, Parenting and Child Development, Pasco 
Fearon, Chloe Campbell and Lynne Murray analyse the study of chil-
dren’s development, arguing that it represents a key area in which social 
science can make a vital contribution to scientific knowledge, clinical 
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practice, social policy and wider society. They give examples that serve 
to illustrate this kind of approach, and the ways in which child devel-
opment research is enriching our understanding of the importance of 
parenting for children’s healthy social, cognitive and emotional devel-
opment. Specifically, they provide an overview of research on attach-
ment and postnatal depression, and examine what is currently known 
about the effects of these on child development, the social interaction 
mechanisms that convey risk, and the ways in which these two areas 
of research have been used to develop intervention programmes and 
reshape social and health policy. 

 In Chapter 2, on Health and Wellbeing, James Campbell Quick, Robert 
Gatchel and Cary L. Cooper draw on the practice of preventive health 
management, on established learning principles, on behavioural and 
social sciences, and on emerging positive practices. The Chapter opens 
with a discussion of the major preventable health risks that can under-
mine health and wellbeing. By building on strengths, guarding against 
risks and compensating for vulnerabilities, health and wellbeing can 
be enhanced. The chapter next shows how established learning princi-
ples offer powerful and positive ways to advance health and wellbeing 
through the behavioural and social sciences. Three specific learning 
pathways are through: classical conditioning; operant conditioning; 
and observational learning, or modelling. Attention is given to the envi-
ronmental context within which learning occurs, especially the work 
environment. The chapter concludes with a section on positive psycho-
logical and organisational wellbeing as enhanced through the behav-
ioural and social sciences. 

 In Chapter 3, on Climate Change and Society, John Urry demonstrates 
just why society is so important in analysing the nature of climate 
change. And because society is important, so the social sciences need 
to be brought directly into examining the causes of change – and the 
likely ways in which climate change might be mitigated. So far the social 
sciences have played a minor role by comparison with the physical 
sciences and economics. The chapter explores the many ways in which 
society is central to changing climates – and the mitigation of such 
changes. This is not just a question of changing what individuals do, but 
of changing whole  systems  of economic, technological and social prac-
tice, which presuppose patterns of social life which become embedded 
and relatively unchanging for long periods. These high carbon systems 
have locked into social life – and breaking these lock-ins is particularly 
challenging. It is the need to understand those systems that make the 
social sciences key to future analysis and policy development. 
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 In Chapter 4, on Waste, Resource Recovery and Labour: Recycling 
Economies in the EU, Nicky Gregson and Mike Crang show that the 
social sciences are critical to the challenge of turning wastes into 
resources via materials recovery and recycling. For wastes to become 
resources they have to become products, bought and sold in markets. 
Economics, and the economic geographies of manufacturing, matter 
when it comes to deciding what can be done, where, with particular 
wastes. The chapter draws on original research in three sectors – dry 
recyclables, ship recycling and textiles recovery – to show the difficul-
ties that confront the policy goal of turning the European Union (EU) 
into a recycling economy. It shows that recycling in the EU is posi-
tioned in the secondary labour market; that these jobs are characterised 
by itinerant migrant labour, often from East and Central Europe  (ECE); 
and that low-grade products require global recycling networks to realise 
value. 

 In Chapter 5, on Poverty and Inequality, Rod Hick argues that the 
problems of poverty and inequality remain important public – and polit-
ical – concerns. Hick examines the literature on poverty and inequality, 
drawing on two cases. The first involves some of the early analysis of 
poverty in the UK in the nineteenth century, and Hick shows how the 
discussion of contemporary poverty analysis has built on this earlier 
tradition; the second is the recent publication, and subsequent debate 
surrounding  The Spirit Level , by Richard Wilkinson and Kate Pickett. The 
chapter argues that, as partially observable phenomena, there is much 
about poverty and inequality which is readily accessible to the ‘non-
expert’. The contribution which the social sciences can make is, Hick 
argues, in terms of the rigour to which the social sciences can aspire in 
understanding the social world. 

 In Chapter 6, on The Economy, Financial Stability and Sustainable 
Growth, Jonathan Michie argues that social science has a major and 
important role to play in analysing the nature and functioning of the 
economy. Many of the major economic issues are linked inseparably to 
other areas of social science research and interest, such as inequality of 
income and wealth, and the effects of this on society. Indeed, many of 
the ‘classic’ texts analysing the economy – from Adam Smith’s  Wealth 
of Nations , to Marx’s  Capital  and Keynes’s  General Theory  – touched on 
a range of issues beyond the narrowly economic. One such discussion 
today relates to whether measures of economic growth or progress 
need to take account of broader aspects than previously thought neces-
sary, whether in welfare or sustainability. The chapter discusses these 
issues, including with reference to the 2007–2008 global financial crisis, 
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globalisation, and the need to foster a more corporately diverse economy 
and financial services sector. In terms of environmental sustainability, 
the importance of complexity is stressed; it is argued that the economy 
cannot be understood adequately through ‘marginal’ analysis, and that 
instead systems theory and interdisciplinary approaches are called for. 

 In Chapter 7, on What Can the Social Sciences Bring to an 
Understanding of Food Security?, Camilla Toulmin argues that food 
security and politics have been closely linked since ancient times. Today, 
questions of food security focus on how to increase total supply for a 
possible 9–10 billion people by 2050. It is the job of social scientists to 
ask difficult questions, place food and agricultural systems in the bigger 
picture, and ask why, in a world of plenty, a billion people across the 
world still go hungry. In the last 20 years, social science has helped turn 
received wisdom on its head, by putting local people, their knowledge, 
insights and priorities to the fore. This has shown the importance of 
‘how’ food is produced as well as ‘how much’. Social science must also 
offer answers to the big public policy issues of the day, alongside the 
natural sciences, and address issues of politics, power and interests. 
Many of the most interesting food security questions cross the biophys-
ical and socio-economic disciplines, and demand a joint approach if a 
just and sustainable solution is to be found. 

 In Chapter 8, on Family, Marriage and Divorce, Mavis Maclean and 
Ceridwen Roberts applaud the contribution of accessible and high 
quality demographic data on the family, but argue for care in inter-
pretation. The chapter debates the value of the contribution of expert 
social scientists in not only using the data to respond to the questions 
currently facing policy makers, but also drawing on these data to develop 
an understanding of emerging issues, and of the questions which policy 
makers will need to face in the future. 

 In Chapter 9, on Crime, Policing and Compliance with the Law, Mike 
Hough argues that social scientific research has made a very substan-
tial contribution to specialist academic understanding of crime and its 
control. The chapter sketches out the contribution that has been made 
in three areas: our understanding of crime trends; our knowledge of 
policing and its effects of crime; and the factors that encourage people 
to comply with the law. The ways in which practitioners and academics 
think about these issues has been transformed over the last half-cen-
tury, and social scientific research is a significant factor in achieving this 
transformation. However, the same research has achieved a much more 
tenuous hold on political and public discourse about crime, and the 
chapter concludes with a discussion of the reasons for this, and offers 
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some thoughts on how social science should aim to extend its reach into 
highly politicised issues such as ‘law and order’. 

 In Chapter 10, on Understanding the Arab Spring, Stuart Croft and 
Oz Hassan demonstrate how the social sciences have contributed to 
our understanding of why the Arab Spring took place. Moving beyond 
predominant and immediate narratives, it argues that what the social 
sciences teach us is a way of analysing unfolding security situations at 
multiple levels. The chapter demonstrates the roles that demographics, 
technology, pluralism, political economy, military decisions, historical 
contexts and global effects played in contributing to the revolutions 
taking place across the Middle East and North Africa. 

 Finally, in Chapter 11, on International Migration, Cathy McIlwaine 
argues that as one of the most important yet most contentious 
phenomena of our times, international migration has not only grown, 
but has become increasingly complex. With important temporal and 
spatial variations in the dynamics and delineations of international 
migration, it is appropriate to approach understandings of it from a wide 
range of disciplinary perspectives in order to capture the different scales 
of analysis, methodologies and theoretical standpoints. The multi-disci-
plinary nature of the social sciences makes them ideally placed to under-
stand the complexities of international migration movements in ways 
that other sets of disciplines are unable. Crucially, the social sciences are 
also central in providing robust and independent research that can chal-
lenge the often negative public perceptions of international migration 
in both destination and source countries.  

  Conclusion 

 These contributions make powerful cases across an important array of 
pressing issues. None of the authors seek to promote the importance 
of social sciences as against other areas of research or enquiry – on the 
contrary, the clear message is that to understand the major issues of the 
day requires genuinely interdisciplinary approaches, and this has to apply 
across the whole range of academic disciplines as appropriate – certainly 
not just restricted to the social sciences alone. Thus, to understand climate 
change of course requires the natural sciences; but equally, it requires an 
understanding of the worlds of management and business, of consumer 
behaviour, and of public policy behaviour – all of which require the social 
sciences. Neither are the authors complacent about the state of social 
science itself. The need for improved interdisciplinary working applies 
within the social sciences as well as between social science and other 
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disciplines. There are thus lessons for us all to learn, in order to under-
stand better the processes at work behind the various policy challenges 
that society faces, and to then build on this understanding to develop 
appropriate policy responses. The clear message is that deepening our 
understanding of many of the major issues facing us and future gener-
ations, improving the quality of public discussion, and assisting in the 
development of effective policy, depends crucially on the social sciences. 
The social sciences themselves need to rise to this challenge. The authors 
in their contributions to this book have certainly heeded that call.  

���
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   Introduction 

 Securing and promoting the welfare and healthy development of chil-
dren should be one of the fundamental priorities, and challenges, for 
all societies. Despite notable progressive national initiatives, global 
policy statements, aid programmes and grassroots campaigns that are 
focused on children’s health and wellbeing, many children continue 
to be exposed to major impediments to their optimal development, 
including poor parental care, outright abuse and neglect, domestic 
violence, poorly managed parental mental illness, displacement, 
poverty and lack of access to high quality educational, intellectual and 
creative opportunities (Walker et al., 2011). Very cogent arguments 
have been made that intervention in early child development can 
reap disproportionately higher returns in social and economic benefits 
than interventions focused on later periods of the lifespan (Heckman, 
2008). Few would deny that the prevention of mental health prob-
lems, psychological distress, educational dropout and underachieve-
ment, unemployment and social maladjustment is better than cure. 
However, effective prevention requires a systematic understanding of 
the developmental mechanisms of maladjustment and a rigorous anal-
ysis of what interventions work, and for whom. These, in turn, hinge 
on critical analysis, rigorous measurement, good theory and carefully 
executed research. 

 Social science has a vital role to play in this arena: in systematically 
documenting the experiences and outcomes of children; in under-
standing the proximal (those impinging directly on the child) and distal 
(those contextual factors supporting or maintaining proximal effects 
on the child) mechanisms that affect children’s development; and in 

     1 
 Social Science, Parenting and Child 
Development   
    Pasco Fearon ,  Chloe Campbell and Lynne Murray    
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developing and evaluating interventions and policies for changing 
 children’s lives for the better. 

 The ways in which social science has already contributed to children’s 
health and development are too numerous to cover in a short chapter. 
Instead, we focus on just two examples by way of illustration to show the 
rigorous, conceptually coherent and principled approaches that social 
scientists offer for advancing our understanding of child development 
and delivering new and better ways of promoting children’s outcomes 
across the globe. Inevitably, we are not able to cover the many  crucial 
areas of social science that have made just as much of a contribution as 
the examples we have chosen. Social science, for example, has produced 
vital research on typically developing children’s language acquisition, 
peer relations, intellectual development, educational attainment and 
learning, citizenship and moral development, as well as the develop-
ment and needs of children with disabilities. All of these domains of 
research are rich in scientific data and theory, and have been translated 
into effective social and educational interventions. Social scientists have 
also initiated some of the most important large-scale surveys that have 
given the public and policy-makers vital insights into the health, experi-
ences, needs and opinions of children in our societies, such as the UK 
Household Longitudinal Study (Bradshaw, Keung, Rees and Goswami, 
2011), the Avon Longitudinal Study of Parents and Children (Golding, 
1990) and the Millennium Cohort Study (e.g., Sabates and Dex, 2012) in 
the UK or the NICHD Study of Early Childcare and Youth Development 
(NICHD, 2005) and the Early Childhood Longitudinal Study (e.g., Xue 
and Meisels, 2004) in the US. UNICEF’s report on the quality of child-
hood, for example, employed social research methods to illustrate the 
poor standing of the UK on a range of indicators of quality of life for chil-
dren, including relative poverty and family breakdown (Adamson, 2013). 
Further UNICEF findings have highlighted how children in the UK feel 
caught in a ‘materialist trap’ and do not spend enough time with their 
families (Ipsos-MORI and Nairn, 2011). A recent carefully conducted 
report by the National Society for the Prevention of Cruelty to Children 
(NSPCC) analysed data from a range of national databases in order to 
track trends in the extent and reporting of child abuse by region across 
the UK, with a view to developing a consistent methodology for moni-
toring rates of abuse annually across the country (Harker et al., 2013). 
Data of this nature could provide vital information for health and social 
care policy. Thorough scientific evidence is also critical in testing the 
effectiveness of intervention programmes aimed at promoting child 
development, and in determining how resources should be channelled 
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so that the best outcomes for children can be achieved. In that context, 
social science methodology has played a leading role in rigorously evalu-
ating the outcomes of major child development initiatives, such as the 
US Head Start Programme, the UK’s SureStart Programme, the UK’s recent 
National Evaluation of the Nurse Family Partnership, and Multi-Systemic 
Therapy for At-Risk Teens. While many of these national projects are 
supported by research funding agencies, quite a number are also funded 
directly by government departments, a fact which in itself illustrates both 
the importance of social science for supporting governmental health and 
social care strategies, and also the importance, and fruitfulness, of close 
partnership between academic institutions and government. 

 While the emphasis in this chapter is on social science, we would 
want to emphasise that child development research is fundamentally 
interdisciplinary and the best research – past, current and future – 
involves the creative team-working of researchers from a broad range 
of disciplines including psychologists, sociologists, biomedical scientists 
(neuroscience, physiology, genetics, pharmacology), epidemiologists, 
economists and statisticians. We strongly believe that the interdiscipli-
nary character of child development research is vital for its continuing 
vigour as a field. 

 Mindful of the very incomplete picture we are able to paint of social 
science’s contribution to this area, in this chapter we review two inter-
related topics that we have been particularly involved in for some time: 
1) parent–child attachment; 2) postnatal depression, and in each case we 
use the findings to elucidate broader conclusions regarding parenting 
and its influences on development. In doing so, we hope to show how 
social scientific thinking and research methods tackle questions of child 
development and where these fields are taking us in the future.  

  Parent–child attachment 

 Attachment theory is arguably the most influential account of the 
role played by the parent–child relationship in child development. 
Developed originally by the British Psychiatrist John Bowlby (Bowlby, 
1969), it represents a unique integration of thinking from developmental 
psychology, evolutionary psychology, cognitive science and ethology. 
According to this model, a primary function (in the evolutionary sense) 
of a child’s bond with his/her primary caregivers is to ensure the child’s 
safety and protection against threats to his/her survival during the very 
protracted period of juvenile immaturity that characterises human devel-
opment. Through a series of mechanisms that are still not completely 
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understood, over the first year of life young infants develop stable and 
selective bonds to one or more consistent caregiving figures who they 
then selectively seek out in times of stress. During such times of stress 
or threat, the child’s ‘attachment system’ is thought to be activated, 
which sets in motion a series of coordinated behaviours (supported by 
underlying physiology) whose function is to bring about proximity to a 
primary attachment figure. Once proximity is achieved, the child’s sense 
of threat diminishes and the attachment system is deactivated, in what 
is conceptualised in an explicitly homeostatic fashion. Children enlist 
a rich, flexible and developmentally changing array of behaviours and 
communications in order to bring about proximity to a caregiver when 
stressed, from calling, crying and seeking in early life, to sophisticated 
communication and negotiation in later development. 

 A major impetus to the scientific study of attachment came from the 
work of the American psychologist Mary Ainsworth, who developed a 
pioneering structured observational tool for systematically measuring 
attachment behaviour in the laboratory, known as the Strange Situation 
Procedure (Ainsworth, Blehar, Waters, and Wall, 1978). This 21-minute 
procedure consists of a series of brief episodes in which natural cues to 
danger are presented to infants, including the appearance of a stranger 
and two brief periods when they are separated from their parent. These 
cues are assumed to activate the child’s attachment system and provide 
opportunity for the researcher to observe how the child’s attachment 
behaviour is expressed and particularly the way in which it appears 
to be organised to bring about proximity to, and gain comfort from, 
the attachment figure. Ainsworth’s major discovery was that infants in 
the second year of life show marked and surprising variations in their 
attachment behaviour under these conditions. The majority, referred to 
as ‘secure’ or just ‘B-type’ behave as one would expect given the func-
tions ascribed to attachment discussed above: when secure infants are 
separated they actively call and seek their caregiver, and upon reunion 
they quickly establish contact, which is effective in diminishing their 
distress and facilitating their return to exploration and play. A second 
category of infants, known as avoidant or type-A, show limited calling 
and seeking during separation, and actively avoid contact with the 
parent upon reunion, despite the fact that physiological markers suggest 
that they are equally aroused by the separation as other infants (Spangler 
and Grossmann, 1993; Sroufe and Waters, 1977; Zelenko et al., 2005). 
A third category, known as resistant or type-C, show marked distress 
when separated from a carer but upon reunion are unable to get comfort 
from their caregiver efficiently, either actively resisting contact when it 
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is offered (e.g., angrily pushing away) or, less commonly, listlessly crying 
without seeking the parent’s support. 

 These patterns of attachment behaviour are believed to represent adap-
tations on the part of the child to differences in the quality of parental 
care, and specifically in how responsive the caregiver is to the child’s 
attachment signals, and how appropriate the parent’s responses are. A 
fourth category was identified some time later by Mary Main and Judith 
Solomon (Main and Solomon, 1990), and is referred to as Disorganised 
or type-D. These infants appear unable to orchestrate a coherent way of 
dealing with the separation and reunion experience and show extended 
or momentary contradictory behaviours, such as seeking the parent and 
then strongly avoiding her, or freezing, stilling or rocking. These patterns 
of behaviour are thought to arise as a consequence of highly insensitive 
or frightening parental behaviour (Lyons-Ruth, Bronfman and Parsons, 
1999; van IJzendoorn, Schuengel and Bakermans-Kranenburg, 1999). 

 Two key strands of attachment research have attempted to a) determine 
the nature of the environmental factors influencing the development of 
individual differences in attachment and b) charting the long-term conse-
quences of these variations for children’s socio-emotional development 
and liability to psychological disorder. In so doing, attachment research 
has gathered a host of evidence relevant to determining the potential 
of attachment as a productive target for intervention and prevention 
programmes. In the sections below we provide an inevitably selective 
summary of the findings of these studies and provide some examples of 
intervention studies that have arisen from research on attachment. 

  Environmental influences on attachment 

 A question of fundamental importance for the interpretation of the 
individual differences in attachment behaviour is whether they do 
indeed represent variations caused by environmental differences 
and not differences caused by the child’s inherited genetic character-
istics. Three key studies using samples of mono- and dizygotic twins 
have provided collectively compelling evidence that genetically-based 
variation in attachment behaviour in infants and toddlers is minimal 
(Bokhorst et al., 2003; O’Connor and Croft, 2001; Roisman and Fraley, 
2008). For example, in one well-known study (Bokhorst et al., 2003), 
the estimate of heritability for attachment security in infants using 
the Strange Situation Procedure was zero, and all of the variance was 
attributable in roughly equal measure to the shared environment (envi-
ronmental effects that make twins similar to each other) and the non-
shared environment (environmental effects that make them different). 
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Furthermore, although some early small-scale studies suggested that 
insecure attachment, and disorganised attachment in particular, might 
be linked to certain gene polymorphisms (Lakatos et al., 2000), larger 
scale studies that focused on rigorous replication have failed to find any 
robust evidence of genetic association (Luijk et al., 2011). Collectively, a 
solid body of evidence thus testifies to one of the basic tenets of attach-
ment theory, namely that variations in the organisation of attachment 
behaviour in early life are caused by the environment. 

 Since Ainsworth’s pioneering early work, a host of studies have been 
conducted that have attempted to test the idea that the key environ-
mental factor may be differences in the appropriateness and responsive-
ness of the parent to the child’s attachment cues (referred to generally 
as the parent’s ‘sensitivity’). These studies, involving a wide range of 
procedures for directly observing mother–infant interaction, have 
been conducted in many countries around the world, and consistently 
uphold Ainsworth’s original contention. Meta-analytic work has shown 
that the average effect size for these studies is equivalent to a correlation 
of  r  = .21 based on over 4000 independently sampled families (Cohen’s 
d = .43), which is highly statistically significant (De Wolff and van 
IJzendoorn, 1997). This robust association is nevertheless moderate in 
size and although methodological factors undoubtedly play a substan-
tial role in attenuating the observed association (such as the relatively 
brief observational periods often used when assessing sensitivity, and 
more generally the inherent measurement error in assessments of 
attachment and sensitivity), researchers have also taken this to imply 
that other factors, not well captured by the concept of behavioural 
sensitivity, must also play a part in the development of attachment. One 
particularly promising area of research has emerged in the last decade 
that is helping to shed further light on the processes that shape infants’ 
attachments. Researchers are becoming increasingly interested in the 
way that parents  think  about their child, and particularly their capacity 
to imagine and make sense of their child’s psychological states, such as 
their thoughts, feelings, motivations or focus of attention. For example, 
Slade and colleagues (2005) have developed an in-depth interview for 
parents regarding their relationship with their baby, which they care-
fully code for the degree and sophistication of mental state thinking 
that is apparent in their responses. The quality of the parent’s  capacities 
for reflectiveness, as measured in this way, has been found to predict 
later attachment security as well as the mother’s parenting (Slade et al., 
2005). Oppenheim, Koren-Karie and Sagi (2001), similarly, elicit parents’ 
thoughts about their child by showing them clips of video recordings of 
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them interacting with their child. Structured interview questions probe 
for parent’s thinking about their baby’s thoughts and feelings, which are 
again coded for the richness of their insights about their baby. Two sepa-
rate studies from this group have also found this measure of maternal 
insightfulness to predict the infant’s later attachment security (Koren-
Karie, Oppenheim, Dolev, Sher and Etzion-Carasso, 2002; Oppenheim 
et al., 2001). Meins and colleagues have conducted perhaps the most 
comprehensive series of studies on the role of parental ‘mind-minded-
ness’ and attachment, by coding any spontaneous mind-related state-
ments that parents make during their interactions with their infants. 
Four separate studies (Laranjo, Bernier and Meins, 2008; Lundy, 2003; 
Meins et al., 2012; Meins, Fernyhough, Fradley and Tuckey, 2001) have 
found that the tendency to treat the child as an individual with a mind, 
as reflected in the use of appropriate mind-related comments during 
interactions, is predictive of attachment security. In all these studies, 
the typical effects sizes are consistently and substantially higher than 
the meta-analytic average mentioned previously. Through detailed 
observational and interview-based studies, using carefully constructed 
and reliable coded methods, studies in this area have thus helped reveal 
some of the key features of the care-giving environment that appear 
to promote the development of secure attachment relationships and 
suggest a set of well-defined targets for preventive interventions. Before 
looking at attachment-based interventions, we turn first to a considera-
tion of another critical prerequisite in the logic of prevention, namely 
whether or not there are long-term developmental benefits associated 
with secure attachment.  

  The long-term consequences of security and insecurity 

 A great deal of research has examined the developmental correlates of early 
secure and insecure attachment using longitudinal observational studies. 
Sroufe and Egeland (Erickson, Sroufe and Egeland, 1985) conducted what 
was arguably the seminal study of its kind in this area. This now-classic 
study focused on a sample of first-time mothers who were living in 
deprived circumstances (low socio-economic status, poor social support, 
multiple life stressors) and conducted detailed prospective assessments 
of the child’s development, the parent–child relationship and the social-
contextual factors impinging on the family. Among the wealth of impor-
tant findings that emerged from this study, a critical observation was 
that children who showed insecure patterns of attachment in the Strange 
Situation at 12 and 18 months showed more behavioural problems at 
preschool as rated by their teachers relative to their secure counterparts, 
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particularly problems related to hostility and impulsivity (Erickson et al., 
1985). This pattern of greater behavioural problems among previously 
insecure children continued when the sample was followed up at school 
age, particularly in boys (Renken, Egeland, Marvinney, Mangelsdorf 
et al., 1989). Disorganised attachment in infancy was also found to be 
related to children’s later emotional and behavioural problems in this 
sample, and in several others, including other high-risk samples. Carlson 
(Carlson, 1998) examined the long-term picture of overall adjustment 
and mental health among children in the Minnesota study, with a partic-
ular focus on disorganised attachment, and found that those who had 
been disorganised as infants had more internalising problems (anxiety 
and depression) in high school, more general symptoms of psychopa-
thology as measured in a clinical interview at age 17 and more dissocia-
tive symptoms at age 19. Disorganised attachment in turn was related to 
the presence of a range of adverse social stressors in early life including 
single parenthood, poor parenting, child abuse and neglect. Similarly, 
Lyons-Ruth (1996) conducted a prospective study of deprived US infants 
and mothers and found that those who had been classified as disorgan-
ised in infancy had poorer cognitive development at 18 months and 
substantially elevated levels of externalising problems at age 7. Despite 
these individually quite compelling studies, it is not the case that every 
study that has followed up children whose attachment patterns were 
measured in early life have found that they were predictive of children’s 
later outcomes. Fearon and colleagues (Fearon, Bakermans-Kranenburg, 
van IJzendoorn, Lapsley and Roisman, 2010) conducted a comprehen-
sive meta-analytic review of all studies conducted to date in relation to 
children’s externalising outcomes. Based on an analysis of 69 samples 
amounting to 5947 children, they found the overall association between 
attachment insecurity and later externalising problems to be moderately 
strong (d = .31) and highly significant. Importantly, this analysis showed 
that although each insecure category tended to show more externalising 
problems than secure children, the association was substantially higher 
for those who had been disorganised. The association was also stronger 
among boys, in clinical samples and when the outcome assessment used 
direct observation of the child’s behaviour. Intriguingly, the connec-
tion between attachment and outcome did not diminish with time (i.e., 
when the outcome was assessed at later ages), and in fact showed signs of 
becoming stronger as children got older. This pattern of increasing behav-
ioural problems with age was also found in a large US prospective study 
in which teacher reports were taken annually across the primary school 
years and related back to infant attachment (Fearon and Belsky, 2011). 
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In this study, disorganised boys from low-SES circumstances showed the 
most behavioural problems, particularly after the early primary school 
years. A further recent meta-analysis, this time based on 42 samples and 
4614 children, showed that the connection between insecure attach-
ment and internalising problems is rather weaker, and that avoidant, 
rather than disorganised, children are the group most affected. A final 
meta-analysis that has just been completed, summarising the results of 
80 studies, has found that insecure attachment is quite robustly linked 
to children’s later social competence, and indeed this association was 
the largest of the three examined in this set of meta-analyses (d = .39, 
Groh et al., under review). These findings are readily interpretable within 
the framework of attachment theory, because early attachment experi-
ences are believed to form the basis of ‘working models’ of relationships 
that then guide a child’s expectations, emotions and behaviour in later 
social interactions. The apparent prominence of social competence, and 
of aggression, would seem to suggest that, in childhood at least, peer rela-
tionships may be the most important social context within which these 
working models of attachment have their effects felt.  

  Attachment-based interventions 

 Over the last four decades attachment theory and research has generated 
a rich set of findings that fit coherently within a theoretical framework 
and collectively create a sound basis for intervention and prevention 
work, in which the enhancement of the security of the attachment 
relationship between a child and his/her caregivers is the therapeutic 
target. The majority of prevention studies that have been attempted so 
far have particularly focused on the construct of sensitivity and have 
sought to help parents increase their sensitive responsiveness to their 
infant’s attachment cues. Existing interventions vary quite widely in 
how they do this and an exhaustive review is beyond the scope of this 
chapter (van IJzendoorn, Bakermans-Kranenburg and Juffer, 2003). Van 
den Boom’s (1990) intervention represents a good example of one cate-
gory of attachment intervention that is brief and focused on increasing 
maternal responsiveness to attachment cues. Infants who were highly 
irritable as neonates (prone to excessive crying and negative emotion) 
were randomised to either an observation-only control group or to 
the intervention. The intervention consisted of three home visits in 
which the mother was supported to: observe her infant’s behaviour, 
following the infant’s lead; and increase the contingency, consistency 
and appropriateness of her responses to her child’s positive and nega-
tive cues.  Following the intervention, 68% of the infants in the control 
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group were classified as insecure, while only 28% were in the inter-
vention group. Follow-up studies also suggested that the intervention 
was effective in improving wider developmental outcomes, including 
peer-cooperation at 42 months. The findings also indicated that the 
intervention may have enhanced  paternal  parenting, despite this not 
having been the direct focus of the programme. Not all interventions of 
this kind have been as successful though, and a meta-analytic review by 
Bakermans-Kranenburg and colleagues  (2003) found that the average 
effect of the full array of interventions (88 different studies) was clearly 
significant and moderate in size (d = .20). Interventions that were brief, 
focused on sensitivity, and successful in enhancing sensitivity were the 
most successful in improving rates of attachment security. It is impor-
tant to note though that several intensive and long-term interventions 
have also produced very promising results in high-risk contexts. For 
example, Cicchetti and colleagues (2006) and Moss and colleagues 
(Moss et al., 2011) have both reported very positive effects on disor-
ganised attachment among young children who had been maltreated , 
using relatively intensive home visiting interventions (Cicchetti more 
intensive than Moss). 

 In summary, integrative developmental and clinical studies have 
produced a sizeable body of research that collectively paints quite a clear 
picture of whether and how one can support families effectively in order 
to promote the security of attachment. More work is needed to hone 
our understanding of the key factors that discriminate successful and 
less successful interventions, and to establish the degree to which early 
intervention of this nature produces long-term benefits in children’s 
social and emotional development.   

  Postnatal depression 

  Overview 

 Postnatal depression  (PND) affects about 14% of women in developed 
world populations; in developing countries, however, the rate is consid-
erably higher – for example, in an impoverished community in South 
Africa, it was 35% (Cooper et al., 2009). Episodes of depression in the 
postnatal months show all the same features as depression occurring at 
other times, that is, pervasive low mood and loss of interest in normally 
enjoyable activities, as well as symptoms such as changes in sleep and 
appetite, and extreme feelings of guilt. In general, episodes of post-
natal depression lift by six-to-nine months after childbirth, although 
a substantial minority of mothers can remain depressed right through 
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the postnatal year and beyond, and those who experience postnatal 
episodes are at higher than average risk for the occurrence of further 
depression throughout their child’s development (Cooper and Murray, 
1995). The main risk factors for postnatal depression are the experience 
of depression and anxiety during pregnancy, and a lack of supportive 
relationships (particularly with a partner or the mother’s own mother), 
as well as adverse living conditions. As well as the acute suffering and 
distress felt by women experiencing depression at such a vulnerable and 
significant time, research also indicates that post-natal depression can, 
in some cases, have adverse consequences for the children of affected 
mothers, and these effects can be felt through infancy into adulthood. 
This is particularly likely when the depression is severe and chronic. 

 A compelling body of research has investigated the impact of post-
natal depression, which is shedding light on the range of areas of child 
development affected and the mechanisms that convey risk across 
development. Perhaps most importantly, this body of research has 
helped in the development and evaluation of clinical interventions 
aimed at supporting mothers experiencing PND, with the ultimate aim 
of reducing the impact that it has on their children’s long-term develop-
ment. The field of postnatal depression research represents an excellent 
example of how social-developmental research can help us understand 
child maladjustment, promote new innovative clinical practice and 
shape public policy. In addition, the insights gained from studying this 
particular population are valuable to revealing how parenting processes 
generally might influence child development, and what therefore needs 
to be targeted when seeking to prevent adverse child outcomes in diverse 
domains of functioning.  

  Postnatal depression and parenting 

 In the 1980s, groundbreaking work on PND was undertaken by a research 
group led by Field, Cohn, and Tronick who worked with women who 
were living in socioeconomically deprived conditions (Cohn, Matias, 
Tronick, Connell and Lyons-Ruth, 1986; Field, 1989). Detailed observa-
tional assessments were carried out in order to understand whether and 
how postnatal depression affected the pattern and quality of parenting 
of young infants. Mothers with postnatal depression were, on average, 
found to be more insensitive in their interactions than non-depressed 
controls, and were less able to respond sensitively to their infant’s 
signals in a way that helped maintain the child’s attention and regulate 
the child’s emotions. The ways in which this insensitivity showed itself 
varied along two key dimensions: some depressed mothers would parent 
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in an intrusive and irritable manner – abruptly interrupting the flow of 
the child’s activities and appearing negative and hostile, whereas others 
would appear disengaged, emotionally flat and withdrawn. Similarly, 
the infants even at this young age (4–6 months) themselves behaved 
differently: they showed more negative emotion and were less socially 
responsive to their mothers. Importantly, these negative responses in 
infants of depressed mothers then extended to interactions with other 
people (Field et al., 1988). In subsequent studies by this and other 
groups, and in line with Field and colleagues’ original observations, 
these quite distinct patterns of interaction between mothers and babies 
have been consistently found in the context of postnatal depression, 
especially when observed in groups living in conditions of hardship. In 
populations where background risk is low, however, although depressed 
mothers still find it difficult to respond sensitively to their infants, and 
may miss their infants’ more subtle communication cues, the marked 
patterns of intrusiveness and disengagement seen in high-risk groups 
are not so evident, and accordingly, these infants are not as socially 
negative (Cohn, Campbell, Matias and Hopkins, 1990; Murray, Fiori-
Cowley, Hooper and Cooper, 1996). 

 Beyond the infant’s first year, another way in which the impact of 
PND has been measured has been to examine its effects on attachment. 
The research findings here have been quite complex, but have an impor-
tant bearing in suggesting how the impact of PND may be reduced. 
The available evidence drawn from a number of studies suggests that 
infants whose mothers experience postnatal depression are at greater 
risk of developing an insecure attachment than infants of non-de-
pressed mothers (Martins and Gaffan, 2000). Importantly, however, 
it is not necessarily the occurrence of PND in itself that can disturb 
attachment patterns. Instead, what seems critical is whether or not the 
mother’s depression is severe and long-term in nature (Campbell et al., 
2004). What is more, a recent study has suggested that the children of 
depressed mothers who were nonetheless able to interact sensitively and 
responsively with their infants, were less likely to be insecurely attached 
(Campbell, et al., 2004). The findings therefore strongly suggest that 
depression in mothers may adversely impact on the child’s security of 
attachment to the extent that the depressive experience interferes with 
the parent’s capacity to be sensitive and responsive to the child. In light 
of what we know about the later effects of attachment insecurity, these 
findings point to one important way in which the negative effect of 
postnatal depression on children’s socio-emotional adjustment can be 
understood.  
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  PND and children’s later development 

 A sizeable body of research has examined the longer-term effects of expo-
sure to postnatal depression on children’s functioning. The effects so 
far identified span cognitive, linguistic and academic outcomes, as well 
as social adjustment, self-esteem and liability to psychological disorder 
(Murray, Halligan and Cooper, 2010). In the cognitive domain, studies 
have indicated that children exposed to postnatal depression obtain 
lower IQ scores in late infancy and preschool. This effect appears largely 
confined to those living in more adverse conditions, and where affected 
mothers have limited educational attainment themselves, and they may 
also be more evident in boys. Interestingly, recent work has indicated 
that when one takes into account the timing of the mother’s depres-
sion, depression occurring in the first three months of life may have a 
specific negative effect on boys’ later academic attainment (Hay et al., 
2001; Murray, Arteche, Fearon, Halligan, Croudace and Cooper, 2010). 
Our long-term follow up study of the offspring of mothers with postnatal 
depression indicated that exposure to maternal depression can adversely 
affect formal exam performance at age 16 (Murray et al., 2010 ). Boys in 
our PND group scored on average 7 points lower (each lower point repre-
senting one lower GCSE grade) than the non-PND exposed controls, and 
this trajectory of poorer cognitive performance was evident when the chil-
dren were as young as 18 months. Thus, there is quite consistent evidence 
that postnatal depression, particularly when it is severe and chronic, can 
negatively impact on children’s cognitive and academic development. 
Notably, several longitudinal studies have traced these poor outcomes 
to the lower sensitivity and responsiveness of parental interactions with 
the infant and young child associated with PND (Milgrom, Westley and 
Gemmill, 2004; Murray, Kempton, Woolgar and Hooper, 1993). Apart 
from the negative effect on child cognitive functioning of this general 
reduction in responsiveness, studies have also found that depression 
may interfere with the ‘attention grabbing and maintaining’ features of 
the specialised speech that adults normally use with infants and young 
children (e.g., see Kaplan, Bachorowski and Zarlengo-Strouse, 1999), and 
that seems to be an important component of promoting infant learning. 
Thus, the speech of mothers who are depressed shows a preponderance 
of falling intonation contours, rather than the more musical and varied 
intonations of controls (Murray, Marwick and Arteche, 2010). Finally, 
depressed parents have been found to be less likely to engage in specific 
practices like book-sharing that are particularly beneficial to children’s 
cognitive and language development (Bigatti, Cronan and Anaya, 2001). 
As for the attachment difficulties that are more common in infants of 
depressed mothers, this body of research on cognitive outcomes indicates, 



Social Science, Parenting and Child Development 21

therefore, a set of particular aspects of parenting associated with the 
maternal disorder that may be fruitful to target in interventions if good 
cognitive development in the child is to be fostered. 

 Longitudinal studies also indicate with relative consistency that post-
natal depression forecasts later behavioural and emotional problems in 
the child. For example, Murray (1992) found that infants of mothers with 
PND  showed more behavioural problems, such as temper tantrums, sepa-
ration anxiety and sleep problems, than controls at 18 months, despite 
maternal depression having remitted by this age in the great majority of 
cases. Several studies have documented similarly raised levels of behav-
ioural problems in older children who were exposed to postnatal depres-
sion (e.g.,  Ghodsian, Zajicek and Wolkind, 1984 ; Sinclair and Murray, 
1998), particularly in the presence of other related chronic stressors (e.g., 
subsequent depression, marital difficulties, paternal mental health prob-
lems, see Caplan, 1989; Cicchetti, Rogosch and Toth, 1998; Brennan et al., 
2000; Hay et al., 2003 ; Hipwell, Murray, Ducournau and Stein, 2005). 
Our longitudinal study showed that here, too, quite specific features of 
parenting associated with postnatal depression were important in the 
development of such child problems – in this case, the hostility expressed 
towards the infant that was more common in depressed mothers in the 
postnatal months (hostility that was increased in the presence of marital 
conflict), provoked emotionally dysregulated behaviour in the infant 
that began to become a more general feature of their behaviour, leading 
to further vicious cycles of even more coercive and hostile parenting, 
and eventually conduct problems in the early school years (Morrell and 
Murray, 2003). In this domain, then, rather different difficulties in the 
parenting of depressed mothers are implicated in the development of 
behaviour problems, such as conduct disorder, from those associated 
with poorer cognitive functioning in the child. 

 Long-term follow-up studies in adolescence and adulthood also 
suggest that the offspring of mothers with postnatal depression are at 
increased risk of internalising problems. In a large community cohort 
study, Hammen and Brennan (2003)  for example, found that the 
15-year-old offspring of mothers with depression were more likely to 
have experienced a mental health problem, particularly depression, 
than non-exposed teenagers. As one might expect, this outcome was 
more likely when the maternal depression had been severe or of long 
duration. Recent findings from our own study (Murray, Arteche, Fearon, 
Halligan, Goodyer and Cooper, 2011) confirmed this association and 
suggest that multiple pathways may lead from postnatal depression to 
later child depression, including early insecure attachment and child-
hood emotional vulnerability, marital maladjustment, subsequent 
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maternal depression and later insensitivity of care. In our study, each 
of these pathways appeared to add to the risk that children of mothers 
with PND would experience depression by age 16. 

 Together, the longitudinal and experimental studies show wide vari-
ability in how depression impacts on a mother’s ability to respond to 
her infant and young child; correspondingly, the children of postnatally 
depressed mothers themselves are at increased risk for developmental diffi-
culties across a wide range of outcomes. Importantly, those studies that 
have made direct observations of parenting and child development have 
begun to identify some of the parenting mechanisms mediating the asso-
ciations between the maternal depression and adverse child outcome.  

  Treatment 

 In light of the significant distress and impairment experienced by 
mothers with depression and the significant negative consequences 
associated with it for their children, identifying mothers with PND 
and providing effective treatment are crucial objectives for health-
care policy. In recent years, public health policy has responded to the 
research evidence showing the importance of PND for parenting and 
child development, and in the UK, NICE guidelines set out procedures 
for screening all postnatal women for depression in the early weeks after 
childbirth. With regard to treatment, two recent meta-analytic summa-
ries of existing treatment studies (Dennis and Hodnett, 2007; and 
Cuijpers, Brännmark and van Straten, 2008) found psychotherapeutic 
interventions (cognitive behaviour therapy, interpersonal therapy 
or counselling) to be moderately effective in reducing symptoms of 
depression in affected mothers. Broadly speaking, it is likely that effec-
tive interventions hasten the remission of postnatal depression, which 
shows high rates of remission even when untreated (Cooper et al., 1988 ). 
One critical limitation of the current evidence on treatment, given the 
relapsing nature of depression and the good evidence of its negative 
effect on child outcomes outside the infancy period, is the lack of long-
term follow-up. It is also important to note that although there is some 
currently incomplete evidence that antidepressant medication may also 
be effective for postnatal depression, many mothers choose not to use it 
and hence its utility may be relatively limited (Appleby et al., 1997). 

 While there is good evidence then that psychotherapeutic treatments 
can improve symptoms of depression in mothers with postnatal depres-
sion, a vital question that has been addressed in a number of clinical 
studies is whether these interventions also have beneficial effects on 
child outcomes. The results of these studies have been quite mixed. 
One relatively large scale clinical trial for postnatal depression using 
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randomised allocation to CBT, psychoanalytic therapy, counselling or a 
control group found positive effects on mother’s depressive symptoms 
for all the active treatments, but limited evidence of significant effects 
on the child’s subsequent development (Cooper et al., 2003 ; Murray, 
Cooper, Wilson and Romaniuk, 2003). Notably, similar findings were 
reported in two independent studies (Clarke, Tluczek, and Wenzel, 
2003; and Forman et al., 2007), with both finding no evidence that the 
quality of mother–infant interaction improved following treatment, 
despite improvements in the mothers’ depression. The evidence to date 
suggests therefore that it is necessary to directly target parenting in order 
to improve mother–infant interaction in the context of postnatal depres-
sion and associated difficulties (while also treating depression in the 
usual way). One large scale randomised controlled trial conducted in an 
impoverished community in South Africa, where risk for depression was 
high, delivered home visiting to mothers that combined a counselling 
approach with support for parents’ social interactions with their infants, 
and in particular the management of distressed infant behaviour, and 
found that not only did depressive symptoms show some improve-
ment, but infant attachment to the mother was more likely to be secure 
(Cooper et al., 2009). Despite these positive findings, few studies have 
shown, simultaneously, a positive intervention effect on the quality of 
mother–infant interaction and on long-term child outcomes, or indeed 
tested whether changes in parenting mediate treatment effects on child 
outcomes. These are critical issues to be addressed by future research. 
Given the evidence that those experiencing PND are more vulnerable to 
subsequent episodes of depression, and these too carry risks for adverse 
child outcomes, it would also seem important for mothers who experi-
ence the disorder postnatally to receive longer-term monitoring so that 
they could more easily receive further treatment should they relapse.   

  Conclusions and future directions 

 It is clear from the extensive research on children’s attachment rela-
tionships and the effects of PND on child development that parenting 
has profound, long-lasting and wide-ranging effects. In this chapter, we 
focused on these two important examples to illustrate how the social 
science of child development can be used to tackle crucial questions 
regarding children’s long-term social, cognitive and emotional develop-
ment. In concluding, we would also want to draw attention to the fact 
that research shows compellingly that parenting – broadly conceived – 
plays a vital role in children’s healthy social and emotional develop-
ment generally, that is, beyond the realms of attachment and postnatal 
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depression. Warm, supportive, consistent and authoritative parenting, 
sometimes collectively referred to as ‘positive parenting’ in the litera-
ture, confers a host of advantages for children right across childhood and 
adolescence. Furthermore, there is very strong evidence that parenting 
interventions for clinically referred children, particularly those based 
on social learning and cognitive-behavioural principles, can produce 
significant and substantial positive changes in both parenting and child 
outcomes, and can be done so in a cost-effective manner (Dretzke et al., 
2005 ; Scott, 2010). A second important point to make is that while 
much of the existing research has focused on quite broad definitions of 
parenting (such as sensitivity or ‘positive parenting’) there is growing 
evidence that there is some specificity in the mechanisms driving child 
development. For example, specific aspects of parenting sensitivity, such 
as the quality of infant-directed speech, contingent responsiveness, and 
joint attention appear to be specifically linked to children’s expressive 
and receptive language. Similarly, angry/hostile behaviour appears to 
be a particularly important factor in children’s externalising problems, 
while anxious or overprotective care is associated with internalising 
problems. As the field progresses, we anticipate that an increasingly 
differentiated approach to interventions will emerge, which takes into 
account the individual profile of parenting problems and tailors thera-
peutic support to those processes in order to maximise their benefits and 
achieve better outcomes for children and families.  
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   Psychology and the social sciences play a central role in building a 
healthy world by bringing attention to supporting healthy families, 
encouraging healthy communities, and designing healthy workplaces 
(Rozensky et al., 2004). However, advancing health and wellbeing 
requires balanced attention to: chronic health risks and threats; the 
treatment of manifest health problems; and maximising (not opti-
mising) health and wellbeing through positive psychological practices. 
The occupational context, or work environment context, is one espe-
cially important social context in which health and wellbeing can be 
effectively advanced (Macik-Frey et al., 2007). The behavioural and 
social sciences are so vitally important to the enhancement of health 
and wellbeing because so much of human behaviour is learned behav-
iour, not natural behaviour. That is, much human behaviour is socially 
constructed. Therefore, established learning principles offer a powerful 
and positive way to advancing health and wellbeing through the behav-
ioural and social sciences. Three pathways for enhancing physical and 
mental health and wellbeing are:

   classical conditioning   ●

  operant conditioning   ●

  observational learning, or modelling.     ●

 In addition, this chapter addresses the environmental context, especially 
the work environment, as venues through which health and wellbeing 
can be enhanced. Consideration of negative environmental attributes, 
environmental risks, and bad relationships (especially, e.g., bad supervi-
sion in the workplace) are addressed. Social support IS central to health 
and wellbeing, in the workplace and beyond. 

     2 
  Health and   Wellbeing    
    James Campbell Quick ,  Robert J. Gatchel and Cary L. Cooper    
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 Drawing on the emerging field of positive organisational behaviour 
(Nelson and Cooper, 2007), positive psychology, and positive organi-
sational scholarship, the chapter includes a section focused on posi-
tive psychological wellbeing. Positive psychological wellbeing is a 
strengths-based approach for advancing health and wellbeing through 
the behavioural and social sciences, while underpinning organisational 
wellbeing.  

  Preventive health management 

 Preventive health management is an encompassing extension of the 
philosophy, or theory, of preventive stress management™, which was 
originally conceived in the social context of the organisation (J. C. Quick 
and Quick, 1984; J. D. Quick et al., 1998). J. C. Quick (1999) broadened 
the fundamental philosophy, principles and practice to the wider range 
of chronic health problems beyond stress, such as violence, suicide, 
sexual assault and organisational injustice. This broader preventive 
health management framework has been specifically applied to chronic 
organisation problems like workplace violence (Mack et al., 1998) and 
sexual harassment (Bell et al., 2002). The advancement of positive 
health and wellbeing includes the prevention of negative wellbeing, 
the latter defined in terms of chronic health problems such as burnout, 
anxiety, depression and stress (Davidson et al., 2010). Enhancing health 
and wellbeing, and relieving the burden of suffering, in any population 
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requires attention to both positive pathways and risks of negative or 
adverse outcomes (Macik-Frey et al., 2007). Figure 2.1 suggests how 
preventive medicine, psychology, and engineering can impact occupa-
tional health in context.      

  Principles and practices 

 Underlying the philosophy and theory are five principles that serve as 
guidelines for researchers and practitioners alike (see J. C. Quick et al., 
2013). The first two principles set the tone for the practice of preven-
tive health management, especially in occupational contexts and work 
environments.  

    Principle 1: Individual and Organisational Health are Interdependent   
   Principle 2: Leaders have a Responsibility for Individual and Organisational 

Health     

 These two principles reflect a philosophy that health and wellbeing, 
especially at work, can be accomplished through effective individual 
partnerships and collective social action. Health and wellbeing are there-
fore not seen as just attributes of individuals, but as the result of social 
and interpersonal processes in which individuals are engaged. 

 The power of preventive health management centres on its capacity to 
identify threats and risks to health and wellbeing; to identify asympto-
matic and symptomatic health problems; and then serve as the basis for 
preventive intervention. The first function of the model is a surveillance 
function that enables professionals to identify health problems in social 
contexts. Chronic problems that threaten health and wellbeing have life 
histories that begin with health risks. Once these health risks and health 
problems are identified, the second function of the model is to bring to 
bear preventive interventions through the social sciences at one of three 
levels: primary prevention focuses on the health risk; secondary preven-
tion on low intensity health disorders; and tertiary prevention (or treat-
ment) on the more serious health problems (J. C. Quick et al., 2013). 

 From a public health and social science perspective, the preferred 
point of intervention is primary prevention, which prevents the onset 
of a health problem. Primary prevention is then supplemented with 
secondary prevention and, in turn, tertiary prevention when needed to 
help those who are suffering and experiencing frank health problems. 
Primary prevention methods focus on changing or managing the cause 
of the health risk or threat and, as such, are the most ‘preventive’ inter-
ventions. Primary prevention practices include environmental redesign 
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and developing socially supportive relationships. Secondary prevention 
practices are designed to improve individual resilience and strength, and 
they are complementary to the primary prevention methods. Exercise, 
relaxation techniques and meditation are among the secondary preven-
tion practices. Tertiary prevention can be considered professional treat-
ment that is needed when the primary and secondary practices are not 
sufficient. At the tertiary level, the practices are aimed at healing the 
wounds and health problems for both individuals and organisations.  

  Biographical research application: three profiles emerge 

 In one extended application of the preventive health management 
model, we examined the health of leaders in business, other profes-
sions and politics, spanning the mid-1800s through to the outset of the 
twenty-first century (J. C. Quick et al., 2000). We gave special attention 
to strength factors such as character (Gavin et al., 2003), to health and 
wellbeing risks such as the absence of secure attachments (Joplin et al., 
1990), and to individual vulnerabilities such as the inability to seek help 
when warranted (Joplin et al., 1995). Rather than focusing on environ-
mental risks or individual exposures, we aimed to understand, from the 
‘inside out’, the strengths and vulnerabilities or flaws in specific leaders, 
such as Theodore Roosevelt, Florence Nightingale, Lee Iacocca, Winston 
Churchill, Katherine Graham and Bill Gates (J. D. Quick et al., 2002). 
The outcomes from this method of inquiry yielded interesting results 
and three different profiles emerged in the research. These profiles or 
patterns were: health and wellbeing by building on strength; health and 
wellbeing through compensation (that is, conquering weakness); and 
health and wellbeing by living one’s dream or following one’s calling. 

 The first profile of health and wellbeing through strength is exempli-
fied in the case of Bill Gates, whose focus and passion for computer 
software creation led him to build one of the largest businesses of his 
generation, Microsoft (J. D. Quick et al., 2002). Gates came to share with 
Andrew Carnegie a similar insight about wealth; that is, those who accu-
mulate great wealth are only stewards of the money and owe back to the 
community from which they were enriched. In Gates’ case, he and his 
wife Melinda have accepted the personal challenge of addressing World 
health. The Gates have donated well over $5.5 billion of their personal 
wealth to provide medical help and research for the underprivileged of 
the World. Thus, success through strength does not necessarily lead to 
self-centredness. Ebby Halliday is another distinguished American who 
exploited her gifts and abilities to build a real estate fortune and gave 
lavishly to those in need (Gavin et al., 2013). 
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 The second profile of health and wellbeing through compensation 
is a different way that may be best exemplified in the case of Theodore 
Roosevelt (J. D. Quick et al., 2002). The story of his conquering child-
hood asthma and physical limitations to become an adult known for 
his physical vigour, intellectual activity and moral conscience is part of 
American legend. Less well known may be the case of Norman Vincent 
Peale who became a renowned American preacher with a message on 
the power of positive thinking. He did so through the effortful activity 
of conquering his own negative thinking, doubts and uncertainties. The 
profile may require overcoming negative health and wellbeing. 

 The third profile of health and wellbeing through living your dreams 
or following your calling is a challenge for many successful women and 
men. Such was the case for Florence Nightingale in mid-nineteenth 
century Victorian England where a woman’s place was to marry, have 
children and manage the home. From an early age, Nightingale over-
came these social restrictions and limitations through great effort while 
overcoming in mid-life the health problems that plagued her until her 
death at age 90. She ultimately won the support of her father, her Queen 
and many more, while overcoming the guidance of her mother and 
some others who would have had her pursue a conventional path. The 
gifts she left to the World include the professionalisation of nursing, the 
advancement of public health and the incorporation of statistics and 
data in the study of health and illness. However, it is critical to acknowl-
edge the significant negative health and wellbeing that Nightingale 
encountered in her years after the Crimean War, years in which she 
experienced significant physical and psychological suffering. Her nega-
tive health and wellbeing did not ultimately, however, define her life. 
Nightingale is a true example of a life well lived in which the positive 
overcame the negative for good.  

  Strengths and limitations of biographical research 

 A real strength of biographical research is the consideration of the whole 
scope of individual lives to include attention to strengths, weaknesses 
and, importantly, adaptive or coping mechanisms engaged over the 
lifespan. Health and wellbeing are not short-term concerns, but rather 
long-term concerns with consequences often being time lagged. For 
example, Adolph Meyer of Johns Hopkins Medical School found, in the 
early 1900s, that major life change events, such as the death of a loved 
one or loss of employment, created health risk factors for individuals, 
but the manifest health problems often lagged by 12 to 18 months of 
the event. The behavioural and social sciences can be powerfully applied 
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to create insights into health and wellbeing through biographies. On 
the other hand, a key limitation of biographical research is the difficulty 
to generalise and apply the findings. The challenge for the biographical 
researcher is to bring meaning and value to the work. However, there is 
a value in biographical research to potentially counterbalance the limi-
tation. Biographical research can provide inspirational insights to the 
individual as they make life choices and key decisions for themselves. 
Herbert Simon’s 1968 Karl Taylor Compton Lecture at MIT explored the 
sciences of the artificial. Rather than being instinctual, most of human 
behaviour is learned, acquired and socially constructed; hence, it is arti-
ficial. Therefore, the individual is left with the task and opportunity to 
create and live her or his own life. Learning through biography how 
others have lived their lives has value.   

   The use of learning principles to advance health and  
 wellbeing  

 The behavioural and social sciences offer ways to advance health and 
wellbeing by drawing on well-established learning principles. We look 
first at three basic learning principles and then to their application. 

  Basic learning principles 

 In the context of health psychology, Baum et al. (1997) have reviewed 
the three major types of learning – classical conditioning, operant 
conditioning and observational learning (often called modelling). In 
terms of  classical conditioning , the eminent Russian physiologist, Ivan 
Pavlov (1849–1936), first described this process with his work on the 
conditioned reflex. Reflexes are specific, automatic, unlearned reac-
tions, produced by a specific stimulus. For example, if you ever touch a 
surface that you do not know is hot (such as a hot stove), you will most 
likely demonstrate a reflexive behaviour – the immediate withdrawal of 
your hand from the stove! Likewise, if a piece of dust suddenly gets into 
your eye, your eye will reflexively blink and secrete tears. These  uncon-
ditioned reflexes  occur automatically and have a great deal of survival 
value for you. 

 Pavlov set out to demonstrate that such unconditioned reflexes could 
be  conditioned,  producing what came to be known as  classical condi-
tioning,  which is one of the most basic forms of learning. He did this 
by conducting a series of well-known studies on the process of clas-
sical conditioning using dogs as experimental subjects. In these studies, 
Pavlov evaluated situations in which a neutral stimulus or event (such 
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as a bell) was presented to a dog just prior to the presentation of food 
(an unconditioned stimulus that normally elicits an automatic uncon-
ditioned reflex of salivation). After a number of such presentations, the 
bell (now a conditioned stimulus) would elicit a conditioned or learned 
salivation response when presented by itself in the absence of food. The 
conditioned reflex of salivation occurred to the bell alone. This repre-
sents the process of classical conditioning, and it is based on the learned 
association or connection between two stimuli, such that the bell is 
associated with food (with both having occurred together at approxi-
mately the same point in time). An association is learned between a 
weak stimulus (such as the bell) and a strong stimulus (such as the sight 
of food) so that the weak stimulus comes to elicit the response (i.e., sali-
vation) originally controlled only by the stronger one. 

 The second type of learning –  operant or instrumental conditioning  – 
was originally formulated by Edward Thorndike, and then more thor-
oughly developed by B. F. Skinner. In contrast to classical conditioning, 
operant conditioning develops new behaviours that produce positive 
consequences or remove negative events. Thus, behaviours that produce 
food, social approval and other positive consequences (such as money 
for working), or that reduces damaging or aversive events (such as stop-
ping at a red light in order to avoid receiving a traffic ticket), illustrate 
operant behaviours. These behaviours ‘operate’ on the environment 
in order to bring about changes in it. For centuries, operant condi-
tioning methods were used for training circus animals. When an animal 
produced a desired behaviour (e.g., rolling over or jumping through 
a hoop), reinforcement in the form of food would be provided to the 
animal. Reinforcement refers to any consequence/event that increases 
the likelihood that a particular behaviour will be repeated (or that 
strengthens such a behaviour). 

 Finally, the third form of learning is  observational learning  (which is 
often also referred to as  modelling ). This form of learning refers to learning 
that occurs without any apparent direct reinforcement. Indeed, many 
behaviours, especially in children, are acquired simply by observing 
those behaviours performed or modelled by another person. The old 
adage ‘Do as I say, and not as I do’ completely runs counter to observa-
tional learning principles.  

   Examples of learning in   real-life situations  

 As reviewed by Gatchel et al. (2009), these types of learning can be 
readily seen when trying to understand the behaviour of an individual 
who may be hurt at work. Consider the individual who may have hurt 
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his/her back while lifting objects at work. This person may now, after 
telling co-workers about the pain, begin to display  pain behaviours,  such 
as verbal expressions of hurting (e.g., moaning, sighing, complaining, 
etc.), as well as nonverbal behaviours such as limping, grimacing, etc. If 
co-workers sympathise with the worker, and offer to perform any lifting 
when required, they may be inadvertently operantly conditioning these 
pain behaviours to the point where the worker allows his/her co-workers 
to assume all of his/her work requiring lifting. In the long run, this may 
not be a positive scenario if these pain behaviours persist because of the 
reinforcement for not lifting. 

 In terms of classical conditioning, this type of learning may also 
produce avoidance of lifting by a worker. At first, before classical condi-
tioning had a chance to occur, there was no association between lifting 
objects at the job and the avoidance of lifting because of fear of pain. 
However, if the worker begins to experience back pain while lifting, 
which becomes progressively worse over time, then he/she may now 
hesitate to lift anything because of fear of potentially exacerbating 
the back pain which he/she is already experiencing. Thus, after this 
classical conditioning, any prompting or requirement to lift an object 
automatically produces a fear response and an active avoidance of any 
lifting in order to avoid hurting the back more. There is now a clas-
sically conditioned negative emotional response of lifting objects at 
work because of the fear of pain. Coupled with the previous discussed 
operant conditioning process that may also be happening, it is not 
difficult to imagine why these workers may refuse any lifting require-
ments at work. Finally, it may also be the case that this worker watched 
television which had an ad for a new analgesic on the market to help 
eliminate back pain due to strenuous activities, such as lifting. Here 
again, this observational learning will likely further prompt the avoid-
ance of lifting objects at work. 

 Of course, the above are examples of learning principles that may 
negatively affect job-related lifting. However, one can ‘reverse’ such 
avoidance behaviour by changing the learning contingencies/rein-
forcements. For example, one can be somewhat sympathetic about a 
co-worker’s ‘bad back’ but, at the same time, encourage him/her to lift 
lighter weight objects at first (i.e., reinforce positive lifting behaviour). 
Moreover, the worker now may begin to realise that lifting these lighter 
weight items no longer produces pain. This results in the ‘breaking’ of 
the classically conditioned association between lifting and fear of pain. 
With the renewed confidence, the worker may now also not be ‘sensi-
tised’ by television ads about analgesics and back pain caused by lifting. 
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Thus, such learning principles exert an influence on our behaviour in 
everyday situations. 

 There are also other common examples of how these three types of 
learning can have a negative impact on healthy behaviours. For example, 
take the case of smoking in the workplace. Often, a new non-smoking 
worker may enter a work environment where many co-workers, who he/
she begins to socialise with, frequently smoke. This may set the stage for 
modelling/observational learning, prompting the new worker to want 
to be ‘part of the group’ for social support purposes. As a result, he/
she begins to also smoke when socialising/working with them. If these 
co-workers also communicate that they smoke because it reduces the 
stress and boredom of work, the new worker may also begin to smoke to 
see if this is true for him/her. If it does have this positive effect, then this 
worker develops a classically conditioned association between smoking 
and the reduction of job stress and boredom. Moreover, whenever he/
she feels stressed or bored, this worker automatically ‘pulls out’ a ciga-
rette in order to reduce these negative feelings (this is a case of operant 
behaviour). Thus, as can be seen, negative environmental factors (i.e., 
smoking in the workplace) can prompt the development of a high-risk 
health behaviour in a formerly non-smoking individual. This can also 
occur in other non-healthy behaviours, such as self-medication, eating 
‘junk food’, etc.   

   Positive psychological   wellbeing – positive organisational  
 wellbeing  

 Positive wellbeing in the workplace has grown in popularity over recent 
years, partly as a consequence of the global recession and downturn. We 
have the former President of France, Sarkozy, highlighting the concept 
of Gross National Wellbeing, Prime Minister Cameron of the UK meas-
uring annually the national wellbeing of the population, and we have 
the Bhutan declaration that the goal of countries should be to enhance 
their national wellbeing, signed by 79 countries at the UN in April of 
2012. Within the workplace, there has been a movement to assess an 
organisation’s hedonic and eudaimonic wellbeing, and their impact on 
organisational outcomes. Hedonic refers to subjective wellbeing of happi-
ness and positive emotions (Diener, 2000), whilst eudaimonic refers to 
the purposeful aspects of wellbeing, which Ryff et al. (2004) broke down 
into roughly six aspects of self-acceptance, environmental mastery, 
positive relationships, personal growth, purpose in life and autonomy. 
There have been many ways of measuring these aspects with respect to 
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individual wellbeing, the PsyCap Questionnaire being the most widely 
used, assessing self-efficacy, optimism, hope and resiliency. 

 These aspects of positive psychological wellbeing have been extended 
into the workplaces, but with different organisational measures like 
engagement, job control and autonomy, positive relations with others, 
etc., as well as organisational outcome measures that impact the bottom 
line such as productivity, sickness absence, etc. Harter et al. (2003), 
for example, did a large scale study of nearly 8000 business units in 
36 companies exploring positive psychological wellbeing and a range 
of outcome measures like customer satisfaction, productivity, profit-
ability, employee turnover and sickness absence. They found a strong 
relationship between employee wellbeing and productivity, as well as a 
link between positive wellbeing and engagement and job satisfaction. 
Attridge (2009) reviewed many of the studies linking positive psycho-
logical wellbeing and organisational benefits, categorising them in terms 
of outcomes such as lowered sickness absence, customer loyalty, produc-
tivity, ‘better return for investors’, increases in operating income, etc. 

 As a caveat, we should note here that the positive and the negative 
in organisational life are frequently intertwined or at least proximate. 
Therefore, it is important to acknowledge the negative because there 
is frequent pain, injury and damage done at work, though certainly 
not all or even most are intentional. Cameron (2007) makes this point 
eloquently and offers forgiveness as an antidote for the negative experi-
ences in work life. He recognises that it can be difficult if not impossible 
to discuss and explore the positive aspects of organisational life without 
acknowledging the negative. With this acknowledgement, we choose to 
place our primary emphasis on the positive. 

   The ASSET model of workplace   wellbeing  

 Robertson and Cooper (2011) created what they termed the ASSET model 
of workplace wellbeing. They identified the key workplace factors as: 
resources and communication; control/autonomy; work–life balance/
workload; job security and change; work relationships; and job condi-
tions. Organisational outcomes were moderated by the psychological 
wellbeing factors of sense of purpose and positive emotions. The organi-
sational outcomes were measured by productivity/performance, attend-
ance, retention, attractiveness of recruits and customer satisfaction, 
whilst the individual ones by job satisfaction/performance indicators, 
morale, good citizenship and health. Extensive research over the last ten 
years is now available to suggest that positive organisational wellbeing 
can lead to measureable outcomes in the productivity of individuals, 



40 James Campbell Quick, Robert J. Gatchel and Cary L. Cooper

health of employees and bottom line indicators of economic perform-
ance in businesses (Dewe and Cooper, 2012). 

 As Senator Bobby Kennedy said in 1968, although the Gross National 
Product (GNP) and Gross Domestic Product (GDP) is important in 
society so are the other human factors:

  Too much and for too long, we seemed to have surrendered personal 
excellence and community values in the mere accumulation of mate-
rial things. Our GNP is $800b a year, but that GNP, if we judge the 
USA by that, that GNP counts air pollution and cigarette advertising 
and the ambulances to clear our highways of carnage. It counts 
special locks for our doors and the jails for the people who break 
them. It counts the destruction of the redwood and the loss of our 
natural wonder in chaotic sprawl ... Yet the GNP does not allow for 
the health of our children, the quality of their education or the joy of 
their play. It does not include the beauty of our poetry or the strength 
of our marriages, the intelligence of our public debate or the integrity 
of our public officials. It measures neither our wit nor our courage, 
neither our wisdom nor our learning, neither our compassion nor our 
devotion to our country, it measures everything in short, except that 
which makes life worthwhile.    

  Well-Being Index® and health enhancement 

 Since 2008, the Gallup-Healthways Well-Being Index ®  has aimed to 
offer an index of national wellbeing in the US, much as the Dow Jones 
Industrial Average has aimed to provide a benchmark of the nation’s 
economic health and wellbeing. The concept is both worthy and novel 
(see http://well-beingindex.com). In the case of the Dow Jones, there 
are a set of Blue Chip companies that compose the industrial average. 
For the US Well-Being Index, there are a set of six basic dimensions that 
compose the composite index. These are:

   Life evaluation   ●

  Emotional health   ●

  Physical health   ●

  Health behaviours   ●

  Work environment   ●

  Basic access.     ●

 The basic access is to necessities crucial to high wellbeing. There are 13 
items in the basic access category: community satisfaction, community 
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improvement, clean water, medicine, safe place to exercise, affordable 
fruits and vegetables, safety in walking alone at night, enough money 
for food, enough money for shelter, enough money for healthcare, visit 
to a dentist, access to a doctor, and access to health insurance. The life 
evaluation measure ranges from suffering (0–4) through struggling (5–6) 
to thriving (7–10). The US Well-Being Index is determined through a 
Gallup-Healthways surveying methodology. No fewer than 500 US 
adults nationwide are interviewed each day, with the exception of major 
holidays. For primarily Spanish-speaking respondents, interviews are 
conducted in Spanish. The daily samples are composed of over 850 land-
line respondents and 150 cell phone respondents. Samples are weighted 
by gender, age, race, Hispanic ethnicity, education region, adults in the 
household and phone factors. 

 Individuals and organisations alike can reap the positive benefits of 
health and wellbeing. Merrill, et al. (2013) found in a study of 20,000 
American workers that an integrated approach to health and well-
being improvement (a benefit to the individual) could help maximise 
employee job performance while reducing absenteeism (a benefit 
to employers). The researchers found that the benefits accrued from 
healthy eating and exercise. Three key findings related to job perform-
ance were:

   25% greater likelihood of higher job performance for those who ate  ●

healthy for the entire day.  
  20% greater likelihood to have higher job performance for those who  ●

ate five or more servings of fruit and vegetables on four or more days 
in a week.  
  15% greater likelihood to have higher job performance for those who  ●

exercised for 30 or more minutes on three or more days in a week.    

 In addition, the researchers took an extensive look at obesity’s impact 
on job performance and found the following:

   Job performance was 11% higher among employees who were not  ●

obese;  
  Employees with well-managed chronic diseases were more highly  ●

productive than obese employees with chronic diseases who did not 
exercise;  
  Obese employees, as well as those with a history of chronic disease  ●

and conditions related to pain and activity limitations, were more 
likely to be absent; and  
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  Obese employees had lower job performance and higher absen- ●

teeism than employees with depression and other chronic diseases 
or conditions.    

 One of the significant notes related to this research being reported 
through the occupational and environmental medicine commu-
nity is the fact that the core of the intervention work is as much 
social science as it is medicine. Health and wellbeing at work are not 
just medical issues, but are ones where social science has much to 
contribute. We see that in the lifestyle and behavioural interven-
tions in the research: eating behaviour, exercise and activity, weight 
management and reduction, and employee engagement strategies. 
These are all at the nexus of the social sciences intertwining with the 
medical sciences in order to produce a significantly better result for 
people. 

 There is a business case to be made for health and wellbeing in the 
workplace, and an economic case to be made for attending to health risks 
and hazards. Certainly, the social and behavioural sciences are attuned 
to the humanitarian case for health and wellbeing but the emerging 
evidence for the business case is increasingly strong.   

  Conclusions 

 The evidence has shown, in one major industrial restructuring case with 
over 13,000 personnel impacted, that the practice of preventive stress 
managementTM can be lifesaving (J. C. Quick et al., 2013). We suggest 
at the close of this chapter that positive psychology and social science 
can be life-giving as they play a critical part in building a healthy world, 
especially in the workplace. Thus, advancing health and wellbeing 
requires preventing injury, harm and damage (i.e., negative wellbeing), 
while simultaneously maximising (not optimising) health and well-
being through positive psychological practices. The work context is one 
especially important social context in which health and wellbeing can 
be effectively advanced because that is a common venue for the working 
people of the world. 

 The behavioural and social sciences are keys to health and well-
being because most human behaviour is learned behaviour, in contrast 
to natural or instinctual behaviour. Because the majority of human 
behaviour is socially constructed, the reliance on learning principles 
is a positive way to health and wellbeing. Three specific pathways 
that we explored in the chapter were: classical conditioning, operant 
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conditioning and observational learning, or modelling. Learning in the 
work environment context thus advances health and wellbeing. 

 To this learning framework we added new scientific findings from 
positive organisational behaviour (Nelson and Cooper, 2007), positive 
psychology and positive organisational scholarship (Cameron, 2007). 
In addition to the intuitively understood humanitarian case for health 
and wellbeing, we added the business case and economic evidence for 
organisational wellbeing as an extension of psychological wellbeing.  
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   The discovery of changing climates 

 Contemporary societies are faced by a new spectre haunting the ‘globe’ – 
the changing of the world’s climate. This was not believed possible by 
scientists until fairly recently although the theoretical idea of a ‘green-
house effect’ has been well established for a century or so. 

 That there are raised levels of ‘greenhouse gases’ in the atmosphere 
results from data collected from a measuring station established on the 
Mauna Loa volcano on Hawaii in 1959 to monitor CO 2  and other emis-
sions in the atmosphere. These readings showed that CO 2  was not being 
fully absorbed into the oceans and was inexorably rising. This may be 
the most widely reprinted set of natural science data ever collected. This 
one almost accidental curve derived from data from one observatory in 
one somewhat obscure location showed how the earth was being irre-
versibly changed by unprecedented human activities that raised CO 2  
levels. 

 Moreover, other data collected around the world recorded increasing 
temperatures on land and at sea. It was concluded that rising emissions 
were at least in part responsible for these increasing temperatures. And 
if temperatures continued to increase by anything between 2–6 degrees 
Celsius as emissions rise and stay in the atmosphere for hundreds of 
years, then human, animal and plant life will be transformed. The mate-
rial world apparently does matter and can ‘bite back’ with interest (see 
leading US climate scientist, Hansen, 2011). 

 Two groups of analysts have dominated the understanding of appar-
ently rising emissions and temperatures, namely physical scientists and 
economists (see Urry, 2011: chapter 1). On the one hand, there are many 
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climate scientists working in and across a wide range of different scien-
tific disciplines. Much of their work is synthesised every few years in 
the authoritative Intergovernmental Panel on Climate Change (IPCC) 
Reports. The IPCC was founded in 1988, a year of record temperatures, 
by the United Nations Environment Programme with up to 2500 scien-
tists examining the links between greenhouse gas (GHG) emissions and 
climate change. These reports are endorsed by most governments, with 
the first published in 1990. By 2007 the IPCC stated that the evidence of 
humans changing climate is ‘unequivocal’. 

 Pertaining to this, Nobel prize-winner Paul Crutzen argued that there is 
a new geological period of human history, the ‘anthropocene’ following 
on from the holocene. In this new period it is human activities that 
exert a major impact upon almost all aspects of the earth system, an 
impact equivalent to a great force of nature (available at http://www.
anthropocene.info/en/anthropocene and accessed 18 September 2012). 
Drawing upon research with at least 47,000 peer-reviewed articles 
published by the mid-2000s are many scientific journalists who inter-
pret and disseminate the sciences of climate change for a wider public 
(Pearce, 2007). 

 On the other hand, this scientific research shows that climate change 
is not a purely ‘scientific’ problem and that human actions are central 
to this apparent warming of the planet. Also research shows that such 
warming will only be slowed down or reduced if ‘humans’ around the 
world behave differently. Economists are typically viewed as being best 
able to examine these ‘human’ dimensions of global climate change. 
Their central role was especially reflected in the  Stern Review  which estab-
lished the relatively limited costs of developing appropriate policies for 
mitigation by comparison with the vast expense of climates actually 
changing (Stern, 2007). Because ‘economics’ got in first, it monopolised 
the framing of humans in climate change understanding and debate. 
This led to a focus on human practices as individualistic, market-based 
and calculative, and thus generated responses to climate change based 
on individual calculation to change behaviour, new technologies to fix 
the problem and developing markets for novel ‘green products’. Most 
major studies of climate change issues involve economic analysis. 

 It is important to note though that in the later sections of the monu-
mental Stern Review, aspects of society and social customs enter analysis 
but are not thought to be fully explicable through the lens of ‘economics’ 
(Stern, 2007). There are some limits of economic models here. Thus 
even this Stern Review would suggest that a much wider range of social 
sciences needs to be brought to bear on these absolutely crucial issues. 
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 So while economic institutions are globally significant this is often 
because of their social and political consequences and not just because 
of their role within markets. Large global corporations, such as those 
central to ‘carbon capitalism’, control the lives of workers and consumers 
and do not merely affect ‘markets’. Many such corporations have huge 
vested interests in some version of ‘business as usual’ (see Urry, 2013, on 
carbon capital). 

 Moreover, there is a major problem in how economists treat energy. 
Economists typically regard energy as responsible for about 5% of the 
GDP of any economy because this is roughly what it costs. But we now 
know that fossil fuel-based energy is a unique bundle of commodities 
which are non-renewable and generate ‘external diseconomies’ on such 
a historical and geographical scale that they change climates and future 
supplies of energy, water and food. Some commentators calculate that if 
one of the three main fossil fuels, oil, is between ten and fourteen times 
more productive than the neo-classical model estimates, then the ‘real’ 
price of oil should also have been this much higher over the twentieth 
century, the ‘century of oil’ based on exceptionally cheap and available 
oil (Urry, 2013). Such a higher price would have led to a very different 
and much less mobile twentieth century. 

 Indeed, energy in general and oil in particular are not just any 
commodities. As Schumacher argues: ‘There is no substitute for energy. 
The whole edifice of modern society is built upon it ... it is not “just 
another commodity” but the precondition of all commodities, a basic 
factor equal with air, water, and earth’ (quoted in Kirk, 1982: 1–2). Each 
year an astonishing eight billion tons of oil, gas and coal are used to 
‘energise’ the systems of producing and consuming goods and services 
around the world. Modern lives totally depend upon burning these fossil 
fuels, to heat, power, manufacture and move people and objects. 

 A further problem in economic models is that most of the time people 
do not behave as individually rational economic consumers, maxim-
ising their utility from the basket of goods and services they purchase 
and use. People are creatures of social routine and habit. These routines 
stem from the many ways that people are locked into social practices 
and social institutions, including families, households, friendship 
groups, social classes, genders, work groups, businesses, schools, ethnici-
ties, age cohorts, nations and so on. It is these institutions that organise 
and structure people’s lives. Buying and using goods and services help 
to constitute these institutions and their typical social practices and it 
is such practices that are the very stuff of life. Shove thus argues against 
the restricted model of behavioural change based upon the dominant 
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paradigm of ‘ABC’ – attitude, behaviour and choice, and argues in favour 
of transforming or replacing these very social practices so as to reduce 
energy ‘demand’ (Shove, 2010; Shove et al., 2012). 

 Significantly, though, changes do take place in production/consump-
tion systems and they can occur very rapidly, such as the development 
of mobile communications. In a way this came from nowhere and trans-
formed lives through new mobilised social fashions. So fixed and stable 
routines may pass thresholds or tipping points and become newly fash-
ionable. It seems that low carbon systems will only become significant 
if low carbon lives become fashionable on a global scale (as argued in 
Urry, 2011). 

 Society also matters because people organise, often in and through the 
media and new media. They seek to preserve, extend or develop relations 
with others as they fight for or against aspects of their changing envi-
ronment. Sometime this involves organising for the local as with the 
Transitions Towns/Cities Movement, sometimes to generate national/
European policies and sometimes connecting with others across the 
globe, as with the thousands of NGOs present at Rio and other Earth 
summits. Often these actions are intertwined with the perceived argu-
ments of science and people’s understandings of the physical world (see 
Hulme, 2009). 

 Thus this chapter argues that the ‘social’ should be positioned at the 
heart of both why climates are changing and of policies concerned with 
developing low carbon alternatives. It especially demonstrates how high 
and potentially low carbon social practices are organised into powerful 
‘socio-technical’ systems. First though, I consider some different 
academic, social and political responses to the issue of climate change 
and how these have been analysed by social science.  

  Responses to ‘climate change’ 

 Broadly speaking we can identify three broad positions or discourses 
within the climate change literature.  Gradualism , as represented in the 
reports of the IPCC, involves the claims that climates are changing 
around the world, that human activities are significantly responsible for 
these changes, that these changes are relatively slow, and that econo-
mies need to be adjusted in order to reduce future temperature increases 
(see Shackley, 1997, on the IPCC). Individuals and societies can and 
should be induced to transform their behaviour through appropriate 
incentives, as elaborated for example in the Stern Review (Stern, 2007). 
This also presupposes developing new technologies that will somehow 
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fix the problem of climate change by introducing new ways of gener-
ating energy. 

 The organised ‘power of science’ of the IPCC is distinct in its world-
wide mobilisation to deal with the world crisis of global climate change. 
The IPCC-organised actions of thousands of scientists, policy makers 
and NGOs across the globe have, in the face of huge commercial and 
state interests, transformed public and policy debate from around 2005, 
if not yet becoming global public policy. The IPCC is the world’s largest 
ever scientific endeavour and one remaining relatively open to industry 
experts, outsiders and NGOs. IPCC has mainly deployed models and 
arguments that  all  involved can sign up to, with even the Pentagon 
arguing that climate change will result in a global catastrophe costing 
millions of lives with its threat to global stability far eclipsing that of 
global terrorism (see Abbott, 2008). Alongside the IPCC there devel-
oped a huge climate politics, in science, in the media including Nobel 
prize-winning movies (made by former US Vice-President Al Gore) and 
in much policy debate involving most major global institutions that 
signing up to the notion of enhanced ‘sustainability’. 

 The second main position is that of  scepticism,  which involves chal-
lenging the sciences of climate change especially in light of the huge 
uncertainties involved in predicting changes in temperatures over future 
decades. It is said that there are too many ‘unknown unknowns’. Also 
if climates have altered in the past this was argued to be the result of 
‘natural’ processes such as sun spot activity rather than processes which 
are ‘anthropogenic’. Scepticism thus involves a critique of the social 
sciences playing any role here. 

 This scepticism is particularly significant within the internet, the 
blogosphere and many American thinktanks that combat climate 
change science in order to promote ‘business as usual’. These thinktanks 
include the American Enterprise Institute, Americans for Prosperity, 
Cato Institute, Competitive Enterprise Institute, Energy for America, 
Global Climate Coalition, Heartland Institute, Marshall Institute, the 
Nongovernmental International Panel on Climate Change (NIPCC), 
Science and Environmental Policy Project, Science and Public Policy 
Institute, The Heritage Foundation and World Climate Council. Many 
of these are in effect ‘front’ organisations intended to suggest that there 
is more uncertainty about climate science than there actually is. The 
significance of such climate sceptic ‘merchants of doubt’ has been well-
documented (see Oreskes and Conway, 2010). 

 There are also some major texts which deconstruct climate science 
such as the supposed hockey stick pattern of temperature rises over 
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the past millennium (see the critique in Montford, 2010). Some scep-
tics seek to explain away arguments for climate change as being driven 
by the vested interests of research scientists and the media, something 
reinforced since so-called Climategate involving the analysis of emails 
exchanged between climate scientists, especially those working at the 
University of East Anglia. The power of scepticism has recently grown, 
especially in the US. While only one climate change scepticism book 
appeared in 2001, eighteen were published during 2009. 

 A different line of sceptical argument is presented by political scientist 
Lomborg, who argues against the cost involved in dealing with climate 
change, as compared with other equally important global challenges 
(2001, 2008). He argues that many actions being considered to stop 
global warming will produce a lower return compared with other inter-
ventions and they may anyway impact little on the world’s tempera-
ture for some centuries. Other sceptics suggest that there will actually be 
benefits from changing climates while some migration of populations 
happens anyway. A connected argument is that of China and other 
developing countries which claim that the issue of climate change must 
be mainly dealt with after something like western levels of economic 
development are secured within their societies (see Watts, 2011, on 
climate change debates in China). 

 Social science researchers have explored the changing impact of such 
scepticism. McCright and Dunlap explore how the American conserva-
tive movement sought to protect the notion of unfettered modernisa-
tion and to undermine the gains of environmentalism that had been 
achieved in the early 1970s, with 1970 itself being classified as the 
‘year of the environment’ (2010). Climate change scepticism critiqued 
progressive movements and especially environmentalism by partly using 
techniques that had been developed by environmentalists in the 1960s 
and early 1970s. McCright and Dunlap show how American conserva-
tism cast doubts over the claims of climate change science, manufac-
turing much ‘uncertainty’ and undermining potential international 
cooperation. 

  Catastrophism  critiques both these positions. It takes from the former 
a belief in the reality of climate change and from the latter the signifi-
cance of uncertainty and the limits of science. But it then locates both of 
these within a ‘complexity’ framework which emphasises non-linearity, 
thresholds and abrupt and sudden change. It is argued that IPCC Reports 
do not factor in all the potential and uncertain feedback effects such as 
the potential contribution of rapid melting processes in Greenland and 
the Antarctic. These changes in ice are relegated to a footnote in the 
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Fourth IPCC Report in order to achieve a 90% certainty (Yusoff, 2009). 
Very modest projections of sea level change, which ignore future uncer-
tainties especially related to the melting of ice, enable sceptics to argue 
that such increases can be dealt with through modest techniques of 
adaptation (see critiques of IPCC in Hansen, 2011). 

 Catastrophism draws upon historical, ice core and archaeological data 
to maintain that positive feedbacks will take the climate system away 
from equilibrium through positive feedback effects. Many scientists also 
generated the thesis that the earth is a single complex system and can 
be subject to very rapid system shifts moving abruptly across thresholds. 
Deploying such analysis of climate forcing, Lovelock refers to the likeli-
hood of irreversible global ‘heating’ (2006). 

 Thus Wynne suggests that far from the IPCC exaggerating the dangers 
of anthropogenic climate change they probably underestimate it (2010). 
Climate scientists tended to present future climate change as gradual 
and manageable, and underplay the possibility of abrupt changes and 
runaway feedback loops. Giddens suggests that climate change differs 
from any other problem faced today, since if unchecked the conse-
quences will be catastrophic for human life on earth (Webster, 2009). 

 We can finally note here that any description and prediction of 
climate change and its impacts is entangled with specific imaginaries of 
how society is and how it ought to be. Even the most apparently tech-
nological of proposals will carry with it certain ideas of the social and 
good society.  

  The problem of science 

 The social sciences and especially social studies of science (STS) have 
examined some of the complex characteristics of science as a system. 
STS analyses of the physical sciences have shown the way in which the 
‘unequivocal’ truth of the changing of the climate has been established. 
Such studies also show how climate change came to be the paramount 
environmental problem rather than many of the other environmental 
issues discussed since the 1960s and the founding of modern environ-
mentalism that followed Rachel Carson’s iconic  Silent Spring  (1962). 

 These STS analyses also show that the very reliance on complex, 
highly specialised ‘big science’ creates its own problems for the poli-
tics and policy of climate change. The General Circulation Models used 
to predict rates of GHGs and temperature increases contain very many 
‘unknowns’, what Keynes called uncertainty as opposed to risk (1921). 
These arise because of the array of interdependent complex systems 
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involved here and in modelling some fearsomely uncertain futures. 
Most predictions of future temperature increases through General 
Circulation Models are unable to factor in multiple physical and social 
feedback mechanisms, especially those which are yet to occur (Pearce, 
2007). And yet climate science is meant to deliver robust predictions for 
policy makers although the ‘science’ is still being formed and, in terms 
of some of the main data, is less than fifty years old. Moreover, most of 
the science is not laboratory-based – the earth itself is the laboratory. 

 Also many different ‘sciences’ are involved in determining the nature 
of changing climates and they pursue different theories, methods and 
types of result. Especially significant has been the paradigm shift in 
climate science at around the turn of the century. Linden notes how 
as a result of this new research programme: ‘the climate community 
was in the midst of a full-blown paradigm shift’ from about the year 
2000 (Linden, 2007: 27). This new paradigm concerned exploring new 
techniques to determine what happened in previous periods of dramatic 
climate change on planet earth in order to imagine what may well 
happen in the future. 

 Alley showed in his research on Greenland ice cores that half the 
warming between the last ice age and the subsequent postglacial world 
of around 9 degrees Celcius took just one decade (see Pearce, 2007). This 
was an astonishing rate of warming. If a similar rate of increase were to 
happen in the next few decades it would totally transform most forms of 
life on earth. This ice core research programme shows that there seem to 
be only two states of the earth’s climate, either an ice age or a relatively 
warm interglacial age. There is no evidence of gradual movement from 
one state to the other. This ice core research shows how in the past there 
have been sudden abrupt jumps as the earth responds to carbon shifts 
with what Pearce calls ‘speed and violence’ (2007). 

 STS analyses of the climate sciences show that climate change is not a 
single ‘cause’ or a single set of ‘effects’; it is sets of changing probabilities. 
And as Hulme argues, climate change is not the sort of thing that can be 
‘fixed’ in any straightforward sense with a single solution, as compared 
with the ‘hole’ in the ozone layer generated by CFCs which could be 
more or less fixed (2009). Indeed there are very many disparate elements 
of changing climates: increase in Arctic/Antarctic temperatures faster 
than that of the earth in general; reduced size of many icebergs and the 
melting of icecaps and glaciers; reduced permafrost which could release 
methane in vast quantities; changes in rainfall especially as the sea heats 
up faster than the earth; reduced bio-diversity; new wind patterns; fiercer 
droughts and heat waves; more intense tropical cyclones and other 
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extreme weather events; and catastrophic problems for certain iconic 
species such as polar bears (Yusoff, 2009; generally here, see Hansen, 
2011). Interestingly the insurers Swiss Re estimate that losses from these 
weather events have risen five-fold since the 1980s. Oxfam reports that 
while earthquake numbers remained relatively stable there has been 
an almost three-fold increase in flooding and storm events. As envi-
ronmental journalist Vidal writes: ‘Warning: extreme weather ahead’, 
available at (http://www.heatisonline.org/weather.cfm and accessed 24 
December 2011). 

 Moreover, states and corporations are often ‘vulnerable’ and unable 
to cope with such fast-moving and unpredicted disasters. These disasters 
include potential oil shortages, droughts, heat waves, flooding, deserti-
fication, mobile diseases and the forced movement of up to 150 million 
environmental refugees that is predicted by 2050. There are many 
instances where ‘states’, relief organisations and companies cannot deal 
with complex and unpredicted disasters which necessitate improvising 
new kinds of unexpected mobilities and systems. Two recent examples 
show this: New Orleans in the US in September 2005 and the nuclear 
collapse in Fukushima in Japan caused by the massive tsunami on 11 
March 2011. These events demonstrate how most organisations cannot 
deal effectively with failures in institutions and processes as they impact 
upon each other. Examining such emergencies and crisis responses is 
becoming a major task for social science research. 

 Especially significant are negative synergies occurring within the belt 
around the centre of the earth between the two tropics. The book  Tropic of 
Chaos  powerfully examines the resulting consequences of anthropogenic 
climate change and especially extreme weather events already occurring 
within this huge area (Parenti, 2011). There are many ‘damaged socie-
ties’ experiencing water and food shortages, rising sea levels, poverty, 
lack of access to energy, refugees, extreme weather and regime failure. 
They compound and amplify each other through a kind of ‘catastrophic 
convergence’. Up to 2.7 billion people are likely to experience violent 
conflicts as climate change interacts with these other system contradic-
tions (Parenti, 2011: 7–11). 

 Moreover, women within such societies will be especially affected 
by such catastrophic convergence, available at (http://www.un.org/
womenwatch/feature/climate_change/ and accessed 8 January 2012). 
If there is mitigation funding it mostly supports large-scale clean tech-
nology projects rather than the smaller scale projects benefiting poorer 
people and especially women farmers. There is a danger of developing 
under the cloak of ‘sustainability’, masculinist ‘green monumentalism’ 
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such as high-speed train lines or huge geo-engineering projects which in 
their construction and operation generate very high levels of GHG emis-
sions. It is local knowledge and technologies which should be of greater 
importance, and they are more likely to be developed by and relevant 
to women’s interests.  

  Politics of climate 

 Protesting against high carbon forms of life and its resultant carbon 
emissions is historically unusual and difficult to bring about. Most 
politics historically has been  against  the income, wealth and power of 
other social groups, against their ‘goods’. Such conventional politics 
involves the desire to effect some reform or a revolution in the local 
or national distribution of such goods. Protesting social groups typi-
cally seek more goods for themselves, either in the short run through 
reform, or in the longer run through a revolution in the overall system 
of distribution. But something different started to happen to ‘western 
politics’ in the 1960s. What could be described as an archipelago of 
movements began to emerge more or less simultaneously. These 
groups, sometimes described as post-industrial or post-affluent, sought 
to bring about a different transformation and politics. Here as noted 
above, the emphasis is upon bads and upon how aspects of these bads 
affect everyone, albeit variably. These bads are manmade, incalculable, 
uninsurable against and sometimes catastrophic in their potential 
scale (Beck, 1992). 

 These bads are not accidental or incidental to forms of life. They stem 
from society and thus society itself needs to be reformed or revolutionised 
in order to minimise such bads, both now and especially in the future. 
It came to be widely argued during the 1970s that future generations 
were part of a given society and should not be viewed as less important 
or less worthy members. The interests of future generations, to use the 
language of economics, should not be subject to any discounting. One 
component of this 1960s radicalism was that society should be practised 
as multi-generational. The interests of current generations should not 
be exercised at the expense of yet-to-be-born generations. This notion of 
intergenerational sustainability was enshrined in the 1987 Brundtland 
Report that is presciently entitled  Our Common Future , that stretches into 
and across present and future generations. 

 And when the struggles against climate change began to develop 
it became even clearer just what a strange politics is involved here. 
Climate change politics involves campaigning not for abundance or 



Climate Change and Society 55

growing abundance but for reduced abundance now so as to ensure 
reasonable abundance in the long term for future generations and in 
other parts of the globe. Unlike almost all other politics in world history 
it is a politics for lower consumption of goods and services now. This is 
a politics directed against others but especially against oneself and the 
high carbon systems that historically made life in the rich North nice, 
comfortable and long. 

 Because this campaigning is for reduced consumption bringing that 
politics into being on a mass scale across various societies is enormously 
difficult to achieve. It is in some ways astonishing that since the 1960s 
some progress has been made in developing discourses and practices 
that do articulate in quite complex ways some forms of intergenera-
tional and international interdependence. How has this notion of inter-
dependence partially come about, especially given the power, reach and 
effectiveness of the carbon interests, as well as the continued organisa-
tion of national states pursuing narrow short-term interests? 

 Various commentators deploy a notion of the cosmopolitan to charac-
terise the increasing mundane interconnections between peoples, places 
and societies. As Beck brings out, this notion of cosmopolitanism does 
not entail global uniformity or homogenisation (2006). Rather, groups, 
communities, networks, political organisations, cultures, and civilisa-
tions remain diverse but with some of the walls between them getting 
replaced by bridges. These bridges are erected in various imaginaries 
(‘cosmopolitan visions’), in nations and localities, in systems of norms, 
in institutions, as well as within global politics. 

 What then are the connections between such cosmopolitan bridge 
building and changing climates? Hulme draws out three aspects (2009). 
First, an increasingly cosmopolitan science and media (and we add 
travel) have helped generate the understanding of climate change as 
being  global  and as  the  environmental issue of the day. NGOs likewise 
develop and deepen such understandings of climate change through 
their cosmopolitan social practices. And indeed people increasingly 
experience the weather elsewhere through travel, webcams, the internet, 
TV and so on. Weather elsewhere is routinely available and known 
about. It is both strange and cosmopolitanised. Second, the very notion 
of climate change dissolves many boundaries and helps to create some-
thing of a common world. There is less sense of an ‘outside’, an ‘exit’ 
or the ‘other’. It thus helps to extend and deepen cosmopolitanism as 
a social force. Climate change contributes to cosmopolitanism through 
the ways in which its science, politics and media generate new kinds 
of mobility, openness, reflexivity, plurality and public spheres. Third, 
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Hulme says there is no such thing anymore as a stable ‘natural’ climate 
to which the current world climate will somehow return if only GHG 
emissions would cease. And part of such cosmopolitanism is to recog-
nise that all climates are hybrid mixtures of natural and social worlds. 
The social is centrally significant in developing something of a future 
cosmopolitanism.  

  Low carbon systems 

 Finally, I consider how contemporary societies got into this ‘catastrophe’ 
in the first place. In the fateful twentieth century a cluster of high carbon 
systems became sedimented. Societal changes brought about high carbon 
forms of life, as well as high population growth. Especially important in 
this patterning from the twentieth century were a cluster of carbon-
based systems beginning in the US in the first half of the last century, 
including electric power and national grids; the steel and petroleum car 
system; suburban housing; technologies for networking; distant, special-
ised leisure sites; and aeromobility. These high carbon socio-technical 
systems increased income, wealth and movement, engendered popula-
tion growth, generated GHG emissions and used up maybe half of the 
world’s oil that made this world go round (see Geels et al., 2012 on the 
automobility socio-technical system). 

 And in the neo-liberal period since the later 1970s there was a powerful 
ratcheting up of such systems with many generating a striking ‘excess’ 
of energy, choice and addiction. Various places of excess developed in 
multiple locations around the world, with Dubai setting the standard 
for exceptional producing and consuming to excess (Urry, 2013). The 
legacy of such excess during the twentieth century can be seen in the 
limited future alternatives that are now possible for twenty-first century 
societies which have been dealt a weak hand for developing post-carbon 
societies. 

 In order to overcome the problems of this high carbon world it is 
necessary to bring about a wholesale shift to an interlocking  cluster  of 
low carbon systems. This involves establishing a low carbon ‘economy-
and-society’. This is not just an economic change here. The utterly 
crucial need is for moving to interlocking low carbon systems but which 
may provide lower levels of measured income and population levels 
but sustain reasonable levels of wellbeing or what Jackson terms ‘flour-
ishing’ (2009). This is not at all simply a matter of policy prescription or 
of transformed economic incentives, but of different patterns of social 
life in most domains within most societies. 
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 Within a single society, such a low carbon shift is more likely it seems, 
the more equal the society in question, the greater the scale of local 
social experimentation, the more that decisions can be taken locally 
or at least nationally, and the greater the finance, human capital and 
social capital that can be put into post-carbon programmes, initiatives 
and experimentation (Wilkinson and Pickett, 2009). Especially impor-
tant is the developing of vanguardist thought and policy in ‘low carbon’ 
which is not privately owned but becomes part of ‘a global low carbon 
commons’ (see Geels et al., 2012, on the possibilities of this with regard 
to low carbon transport). 

 If there is no move to a low carbon economy and society within most 
high carbon countries and cities within a couple of decades, then many 
places through changing climates and the relative or absolute decline in 
oil and gas supply (with resulting consequences for food and water) will 
develop major negative system effects. These may include greater levels 
of ungovernability, major losses of income and population, and large 
increases in personal and system surveillance. 

 Changing climates, rising world population (from seven to more than 
nine billion), and declining oil will transform the resources underlying 
societal formation and reproduction even in the rich North. There will 
be variations across societies in the significance attached to climate 
change, in the degree of acceptability of different kinds of change, and 
in the willingness to seek to regulate and govern such uncertain futures. 
Climate and societal futures seem similarly beset by huge ‘uncertainties’ 
as opposed to calculable risks. 

 Change from the ‘top’ might occur but through a ‘shock doctrine’ 
and a ‘global war’ that short circuits normal procedures and protocols 
(as happened after September 11 with the ‘global war on terror’). A 
massive collapse of oil supply or oil price increase or prolonged flooding 
or drought in a global city could provoke a ‘war on climate change’. 
This presupposes that global science, politics and media all successfully 
frame this ‘event’ as bound up with and contributing to ‘climate’. Shock 
doctrines and many kinds of ‘war’ are generally bad for any enduring 
democratic practices. Developing a low carbon ‘economy and society’ 
might result through such a shock and a global war on climate. But 
this would be a corporatist, top-down surveillance low carbonism as 
opposed to a more localist, decentralised self-organising low carbonism. 
And both seem exceptionally hard to realise. 

 Thus this is not a question of changing what individuals do or do not 
do but changing whole  systems  of economic, technological and social 
practice. Systems are crucial here and not individual behaviour. And 
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systems are not just economic or technological but they also presup-
pose patterns of social life which come to be embedded and relatively 
unchanging for long periods, such as the ‘steel and petroleum’ automo-
bility system during the twentieth century. Such high carbon systems 
have got into social life. And that is why I refer to the need to reverse 
‘economy and society’. We have seen how systems form habits and 
these habits are the stuff of social life and not easily changeable, and 
certainly not by states, in which people have low trust, instructing them 
to change. Changing systems must appear to populations around the 
world as more desirable, fashionable and necessary components of a 
better and more fashionable life. And these topics are utterly significant 
issues for very many branches of the social sciences. 

 Without some extremely rapid transformation to a cluster of low 
carbon systems, then we can anticipate, along with urbanist Mike Davis, 
that by 2030: ‘the convergent effects of climate change, peak oil, peak 
water, and an additional 1.5 billion people on the planet will produce 
negative synergies probably beyond our imagination’ (2010: 17). With 
all this in in mind, it is dear that good social science and effective low 
carbon design are both urgently required.  
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   Introduction 

 Waste and its connections to a profligate consumerism have become a 
core concern for public policy in the developed nations in the twenty-
first century. Whether the focus is food or mobile phones, computers 
or electrical goods, waste – and particularly post-consumer waste – is 
never far from view and moral concern. Reports have shown how at 
least a third of the food produced by the planet ends up not on the 
plate but as food waste (WRAP, 2008; Stuart, 2009; IME, 2013). Trends to 
faster manufacturer product cycles, cheaper products undermining the 
economics of repair, and technology and fashion-induced pressures to 
upgrade goods are seen to be critical to the emergence of ‘a throwaway 
society’ (Packard, 1960; Strasser, 2000; Cooper T. H, 2005, 2010; see also 
Gregson et al., 2007a). In the EU it is accepted that this has to change. 
A wave of policy initiatives has identified minimising and preventing 
waste as central to sustainable futures. 

 In waste policy, a first priority is minimising waste generation; the 
second is to reduce waste by diverting unwanted materials from the 
waste stream. Diversion is achieved via recovery, be that for reuse, recy-
cling or as energy from waste. Recovering wastes via recycling means 
that wastes become potential feedstock for other industries: they have 
become resources. This is a major transformation – not just in how we 
think about waste, but also in what happens to it. Disposal through 
‘controlled tipping’ (or landfill) has gone from being the default option 
for waste in many EU-member states to becoming the least desired 
option for managing wastes. This is not only because of the contribution 

     4 
 Waste, Resource Recovery and 
Labour: Recycling Economies in 
the EU   
    Nicky Gregson and Mike   Crang    



Waste, Resource Recovery and Labour 61

of landfill gases (principally methane) to greenhouse gas emissions 
and hence to climate change, but also because materials disposed of as 
wastes are no longer circulating and so are lost to economies whilst their 
replacement depletes natural resources. 

 Since the late 1990s the imperatives to minimise and reduce waste have 
been enacted through the principles of the EU-wide Waste Hierarchy.  1   As 
a result, national level waste policies have implored millions of European 
households and consumers to Reduce, Reuse and Recycle, promoting 
these actions as part of a transition to sustainable consumption. In the 
UK, long stereotyped as the ‘dirty man of Europe’, this has necessitated 
the development of an infrastructure to divert waste materials from 
landfill. This is the biggest change to have occurred in domestic waste 
management in the UK since the end of the Second World War (see also 
Cooper, 2010). Rather than one bin for ‘the rubbish’, UK households 
now have multiple bins for multiple materials: dry recyclables (paper, 
card, tins and plastic containers), glass, green waste, food waste and 
residual waste. Increasingly too, the principles of the Waste Hierarchy 
are being extended to producer responsibility. Manufacturer and retailer 
responsibilities with respect to waste minimisation and recovery are 
being ratcheted up, whilst ‘end-of-life’ is a core principle in sustainable 
product design. 

 In policy terms, the Waste Hierarchy aligns with the Waste Framework 
Directive. Things that are discarded become classed as wastes. Once clas-
sified as a waste, considerable restrictions are placed on the movement 
of things.  2   Wastes require permits to enter markets and to be moved and 
exchanged. Producer responsibility here is correlated with a ‘proximity 
principle’, where, rather than exporting harm, wastes should be handled 
by those who made them; ideally near to where they are generated – not 
distanced physically and psychologically by being sent out of sight and 
out of mind to be ‘somebody else’s problem’ (Clapp, 2001). 

 Environmental values underpin EU waste policy. Restrictions and regu-
lations seek to prohibit global flows of wastes, primarily to the Global 
South and to China. They seek to prevent the dumping of hazardous 
materials on people and environments lacking the facilities, technolo-
gies and regulatory context to manage them appropriately. Inspired by 
environmental justice movements, these values attempt to corral wastes 
closer to home. 

 In the social sciences, research on waste has focused overwhelm-
ingly on the governance of (municipal) waste and preventing harm 
(e.g., Davoudi, 2000, 2009; McDonald and Oates, 2003; Tonglet et al., 
2004; Davoudi and Evans, 2005; Bulkeley et al., 2007; Davies, 2008). 
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Other research has highlighted how consumer-derived waste connects 
with social relations (Chappells and Shove, 1999; Gregson et al., 2007b; 
Alexander et al., 2009). How might new infrastructures and habits of 
recycling and/or disposal be adopted, and by whom? Why are patterns 
of sorting and disposal that are normal in Scandinavia so difficult in the 
UK for instance? However, somewhat surprisingly, there has been little 
work on waste’s transformation to resources. There has been precious 
little interest on the part of social scientists in following recovered mate-
rials back into economies (Alexander and Reno, 2012). 

 In academia, the challenge of turning wastes to resources is one 
which has been taken up largely by the engineering and technical disci-
plines, where the focus is on technical possibilities – or what physical 
transformations can be wrought through chemical and/or mechanical 
processes.  3   This will not suffice. To focus exclusively on the technical is 
dangerous for, as the social sciences caution, what is technically doable 
is not always socially and economically possible. Take the example of 
Shijiao, a town in China that is the world capital for Christmas tree 
lights recycling (Minter, 2011). Each year roughly 20 million pounds 
(lbs) of discarded Christmas tree lighting is processed by the factories in 
this town, much of it from the US. Whilst it is technically possible to 
shred wire anywhere in the world in order to recover it for recycling, the 
trouble is that there is little demand from manufacturers in the US for 
this recovered material. In contrast, there is demand in China, where it 
is not just the recovery of copper wiring that is economically viable but 
the recovery of insulation too. Here, plastic insulation from Christmas 
tree lights has become the raw material for manufacturing slipper soles. 
Recovering wastes, then, is not simply an environmental and technical 
issue. Critically, it depends on the economic geographies of manufac-
turing, or – more simply: ‘It all depends on what people are making, and 
right now, in the US, they really aren’t making much with that kind of 
mix’ (Minter, 2011). Made in China, therefore, tends to mean Recovered 
in China. 

 In The Waste of the World programme of research  4   we have followed 
wastes back into economies. We have charted and analysed some of 
the contours of global recycling economies and shown how wastes 
generated in the EU are recovered and revalorised beyond the EU, 
often in conditions of minimal environmental and labour regulation. 
Some of these trades are, at best, ‘grey’, at worst plain illegal. But they 
go on nonetheless, because they are immensely profitable (for some), 
there are endless regulatory loopholes or ‘fudges,’ and the impossi-
bility of checking every container box destined for export, means that 
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what is classified as a waste can easily morph to be recategorised as 
reusable goods (Kamuk and Hansen, 2007). This, notwithstanding the 
WEE directive forbidding the export of scrap electrical goods, means 
that used but allegedly still usable televisions are one of the biggest 
exports from the EU to Ghana, for example (EEA, 2009), where the 
vast majority are then broken up for recycling. Tracking the trades in 
used textiles and end-of-life ships has taken us to parts of South Asia, 
specifically to Panipat in northern India and Chittagong in southern 
Bangladesh respectively.  5   At the same time, our work has examined 
aspects of the increase in recovery-for-recycling work within the EU 
promoted by the collection of materials for recycling and the push to 
recover materials closer to home. New materials recovery processing 
factories are appearing apace across the EU, with more proposed. The 
rhetoric which accompanies them is that they are creating new forms 
of ‘green’ employment. 

 In this chapter we draw on three of our research projects, focused 
on end-of-life ships, textiles recovery and ‘dry’ household recyclables, 
to highlight the realities of these new ‘green’ jobs in the EU’s new 
‘green’ economy.  6   Drawing on an old critical social science mantra, of 
rendering apparent that which is otherwise hidden, our work shows 
that, even within the EU, ‘green’ is a very long way from ‘clean’, and 
that the rise of recovery-for-recycling activities can be firmly located 
within issues of low paid as well as transient and often migrant work. 
We then turn to consider the products of these EU recovery activities. 
In this chapter we focus on UK-based recovery, highlighting connec-
tions to global export markets, and in conclusion we raise some funda-
mental questions about the EU’s future as a recycling economy and 
society, and reiterate the importance of further social science work 
which recognises the challenges economies pose to the policy drive to 
create sustainable futures.  

  Green, but not clean: recycling work  

  By 3pm Abdul was facing down the bottle caps, a major sorting 
nuisance. Some had plastic interior linings, which had to be stripped 
out before the caps could be assigned to the aluminium pile. Rich 
people’s garbage was every year more complex, rife with hybrid mate-
rials, impurities, imposters. Planks that looked like wood were shot 
through with plastic. How was he to classify a loofah? The owners 
of the recycling plants demanded that waste was all one thing, pure. 
(Katherine Boo, 2012)   
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 The Abdul figure of the Annawadi slum next to Mumbai’s international 
airport is a familiar one in the social science literature, in which rag-
pickers and scavengers located in the Global South eke out a living from 
the garbage discarded by affluent city dwellers (e.g., Asim, Batool and 
Chaudhry, 2012). Their marginal existences are indictments of global 
capitalism and its inequalities. Existing on incomes that are below the 
global poverty line, it is their livelihoods amidst the waste and detritus 
generated by affluence and consumerism, and in conditions of minimal 
environmental regulation, that command attention for western eyes. 
They are iconic workers, for the very reason that they depict the dark side, 
or black sun, of globalisation. Yet they are also so often depicted with 
a large dollop of exoticism as seemingly miraculously recovering value 
from rubbish and enacting a recycling economy. By drawing attention to 
the practices of Abdul’s work, however, Boo goes beyond this figuration 
to highlight the tasks of classification, segregation and sorting which 
characterise the work of materials recovery. Materials recovery precedes 
recycling. For recycling processes, purity matters. Correspondingly, 
recovering materials for recycling is an activity in which value is realised 
through the labour of classification, segregation and sorting. More segre-
gation and sorting yields higher grades of material, more purity and less 
contamination. Conversely, minimal segregation and sorting results in 
higher levels of contamination and less desirable recyclates. These prin-
ciples apply wherever materials recovery is done. 

 In much of Africa, Asia and South-East Asia, segregation and sorting 
work is still largely manual work, if no longer performed predominantly 
by scavengers. Factories segregating and sorting used goods and recovered 
materials have become increasingly commonplace. Whilst there is some 
mechanisation of the labour process, cheap labour results in continuing 
high levels of manual work. In contrast, in western European countries 
in the EU, recovering materials for recycling is more highly mechanised. 
Capital intensive equipment designed to process and separate high 
volumes of materials is commonplace, particularly in the recovery of 
‘dry recyclables’ (paper, aluminium, glass and plastics). Nonetheless, 
manual work remains a critical part of operations and, in some sectors, 
notably textiles, continues to be the primary means to sorting and segre-
gation. What is this recovery work like? 

 Inside the UK’s materials recovery facilities (MRFs), the contents of 
dry recyclables collection vehicles are loaded mechanically into bays 
and then placed on a conveyor belt, to enter the first stage of processing: 
a ‘picking cabin’. Here teams of six to eight, mostly men, stand on both 
sides of the belt wearing hi-visibility vests; most also wear ear defenders 
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or head phones connected to iPods or MP3 players. The majority wear 
masks, to counter the smell, and thick gloves to protect against sharp 
objects (glass, staples, paper). The task at hand is to pull off the belt and 
place in wheelie bins all those materials that will cause problems for the 
processing plant and/or which are non-recyclable. For the most part this 
is stuff like over-sized card and the wrong sorts of plastics but it can also 
be stuff that should not be in the recyclables stream – like hospital waste, 
dead animals, wheelie bins, paddling pools, car wheels, or anything else 
that gets placed in recycling bins by publics that shouldn’t be. Shifts 
are long – typically 8–11 hours. Most MRFs work 24/6, with one day 
for maintenance, whilst a few work 24/7/365. Job advertisements for 
‘pickers’ specify the need for ‘attention to detail’ and the ability to stand 
for long periods of time. They neglect to mention the noise, intense heat 
and smell that are a feature of the work. The pay is minimum wage. 

 In textile recovery factories yet more teams, called sorters or graders, 
stand by multiple conveyor belts or by sorting tables. The loads that 
arrive here are sourced from charity shop rejects or unsold goods, textile 
recycling banks and door-step collections. Most employees here are 
women. Typically one large factory would employ around 100 sorters 
at any time. Unlike their counterparts in the MRFs, their task is to sort 
and grade used garments, initially by quality (‘best’, ‘useful’, ‘worst’) 
then by recyclable/reusable; by material characteristics; by garment type 
and season. The sub-categories are numerous, as well as closely guarded 
for commercial reasons. Publicly available information lists some 20–30 
categories, with seven separate categories of women’s blouses, for 
example: cotton, denim leisure, designer sleeveless, polyester, silk, white 
cotton and white silk. The reality is more of the order of 70+ categories, 
with some factories having as many as 160. 

 The labour process of textile recovery work echoes that in an MRF 
picking cabin. It involves continual standing at conveyor belts with 
minimal breaks; the smell of used clothing is pervasive and contami-
nants include blood, vomit and excrement. Many sorters wear dust 
masks, provided by the factory, but – unlike in MRFs – textile recovery 
factories forbid the wearing of gloves. This is because sorting and grading 
are dependent upon the accurate assessment of material qualities. These 
qualities cannot be evaluated by look alone, but rather require touch 
and feel to discern. Allergies – nasal and skin – are common amongst 
workers. Shifts are again long – typically 8–5 for full-time employees. 
The work is extremely low paid. For most sorters it is no more than 
minimum wage, and there is no career or pay progression. Job descrip-
tions and advertisements appear rarely, for most work is acquired via 
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social networks. In one factory we studied, Russian was the lingua 
franca, and the women working on the lines mostly came from Eastern 
Europe, principally Lithuania, Bulgaria and Russia. In previous years, the 
work force had been dominated by West Africans, by workers from the 
Caribbean, and before then by workers from Pakistan. In each labour 
market phase, prevailing ethnicities relate to their perceived knowledge 
of key international markets in second-hand textile, and much of this 
labour is currently Eastern European. Once employed, ‘lock-in’ to the 
work is common. Long hours and constant standing result in tired-
ness, an inability to search for other jobs, and low self-esteem. In the 
UK, the sustainable economy of recycling has led to the return of the 
type of factory assembly line work that disappeared with the shift of 
assembly based manufacturing to the Far East in the 1970s and 1980s. 
Like their counterparts in assembly, which a generation of classic socio-
logical studies made visible, these new green jobs are physically tough 
and monotonous work. 

 It is not just consumer goods but also capital goods that need recy-
cling and offer valuable recovered materials. End-of-life ships, trains 
and aircraft are valuable in terms of the metals they yield for recycling, 
notably aluminium, copper and ferrous scrap. But to pull these complex 
things apart is complicated. Usually their disassembly involves dealing 
with hazardous materials, as well as salvaging different kinds of materials 
such as textiles (seat covers, carpet) and plastics. It also involves sepa-
rating ferrous, from non-ferrous metal; then segregating the non-ferrous 
into key metals and alloys (e.g., copper, aluminium, nickel, manganese). 
The physical science principle sounds simple but the practice is anything 
but. For, just as Abdul recognises (and bemoans), the problem lies with 
the heterogeneity of these manufactured things. So, in the case of end-
of-life ships and trains, the legacies of past manufacturing practices 
mean that valuable copper (the conductor of electricity) is almost always 
surrounded by sheeting (which, if mistreated, releases toxic chemicals). 
To get at one requires the safe removal (and disposal, at cost, in a land-
fill) of the other. Unlike textiles and dry recyclables recovery, this type 
of recovery work is outdoor work, but its milieu is the scrap yard. Whilst 
the job of some is to cut metal using either the oxyacetylene torch or 
mechanised shears, others work in dark, confined, negative pressured 
spaces, lit only by head torches and temporary lighting, stripping out 
asbestos, or recovering soft furnishings for days on end. 

 Ship or train recycling may be ‘green’, through their connections to 
reuse and recycling, but these activities are certainly not clean. Although 
compliant with environmental regulation, this type of recovery work 
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is amongst the dirtiest, most physically challenging and hazardous of 
current occupations in the EU. A migrant division of labour shapes who 
does these dirty, dangerous and demeaning jobs. A ship and train recy-
cling facility in Northern Europe is indicative. Unlike textile recovery, 
this is all men’s work. The languages spoken span the EU and map into 
a strongly segregated division of labour that highlights key distinctions 
within the EU labour market. At the apex of the labour hierarchy are 
those who cut metal: they are self-employed, French-speaking Belgians. 
Those who sort metal, however, are Eastern Europeans – Poles and 
Czechs, hired via an agency on short-term contracts at rates of pay well 
below those of the cutters. Asbestos removal is performed by another sub-
contracted company, this time Dutch. Unlike the Poles and Czechs, who 
return home on a monthly basis, they are weekly commuters – staying in 
a cheap hotel during the week before returning to the Netherlands at the 
weekend. They too are employed by-the-job. Job insecurity cuts across 
all these workers. Transience and itinerancy are characteristics of the 
lower echelons of this labour hierarchy. Waste may be corralled but it is 
mobile labour that enables this economy to function. Indeed, the more 
the work is connected with hazardous wastes and their safe recovery for 
disposal, the more transient and itinerant the labour is likely to be. An 
effect is that individual men come and go, unable to stick at the work 
or its conditions, the continual moving from job to job, and being away 
from home. A further effect is on occupational health and safety. In 
these non-unionised and itinerant conditions, issues of long-term occu-
pational health and safety are transferred from companies onto indi-
viduals, who have to manage their personal exposure risk. Just as in the 
heavy manufacturing and mining industries of Europe in the early-mid-
twentieth century, short-term financial gain counter-balanced against 
longer-term occupational health is an issue for all who work in the new 
metal recovery sector. The picking cabins of MRFs across the EU raise 
similar issues of occupational health. Remarking on a tour of a model 
German facility, a senior manager in a UK local authority municipal 
waste management team recounted the horror of seeing the reality of a 
picking cabin in a supposedly state-of-the-art facility: ‘guys – all of them 
Turkish – stripped to the waist, lathered in sweat, and working in 90 
degrees Celcius for 11 hours a day’. 

 Across the EU, the emergence of new green recycling jobs translates 
to a reality of highly segregated, low or minimum wage labour markets, 
characterised by physically challenging and often hazardous work, and 
where migrant, transient and itinerant workers are often to be found. 
This labour is the means to value creation. Value itself, however, is 
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produced through physically segregating and sorting materials or things 
into categories. Segregation and sorting is the point at which value is 
recovered (or extracted) from waste, which is the unsorted residue that 
remains. The labour process in recovery-for-recycling rests on multiple 
acts of segregation, sorting and classification. Workers’ value judge-
ments matter, therefore, to value creation. And where their judgement 
fails, be it through lack of training or pressure of work, then the recy-
cling economy fails. Examples from our research include workers failing 
to remove contaminants from MRF conveyor belts, failing to recognise a 
particular metal, and failing to understand the relationship between the 
style, look and feel of a garment and its material composition. The effect 
of such judgements is felt financially and economically. To illustrate the 
complexly layered judgements and valuations at work in a textile recy-
cling factory, we take the example of the categories ‘silk’ and ‘silky’. If 
the garment is reusable and saleable in the higher value second hand 
reuse market then the category ‘silk’ is inclusive of ‘silky’ synthetics 
as it addresses the style and feel of the garment to a possible wearer. 
However, if it is destined for the lower value materials reprocessing 
market then synthetic but silky fabric would contaminate that stream 
where the material purity is paramount. Similarly, failing to distinguish 
non-ferrous from ferrous metals results in a loss of value, as the higher 
value non-ferrous is subsumed within the lower value ferrous. Aligning 
or misaligning categories of quality and materiality can thus drastically 
alter the value recovered. It is here that the significance of who actu-
ally performs the work of materials recovery can start to bite. Employers 
recognise this. For textiles especially, it is not just a matter of learning to 
recognise and characterise materials but matching that to the demand 
characteristic of different export markets. In these circumstances, the 
competitive advantage of employing migrant workers is not just the 
classic one of minimising labour costs; it is a way of harnessing knowl-
edge of export markets to maximise the value extracted from the waste 
stream.  

  Products and markets  

  When we get people in and they all ask ‘Do you get local companies 
in to do the recycling locally?’ I’m pretty upfront about it. I say, ‘Yes 
we do, if they’re economically viable. But if they’re not then we’ve 
got to go elsewhere.’ I just think people ought to be more upfront 
about that because we’ve got to survive. (UK MRF plant manager)   
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 Information leaflets produced to encourage UK householders to 
participate in recycling schemes typically make reference to the local 
and community benefits of recycling as well as to environmental value. 
Recycling is represented as acting locally, as creating jobs, as helping local 
authorities meet statutory recycling targets, and as a way in which we can 
all save the planet. The reality is more complex. Rather than ‘Think global, 
act local’, the pattern might be ‘waste locally, recycle globally.’ Recovered 
paper, which is the biggest component by weight of the dry recyclables 
stream, is among the UK’s biggest exports. Most of this material is packed 
into container boxes and shipped to China. Indeed in 2012 more than 
11% of all the UKs exports to China by value were various forms of scrap 
and recovered materials. It is the same story with many other recovered 
materials. With used textiles, only 20% of goods collected are resold in 
the UK, primarily through charity shop outlets (Morley et al., 2009). The 
rest goes for export into reuse and recycling markets, primarily to Eastern 
Europe, Africa and South Asia. The rise in recycling, then, has intensi-
fied networks of global exchange. There is now more of a closed loop 
but on a global scale. Consumer goods and agricultural products previ-
ously flowed from China, Indonesia, Bangladesh and other countries in 
the Global South to Europe (and North America), via container vessels 
that had to then return empty. The same containers are now filled with 
recovered materials transported at knock down rates on this ‘back run’, 
to places which demand those materials. 

 That the primary markets for many recovered materials are in South 
and East Asia can be explained by global shifts in manufacturing and 
assembly. Northern Europe may continue to manufacture high value 
products in sectors such as pharmaceuticals and defence, but mass 
market manufacture, particularly in relation to consumer goods, long 
ago shifted east. MRF operators recognise this. They say: ‘Mr and Mrs 
General Public have a worry about sending stuff to China, but this is 
where stuff is made and packed now!’ Some recovered materials are 
recycled into products which repeat the journey back to Europe. This 
is particularly the case with low-grade paper and card, which becomes 
yet more packaging to wrap yet more consumer products for shipping 
for onward retailing, before being placed once more in the recycling bin 
by consumers to start the journey back halfway across the world again. 
Other recovered materials enter production facilities whose products 
are destined for the booming domestic markets of Asia. A case in point 
here is the furniture and soft furnishings that are stripped out of the 
ships that are broken up on the beaches near Chittagong in Bangladesh. 



70 Nicky Gregson, Mike Crang

These materials find their way into numerous furniture remanufacturing 
outlets, where they are refurbished as domestic furniture products, and 
then sold by retailers into the homes of middle-class Bangladeshis. The 
ferrous scrap recovered, which, according to various estimates, amounts 
to somewhere in the region of 60–80% of Bangladeshi steel production, 
is rerolled into steel rods and used in the construction industry. 

 Recovered textiles comprise both reusable goods and recyclable 
textiles. Reusable goods are sold by commodity brokers into differen-
tiated export markets: Africa, Eastern Europe and Asia. Bales can be 
‘creme’ or standard, and are of different sizes. The Eastern European 
market, which demands the highest quality, is characterised by smaller 
bales of goods sold primarily for reuse. In the case of the African market, 
smaller bales of high quality goods are sold alongside larger bales of 
goods requiring further sorting. Wholesalers in these export markets 
typically buy by the container load. They sell on to market traders, 
who buy by the bale to sell used clothing at local street markets. The 
Asian market, by contrast, comprises larger unsorted bales with a focus 
on materials recovery. Rules to protect indigenous clothing manufac-
ture demand that used clothes are lacerated so that they cannot be 
worn but their fibres can be recycled and then respun into shoddy 
cloth ending up as blankets, many of which travel on as emergency 
aid supplies. 

 That so much recovered material ends up being sold into export 
markets is not simply a matter of global demand but also how that inter-
sects with labour processes. In some sectors, particularly those character-
ised by mechanised sorting, this is also to do with the quality of products 
produced by European sorting and how this relates to the economics of 
recovering materials, particularly in Northern Europe. With its reliance 
on hand sorting and a numerically large labour force, textiles recovery in 
the EU has strong parallels with its counterpart in the Global South. But 
in the dry recyclables sector in the UK, as we highlighted in the previous 
section, recovery is as ‘lean’ as it can be. Labour, at least compared to else-
where in the world, is at minimal numerical levels, and rates of pay are 
as low as they can legally be. Notwithstanding this, and plants running 
at near to maximum capacity, the margins are low. Typically they would 
be of the order of 10–15%. Further, high capital cost processing equip-
ment requires high volumes of material. In turn, this creates pressures 
which favour long-term contracts with suppliers, chiefly local authori-
ties, who are equally keen to guarantee that their diversion from landfill 
targets can be met by MRF operators. What results from this produc-
tion process is a set of standard, but relatively low-grade products and 
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minimal product innovation. All this has implications when it comes to 
selling the recovered materials as recyclates. 

 Recovered materials are only recycled if they can be incorporated 
into further rounds of manufacturing production. To achieve this 
requires that recovered materials pass the acceptance criteria of manu-
facturers. In order to do this they have to meet materials threshold 
standards, set by manufacturers, which typically are defined in terms 
of maximum permitted levels of contamination. Contaminants are 
unwanted materials in the production process. They are things which 
are either problematic for product quality control, or materials trouble-
some to processing techniques and technologies. Examples of this from 
the materials recovery sector would include too high water content in 
recovered paper, the presence of too much glass and plastic in recovered 
paper, and the presence of aluminium foil mixed in with aluminium 
tins. It is here that materials recovery – at least in the UK – runs into 
difficulties. The UK reliance on co-mingled collections from house-
holds means that plastic and paper are collected together. To separate 
out these two materials streams mechanically to the levels required by 
both domestic and export markets is challenging. Glass presence is even 
more troublesome, leading to rejections from the main UK paper mills. 
Similar problems occur with aluminium containers. Plant processing 
technology separates all aluminium from ferrous metals. However, the 
aluminium stream can easily include foil, for example from pet food 
containers. When unsteam-cleaned, that is designated a contaminant by 
the food and drink industry, meaning that such recovered aluminium 
is not accepted by manufacturers producing food and drink containers. 
Whilst materials recovery from co-mingled collections and MRFs might 
demonstrate diversion from landfill, the products it results in are often 
low grade. They struggle to meet the acceptance criteria demanded by 
many manufacturers, for whom purity matters. 

 What can be done about this? One answer is better sorting and segre-
gation. That can be achieved via kerbside sorting operations, but doing 
that requires more labour and more labour time spent sorting. That costs. 
It also runs counter to the considerable capital investment already sunk 
into co-mingled collection systems and processing capacity. More finer 
grained sorting, and reduced contamination, particularly with respect to 
plastic and paper, can be achieved by running materials twice through 
a processing facility, but the economics on already tight margins does 
not add up. Low-grade products look as if they are here to stay. The UK 
used to be ‘the workshop of the world’. Now its MRFs and the recycling 
infrastructure which supplies them might succeed in demonstrating 
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diversion from landfill but they do so by turning domestically generated 
dry recyclables into low-grade recyclate for the world.  

  Conclusions 

 This chapter has demonstrated that the social sciences are critical to 
identifying the challenges that face policies that aim to reduce waste 
through appealing to sustainable futures. Turning wastes to resources 
cannot be achieved through environmentalism alone; neither is this 
purely a technical matter which can be left to the engineering disci-
plines and the ‘green’ end of the physical sciences. Rather, if wastes are 
to become resources they have to become products, bought and sold 
in markets. This means that economies, and particularly the economic 
geographies of manufacturing, matter – and they matter profoundly to 
what can be done with what wastes where, why and how. 

 The EU’s policy vision is of the EU as a recycling economy and society. 
It emphasises endless materials circulation, in which environmen-
tally aware citizens and businesses combine to do the right thing, by 
managing production and consumption in such a way that there is zero 
waste, and resources, once extracted, remain circulating within European 
economies rather than being lost to future economic value generation. 
The reality is one in which materials keep circulating but largely via 
the global economy. Wastes and recovered materials flow beyond the 
EU’s borders to be recycled thousands of miles away via Chinese, Indian, 
Bangladeshi and African firms and labour. 

 That this is the reality of recycling is indicative of the difficulties of 
turning environmental values to economic value in particular places. 
Sustainable futures cannot be produced by ideals alone. Rather, they 
take finance, labour, economies and markets to make them work. And 
there is the problem. ‘Recycling’, as a consumer act of segregating some 
wastes, captures materials for potential recovery, but those materials 
require economies – and specifically manufacturers – to value the recov-
ered materials and to then actually recycle them into new products. This 
valuation is always a matter of purity and contamination. Whilst the 
physical possibilities might seem endless, the limits to what is possible 
by way of purity and contamination are defined by economic geog-
raphy and economics. Our work has shown it is immensely difficult to 
turn certain recovered materials to sufficient value to cover their cost 
in certain parts of the world, particularly in Northern Europe. Trying 
to do so creates some of the toughest occupations and working condi-
tions currently to be found within the EU – and even then the products 
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are not particularly high quality. ‘Green’ they may be, environmentally 
contained they may be, but are these jobs emblematic of a sustainable, 
clean economy? We are not convinced. Rather, these new green recov-
ery-for-recycling jobs have created and reinscribed some of the European 
labour market’s most profound inequalities and divisions. Recycling 
activity within Europe has been accommodated within the global 
economy, rather than transforming it. Global recycling networks linked 
to global patterns of manufacturing have intensified and made for more 
complex patterns of circulation and exchange. They have commodi-
fied wastes by turning them into resources; they show that the trades 
in commodities and goods is more complicated than overly simplistic 
notions which portray these as either flows from a producing Global 
South to consuming Global North or the Global North dumping waste 
on the poor; and they show that the spatial fix for recycling currently is 
global. Further social science research along the lines indicated by this 
chapter is essential in order that environmentally inspired public policy 
does not have the effect of promoting what is economically challenging 
or even impossible to achieve, as well as undesirable in terms of the type 
of jobs that such work creates.  

    Notes 

  1  .   The Waste Hierarchy presents a hierarchy of preferred options for managing 
wastes, by diverting them from landfill. At its apex is prevention, followed by 
minimisation. Reuse is next, above recycling and recovery as energy, which 
includes incineration and newer technologies such as anaerobic digestion. 
Disposal is at the bottom of the hierarchy and its undesirability is enforced 
through application of the Landfill Tax. The hierarchy has been used to guide 
and inform policy, with intervention moving progressively up the hierarchy. 
However, a key issue is that interventions in the hierarchy can pull in different 
directions. So, actions to promote recycling or energy recovery, both of which 
require that wastes be generated at high volumes, can work against waste 
prevention or minimisation.  

  2  .   Examples include the End of Life Vehicles Directive and the WEE Directive for 
electrical and electronic goods, both of which prohibit movement outside the 
EU area.  

  3  .   Recent examples in the literature which focus on the technical possibilities of 
using recovered materials to make products include: El-Haway et al. (2010); 
Nor et al. (2010); Illingworth et al. (2012); Sabai et al. (2013); Schettini et al. 
(2013). Another strand of literature focuses on improving automated technol-
ogies for materials separation and segregation (e.g., Bezati et al., 2011; Lee and 
Rahimifard, 2012). A rare instance of a technical paper which recognises the 
importance of economic barriers to reuse is Russell et al. (2010) who identify 
the cost of insignia removal as a major impediment to the recycling and reuse 
of corporate clothing.  
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  4  .   This programme was funded by the Economic and Social Research Council 
(RES 000 23 0007).  

  5  .   Research on textiles was conducted by Lucy Norris; and that on end-of-life 
ships by Nicky Gregson, Mike Crang and Farid Ahamed. Key references are: 
Botticello (2012); Norris (2012); Crang et al. (2013) on textiles; and Gregson 
et al. (2010), Gregson et al. (2012a) and Gregson et al. (2012b) on ship 
breaking. A short film:  Unravel , by Meghna Gupta, focuses on textile recycling 
in Panipat. Additional important work on textiles includes: Tranberg Hansen 
(2000); Rivoli (2005); Olumide (2012); Brooks (2013). For research on e-waste 
see Lepawsky and McNabb (2010).  

  6  .   The research was conducted by Nicky Gregson, Helen Watkins and Melania 
Calestani (end-of-life ships); Julie Botticello and Lucy Norris (textiles); and 
Nicky Gregson, Sara Fuller and Mike Crang (dry recyclables). Further refer-
ences to research publications appear at the end of the chapter. We draw 
extensively on this work in this chapter.   
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   Introduction 

 Despite unprecedented wealth, the problems of poverty and inequality 
remain important public – and political – concerns. Indeed, the current 
economic climate perhaps gives them particular relevance. The endur-
ance of poverty and rising levels of inequality impassions ‘experts’ and 
‘non-experts’ alike. 

 In this chapter, I discuss some important research in the fields of 
poverty and inequality. I begin by discussing some of the earliest 
studies of poverty – the work of Charles Booth and Seebohm Rowntree, 
conducted in the UK at the end of the nineteenth century. I discuss the 
evolution of this literature, and the development of Peter Townsend’s 
‘relative deprivation’ approach to conceptualising poverty, which 
continues to provide the over-arching framework for poverty analysis in 
the UK and Europe, and which can be seen as a response to this earlier 
literature. 

 Rather more contemporaneously, in terms of inequality, I discuss 
Richard Wilkinson and Kate Pickett’s,  The Spirit Level,  which was first 
published in 2009, and which argues that greater levels of inequality 
in a society result in elevated rates of health and social problems. In 
the short period since its publication, this book has generated a signifi-
cant impact and has resulted in a heated debate, and I discuss both the 
original contribution and the subsequent debate here. 

 These are, then, two contrasting ‘cases’ for examining the literature 
on poverty and inequality. Others might have been selected. But I have 
chosen to focus on some of the early studies of poverty, on the one 
hand, and one important, recent debate about the nature of inequality, 
on the other, because these contrasting cases seem to say something 
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about the nature of social science itself. In particular, these cases repre-
sent attempts to systematically analyse poverty and inequality in order 
to more fully understand the nature of these phenomena, their causes 
and their consequences.  

  Analysing poverty 

 In the UK, poverty analysis is typically traced back to the work of Charles 
Booth and Seebohm Rowntree. Booth’s work examined the extent of 
poverty in London, initially in 1886 in the city’s East End, but with 
further studies, published in seventeen volumes, covering the whole of 
the city. Booth sought to ‘enumerate the mass of the people of London 
in classes according to degrees of poverty or comfort and to indicate the 
conditions of life in each class’ (Booth, 1902: 3). To do so, he interviewed 
School Board Visitors, who themselves had undertaken house-to-house 
visitations in the relevant areas (Booth, 1887: 327). Booth concluded 
that 30.7% of the population of London were living in poverty, an 
alarming finding given London’s position as the capital of the richest 
empire in the world (Bales, 1999). 

 Seebohm Rowntree’s subsequent study of poverty in York in 1899, the 
first of three such studies, was deeply influenced by Booth’s work. In the 
introduction to the first study, Rowntree noted his desire to evaluate 
the extent to which ‘the general conclusions arrived at by Mr Booth in 
respect of the metropolis would be found applicable to smaller urban 
populations’ (Rowntree, 1901: xvii). He concluded that the extent of 
poverty in York was of a very similar order of magnitude – that 27.8% of 
the population of York were living in poverty which, he argued, was a 
‘fact of the gravest significance’ (1901: 151). 

 One important difference between these historical analyses and their 
contemporary quantitative counterparts was the  proximity  of these 
analysts to people in poverty. The School Board Visitors who Booth 
interviewed had an intimate knowledge of the streets of London which 
he was surveying; Rowntree’s first poverty survey was a  census  of all 
working-class households in York. Such studies are invaluable, but they 
required a degree of time, dedication, and resources which one can 
scarcely imagine today. 

 Indeed, contemporary analysis of poverty and inequality takes one 
of two broad forms – either the analysis adopts a qualitative approach, 
where the proximity to people in poverty is maintained, but usually at 
the expense of ‘breadth’ – by which is meant that the number of people 
involved in any study falls very far short of Rowntree’s census. Or else 
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analysis takes on a quantitative form, where a greater degree of breadth 
may be achieved, but often at a greater remove from people in poverty 
themselves. Today’s quantitative studies of poverty typically rely on 
large-scale, secondary datasets or official statistics which were simply 
not available to Booth and Rowntree. 

 Perhaps the primary legacy of Charles Booth’s work has been his 
famous poverty maps, in which he depicted the level of poverty on a 
street-by-street basis. Streets coloured in black were made up mostly of 
households in Class A, the lowest class, and comprised of ‘(so-called) 
labourers, loafers, semi-criminals’ (1887: 329). Streets where households 
were from Class B were depicted in dark blue; these households were 
very poor and described by Booth as being a people who were ‘shiftless, 
hand-to-mouth, pleasure loving, and always poor’ (1887: 329). Streets 
coloured in light blue represented households from Class C, who were 
also poor – ‘a pitiable class, consisting of struggling, suffering, helpless 
people’ (Booth, 1887: 332). These maps, today housed in the London 
School of Economics, are an important legacy of this ground-breaking 
work. 

 Booth’s map can be compared with another important nineteenth 
century map of London. In 1854, John Snow’s ‘cholera map’ helped to 
identify the cause of a cholera outbreak in the district of Soho. At the 
time, it had been assumed that the transmission of cholera could be 
explained by miasma theory (i.e., that the disease was airborne). Snow 
used a street map of the district and plotted the location of the cholera 
deaths, demonstrating that what most had in common was proximity to 
a particular water pump in Broad Street. The handle of the water pump 
was removed, and cholera deaths began to fall over the following days. 
Snow’s work, and his map, played a role in the advancemment of what 
was then known as germ theory. 

 The distinction between these two maps highlights something impor-
tant about the analysis of poverty and inequality – these are, at least 
partially,  observable  phenomena. And this, in turn, matters because it 
suggests that the findings which emerge from academic poverty anal-
ysis might well be consistent with the perspectives of journalists, think 
tanks, and indeed the general public. 

 While the scale and suggested causes of poverty and inequality in 
Booth’s study may have been alarming, his focus on East London (as 
opposed to, say, West London) would not have been. The social sciences 
seek to bring a kind of  rigour  to the study of poverty and inequality, but 
it cannot be assumed that people’s own understandings about poverty 
and inequality are somehow deficient. 



80 Rod Hick

 A short stroll around any major ‘developed’ city tells its own story in 
terms of street homelessness – perhaps the most visible, if not prevalent, 
form of poverty and deprivation co-existing, often cheek-by-jowl with 
unprecedented affluence. Similarly, any visitor to, for example, Hong 
Kong, or Rio de Janeiro, or Manila will observe the alarming levels of 
inequality in those cities. One simply does not need a social scientist to 
confirm astounding poverty and inequality in the world in which we 
live in the way that, say, we may need a scientist to detect the presence 
of a particular gas in the atmosphere. There is much about poverty and 
inequality which seems readily accessible to the ‘non-expert’. 

 The studies of Booth and Rowntree, however, sought not only to 
investigate the conditions and prevalence of poverty; they also sought 
to understand the  causes  of poverty – including whether poverty was, 
in any sense, because of people’s own behaviour and whether they 
could have avoided falling into poverty. Rowntree had identified house-
holds as being in poverty where they were living in ‘obvious want and 
squalor’; in addition, however, he divided this group into households 
living in ‘primary’ poverty and others living in ‘secondary’ poverty. 
Primary poverty focused on cases where household resources fell below 
the ‘minimum necessary expenditure for the maintenance of merely 
physical health’ (Rowntree, 1901: 118). ‘Secondary’ poverty, on the 
other hand, referred to a circumstance where a household’s earnings 
‘would be sufficient for the maintenance of merely physical efficiency 
were it not that some portion of it is absorbed by other expenditure, 
 either useful or wasteful ’ (1901: 118, emphasis added). 

 For example, Rowntree’s Class A (households with incomes below 18 
shillings a week for a moderate family) were, he claimed, unable to avoid 
the experience of poverty; the chief reasons for poverty in this class being 
the ‘continued lack of work, or the death or illness of the chief wage-
earner’ (1901: 74). The vignettes provided by Rowntree illustrate the 
position of particular households – this household falling into Class A:

  Husband in asylum. Four rooms. Five children. Parish Relief. Very sad 
case. Five children under thirteen. Clean and respectable, but much 
poverty. Woman would like work. The house shares one closet with 
another house, and one water-tap with three other houses. Rent 3s. 
9d. (1901: 63)   

 In contrast, in households in the better-off Class D, ‘there is, practically 
speaking, no poverty ... except such as is caused by drink, gambling, or 
other wasteful expenditure’ (1901: 104). This reflects a general concern 
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to understand the extent to which people were themselves ‘responsible’ 
for their own poverty and, the role played by drink, in particular, which 
emerges as an important theme in these early studies. 

 It may seem hard to believe today that there were genuine questions 
about whether there was any ‘real’ poverty in nineteenth century Britain, 
but these questions were indeed genuinely asked – as they are today. 
And – as is the case today – these questions required a rigorous response. 
There is an important parallel between the questions which these early 
studies sought to address, and contemporary concerns about whether 
poverty is caused by unemployment, on the one hand, or because of 
people’s own behaviours, on the other. 

  Need and poverty 

 Unlike inequality, which can be analysed using more or less arbitrary 
proportions of a distribution,  1   the study of poverty requires a cut-off; a 
poverty line which conveys some  meaning . Often, this meaning is based 
on the idea of human  need . The idea that people have needs which can 
be distinguished from more frivolous desires or ‘wants’ has widespread 
and, indeed, intuitive appeal. But teasing out exactly what it is that 
people need, and distinguishing these from mere wants, is a challenging 
endeavour. 

 In identifying a budget in order to estimate his primary poverty line, 
Rowntree considered three types of expenditure: food, housing costs, 
and ‘household sundries (such as clothing, light, fuel, etc.)’ (1901: 119). 
In estimating the cost of a food budget, for example, Rowntree sought to 
identify the minimum number of calories that people required each day, 
and then a diet which represented the cheapest way in which this calo-
rific intake could be achieved. In selecting the particular diet on which 
he would base his poverty line, Rowntree turned to those foods provided 
to able-bodied paupers in workhouses, ‘as the object in these institu-
tions is to provide a diet containing the necessary nutrients at the lowest 
cost compatible with a certain amount of variety’ (1901: 129–130). 
This approach was deliberately minimalistic: one of Rowntree’s central 
concerns was to ensure that no one could claim that he had set his 
primary poverty threshold  too high  (e.g., 1901: 129, 1941: 28). 

 Rowntree noted that successfully identifying the cheapest way to 
achieve the necessary nutrients would be considerably demanding of 
households:

  It must be remembered that at present the poor do not possess the 
knowledge which would enable them to select a diet that is at once 
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as nutritious and as economical as that which is here adopted as 
the standard. Moreover, the adoption of such a diet would require 
considerable changes in established customs, and many prejudices 
would have to be uprooted. (Rowntree, 1901: 137)   

 It was on the basis of this extremely restrictive poverty standard that 
Rowntree found that 9.91% of the population of York were, in 1899, 
living in primary poverty. Rowntree claimed that the causes of primary 
poverty were, in descending order of importance, low wages (but in 
employment), largeness of family, death of chief wage earner, illness 
or old age of chief wage earner, irregularity of work, chief wage earner 
out of work (1901: 154). From this he concluded that ‘the wages paid 
for unskilled labour in York are insufficient to provide food, shelter and 
clothing adequate to maintain a family of moderate size in a state of 
bare physical efficiency’ (1901: 166). 

 In Rowntree’s second and third studies of poverty in York, these 
poverty standards were uprated. His poverty standard for the second, 
1936 survey was devised using five budget headings: food; clothing; fuel 
and light; household sundries, and personal sundries (1941: 28). These 
personal sundries included amounts for unemployment insurance, 
a daily newspaper, a wireless radio and 3s. 4d. set aside for ‘all else’, 
suggested to account for ‘beer, tobacco, presents, holidays, books, trav-
elling, etc.’ (1941: 28). This budget was uprated again in his third, and 
final, survey in 1950 (Rowntree and Lavers, 1951). By the time of the 
second, 1936 survey, primary poverty was found to have fallen to 3.9% 
of the total population, while the proportion of the population in the 
worst-off classes, A and B, fell from 17.7% in 1936 to 1.7% of the popula-
tion of York in 1950 (Rowntree and Lavers, 1951: 30–31), suggesting that 
poverty had, by and large, been eliminated. 

 The work which has had perhaps the greatest influence on under-
standing poverty today, however, has been that of the sociologist 
Peter Townsend. In outlining his own ‘relative deprivation’ approach 
to understanding poverty, Townsend juxtaposed his work against the 
earlier studies of Rowntree. Townsend claimed that although Rowntree 
had uprated his poverty standard over time, he had failed to provide a 
convincing account for  why  this uprating had occurred (see Townsend, 
1970: 13). 

 Townsend argued that there could be no successful attempt to iden-
tify ‘absolute’ needs relating to, for example, ‘merely physical effi-
ciency’, because even supposedly absolute needs were influenced by 
social customs and norms. For example, people’s eating habits were 
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influenced not only by nutrition, but also occupational and leisure 
patterns. Townsend offered the example of a cup of tea: nutritionally 
worthless, but which played an important social role. If custom dictated 
that visitors to a house would expect to be offered a cup of tea, then this 
would impose resource demands on households to meet this need. To 
focus solely on minimum calorific requirements would be to ignore how 
people actually lived. 

 In his classic  Poverty in the United Kingdom , Townsend argued that 
Rowntree had failed to provide an adequate approach to understanding 
need. First, he argued that Rowntree had underestimated the cost of 
necessities other than food; second, that even the food budgets provided 
calorific minima which were ‘very broad averages not varied by age and 
family composition, still less by occupation and activity outside work’ 
(Townsend, 1979: 34); third, that the foods selected took no account of 
customary diets at the time. 

 In contrast, Townsend argued that poverty analysis must consider the 
full range of human needs, and that these could only be considered rela-
tive to the societies in which people lived because people’s needs were 
socially determined. The central advance of the Townsendian conceptu-
alisation, then, was to argue that a poverty standard must evolve over 
time in line with changes in social customs and expectations – to argue 
that poverty was  relative . 

 Rather than an expert prescribing minimum calorific requirements 
relating to physical needs, what was required, Townsend believed, was 
to undertake an extensive survey of the ‘style of living’ in order to under-
stand the social customs which people were expected to uphold and 
the activities they were expected to participate in. In his own research, 
Townsend pioneered the use of indicators of material deprivation in 
poverty analysis. Respondents were asked whether they did not have 
fresh meat as many as four days a week, whether the household did not 
have a refrigerator, and whether the members of a household did not 
have a week’s holiday away from home in the previous year (Townsend, 
1979: 250), among others. Townsend hypothesised that respondents’ 
deprivation scores could be used to identify a threshold in the income 
distribution, below which people’s withdrawal from sharing in wide-
spread customs and activities would escalate disproportionately. He 
plotted his respondents’ deprivation scores across the income distribu-
tion and claimed to find suggestive evidence of such a threshold. 

 The Townsendian conceptualisation continues to provide the under-
pinning for poverty analysis to this day in the UK and the EU. Indeed, 
the University of Bristol, in tandem with a team of researchers at other 
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Universities, is currently undertaking a major analysis of poverty in the 
UK (www.poverty.ac.uk). As part of this research, they are seeking to 
identify ‘which items and activities ... should be seen as necessities for 
living in the United Kingdom today’. Their focus is on what survey 
respondents themselves understand to be the commodities and activi-
ties which everybody should be able to afford in today’s society; items 
which no one should have to do without. This systematic attempt to use 
deprivation indicators as a means of identifying what the public them-
selves understand to be necessities is indicative both of the rigorous 
nature of social scientific research on poverty and of the enduring 
legacy of the Townsendian perspective, first advanced some sixty years 
ago and which continues to inspire poverty analysis in the twenty-first 
century.   

  Analysing inequality 

 In addition to poverty, there has, in recent years, been an increased 
focus on  inequality  within Great Britain and, indeed, beyond, perhaps 
most visibly associated with the Occupy movement, which has sought 
to challenge inequality, focusing in particular on the concentration of 
income and wealth on the top 1% of distribution. 

 In the present chapter, we discuss the publication and subsequent 
debate surrounding Richard Wilkinson and Kate Pickett’s  The Spirit Level  
(2009). Wilkinson and Pickett argue that, for much of human history, 
achieving human progress was inextricably linked to society becoming 
wealthier. However, they claim that the developed world is faced with 
a new problem because ‘economic growth, for so long the engine of 
progress, has, in the rich countries, largely finished its work’ (2009: 5). 

 Wilkinson and Pickett display an association between a measure of 
average wealth (national income per person) and, first, life expectancy, 
and second, happiness for a large number of countries, drawing on data 
from the United Nations. These associations show, they claim, that 
while there is a relationship between wealth and life expectancy and 
happiness for poorer countries, beyond a certain point further increases 
in wealth are no longer associated with additional rises in life expect-
ancy and happiness. This is not, they suggest, because we have reached 
the limits of human progress – life expectancy, for example, continues 
to increase – but rather that social progress is no longer dependent on 
average wealth (2009: 6). 

 Wilkinson and Pickett present their subsequent thesis using two 
sets of data, analysing cross-national data from 23 rich nations, and 
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from the fifty states of the US. These two datasets are used to explore 
the relationship between average wealth, inequality and an index of 
health and social problems. Most of the empirical analysis which is 
presented in  The Spirit Level  consists of a series of scatter plots which 
demonstrate the relationship between economic growth or income 
inequality and this index. The index is comprised of ‘levels of trust, 
mental illness (including drug and alcohol addiction), life expectancy 
and infant mortality, obesity, children’s educational performance, 
teenage births, homicides, imprisonment rates, social mobility’ (2009: 
19). Wilkinson and Pickett show, using both cross-national and US 
data, that there is only a weak relationship between average income 
and the index of these health and social problems (2009: 21). This 
contrasts with the very clear and, indeed, strong relationship between 
income inequality and the index of health and social problems, using 
both datasets. 

 Having established this distinction for the index as a whole, the 
book then turns to analysing the relationship between inequality and 
the individual components of the index of health and social problems. 
The reader is shown that more unequal societies, and more unequal 
US states, have lower levels of trust in others, greater rates of mental 
ill-health, lower life expectancy, greater infant mortality, more obesity, 
poorer educational performance, a greater rate of teenage pregnancies, 
and murders, incarcerations, and lower social mobility. Based on the 
evidence presented, life does seem very much worse in unequal socie-
ties. Wilkinson and Pickett claim that the evidence shows that ‘almost 
all social problems which are more common at the bottom of the social 
ladder are more common in more unequal societies’ (2009: 18). 

 The reason for these findings is, they suggest, that economic 
inequality is itself a marker of status differences, and it is these status 
differences which ‘get under the skin’ in the form of ‘status anxiety’. 
Greater inequality, they suggest, emphasises the importance of social 
status (2009: 43), and it is the psychosocial effects of inequality which 
Wilkinson and Pickett claim are the explanatory mechanism by which 
material inequalities – and not absolute material wealth – result in nega-
tive health and social outcomes for a society. 

 They argue that:

  The problems in rich countries are not caused by the society being 
rich enough (or even by being too rich) but by the scale of material 
differences between people within each society being too big. What 
matters is where we stand in relation to others in society. (2009: 25)   
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 Theirs is a big finding, and, if correct, would contain significant policy 
implications. They note that ours is ‘the first generation to have to find 
new answers to the questions of how we can make further improve-
ments to the real quality of human life’ (2009: 11), and while they stress 
that there can be different routes to arriving at a more equal society 
(2009: 243), it seems that a considerably greater degree of redistribution 
from the rich to the poor would be a necessary policy response, at least 
in a relatively inegalitarian society such as the UK. 

  Response to  The Spirit Level  

 Such a big finding has, inevitably one might say, generated significant 
debate, much of which has been focused on methodological issues. Two 
works, by Christopher Snowdon (2010) and Peter Saunders (2010), are 
of particular interest, since both present a reanalysis of Wilkinson and 
Pickett’s work in order to examine the  The Spirit Level ’s claims. 

 The first issue raised in these critiques is Wilkinson and Pickett’s selec-
tion of countries, and the influence of this selection on the results that 
follow. Wilkinson and Pickett (2009: 275) claimed to start with a list of 
the richest 50 countries in the world and then exclude any country with 
a population of below three million because they wanted to exclude tax 
havens, and others for whom income inequality data were not available. 
Saunders (2010: 21) argues that a lower threshold of 1 million serves 
to exclude tax havens such as Monaco and the Cayman Islands, but 
results in the inclusion of six additional countries – Slovenia, Trinidad 
and Tobago, Estonia, Latvia, Gabon and Botswana – not typically under-
stood as being tax havens. Snowdon, too, finds something amiss with 
the selection criteria which, he claims, ‘only serves to exclude Slovenia 
from the analysis’ (2010: 13). He claims that ‘puzzlingly, the Republic 
of Korea and Hong Kong were left out entirely, despite their wealth’ 
(2010: 13), and asks why Czech Republic, Korea and Slovenia have 
been excluded given that they are all wealthier than Portugal, which 
Wilkinson and Pickett had included (Snowdon, 2010: 153). 

 Furthermore, Saunders claims that the 2004 Human Development 
Report (one of Wilkinson and Pickett’s sources) contains income data 
for far more countries than they acknowledge. Saunders finds 44 nations 
which conform to his criteria of being amongst the 50 richest countries, 
with populations above 1 million and data on income inequality (this 
time using the 2009 Human Development Report, see 2010: 21). 

 Snowdon (2010) claims that if unnecessarily excluded countries are 
reinserted, some of the relationships – for example, between inequality 
and obesity – disappear. Such a claim is of course damaging for Wilkinson 
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and Pickett’s suggestion that there is a general pattern in the relation-
ship between inequality and health and social problems. Similarly, in 
his 2009 review in the  Financial Times , John Kay noted that the anal-
ysis presented in  The Spirit Level  was based ‘mostly on a series of scatter 
diagrams’ which appear ‘dominated by a few outliers’. If one removed 
the US (a known ‘poor’ performer) and Japan and the Scandinavian 
countries (known ‘good’ performers), many of the patterns would, Kay 
argues, be random. 

 Saunders (2010) also points to the reliance on outliers to find a clear 
international trend, and offers two instructive examples. First, he claims 
that the association between income inequality and homicide is attrib-
utable solely to the US, which, he posits, might have a higher homicide 
rate due to its gun laws rather than because of its inequality. Secondly, 
he claims that the association between inequality and life expectancy 
is attributable to the inclusion of Japan, whose long life expectancy, 
he argues, might be attributable to their diet, or genes, or both, rather 
than their low income inequality (2010: 7). Having reanalysed 20 of 
Wilkinson and Pickett’s empirical claims, Saunders argues that only 
one commands unambiguous support, a further five are found to have 
ambiguous support, while 14 are, he claims, ‘either spurious or invalid’ 
(2010: 6). 

 In addition, some authors have questioned Wilkinson and Pickett’s 
claims of  causality . In her review of the evidence, Rowlingson (2011: 
5) argues that while many health and social problems have a clear social 
gradient (i.e., that they are experienced more by the poor than the rich), 
‘there is less agreement about whether or not there is a causal relation-
ship’. John Goldthorpe (2010: 737) has criticised Wilkinson and Pickett 
for their ‘inadequate, one-dimensional understanding of social strati-
fication’ which, he claims, ‘leads to major problems’ when seeking to 
understand  why  inequality leads to these health and social problems. 
Goldthorpe questions the idea that it is income inequality  as a marker 
of social status  which generates poor health and social outcomes. In 
doing so, he is questioning the psychosocial process which Wilkinson 
and Pickett offer as the key to understanding why these problems are 
more prevalent in unequal societies. Goldthorpe points to the case of 
Japan which, while appearing at the ‘good’ end of the scatter plots (i.e., 
relatively low levels of health and social problems, and low levels of 
income inequality) is nonetheless a country where status differences are 
extremely pronounced (2010: 738) – it is just that these status differ-
ences do not manifest themselves in substantial income inequalities. So 
Goldthorpe claims that Wilkinson and Pickett’s explanatory mechanism 
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seems to fail to account for the case of Japan and, more generally, that 
economic advantage and disadvantage display a far more variable asso-
ciation with status differences than they assume. 

 Snowdon (2010: 61) objects to the persistent and exclusive focus 
on inequality as driving the trends which are displayed – arguing that 
Wilkinson and Pickett ‘seem unable to look beyond inequality for an 
explanation’ for the relationships they observe. This leads, he argues, to 
overlooking many particularities about the nations that are analysed:

  It takes a particularly blinkered view of the world to portray Sweden, 
a country which has not fought a war since 1814, as being fundamen-
tally the same as Israel, except in its distribution of wealth ... Or to 
imagine that a culturally homogenous, traditional Asian country like 
Japan can only be distinguished from the United States by reference 
to the gap between the richest and poorest 20% of the population. 
(Snowdon, 2010: 136)   

 Saunders, too, argues that Wilkinson and Pickett ignore cultural or 
historical explanations for their trends, and that they do not sufficiently 
investigate the importance of third variables, which explain the associa-
tion between inequality and their index of health and social problems. 
For example, in his cross-national analysis, Saunders claims that while 
inequality is related to trust, ‘the effect of GDP is greater’ (2010: 44). 
In his analysis of US states, he argues that the proportion of African–
Americans is a stronger determinant of some of the social indicators 
in question (e.g., homicide, infant mortality, life expectancy, teenage 
births, imprisonment) than inequality  per se , drawing on multivariate 
analysis. This line of criticism argues that Wilkinson and Pickett have 
failed to sufficiently examine the many other explanations which might 
account for the trends they present. 

 Finally, Saunders (2010: 8) argues that Wilkinson and Pickett ignore 
social problems which are  more prevalent  in equal societies – suicide rates, 
HIV infection rates, alcohol consumption and divorce rates are higher, 
and fertility is lower in more equal societies, something which is noted 
by Snowdon, too. 

 As if to inject some levity into their works, both Snowdon (2010) 
and Saunders (2010) present more light-hearted analyses in their 
concluding arguments. Snowdon provides a scatter plot of the rela-
tionship between distance from each country’s capital city to the 
North Pole and educational achievement – a significant, negative rela-
tionship is demonstrated. Being in a country close to the North Pole 
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(e.g., Finland or Sweden) is associated with better educational perform-
ance, while living far from the North Pole (e.g., Israel) is associated 
with lower educational performance. This serves to emphasise the fact 
that correlations between variables cannot be taken to imply a causal 
relationship. 

 Drawing on the indicators which are more common in equal socie-
ties, Saunders (2010) comprises what he calls a ‘Social Misery Index’, 
comprised of racist bigotry (minding whether a neighbour is of a different 
race), suicide rate, divorce rate, fertility rate, alcohol consumption and 
HIV infection rate (2010: 106). He plots this index against inequality 
and finds that there is less Social Misery in more unequal societies. Of 
course, he isn’t seeking to put this forward as an alternative hypothesis; 
rather, to show that a wider selection of social ills does not conform to 
Wilkinson and Pickett’s hypothesis. 

 The central point about this debate, however, whatever the position 
one takes within it, is that it is  precisely  the type of debate one might 
expect from a social science. Arguing about whether the right cases have 
been selected, whether the results are sensitive to the selection of partic-
ular cases or are generalisable to a broader set, whether outliers have a 
significant bearing on the results, whether there is sufficient evidence 
of the hypothesised causal pathways, and whether other, competing 
hypotheses have received sufficient attention is the very business of 
social science. It is by asking these questions that we work towards the 
rigour which is the goal of the social sciences.   

  Concluding discussion 

 Poverty and inequality remain major problems in this second decade 
of the twenty-first century. These problems generate significant debate, 
both between the academics who study them and amongst the wider 
public, from whom they often provoke strong views. As Wilkinson and 
Pickett (2009: x) note:

  Controversies in the natural science are usually confined to the 
experts: most people do not have strong views on rival theories in 
particle physics. But they do have views on how society works.   

 There is much about studying poverty and inequality, we have argued, 
which is not dependent on ‘experts’. Both are at least partially observ-
able phenomena, and this creates an accessibility which opens up the 
analysis of poverty and inequality, not only to a wide readership, but 
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also, potentially, to a wide  authorship –  journalists, think tanks, and the 
general public have an important role to play, too. 

 If the social sciences can claim any particular expertise or distinctive-
ness in this area, it is surely in terms of the  rigour  to which they aspire 
through an appeal to evidence, scepticism, examination and replication. 
This systematic, rigorous approach can be seen in the studies discussed 
here – in the attempts to identify poverty in nineteenth century London 
on a street-by-street basis; in the attempt to identify a primary poverty 
line which allows households to achieve ‘merely physical efficiency’; 
and in more recent attempts to examine  which  commodities and activi-
ties are understood by people in Britain today to be necessities. It can 
also be seen in the attempt, first, to analyse the relationship between 
inequality and health and social problems, and subsequently, by others 
who criticise, examine and – crucially – replicate the initial analysis. 
Often the rigour which the social sciences seek remains an aspiration; 
it is not always translated into reality. But it is by striving towards this 
rigour that the social sciences can contribute, in a unique and important 
way, to understanding the nature and relevance of problems such as 
poverty and inequality, as they exist in the twenty-first century.  

    Note 

  1  .   For example, by analysing the multiple of income held by the top 20% of 
income earners compared to the bottom 20%, or 80:20 ratio.   
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   Introduction 

 There have been many seminal studies of the way the economy operates, 
and of how economic activity relates to other areas of life studied by the 
social sciences, most obviously society and politics. In 1776,  The Wealth 
of Nations  by Adam Smith became the most comprehensive analysis and 
description up to that time of the way the economy functions – and of 
the direct implications of this for society, for example regarding the divi-
sion of labour at work, and the division of income and wealth between 
social classes.  The Wealth of Nations  remains widely cited, perhaps most 
commonly as regards the ‘invisible hand’ of the market. Just under a 
hundred years later, in 1867, Marx published Volume 1 of  Capital  which 
sought to explain the ‘laws of motion’ of capital – that is, of the capitalist 
economy and of the individual firms that drive it. The failure of the ‘invis-
ible hand’ to bring together idle resources and unmet needs – creating 
the sort of economic slump that Marx had analysed – led to another great 
work of economics just under seventy years later in the form of Keynes’s 
 General Theory of Employment, Interest and Money  in 1936. While Adam 
Smith enjoyed a renaissance during the decades of privatisation, deregu-
lation, demutualisation and monetisation from the Thatcher/Reagan era 
of the 1980s onwards, with the Adam Smith Society gaining prominence 
in the UK, the works of Marx and Keynes have regained some promi-
nence since the global financial crisis of 2007–2008, leading as it did to 
the first global recession since the 1930s, in 2009. 

 This chapter considers the contribution of economics and economists 
in analysing and explaining developments in the economy, and to 
society more generally, given the interconnections and interdependen-
cies between economic, social and political life. 

     6 
 The Economy, Financial Stability 
and Sustainable Growth   
    Jonathan   Michie    
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 It is worth reflecting, though, firstly that Smith, Marx and Keynes all 
surveyed the whole field of economic activity, and of economics as it 
existed as a discipline in their times, in contrast to today’s ‘division of 
labour’ within economics itself, not only between macroeconomics and 
microeconomics, but to far more specialised sub-disciplines of monetary 
economics, labour economics, industrial economics, public economics, 
international economics, and so forth. The discipline is also categorised 
between ‘theory’ and ‘empirical’, with the former having sub-catego-
ries such as game theory, and the latter having sub-categories such as 
econometrics. 

 Secondly, Smith, Marx and Keynes all commented far beyond the 
realms of the economy alone, considering not only the implications of 
and for society, but also the political, historical and institutional context 
of the economy and society they were analysing. They thus had what 
today would be considered a rather heterodox approach to the subject as 
opposed to today’s neoclassical orthodoxy, along with rather interdisci-
plinary and multidisciplinary instincts when it came to considering the 
big questions of the day. It may be that there are lessons to be learned 
from such authors as regards these issues of methods and approach, 
as well as regards the more specific matters on which they are usually 
quoted – regarding the function and functioning of markets, and what 
happens when such functioning appears to break down, resulting in 
crises, recession and unemployment. 

 First, though, this chapter considers what economics does have to 
say about the ‘big’ questions of economic growth, globalisation, crises, 
and corporate diversity and the functioning of markets, before going on 
to consider how economics and social sciences more generally might 
develop in the future to better understand and influence the develop-
ment of the economy and the economic aspects of society.  

  Measuring economic growth 

 Adam Smith is well known for pointing to the ‘extent of the market’ as 
being important in creating the conditions for economies to grow. He 
argued that this develops alongside the division of labour within the 
workplace – in Adam Smith’s case, the pin factory. As the workplace 
expands, it allows a greater division of labour which in turn enables 
workers to specialise and become more productive, increasing produc-
tivity which brings down prices which boosts sales, thus extending the 
market which in turn enables firms and workplaces to expand, enabling 
a still greater division of labour. 
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 Adam Smith also famously described the way market exchange can 
enable the butcher, brewer and baker to respond to the demand for 
their products through their own (economic) self-interest, but thereby 
making everyone better off. It was this argument in particular which 
today tends to have Adam Smith held up in support of ‘the market’, as 
opposed to relying on state intervention, although Smith himself did 
appreciate and discuss the need for government activity alongside the 
‘market’. 

 The size of the economy is measured by the ‘value’ of all goods and 
services sold or provided. These may be provided free of charge (e.g., by 
government), but a monetary value can still be attached to all such goods 
or services, so that the size of the economy can be estimated. Economic 
growth is then the increase in the size of the economy from one year to 
the next. There has long been debate and discussion over how important 
economic growth is compared to broader concepts such as the quality of 
life, and today this tends to involve questions of environmental sustain-
ability. There are also more technical questions as to whether current 
measures of economic growth adequately capture changes in the nature 
of goods and services, the role of intellectual capital and ideas, and the 
contribution of natural resources. Thus, for example, the former IBM 
executive, Irving Wladawsky-Berger argues that:

  GDP is essentially a measure of production. While suitable when 
economies were dominated by the production of physical goods, 
GDP does not adequately capture the growing share of services and 
the production of increasingly complex solutions that characterise 
advanced economies. Nor does it reflect important economic activity 
beyond production, such as income, consumption and living stand-
ards. (Cited in Kaminska, 2013)   

 It is certainly true that measures of economic growth could and should 
be improved: firstly, in the more narrowly technical sense of, for 
example, taking care to use appropriate measures of services, which in 
many cases may be provided by the public sector at no charge or at 
least at a price less than the cost of providing them, and taking proper 
account of natural resources and whether they are being depleted or 
not; and secondly in the broader sense of ensuring that economic 
growth is sustainable in environmental and other ways, and also that 
other factors such as people’s wellbeing and happiness are included as 
policy objectives alongside the narrower focus on economic growth. 
On the need to reform the way we measure economic growth in order 
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to include the contribution of natural resources, and whether they are 
being depleted over time, see the first report from the Natural Capital 
Committee (2013). The idea of attempting to measure happiness has 
been discussed in the UK by, most notably, Andrew Oswald and Richard 
Layard. In 2008, French President Sarkozy commissioned Joseph Stiglitz, 
Amartya Sen and Jean-Paul Fitoussi to consider the limitations of GDP 
as a measure of economic prosperity and progress. Their Report (Stiglitz 
et al., 2009) acknowledged all the points made above, and concluded 
that there does indeed need to be a shift away from just measuring 
economic outputs towards a greater consideration of people’s wellbeing; 
that more prominence needs to be given to the distribution of consump-
tion, income and wealth; and that environmental sustainability needs 
to be paid particular attention, within the context of ensuring economic 
sustainability more generally.  

  Economic booms and slumps 

 John Maynard Keynes was certainly one of the greatest economic 
writers to date, as well as having been active as a policy adviser (not 
to mention as a College Bursar and in other roles). He first came to 
the public’s attention with his critique of the policies being pursued 
by the First World War’s victorious powers in imposing reparations 
payments on Germany. His  Economic Consequences of the Peace  (Keynes, 
1919) predicted the catastrophic effects that this policy would have on 
the German economy, and warned against such a short-sighted and self-
defeating approach, sadly to no avail. Next he warned against Winston 
Churchill’s equally foolhardy policy of returning Sterling to the Gold 
Standard at an uncompetitive exchange rate. His  Economic Consequences 
of Mr Churchill  warned that real world economies simply don’t work like 
the economic textbook models, which was the incorrect assumption on 
which the Chancellor of the Exchequer’s approach was based (Keynes, 
1925). Again, Churchill was proved wrong, Keynes’s advice was proved 
right, and the Gold Standard collapsed, but only after having caused 
serious economic damage. 

 His  General Theory  (Keynes, 1936) argued that the orthodox economics 
of his day – as advocated by the Treasury, then and now – was simply 
wrong in its assumptions as to how the economy worked. The Treasury 
view was that monetary policy could ensure the economy recovered, 
with wages adjusting as necessary to ensure a return to full employ-
ment. Keynes pointed out, again, that wages don’t and won’t adjust in 
the real world as they do in textbooks. He pointed out that attempts to 
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cut wages in monetary terms would be resisted for all sorts of reasons, 
including the uncertainty amongst those whose wages were to be cut as 
to what this would mean in terms of comparative earnings compared to 
others in society. This was one of the warnings he had already issued in 
his  Economic Consequences of Mr Churchill , when Churchill as Exchequer 
had nonetheless returned to the Gold Standard with the aim of making 
Sterling competitive by cutting wages, which when applied to the mine-
workers resulted in Britain’s first and, to date, only General Strike, in 
1926. In the  General Theory , Keynes also pointed out that relying on 
monetary policy alone may be like pushing on a piece of string – if no 
one is pulling at the other end, the exercise may prove futile, and the 
same is true if companies don’t want to borrow money, for example 
because they have insufficient confidence that consumers would want 
to buy the extra goods that the loan would enable them to produce. One 
reason the industrialists may lack confidence that consumer demand 
would be sufficient might be if Government was at the same time cutting 
the wages of those potential consumers. 

 Instead, Keynes argued, recessions and unemployment are caused 
by lack of aggregate demand, and if there is not the required demand 
forthcoming from overseas, which could lead to export-led growth, 
nor from consumers or, therefore, from companies wishing to invest to 
meet expected demand from either of those sources, then there is only 
one other possible source of demand, and that is from Government. 
In such situations, active fiscal policy is required to boost demand, get 
the economy moving, create jobs and hence increase consumer demand 
which in turn will encourage businesses to invest in order to meet the 
anticipated rise in demand for goods and services. While the role of 
demand is what Keynes is best known for, he also warned about the 
behaviour of unregulated markets, with the danger of herd behaviour 
leading to stock-exchange bubbles. He thus argued for economic regula-
tion at national and international levels to enable markets to operate 
productively, avoiding unsustainable bubbles and the ensuing crashes 
and recessions.  

  The 2007–2008 financial crisis 

 In the 1980s, though, Keynesian economics was largely overthrown by 
the more free-market approaches of monetarism and Milton Friedman, 
and of privatisation and deregulation. For almost thirty years, we saw 
‘capitalism unleashed’ as the late Andrew Glyn depicted it (Glyn, 2007). 
The backdrop to this was the economic problems of the 1970s when 
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Keynesian policies appeared to be leading to unsustainable inflation. 
Milton Friedman’s monetarism was presented as an explanation of 
this inflation – as being caused by excess growth in the money supply. 
And since unsustainable inflation could not be accepted, this alterna-
tive approach, of targeting the money supply in order to bring inflation 
under control, was argued to be the only alternative. 

 It should be stressed that this was just one school of thought within 
economics, and it was consistently critiqued at the time, most notably 
by Lord Kaldor in the UK and J. K. Galbraith in the US. Other critics 
included Meghnad Desai (see Desai, 1981) and David Hendry (see 
Hendry, 1980; Hendry and Ericsson, 1983). 

 Within the UK, it might be said that the social sciences in general 
were out of favour with the Thatcher governments of the 1980s (indeed, 
the Prime Minister declared that there was ‘no such thing as society’). 
The word ‘science’ was removed from the Social Sciences Research 
Council, with Keith Joseph (who was the chief  laissez-faire  ideologue in 
Government along with Thatcher) renaming it the Economic & Social 
Research Council – thus both removing ‘science’ and boosting the 
importance of economics. And the Open University came under attack 
from Joseph when one of their economic texts described Britain as a 
capitalist economy. 

 Economists and other social scientists did of course remain active 
in analysing the effects of this new policy agenda (e.g., the various 
contributors to Michie, 1992, including, for example, the implications 
of unemployment for wellbeing, by Burchell, 1992). But while the 
nature of governments of course varied over the 1980s, 1990s and into 
the twenty-first century, both in the UK and internationally, in broad 
terms the privatisation and deregulation persisted, and the inequality 
of income and wealth increased, with a redistribution of income away 
from wages and salaries towards profits and executive remuneration. 
The push for continued deregulation therefore continued, being advo-
cated by those who were benefiting materially from such policies. Thus 
President Clinton repealed the Glass-Steagall Act which had been intro-
duced in response to the 1929 Wall Street Crash, to try to prevent a 
recurrence; this deregulation enabled high street banks to move into 
more speculative investment bank activities. In the UK, demutualisa-
tion led to most of the large building societies, which had been owned 
by their customers, being converted to shareholder-owned banks, all of 
which subsequently failed (such as Northern Rock) or were taken over 
by large shareholder-owned banks, thus reducing the corporate diversity 
of the financial services sector. 
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 These developments created – or recreated, following the 1929 Wall 
Street Crash – the conditions for a spectacular collapse. And when it hit, 
the impact was global, thanks again to the deregulatory policies that 
had removed what buffers Keynes and others had managed to have put 
in place during the negotiations at Bretton Woods over the shape of the 
post–Second World War regulatory architecture.  

  Globalisation 

 One of the first acts of the Thatcher Government in 1979 had been to 
abolish exchange controls. Up until this point, the transfer of currencies 
internationally was regulated, other than the US dollar that was tied to 
gold. This all changed from 1979, with other countries following the 
UK’s lead, and a huge rise in capital and currency movements devel-
oping globally. This triggered what has been generally referred to as an 
era of globalisation, with a huge increase in the global movement of 
money, but also of trade, investments, and other economic activity, and 
also social, political, cultural and technological developments which all 
chimed with the idea of a new ‘global village’, where the ‘world is flat’ 
(Friedman, 2005). 

 The extent and nature of this era of globalisation has been usefully 
analysed by a range of social scientists and economists. Following his 
tenure as Chief Economist at the World Bank, Stiglitz published a scep-
tical analysis of the form and nature of the free-market variant of globali-
sation policies that had been advocated by the ‘Washington consensus’ 
of the International Monetary Fund and the World Bank (Stiglitz, 2002). 
Ha-Joon Chang questioned whether it was right to say that free-market 
approaches should be adopted by all, when the currently rich countries 
had only achieved that status through active government-sponsored 
industrial policies, generally protected behind exchange controls and 
import controls (Chang, 2002). 

 But the  laissez-faire  model of globalisation continued. Keynes had 
warned of the risks of such an approach at both the national and inter-
national levels. ‘When the capital development of a country becomes a 
by-product of a casino, the job is likely to be ill-done’, he had concluded 
in the  General Theory , having described how stock-exchange behav-
iour could come to be driven not by economic fundamentals but by 
the expectations of traders as to the likely trades of the other partici-
pants, who in turn were betting on the expected behaviour of others. 
Expectations can thus become self-fulfilling prophesies. While Keynes’s 
stress on the importance of expectations, risk and uncertainty in the way 
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economies operate were rather underplayed in the decades leading up to 
the 2007–2008 global financial crisis, the question of risk was sometimes 
referred to, but only within the damagingly complacent context of the 
claim that risks had been dealt with, it was suggested, as these had been 
insured against, including via innovative new financial products. 

 When the 2007–2008 global financial crisis hit, this argument was 
shown to have been false, a fallacy of composition, since if one insured 
contract is called in, it can be paid out and the argument holds, but if they 
are all called in – or even just a large number – then the insurer cannot 
pay and instead goes bankrupt, and the bubble bursts just as Keynes had 
warned. Thus, it should be stressed, while the results of 2007–2008 have 
been damaging and costly across the world, there is nothing that has 
happened that had not been warned against by social scientists – from 
Keynes onwards. The problem was  not  that social science was lacking – 
other than in its powers of persuasion; the problem was that those voices 
were ignored. It should also be admitted, though, that one factor that 
made it easy for those who were benefiting from the deregulated free-
for-all to ignore such warnings, was that there were other social scien-
tists, especially in business schools, who were pronouncing that all was 
right with the world, and that the continued monetisation of the global 
economy – whereby the market was pushed further and further into social 
life, with more and more relationships and transactions becoming trans-
ferred into market mechanisms – would bring efficiency and stability.  

  Corporate diversity 

 While the global economy from the 1980s became more deregulated, 
market dominated, and monetised, the economy also became less 
diverse, with the large shareholder-owned company coming to domi-
nate, to an increasing degree, the major economies and globally. This 
was particularly pronounced in the UK, which had never had the strong 
‘mittelstand’ small- and medium-sized industrial sector as in Germany 
and other countries, and where the customer-owned mutual building 
societies were largely demutualised from the 1980s, thus further concen-
trating the financial services sector around the large PLC banks. Social 
scientists have pointed to the benefits of having a more corporately 
diverse economy:

  mixed institutions are always likely to be more useful for change 
and innovation and more resilient than those that reproduce similar 
characteristics over a wide institutional range. (Crouch, 2005: 59)   
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 Following the 2007–2008 global financial crisis, there has been increased 
recognition that the ‘biodiversity’ of the economy is important, and that 
alongside shareholder-owned firms it is healthy to have family-owned 
companies, state-owned companies at local, regional and national level, 
and a strong co-operative, employee-owned and mutual sector. 

 Andy Haldane, Executive Director of Financial Stability at the Bank of 
England, has described well the way in which one of the factors that lay 
behind the 2007–2008 global financial crisis was that individual insti-
tutions had been diversifying, and that while this might be thought to 
reduce risk, it does not if all are diversifying in the same way, so instead 
the system becomes more concentrated (Haldane, 2009: 18–19). It is a 
classic fallacy of composition, that what is good for an individual institu-
tion acting alone does not apply when you consider all of them together. 
In addition to increasing risk through reduced diversity, this process also 
had the effect of shifting risk from the shareholder-owned banks that 
moved into investment banking, to the public sector, on account of the 
Bank of England’s obligation to act as Lender of Last Resort. 

 The Centre for European Policy Studies produced two research studies 
of diversity in European banking, both of which emphasise the advan-
tages of having diversity in banking structures and models. Their first 
report,  Investigating Diversity in the Banking Sector in Europe , found that 
‘The most important conclusion is that the current crisis has made it 
even more evident than before how valuable it is to promote a plural-
istic market concept in Europe and, to this end, to protect and support 
all types of ownership structures’ (Ayadi et al., 2009: 3). 

 The problem is not just that the economic future is uncertain, but 
that it is fundamentally unpredictable. As  The Economist  notes: ‘Just as 
an ecosystem benefits from diversity, so the world is better off with a 
multitude of corporate forms’ ( The Economist , 2010: 58). 

 Variety is the evolutionary fuel in economic development as well as in 
biology (as detailed, e.g., by Hodgson, 1993). Diversity is desirable across 
the economy, and diversity within the financial sector itself – both a 
variety of corporate forms and geographical dispersion, with stronger 
local presence – tends to support a broader variety of corporate forms 
in the rest of the economy which in turn enhances competition and 
consumer choice (Gagliardi, 2009). 

 The 2010 Coalition Government in the UK therefore committed itself 
to bringing about a greater degree of corporate diversity in the financial 
services sector, including through the promotion of mutuals. And the 
Bank of England’s  Financial Stability Report  noted:
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  Policy action is needed to reduce the structural problems caused by 
banks that are too important to fail (TITF). Larger UK banks expanded 
much more rapidly than smaller institutions in the run-up to the 
crisis and have received disproportionate taxpayer support during 
this crisis. That reflected a misalignment of risks on TITF banks’ 
balance sheets, due to implicit guarantees on their liabilities. (Bank 
of England, 2010: 11)   

 The UK’s Ownership Commission also concluded that good ownership 
requires institutional plurality, stewardship governance and stakeholder 
engagement (Ownership Commission, 2012). Regarding public services, 
it has been argued that productivity and efficiency should be united in a 
system of performance governance, which is ‘a mutual learning process 
of customers and service providers, in which resources and production 
and consumption processes of both groups are reconciled’ (Gronroos 
and Ojasalo, 2004). 

 This is an area where economists could contribute more actively, 
making the case for greater corporate diversity, measuring the success in 
achieving this, and promoting it globally.  

  Economic complexity 

 To rise to the current challenges, it may be that economics itself needs a 
rethink. After all, Adam Smith completely changed the thinking of his 
day. Marx rethought economics fundamentally, presenting his analysis 
as a critique of political economy. And Keynes intended that his 1936 
book should revolutionise the way people thought about the economy. 
All were successful in their endeavours, and their work in each case is 
the better for it. And there are no doubt lessons that can still be learned 
from each of them. One way in which economics today does need 
to rethink is to make it far more explicit that the simplified textbook 
models are precisely that – simplified textbook models. The problem is 
that while this has no doubt been done, all too often economic policies 
derived from those models are applied even though there is no rational 
basis for believing they will have the purportedly desired effects, given 
that they were derived on the basis of unrealistic assumptions. So what 
is needed in particular is an appreciation that the simplified textbook 
models should not be used to derive policies, without all the complexity 
of reality being reintroduced into the analysis before the policies are 
developed, finalised and applied. 
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 And when economics is used to inform policies on broader issues such 
as the environment, then complexity becomes even more important 
and pervasive, and to fully capture these complexities, economics needs 
to engage in genuinely interdisciplinary and multidisciplinary research. 
‘Genuinely’ means that economics needs to listen to and learn from 
other disciplines in order to work constructively with them, rather than 
seek to impose current economic approaches onto other areas of society, 
thinking that this will solve problems beyond the economic. 

 The term ‘complexity economics’ was coined by Brian Arthur of the 
Santa Fe Institute (Arthur, 1999), leading to the idea of economies as 
‘complex adaptive systems’. Summarising the literature, Beinhocker 
(2006) argues that this approach differs from the standard view in at 
least five ways:

    1. Dynamics : economies are open, dynamic systems, far from 
equilibrium;  
   2. Agents : they are made up of heterogeneous agents, lacking perfect 
foresight, but able to learn and adapt over time;  
   3. Networks : agents interact through various networks;  
   4. Emergence : macro patterns emerge from micro behaviours and inter-
actions; and  
   5. Evolution : evolutionary processes create novelty, growing order and 
complexity over time.    

 Drawing on ideas of Georgescu-Roegen (1971), Richard Nelson (2005) 
and others, Beinhocker (2006) argues that an ongoing process of co-evo-
lution of physical technologies, social technologies (that is, institutions 
or ways of co-ordinating human activities) and business plans under-
lies the creation of wealth in industrialised countries, notably as prop-
erty rights-based market economies encourage technological and social 
innovations for meeting (and creating) consumer demands. He argued 
that this approach can inform how to enhance and spread more widely 
this prosperity, whilst recognising the limits imposed by human impacts 
on the planet’s climate and ecosystems.  1   

 Complexity economics draws together insights from a range of 
approaches that challenge conventional economic thinking, including 
evolutionary economics and institutional economics. The roots of 
complex systems thinking and its application to environmental and 
evolutionary issues go back to Georgescu-Roegen (1971) and Kapp 
(1970), and significant progress has been made in recent years via the 
development of ecological economics that has done much to combine 
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the analysis of ecosystems and economic systems. One of the challenges 
facing the further development of research integrating economic and 
ecosystems is its interdisciplinary nature, drawing as it does on analysis 
from the natural and social sciences. Working across such disciplinary 
boundaries is not easy; however, meeting this challenge would appear 
to be essential if we are to enhance our understanding of the social costs 
of economic activity, most especially environmental damage. Recent 
research grounded in a systems approach encompassing economic and 
ecological systems has brought insights that can enhance and enrich 
thinking and policy making on these issues, and offers significant 
potential. Perhaps a major area of achievement has been to highlight 
the limitations of an over-reliance on market based instruments to the 
exclusion of other policy measures, such as reform of governance struc-
tures, changes in shared norms and innovation strategies. 

 Complexity economics seeks to draw on wider thinking on ‘complex 
systems’ by applying ideas of non-linear dynamics, heterogeneous 
agents, networks, emergence and evolution. Various authors have sought 
to apply some or all of these ideas to economic thinking. In a series of 
volumes from the Santa Fe Institute for Complex Systems, Brian Arthur 
and colleagues developed ideas of the economy as a ‘complex adaptive 
system’ (Anderson, Arrow and Pines, 1988; Arthur, Durlauf and Lane, 
1997; Blume and Durlauf, 2006). This line of thinking led particularly to 
the application of agent-based modelling to economic problems. Potts 
(2000 ) developed an evolutionary microeconomic model, in which 
economic systems consist of elements interrelated by multiple connec-
tions in networks. Allen (2001) and Allen, Strathern and Baldwin (2007) 
developed models of firms interacting in economic markets, empha-
sising properties of self-organisation and adaptive learning. These strands 
of thinking all highlight the fact that individuals and firms, though 
lacking in perfect foresight, are able to learn and adapt over time, and 
typically interact through networks. Emergent patterns arise out of these 
micro level behaviours and interactions, but these are only discernible 
at higher systems levels. Foster (2005) identifies the dissipative, evolu-
tionary and structural irreversibility of complex economic systems as 
important properties, together with the possibility that systems exist as 
both holistic entities and components parts. It is the connections and 
interactions within and between systems that lead to the emergence of 
complexity (Foster, 2005). This property of complex systems is highly 
relevant to the study of environmental sustainability that requires anal-
ysis of the connections and interactions between economic and ecolog-
ical or natural systems. 
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 The application of evolutionary thinking to economics was boosted by 
the seminal book by Nelson and Winter (1982), which argued that indi-
viduals and firms have ‘bounded rationality’ and so follow habits and 
routines, which evolve by a process of variation, selection and retention. 
Metcalfe (1997) developed this relation between evolutionary economic 
theory and the Schumpeterian idea of economic change occurring 
through periods of ‘creative destruction’. Dopfer and Potts (2008) sought 
to develop a general theory of economic evolution, based on interac-
tions between agents and structures at micro, meso and macro levels. 
Beinhocker (2006) argues that economic evolution is able to explain the 
explosive non-linear creation of wealth, increasing levels of variety and 
complexity, and spontaneous self-organisation. 

 Economic evolution is thus argued to be strongly path-dependent – 
that is, ‘history matters’ – and technological and institutional systems 
may become ‘locked-in’, creating barriers to the adoption of more bene-
ficial alternatives; van den Bergh (2007)  argues that greater attention 
should be paid to the application of evolutionary theory to environ-
mental questions, not least in the context of system resilience, resource 
use, ecosystem management and growth, but also in relation to indi-
vidual behaviour and environmental policy. Many of the limitations of 
neoclassical economics spring from the underlying model of rational 
choice or business decision making, with no meaningful analysis of 
the institutional environment in which business and policy decisions 
are taken. Ostrom (2006, 2007) provides significant insight into the 
use and evolution of governance systems to manage the commons and 
natural common pool resources; she found, empirically, that strategies 
for collective action evolve and adapt, aided by the design of appro-
priate institutions, thus enabling systems to escape the tragedy of the 
commons predicted by neoclassical economics. Similarly, Michie and 
Oughton (2011) show how alternative managerial, institutional and 
evolutionary theories provide richer insights into environmental prob-
lems and a broader spectrum of policy choices.  

  The need for interdisciplinarity and new 
economic thinking 

 This need for new economic thinking, and for multidisciplinary and 
interdisciplinary work, including an economics that is open to new 
thinking and to contributing to genuinely joint endeavours, has gained 
some support over the past few years. The World Economics Association 
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is a new international network of economists created in 2012 to debate 
and discuss issues with just such an open-minded agenda. 

 George Soros and others have funded the institute for new economic 
thinking, and one of the leaders of this new initiative is Professor Sir 
David Hendry, cited above as being one of those who actively debated 
the monetarist theories of the early 1980s, and who more recently 
researched an impressively interdisciplinary analysis of climate change 
(Hendry, 2011). It is to be hoped that economics as a discipline will take 
this opportunity to undertake a fundamental rethink – as it has done 
successfully in the past, with Adam Smith, Marx, and Keynes. There 
is a need for an economic approach that draws on the richness of past 
analysis while appreciating the new complexities to be analysed, and 
that is able to combine with scholars from other disciplines to address 
the big issue of the day – now and in the future. 

 This chapter began with a reference to the work of Stiglitz et al. (2009) 
into the nature of economic performance and social progress, and a brief 
reference was made to their conclusions, which were that we do indeed 
need to take a broader view of such matters than economics has gener-
ally done to date. It is also worth drawing attention to another important 
point made by that large piece of work – which involved a great many 
people, beyond the three principal authors – namely regarding the way 
in which that Commission went about conducting their work, which 
was primarily a work of social science, and more specifically, economics. 
They describe it thus:

  This is a report written by economists and social scientists. The 
members of the Commission represent a broad range of specialisa-
tions, from national accounting to the economics of climate change. 
The members have conducted research on social capital, happiness, 
and health and mental well-being. They share the belief that it is 
important to build bridges between different communities – between 
the producers and consumers of statistical information, whatever 
their discipline – that have become increasingly distant in recent 
years. Commission members see their expertise as a complement to 
reports on similar topics that were written from a different perspec-
tive, for instance by scientists on climate change or by psychologists 
on mental health. (Stiglitz et al., 2009: 10)   

 Writing in 1930 on what economic life might be like a hundred years 
hence, Keynes was optimistic about the growing levels of production 
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and economic possibilities that would be delivered as a result of techno-
logical progress, despite the bleak economic circumstances at the time. 
He was perhaps over-optimistic as to what future generations would 
do with the newfound possibilities for leisure. But he was prescient 
regarding the scope and scale of what was possible and likely in terms 
of economics and the economy. But this did not lead him to an exag-
gerated importance of his profession. Quite the contrary, Keynes (1930) 
concluded his essay with the following plea: 

 The pace at which we can reach our destination of economic bliss 
will be governed by four things – our power to control population, 
our determination to avoid wars and civil dissensions, our willing-
ness to entrust to science the direction of those matters that are the 
proper concern of science, and the rate of accumulation as fixed by 
the margin between our production and our consumption; of which 
the last will easily look after itself, given the first three. 

 Meanwhile there will be no harm in making mild preparations for 
our destiny, in encouraging, and experimenting in, the arts of life as 
well as the activities of purpose. 

 But, chiefly, do not let us overestimate the importance of the 
economics problem, or sacrifice to its supposed necessities other 
matters of greater and more permanent significance. It should be a 
matter for specialists – like dentistry. If economists could manage to 
get themselves thought of as humble, competent people, on a level 
with dentists, that would be splendid!    

  Conclusion 

 At the time of writing (November, 2014), the UK and global economies 
are still only slowly and fitfully recovering from the global recession of 
2009, which was the first year since the 1930s that the world’s aggre-
gate output, consumption and income actually fell. In that year, while 
the emerging economies saw their growth rates drop from an average 
of 9.1% in 2007 and 5.8% in 2008 to just 3.1% in 2009 – still though 
a positive figure, the world’s developed economies saw their average 
growth rate of 2.7% in 2007 fall to just 0.1% in 2008 and -3.6% in 
2009. This resulted in the growth rate for the world economy as a whole 
falling from 5.2% in 2007 to 2.4% in 2008 and –0.8% in 2009. That 
global recession did provoke economic debate and controversy, both 
amongst social scientists and between policy makers. Initially there was 
a co-ordinated attempt at global fiscal expansion to pull the world’s 
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economy out of recession, and this resulted in a 2.9% growth of global 
income in 2010, but this recovery soon gave way to austerity measures 
aimed at reducing the debts that had been caused by both the bank 
bailouts to deal with the global financial crisis and by the subsequent 
recession.  2   

 These debates have therefore continued, both around the austerity 
measures (critiqued e.g., by Blyth, 2013) and around what policies 
should be put in place to prevent a recurrence of the 2007–2008 global 
financial crisis. Here the debates have focused on the need for banks 
to hold more capital (see Admati and Hellwig, 2013), on the need 
to tackle the ‘too big to fail’ problem (see the Vickers Report – The 
Independent Commission on Banking, 2011), and on the need for 
greater corporate diversity within the financial services sector (see 
Michie, 2010). 

 The continuing research of such issues within social science is vital 
to achieving the best outcomes for our economy and society. While 
debates within social science are inevitable and necessary, as alternative 
theories and hypotheses are tested against each other and against the 
data, and as new developments require new analysis, improved poli-
cies and performance will require continued research into the economic 
processes involved, and into how these can be best shaped and incentiv-
ised along a new trajectory of sustainable development.  

    Notes 

  1  .   See Foxon et al. (2013) where these points are analysed and discussed in detail, 
and on which this section draws.  

  2  .   All growth figures are of Gross Domestic Product (GDP) growth at Purchasing 
Power Parity and are from the Economist Intelligence Unit, cited in  The 
Economist  (2013: 20).   
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   Introduction 

 Food security and politics have been closely linked since Joseph gained 
the pharaoh’s favour in early Egyptian times, by successfully interpreting 
his dreams.  1   Joseph forecast seven years of plenty and seven years of 
harvest failure. This foresight allowed the pharaoh to gather and store 
the surplus in good times, to take his people through hard times without 
famine and revolt. 

 Today, questions of how to ensure food security for all are often 
narrowly focused on increasing total food supply through, for example, 
raising agricultural productivity. The social sciences play a key role in 
questioning this emphasis, placing agricultural production in the bigger 
picture, and asking why, in a world of plenty, a billion people across the 
world still go hungry. 

 I take the social sciences here to include politics, economics, soci-
ology, anthropology, human geography and psychology, these being the 
subjects that explore and document the functioning of our societies at 
macro and micro-levels. While levels of practical engagement differ, the 
driving purpose behind such subjects has usually been to explore systems 
and relationships with the aim of understanding, and seeking ways to 
do things better. Over the last twenty years, a conscious engagement 
with policy design, institutions, and decision-makers has increasingly 
been seen as an essential requirement by funders of research whether 
governmental or philanthropic. But such engagement is nothing new 
to the profession; eighteenth and nineteenth century writers, such as 
Adam Smith and Thomas Malthus, were keen to bring their insights and 
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analysis to law-makers, debating trade, agricultural measures and food 
prices. 

 Thomas Malthus remains the writer and thinker most commonly 
referred to on food supply and population growth. Living from 1766 
to 1834, a time of great social, economic and technological upheaval, 
this moral philosopher, cleric and political economist was troubled by 
what he saw. He is most widely known for his treatise on population 
growth, in which he predicted that growth in human numbers will 
always outstrip their capacity to produce enough food. Two hundred 
years later, people are still debating the same problem, having had a 
couple of centuries’ respite from his predictions, due to falling birth 
rates and very rapid growth in food supply. The last of these, a conse-
quence of opening up the great plains in North and South America, and 
associated transport links kept food prices low in Europe. However, the 
incidence of famine and malnutrition elsewhere in the world was not 
much affected by such technical developments, until the introduction 
of green revolution technologies in Asia. 

 Malthus also wrote cogently about both the Poor Laws (he thought 
they were over generous and hence encouraged too much procreation), 
and the Corn Laws (he thought they were essential to keep domestic 
grain prices high and provide a good return to Britain’s farmers, though 
at the expense of making life tougher for those who had to buy grain). 
He also explored how food markets work, their tendency to swing 
between scarcity and gluts, with no necessary ability of the market to 
match demand and supply. In practice, all these issues are closely inter-
related, as we see from debates about food security today. Following 
the 2007–2008 food price spike, global debate revolved around how to 
protect the poor from such price volatility, ways to combat nationalistic 
trade measures, and the relative merits of controlling speculation and 
establishing grain reserves. 

  A rapid review of social science and farming systems 

 The contribution of social science to agriculture and food security has 
shifted over the two hundred years from Malthus, through the colo-
nial days when anthropologists were trained and recruited to study local 
people, and their societies, to the current spread of research centres and 
think-tanks at national and global levels. For many former colonies, in 
the 1960s and 1970s, there was a growing perception that social science, 
and economics in particular, could contribute to promoting economic 
development, particularly agricultural development. Following the 
spread of green revolution technologies, there was concern to get broader 
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take-up of technical change, and find ways of countering resistance to 
change from traditional peasant farmers. Through the 1980s and 1990s, 
the rise of farming systems research gave a stronger role to social science, 
in terms of helping natural scientists to understand the constraints faced 
by local farmers and, hence, the options for increasing productivity and 
raising farm income. 

 A revolution in thinking took place in the late 1980s, with the growth 
in participatory methods, variously known as Rapid Rural Appraisal 
(RRA), Participatory Rural Appraisal (PRA), and Participatory Learning 
and Action (PLA). This mix of tools and approaches had at their heart 
the recognition that peasant farmers from Peru to the Philippines have 
a considerable body of indigenous knowledge and expertise, allied 
with ability and agency. Far from waiting for ‘modern’ science to bring 
answers to the problems faced, such farmers have for generations been 
seeking solutions, based on a mix of methods available in their context. 
Through the use of maps, transects, and exploration of scientific terms 
and concepts in local languages, research and development workers 
became aware of the need to understand local knowledge systems, and 
marry them with what insights they could bring from outside. For many 
schooled in traditional research and extension programmes, this meant 
turning things on their head, no longer privileging modern science 
and putting the farmer at the centre of analysis. It meant consciously 
listening and learning rather than telling, and ‘handing over the stick’. 

 Reading through the early issues of RRA Notes, there is a freshness 
and energy evident from researchers to test out new ways of learning, 
and to understand how to engage a more bottom-up process of decision-
making and development. It firmly rooted analysis at the level of the 
people who actually plan and manage their fields and landscapes day to 
day. It helped put ‘experts’ in a different place, and legitimised a re-think 
of whose knowledge counts.  2   

 From the 1990s until the food crisis of 2007–2008, there has been less 
interest in agricultural and farm household economics. For many, the 
global food problem had been sorted, thanks to improvements in produc-
tivity. The next steps in economic development would need to move 
people out of farming and into urban centres and related employment, 
of some sort. But, since the 2007–2008 crisis, food prices and questions 
of food availability have come firmly back onto the global agenda, for 
countries rich and poor, as a result of climate change impacts, increased 
demand, rising fuel prices, the impact of biofuel mandates on demand 
for cereal and oil seed crops, and the slow rise in agricultural yields since 
the 1980s. In the early 2000s, a number of development NGOs argued 
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that aid money had been diverted from the agricultural sector, and into 
direct budgetary support for health, education, and infrastructure, with 
huge cost to poor nations’ ability to feed themselves. This call for more 
resources invested in farming was ignored until the crisis of 2007–2008 
brought home to governments across the world their vulnerability to 
rapid price rises, and the disruptive and damaging consequences of 
having an agricultural sector unable to meet national needs. 

 Post 2007–2008, there has been an avalanche of research, analysis, 
and policy reports focused on whether and how the planet will be able 
to support a possible 9–10 billion people in 2050.  3   Each asks in its own 
way: what will it take to bridge the perceived gap, how should climate 
change impacts be addressed, and what needs to be done now to increase 
the likelihood of adequate food reaching the poor? Many studies seek 
to frame the narrative according to the insights and interests of the 
organisation leading the study, whether it be the Royal Society, the Soil 
Association, IAASTD, Syngenta, Agrimonde or FAO. 

 The social sciences have a particular role to play to inform and guide 
the flurry of ideas and arguments presented in global debates on food 
security, and by finding ways to work closely with those in the biological 
and natural sciences, so that the combined ‘offer’ can be better framed 
in a way which meets the multiple and diverse needs of farmers on the 
ground. Thus, social scientists need to:

   Ask difficult questions   ●

  Assess what is actually happening, and understand why perceptions  ●

differ  
  Review policy design and identify ways to intervene more  ●

effectively.    

 Each of these will be discussed in the sections to come, but first a look at 
status and whose knowledge counts. 

  Status and hierarchy in knowledge systems 

 The role and influence of the social sciences in food security debates 
have swung to and fro over recent decades, depending both on the 
discipline concerned and the broader context. The history and evolving 
composition of the 15 global centres of the Consultative Group for 
International Agricultural Research (CGIAR) gives a practical example 
of how this has played out over the last 30–40 years of public funding 
for global science on agriculture and food production. The first centres 
established initially by the Ford and Rockefeller Foundations focused on 
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key commodities – wheat, maize, and rice, then tropical food systems 
in West Africa and Latin America. Subsequently, over the 1970s, nine 
additional centres were added to the original four, to bring in livestock, 
tropical forests, biodiversity, extension, and other food issues. Except for 
the International Food Policy Research Institute (IFPRI) which success-
fully established itself in the food policy-economics sphere, researchers 
in the bio-physical sciences have dominated positions of power and 
decision-making for decades. Economics has always sought to be first 
amongst the social sciences, with its status reliant on assertion of policy 
relevance, adherence to quantitative approaches and ability to draw on 
levels of theoretical abstraction which exclude others. Social scientists 
have been seen as secondary to the work of the centres, with smaller 
budgets and lower status. 

 There are numerous debates around what leads to hierarchy between 
different disciplines. Chambers argues that the highest status disci-
plines are concerned either with things, or they deal with people as 
though they were things. They tend to employ specialised and reduc-
tionist approaches, rely on precise mathematics and measurement, and 
become more and more knowledgeable about less and less. By contrast, 
low status disciplines are generalist, holistic, and deal with conditions 
which are irreducibly complex, diverse and unpredictable.  4   

 Writing in 1982, Nyle C. Brady, Director General of the Irrigated Rice 
Research Institute (IRRI) says:

  Whatever influence the international agricultural research centres 
(IARCs) have had on food production by small farmers in developing 
nations has been due largely to the improved crop varieties and tech-
nologies developed by their physical and biological scientists, and, in 
recent years, to the inputs of agricultural economists. But we increas-
ingly recognize that factors relating directly to the farmer, his family, 
and his community must be considered if the full effects of agricul-
tural research are to be realised.  5     

 Quantification is usually seen as an essential attribute in establishing 
an effective argument or case for action, and many people suffer from 
some level of quantophrenia, in which there is over-reliance on data and 
statistics. Eschewing statistics for their own sake, many social scientists 
often pursue looser qualitative, more discursive outputs and approaches 
which ask awkward questions, rather than offering simple solutions, 
which can irritate natural science colleagues. ‘Anthropologists and other 
social scientists have often been labelled, and rightly so, as after-the-fact 
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critics who study and report cases where change agents or technology 
designers have gone wrong in social, cultural or economic terms.’  6   

 Status is also associated with following clearly established scientific 
method, which is described as replicable and falsifiable and, hence seen 
to be ‘harder edged’ and more credible than the study of society, as 
noted:

  One major problem the scientists on the team had was taking the 
anthropologists seriously, a problem that persisted throughout the 
project. Conventions for establishing biological conclusions stress 
statistical analyses of controlled experiments. Conventions for estab-
lishing anthropological conclusions involve repeated observations, 
cross-cultural comparison, and verification. To a biological scientist, 
analysis always requires quantification.  7     

 Differences in language and method continue to dog relations between 
the natural and social sciences, and much of the gap between ‘the two 
cultures’ remains un-bridged.  8   Leon Walras, the nineteenth-century econ-
omist, adopted the methods and quantification of the natural science 
world to describe his analysis of market behaviour. He seized on physics, 
the subject which absorbed his father’s intellectual energy, to establish 
economic models which sought to predict the actions and choices of 
humans in the market. This set the economics discipline on a particular 
pathway for more than a century. Fortunately, the scale of the mismatch 
in assumptions between the specification of economic models and the 
reality of human behaviour is now coming under serious scrutiny, with 
the realisation that the economy is not a closed equilibrium system, but 
an open disequilibrium system.  9   The assumption that human behaviour 
can be modelled as though each person is an independent atom with 
perfect information, while aiding quantitative analysis, is also increas-
ingly seen as a terrible simplification of real life. The world in which we 
live is very different from this, and is better described as a complex and 
indeterminate landscape within which we act with imperfect informa-
tion, which makes analysis messier and indeterminate.    

  Asking ‘who sets the question?’ 

 Much of the recent debate on global food security has been dominated 
by supply issues encapsulated by the frequently asked question – ‘can 
we feed the world?’. Is there enough land, do we have the technology to 
grow more and at less environmental cost? How can the ‘yield gap’ be 
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bridged? What changes are needed in science and technology to ensure 
we can feed the world? How will the impacts of climate change forecast 
for the next 20–30 years affect crop production in different regions? 
Our need for quantification means there is a strong focus on figures, 
with analysts arguing for an increase in total food supply of from 70 to 
100%. Such statistics have become ‘facts’ through frequent repetition, 
such that it is now hard to identify the source, or question the basis on 
which they were derived.  10   

 The social sciences have an important role to play by asking – is ‘can 
we feed the world in 2050?’ the right question? – and how might it be 
phrased differently? Framing of the question is a major determinant of 
what solutions will be considered, so it is important to consider alter-
native formulations and the different answers these generate. As many 
social and political analysts have noted, the world currently produces 
more than enough food to nourish our current population adequately. 
Hence, increasing the total volume of food available is only part of the 
answer to addressing hunger. Social science needs to press awkward ques-
tions which many people would prefer to ignore, such as ‘why in our 
world are there a billion people underfed and a billion people obese?’ 
Many of these questions relate to politics, power, and interests. It is 
much easier and safer to focus on science and technology as providing 
possible answers to questions of food security, as they would seem to 
provide a neutral solution, which does not threaten the status quo. 

 As Sen has argued, addressing hunger is fundamentally a political 
problem. There are strong links between economic inequality and the 
distribution of political power.  11   Consequently, the prevalence of hunger 
and famine is much more frequent in countries where government feels 
little accountability to the poor. Drèze and Sen remind us that:

  Public action on hunger is a well-understood and well-travelled 
path ... . The persistence of widespread hunger is one of the most 
appalling features of the modern world. The fact that so many people 
continue to die each year from famines, and that many millions 
more go on perishing from persistent deprivation on a regular basis, 
is a calamity to which the world has, somewhat incredibly, got coolly 
accustomed. ... The eradication of famines is a fairly straightforward 
task ... the successes achieved in different Asian and African coun-
tries in eliminating famines seem eminently repeatable in others ... . 
Possible lines of policy are clear enough and well-illustrated by partic-
ular strategies that have been used in one form or another. Effective 
action is not only a matter of informed analysis but also one of 
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determination and will, firm commitment, uncompromising resolve, 
and dedicated action.  12     

 China’s horrendous famine years of 1958–1961 illustrate only too clearly 
how wrong-headed policies and people’s fear of speaking truth to power 
led to the deaths of between 30 and 45 million people.  13   There was no 
vehicle for public criticism, either through the political system or from 
the bureaucracy, both because the leadership was uncompromising, 
over-confident and unwilling to hear bad news, and because the conse-
quences for the individual critic were shocking and often brutal. 

 Political pluralism creates a space for debate about addressing hunger, 
and competition for votes. The HANCI index is one tool for generating 
competition, and urging further action. Constructed by a coalition of 
development agencies, with support from the Institute of Development 
Studies (IDS), Sussex, this index compares 45 developing countries for 
their performance on 22 indicators of political commitment to reduce 
hunger and malnutrition, related to public spending, policies and laws. 
The aim is to generate knowledge of what’s possible, and urge a race to 
the top amongst presidents and prime ministers seeking renown.  14   

 The highly political nature of hunger can be illustrated by the following 
contrast. In late August 2013, the Indian House of Congress passed the 
Indian Food Security Bill, which will provide a basic subsidised food 
ration aimed at 800 million people, two-thirds of the population. At 
the same time, members of the US Congress were proposing firstly cuts 
to the food stamps programme, which currently helps feed more than 
40 million poor people, and secondly, supporting an increase in public 
subsidies to a small number of large-scale commercial farmers. 

 Addressing hunger is not rocket-science, as Sen notes above, and much 
is already known about how to do it. There are an increasing number of 
governments that have established programmes to deliver food security 
for the poor, through a variety of mechanisms, such as food subsidies, 
employment guarantees, cash transfers, and food stamps. Presidents 
Lula da Silva and John Kufuor, of Brazil and Ghana respectively, received 
the World Food Prize in 2011, for their focus on meeting the needs of 
smallholder agriculture, and the set-up of social protection programmes 
to assure the poorest groups could access basic food security. 

 The World Food Prize noted:

  A guiding principle for President Kufuor during the entirety of his 
two terms as president of the Republic of Ghana (2001–2009) was to 
improve food security and reduce poverty through public- and private-
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sector initiatives. To that end, he implemented major economic and 
educational policies that increased the quality and quantity of food to 
Ghanaians, enhanced farmers’ incomes, and improved school attend-
ance and child nutrition through a nationwide feeding program. 
President Lula da Silva made it clear, even before he took office as 
president of Brazil in 2003, that fighting hunger and poverty would be 
a top priority of his government. More than 10 government ministries 
were focused on the expansive Zero Hunger programs, which provided 
greater access to food, strengthened family farms and rural incomes, 
increased enrolment of primary school children, and empowered the 
poor. Zero Hunger very quickly became one of the most successful 
food and nutritional security policies in the world through its broad 
network of programs, including: the Bolsa Familia Program; the Food 
Purchase Program; and the School Feeding Program.   

 The social sciences are also posing other troubling questions which 
impact on food security at global and local levels, such as:

What are the governance issues around the global food supply? Why 
is there such a large gap between farm price and what people pay in the 
shops? How can a cup of coffee cost £2.30 when the beans which make 
it cost just a few pence? Where does power lie in the mosaic of different 
supply chains, and what is the distribution of revenues along the chain 
from field to fork? Are there ways of achieving a fairer distribution of 
revenue along the food chain, and if so, how? 

 Why is there so much waste in food systems – is it because food is 
too cheap? How does the pattern of waste differ between countries and 
contexts and what are some of the measures that could cut waste? And 
would cutting waste increase food availability in practice? 

 Does ‘how’ food is produced matter at least as much as ‘what’ food is 
produced? Traditional economic theory argues that it makes most sense 
to maximise production where marginal returns are highest and then 
re-distribute the product. Members of the Cairns Group of agricultural 
exporting nations argue for liberalisation of trade, and reductions in 
protection of domestic farmers. But social scientists need to ask – what 
would be the consequences of such dependence on food from else-
where for the livelihoods, cultures, and politics of recipient nations? 
Opponents of trade liberalisation argue that food sovereignty is what 
matters, whereby people and nation states are able to feed themselves, 
rather than relying on others. 

 Social science also needs to ask ‘who is the expert?’ – how does food 
insecurity look to people who experience it daily? How can local and 
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national provisions best align with people’s own perceptions of need? 
They need to turn the topic on its head and ask – who is the real expert 
on food security, and can the insights and perspectives of those who face 
food shortages be combined with the views of global analysts?  

  Exploring the detail 

 Social science can explore the facts, describe, document, and analyse 
the incidence of food insecurity, by individual, household, location, 
and social class, to understand the pattern of food access and how it 
has been changing. Joint research with nutritionists has been key in 
understanding chronic malnutrition, as well as alerting governments 
and relief agencies to the onset of famine. The Indian Food Security 
Bill, noted earlier, has been, in part, a response to results from regular 
surveys which show that even today, more than 40% of children under-
five are underweight, and 20% suffer from acute malnutrition. For a 
nation seeking middle-income status, the current Indian Prime Minister 
is reported to feel shame by such persistent levels of malnutrition and 
the country’s poor ranking in nutritional league tables. 

 In the same way that adequate food production at global and national 
level is a poor predictor of food access by the poor, so too the aggre-
gate availability of food at household level does not tell the whole story 
within the family. Analysis of food habits and patterns of consumption 
show the influence of power relations between men and women, old 
and young, in terms of who gets preferential access to food, especially 
when it is scarce. It also helps pinpoint the huge importance of getting 
good nutrition at particular moments, such as during pregnancy and 
lactation, and during the first 1000 days of life, if children are to reach 
their physical and mental potential.  15   

 Tackling complex ‘wicked’ problems like obesity offers fertile ground 
for joint work by different social and natural science disciplines, by 
taking a systemic approach. The consequences of eating too much food 
have been on the public policy agenda for some time, given the striking 
growth in numbers of seriously obese people not only in North America 
and parts of Europe, but also increasingly in middle-income countries 
like India, China, Brazil and Mexico. Obesity has been linked to rising 
health problems, such as diabetes, heart and lung disease, arthritis and 
cancer, with serious consequences for the demand made on health 
budgets and wider social costs. Yet it seems a difficult and intractable 
set of behaviours to address, bringing together issues of culture, food 
habits, human psychology, social norms and values. Society, by failing 
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to address good nutrition early on, pays a heavy price in the longer 
term. If promoting health and good nutrition took a systemic approach 
and were mainstreamed into government policy, this could change 
many aspects of interventions, such as re-thinking the built environ-
ment, encouraging walking and cycling, taxing fatty and sugary foods, 
and clearly labelling foods.  16   

  Making sense of diverse approaches 

 The debate on global and local food security is often polarised around 
simplistic positions. The social sciences have a key role in making sense 
of this diversity, in opening up discussion of these different world views, 
and the assumptions which lie behind them. At the risk of falling into 
over-simplification, the argument is commonly characterised as between 
‘modernising technocrats’ who see science as offering the solutions to 
scarcity,  17   and those arguing for ‘food sovereignty’ and models of produc-
tion based on local knowledge and self-provisioning.  18   In practice, most 
solutions are likely to involve a combination of such extremes. 

 Social science needs to promote reflection on the methods, assump-
tions and interests associated with different world views and see how 
political dialogue can bridge these perspectives. Bottom-up voices are 
important in contesting a positivist approach to addressing food security 
through transformation, modernisation and social engineering. Recent 
reports from China describe the government’s plans to shift 250 million 
people from rural to urban centres over the next decade.  19   This massive 
social engineering project seeks to integrate 70% of the country’s 
population into urban living by 2025. A big hike in state spending is 
needed for the infrastructure, education, health care and pensions for 
ex-farmers, to achieve this shift far faster than might have happened 
organically. On the financial front, with most of the costs borne by 
local government, often by borrowing money, there are worries that 
a credit crisis could put such plans in jeopardy. On the human front, 
there are worries that such huge transformations can generate major 
costs for society. Humans are not just so many disconnected atoms in 
a giant machine, but are strongly rooted both in the biology of their 
evolution from ape to present day, and in the family, community and 
other social networks that have shaped their lives. They need to find 
meaning and purpose, which may not be so easy to acquire in the huge 
cities being built for them. 

 Understanding the pattern of interests, and their interplay with poli-
tics and power helps explain the conundrum of poverty and hunger 
in the midst of plenty. It clarifies why the obvious and right steps are 
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often not taken. Exploring the links between party political funding, the 
role of lobbyists, and decisions made by government should be a more 
central part of social science research into food policy, from which the 
academic world tends to shy away, leaving the ground to policy think-
tanks and NGOs. Yet a dispassionate analysis of how power works to 
serve a particular set of interests should be a core part of social science 
work, rather than being left to journalists and campaigners. Increased 
transparency and freedom of information should help uncover some 
of these connections. A recent study of US politics shows that lobby-
ists and politicians are closely intertwined, with an estimated 50% of 
former law-makers being hired as lobbyists. In 2012, there were 12,400 
lobbyists spending more than $3 billion.  20   And with 4–5 lobbyists hired 
by oil companies for every member of congress, it is not surprising that 
climate change legislation is making very slow progress. 

 Social science also needs to show the value of expertise from different 
sources, in order to confer credibility on indigenous knowledge, and 
show that there are usually no perfect answers. Context really matters, 
and what works in some places, may not offer a solution elsewhere. 
A good example of this is seen with the orange-fleshed sweet potato 
in Malawi, designed to withstand drought and offer both calories and 
protein enriched with vitamin A. Farmers, NGOs and agricultural scien-
tists have pooled their knowledge and resources to help spread planting 
material, knowledge of how best to manage and multiply the sweet 
potato vines, and ways to build on traditional forms of food storage and 
preservation.  21     

  Reviewing evidence from policy interventions 

 Social science research and engagement have brought about major shifts 
in policy and practice, whether it be in assessing design of social protec-
tion measures, or analysing farm size and tenure models. 

  Assessing social protection measures.  As noted earlier, there is plenty of 
evidence of the benefits from social protection measures for addressing 
hunger. Social science needs to assess the options in context – food 
distribution, income support, social safety nets, and related measures 
which have consequences for better nutrition, better education for girls 
and jobs for women. 

 Social protection programmes are seen as increasingly central to 
addressing risk and vulnerability, and enabling countries to meet 
the Millennium Development Goals (MDGs). In a recent study, 
researchers from the Overseas Development Institute (ODI) showed 
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that significant improvements to cash transfer and other schemes are 
possible if attention is paid to beneficiary perceptions.  22   ‘Beneficiary 
and community voices highlighted some key implementation chal-
lenges, including targeting flaws, payment delays, inadequate griev-
ance channels ... ’ In a review of five different cash transfer schemes, 
beneficiaries highlighted the positive aspects to be: increased control 
and decision-making powers, better access to basic services, improved 
intra-household relations, restored dignity, less dependence on 
others, and increased confidence. With the knowledge that a cash 
transfer would be forthcoming, it was easier for beneficiaries to gain 
credit, which also helped boost the local economy. Nevertheless, there 
were problems that arose from the operation of such schemes which 
included: tension between spouses as to how money should be spent, 
erosion of traditional and informal social protection systems, and a 
feeling from non-beneficiaries that they should be included. Overall, 
there was a preference for jobs over cash transfers, which suggests 
the importance of combining such transfer programmes with other 
complementary measures, such as skills training, access to credit, 
building greater social and economic resilience, and improving infra-
structure, such as access to energy. 

  Debating farm size and structure.  There have been long-running debates 
on the relative merits of small and large farm size, to which the social 
sciences have made major contributions.  23   They have explored their 
relative performance in terms of yield, employment, environmental 
management, incomes generated, and a range of other measures. Such 
analysis is often a key part of political debate around the support that 
should be accorded to large or small farms, and how far trade measures 
should recognise and protect the multifunctional character of small-
holder agriculture. 

  Assessing different tenure models.  Land titling, shape-cropping and 
tenancy issues have all been subject to social science enquiry, to valu-
able effect. Economists have led the analysis of institutional forms 
and contracts and the incentives they offer to land users to invest 
in agricultural land, shaping policy responses in many countries. 
Anthropologists have shown the range and dynamics of such social 
institutions in contexts of rapid social change.  24   From simplistic solu-
tions promoting freehold title everywhere, research and practice have 
shown the wide range of responses that can provide both the incentive 
and the collateral for gaining credit that allows for investment in land 
improvements. Simple, cheap methods to secure rights of occupation 
and use are often a better option than formal titling, are accessible to 
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the majority of the population, and offer sufficient security for invest-
ment. This debate and the research work which lies behind it has led 
to a big worldwide shift in the design of land administration systems 
and processes for registering claims in land.  25   It has also shown the 
multiple routes down which such security can be assured, combining 
a range of methods which include recognition of customary law, and 
hybrid institutions for managing land administration which involve 
both traditional and modern procedures. 

  Arguing for common property resource management systems.  A further 
good example of impacts from social science research and networking 
can be found in the change in policy attitudes towards common 
property resources (CPRs), such as grazing land, forests, and fisheries. 
Hardin’s blunt analysis in the late 1960s of the inevitable ‘tragedy of the 
commons’ had huge influence on thinking, and supported measures 
to enclose and privatise common resources on grounds of efficiency 
and environmental sustainability.  26   But much subsequent work has 
demonstrated the limits to Hardin’s findings, and the many circum-
stances where CPR institutions have generated long-term sustainable 
solutions, and thus tragedy has been averted. Ostrom  27   played a land-
mark role in this re-shaping of debate, recognised by her Nobel prize 
for Economics in 2009, alongside a broad network of others working 
on the study of common property, in fields like pastoral development, 
community management of fisheries and joint forest management. 
The theoretical underpinnings from Ostrom provided intellectual 
support and practical policy examples which led to the reversal of ideas 
and policy interventions in many places. For example, in the West 
African Sahel, many governments now recognise  conventions locales  
which confer formal government legitimacy on local bodies seeking to 
manage a common resource, setting sanctions and excluding certain 
forms of use.  28   Equally, there has been a revolution in thinking around 
nomadic pastoral development in a range of countries,  29   such that 
governments – instead of forcing settlement – have passed legislation 
recognising the importance of herd mobility, and rights of access to 
grazing resources.  

  Conclusion 

 Social science often deals in the less quantitative, intangible, values-
based issues that hold our society together, including food security. 
It requires an understanding of humans both as individuals and how 
they relate to wider society. Economics took a wrong turn in the late 
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nineteenth century when Walras framed economics in the language 
of physics. Today, the social sciences continue to draw on the natural 
sciences, to help understand human behaviour, such as the insights 
gleaned from evolutionary biology. This has brought new perspectives 
to analysing individual and collective behaviour, such as the instincts 
for cooperation and competition, which combine at different levels and 
in multiple ways. 

 While borrowing from its models, social science also needs to contest 
the primacy of natural science in giving advice on the big public policy 
issues of the day, by demonstrating the value and relevance of its 
methods. This means describing the system as it is, including the inter-
ests at stake, mastering the best forms of data analysis and presentation 
when appropriate, and flagging issues of distribution, inequality and 
social justice, alongside questions of how to increase aggregate output. 
It needs to focus attention on the ‘how’ of food security alongside the 
‘what’, by recognising that the means by which food security is achieved 
matters as much as the end in itself. 

 But it must also be recognised that many of the most interesting 
questions around ‘can we feed the world in 2050?’ actually cross disci-
plines, and require input from both natural and social sciences. Food 
and farming systems do not fit neat disciplinary boxes. Hence, seeking 
solutions to sustainable food security requires a combination of skills 
and knowledge to map the incidence and causes of food insecurity, as 
well as the options for addressing hunger. Ultimately, however, it’s the 
politics which determines whether government acts on well-established 
evidence for measures to end hunger. Pharaoh’s sleep was upset by fear 
of famine and the unrest this would cause. Joseph could interpret and 
translate Pharaoh’s dreams into the setting up of food stocks to cope with 
forthcoming famine. The large number of reports focused on ‘can we 
feed the world in 2050?’ suggests that many powerful people are having 
sleepless nights. Learning lessons from the past and putting the interests 
and needs of the world’s hungry at the forefront of reforms to food and 
agricultural systems could help them achieve the sleep of the just.  

    Notes 

      Camilla Toulmin is the Director of the International Institute for Environment 
and Development (IIED).  

1. Genesis 31: vv 1–13.  
  2  .   Chambers, R., Pacey, A. and Thrupp, L. A. (eds) (1989).  Farmer First: Farmer 

Innovation and Agricultural Research , London: Intermediate Technology 
Publications.  



126 Camilla Toulmin

  3  .   Foresight.  The Future of Food and Farming  (2011). London: UK Government. 
IFAD Rural Poverty Report (2011). Rome: International Fund for Agricultural 
Development. Agrimonde (2009).  Agricultures et alimentations du   monde 
en 2050:   scénarios et   défis pour un   développement durable . Paris: Editions 
Quae. Royal Society (2009).  Reaping the Benefits: Science and the Sustainable 
Intensification of Global Agriculture . London: Royal Society. Godfray, C. et al. 
(12 February 2010) Food security: the challenge of feeding 9 billion people. 
 Science , 327(5967), 812–818. Conway, G. (2012).  One Billion Hungry. Can we 
Feed the World?  Ithaca: Cornell University Press. Emmott, S. (2013).  10 billion , 
London: Penguin.  

  4  .   Chambers, R. (1997).  Whose Reality Counts? Putting the Last First , London: 
Intermediate Technology Publications.  

  5  .   IRRI, (1982).  Report of an Explanatory Workshop on the Role of Anthropologists 
and Other Social Scientists in Interdisciplinary Teams Development Improved Food 
Production Technology , Manila: IRRI.  

  6  .   Ibid.  
  7  .   Ibid.  
  8  .   Snow, C. P. (1959).  The Two Cultures , Cambridge: The Cambridge University 

Press.  
  9  .   Beinhocker, E. D. (2007).  The Origin of Wealth , London: Random House 

Business Books.  
  10  .   Soil Association (2010).  Telling   Porkies. The Big Fat Lie About Doubling Food 

Production , Bristol: Soil Association.  
  11  .   Sen, A. K. (1982).  Poverty and Famines. An Essay on Entitlement and Deprivation , 

Oxford: Oxford University Press. Stiglitz, J. E. (2012).  The Price of   Inequality , 
New York: W. W. Norton & Company.  

  12  .   Drèze, J. and Sen, A. (1989).  Hunger and Public Action , Oxford: Oxford 
University Press.  

  13  .   Yang Jisheng (2012).  Tombstone: The Untold Story of Mao’s Great Famine , 
London: Allen Lane.  

  14  .   Hunger and Nutrition Commitment Index (HANCI). Sussex: Institute of 
Development Studies.  

  15  .   Conway, G. (2012).  One billion hungry. Can we feed the world?  Cornell 
University Press.  

  16  .   Foresight (2010).  Tackling obesities: Future choices , London: UK Government.  
  17  .   Ridley, M (2010).  The rational optimist , London: Fourth Estate.  
  18  .   Pimbert, M. (2009)  Towards Food Sovereignty: Reclaiming Autonomous Food 

Systems , London: IIED. http://www.iied.org/towards-food-sovereignty-re-
claiming-autonomous-food-systems, accessed 12 September 2013.   

  19  .   Johnson, I., (2013). New York.  The New York Times , available at http://www.
nytimes.com/2013/06/16/world/asia/chinas-great-uprooting-moving-250-
million-into-cities.html?pagewanted=all&_r=0, accessed 5 September 2014.  

  20  .   www.opensecrets.org  
  21  .   Abidin, P.E., Nyekanyeka, T., Heck, S., McLean, S., Mnjengezulu, G., Chipungu, 

F., Chimsale, R. Botha, B. (2013 )   Less Hunger, Better Health and More Wealth: The 
Benefits of Knowledge Sharing in Malawi’s Orange-Fleshed Sweet Potato Project , Dublin: 
Hunger, Nutrition, Climate Justice. Conference: a new dialogue. Putting people 
at the heart of global development. Dublin April 15–16, 2013.  http://www.mrfcj.
org/pdf/case-studies/2013–04–16-Malawi-OFSP.pdf, 12 September 2013.     



What Can the Social Sciences Bring to an Understanding of Food Security? 127

  22  .   www.transformingcashtransfers.org  
  23  .   Feder, G. (1985). The relationship between farm size and farm productivity. 

 Journal of Development Economics . 18(2): 297–313. Berry, R. A. and Cline, 
W. R. (1979).  Agrarian Structure and Productivity in Developing Countries . 
Baltimore: John Hopkins Press. Barrett, C., M. F. Bellemare, J. Y. Hou, (2010). 
Reconsidering conventional explanations of the inverse productivity-size 
relationship.  World Development , 38, 88–97.  

  24  .   Chauveau, J-P., Bosc, P. M. and Pescay, M. (1998). Le plan foncier rural 
en côte d’Ivoire. In P. Lavigne Delville (ed.),  Quelles politiques foncières en  
 Afrique?   Réconcilier pratiques,   légitimité et   légalité , Paris : Karthala-Coopération 
Française, 553–582.  

  25  .   de Janvry, A., G. Gordillo, E. Sadoulet, J-Ph. Platteau (ed.) (2001).  Access 
to Land, Rural Poverty, and Public Action,  Oxford: Oxford University Press. 
Lavigne Delville, Ph., Toulmin, C. and Traoré, S. (eds)(2000)  Gérer le   foncier 
rural en   Afrique de   l’Ouest.   Dynamiques foncières et interventions   publiques.  Paris: 
Karthala;   Saint-Louis: URED, (2000). Baland, J-M. and Platteau, J-Ph., (2000). 
 Halting Degradation of Natural Resources: Is There a Role for Rural Communities?  
Oxford: Oxford University Press. Deininger, K. (2003).  Land Policies for Growth 
and Poverty Reduction . Washington: World Bank. Toulmin, C. and Quan, J. 
(2000).  Evolving Land Rights, Policy and Tenure in Africa , London: DFID/IIED/
NRI. Cotula, L. (2013).  The Great African Land Grab?  London: Zed Books.  

  26  .   Hardin, G. (1968). The tragedy of the commons.  Science , 162(3859), 
1243–1248.  

  27  .   Ostrom, E., (1990).  Governing the Commons , Cambridge University Press. 
Ostrom, E. (2002).  The Drama of the Commons , Washington DC: National 
Academy Press.  

  28  .   Djiré, M. (2004).  Les Conventions Locales au Mal , London: IIED and Dakar: IED 
Afrique.  

  29  .   Behnke, Jr, R. H., Scoones, C. K. and Kerven, C. (eds) (1993).  Range Ecology 
at Disequilibrium: New Models of Natural Variability and Pastoral Adaption in 
African Savannas , London: Overseas Development Institute.   

���



128

   In the Introduction to this volume we are advised that just opening a 
newspaper serves as a reminder of the problems, big and small, with 
which society is beset: ‘Public issues and private troubles are as inter-
laced as ever’, and while a response is required, ‘solutions need to be 
based on accurate and suitable information’. This volume demonstrates 
what social science can offer towards identifying social issues, and offers 
solutions for those problems which are visible in public discourse. We 
would like to suggest that contemporary work in the social sciences has 
an additional, perhaps even more important, role to play – namely in 
the search not only for answers to known problems, but in going on to 
develop the next set of questions. As Martin Rein said in the introduc-
tion to his classic text on  Social Policy: Issues of Choice and Change , ‘what 
is needed in social policy is not so much good tools but good ques-
tions’ for developing the forthcoming policy agenda (Rein, 1970). So we 
begin by looking critically at the way social science is used to identify 
current problems, and then go on to consider how social scientists can 
also contribute to formulating the next set of policy questions. We hope 
to demonstrate both the present and potential contribution of social 
science to a better understanding of society, and to the more effective 
development of policies for the family. 

 This chapter focuses on the private troubles which become public 
issues associated with the changing course of family life, in partic-
ular the formation and dissolution of adult personal relationships 
through marriage and divorce and the difficulties which arise for those 
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concerned, particularly the children of these relationships, from these 
transitions.  

  Numbers and the need for skilled interpretation 

 The accessibility and quality of data on family life has increased expo-
nentially over the last decade. It is now a simple task to ‘google’ online 
marriage, divorce and civil partnership statistics using an iPhone or iPad, 
and have instant access to the latest data collected and released by the 
Office of National Statistics (ONS), together with commentary published 
in journals such as ONS Population Trends. These demographic data are 
of high quality and easily accessible. But they are complex, and require 
careful interpretation. One difficulty with the application of studies 
of family trends and family behaviour is that everyone is an ‘expert’, 
bringing their own experience and personal values to the table. And 
every issue is set in an emotional context. As British society becomes 
more diverse in ethnicity, culture and belief, these differences add to the 
need for skilled interpretation of family data. We are caught in a situa-
tion where, although we are fortunate in having a wealth of information 
and keen media interest in reporting newly released data, this kind of 
dissemination may not always be grounded in the necessary expertise 
and knowledge needed for in-depth evaluation of the findings. 

 As well as academic research there is also a plethora of less reliable 
information, including heavily biased surveys with leading questions, 
biased samples and mis-analysis of data. The contribution of social 
science research on family issues will be limited if it becomes dominated 
by lay reporting of key findings. The impact can be far greater if the 
social scientists’ voice can be heard – making clear what inference can be 
drawn from particular findings, taking into account sampling methods 
and sample sizes, taking care to differentiate between an association 
observed between two factors and the possibility of a causal relation-
ship which will permit a level of prediction, and making the distinc-
tion between exploratory work which seeks to develop understanding 
of some matter, and explanatory work which will attempt to answer 
questions. To report on the success of a small qualitative exploratory 
study – such as, for example, an evaluation of a new pilot programme 
for helping perpetrators of domestic abuse – and to claim that the 
results could be generalisable to the population at large, is likely to be 
misleading and wrong. 

 With these caveats in mind, we turn to some of the key issues in 
family research which are relevant to policy debates surrounding the 
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current state of the Family, in particular recent changing patterns of 
Marriage and Divorce, and their possible negative impact on children 
and society as a whole. We will review the social science evidence 
which underlies our current formulation of social problems, and ask 
whether other additional issues are emerging, whether any further 
contributions to policy development are indicated, and whether the 
latest available research reveals any need to modify the currently rather 
bleak picture.  

  Marriage and divorce statistics: the ‘decline’ of marriage 

 Popular understanding of the social problems linked to changing 
family structures can be summarised as ‘the breakdown of the family’, 
indicated by the decline and instability of marriage, and the impact of 
lone parenthood on the development of children and their subsequent 
ability to function as good citizens when they reach adulthood. On 
opening a newspaper during the party conference season of autumn 
2012, we found James Chapman’s headline in the Daily Mail, 8 October 
2012, which runs ‘The Married will be a minority in a generation ... half 
of all children now can expect to see their parents separate’. The article 
draws on a report published on 7 October 2012 by the think tank the 
Centre for Social Justice, (CSJ) set up by Ian Duncan Smith, entitled 
‘Transforming Child Care, Changing Lives: Making sure work pays’ 
which warns of an increasing social divide in family structure into 
traditional stable families and a large and growing less stable group who 
lack resident fathers. 

 This view was endorsed at the Conservative party conference with 
warnings from a former Minister for Children, Tim Loughton MP, that 
without concerted action Britain was in ‘peril, socially and economi-
cally ... Family breakdown costs society £44 billion a year’. The remedy 
proposed was a ten point plan which would reward marriage through 
the tax and benefit system, introduce a full presumption of shared 
parenting after separation in the family courts to maintain attach-
ments between separated fathers and children, deregulate prohibitively 
expensive childcare, make practical suggestions to protect children 
from online pornography, and enable recently retired people to offer 
guidance to fatherless boys. The CSJ study found that only half of new 
young parents on low incomes were married, and that this proportion 
rises to 80% for those earning less than £21,000 a year. The report ended 
by concluding that by 2047 less than 50% of families would be headed 
by married couples. 
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 This CSJ report continues the analysis first presented by the think 
tank in a series of reports entitled ‘Breakthrough Britain’, summarised 
in 2006 (Centre for Social Justice, 2006). The waning of marriage and 
the decrease in the traditional stable two-parent form of child rearing 
is firmly placed at the heart of British troubles ranging from poverty, 
unemployment and welfare dependency, to crime and social disorder. 
This kind of analysis is not new. It has characterised popular and polit-
ical discourse for over thirty years and in the 1990s was chiefly asso-
ciated with publications from the Institute of Economic Affairs (e.g., 
Dennis and Erdos, 1992). 

 Marriage in the latest CSJ report is described as creating citizenship 
and nationality, legitimacy, regulating inheritance and welfare benefits, 
and much more. This approach has been constructed rather differently 
in academic research from the American demographer Andrew Cherlin 
who described marriage as a ‘Super relationship’ (Cherlin, 2004) whose 
‘symbolic significance has remained high and may even have increased. 
It has become a marker of prestige and personal achievement’. But, as 
he and British social scientists such as Kath Kiernan have shown, it is 
increasingly associated with the more highly educated and occupation-
ally and economically advantaged. Why is this? 

 Attitudinal data from the British Social Attitudes Survey show over 
time how people’s general attitudes to marriage and cohabitation have 
become less traditional and more accepting of people living together 
outside marriage, yet national data also show that for many cohabiting 
couples marriage is still an aspiration.  1   The British Household Panel 
Survey in 2007 reported that 75% of couples under 35 currently cohab-
iting wanted to marry.  2   

 National statistics clearly show that the frequency of marriage is 
declining, and the media and some politicians and pundits make a 
causal link between this decline and a multiplicity of social ills. But we 
argue that the value of the social science contribution lies not only in 
providing the numbers, but also in careful interpretation. Social scien-
tists can encourage a closer look at newly published numbers, but can 
then place the new data in the context of other forms of trend data as 
well as more qualitative social research into family matters, in order to 
develop and extend our thinking about the phenomenon, and in so 
doing begin to raise new policy questions. 

 For example, marriage has become less prevalent insofar as a smaller 
proportion of the British population is currently married than in the last 
decade of the twentieth century, and the composition of the married 
population is changing.  3   But is this a decline in marriage or a rejection 
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of marriage per se? Does this change threaten social stability, or does it 
provide a role model for marriage, which, though less prevalent, may be 
more respected than when marriage was more common? Social scien-
tists scrutinise the demographic data, but can also explore the meanings 
people attach to their behaviour to explain what is happening to family 
life and the values given to marriage. 

 Historians too have contributed to this debate, raising questions about 
the traditional view of the frequency of formal marriage in the past. 
Rebecca Probert, a legal historian, questions the assumption that cohab-
itation was common in the seventeenth to nineteenth centuries, and 
argues that formal marriage was the norm at that time (Probert, 2012). 
It is clear, however, that the incidence of formal marriage declined from 
the 1960s onwards, divorce rates increased, and cohabitation began 
to emerge as a statistically significant family form in the 1980s. The 
number of marriages fell from 480,285 in the UK in 1972, to just over 
270,000 in 2007, and after a further dip rose slightly to 241,000 in 2010, 
which gives a current marriage rate of 8.7% people marrying per thou-
sand unmarried population aged 16 and over.  4   The highest numbers of 
marriages appeared among men and women in their late twenties, and 
two-thirds of marriages were civil ceremonies. And whereas in 1940 over 
90% of marriages included both partners marrying for the first time, by 
1996 this had fallen to 58% and by 2006 to 39%. 

 The numbers derived from national data and analyses are clear. Social 
scientists are telling us that there were half as many marriages in 2010 as 
there were 40 years earlier. The immediate concerned response is under-
standable. To those who see marriage as the cornerstone of social and 
economic stability, the place where the next generation is nurtured and 
socialised, this finding is frightening. But social scientists have a great 
deal more to offer in response to this information. They may suggest 
that some of this reduced incidence of marriage is because young people 
are marrying later for a whole variety of reasons. Similarly as people are 
living longer, more are experiencing longer periods of widowhood. So 
in assessing the ‘health’ of marriage as an institution it is important to 
not only look at the current proportion of married people but also at 
who will and who has ‘passed through’ marriage including those who 
have divorced. What this then suggests is that marriage is still a majority 
experience, though for some not lifelong. 

 Social scientists also ask, what are people doing if they are not marrying? 
Are they forming independent households alone or living with friends? 
Are they staying at home with their parents for longer periods? Or, as we 
suggest in the following section, are they cohabiting?  
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  Rise of cohabitation 

 The demographic data indicate a parallel increase in cohabitation. 
Eva Beaujouan and Maire ni Brolchain (Beaujouan and ni Brolchain, 
2011) have shown through retrospective histories taken from the General 
Household Survey 1979 to 2007 that in the early 1960s less than 1% of 
adults under 50 years cohabited, while the figure for 2007 is 17% (one 
in six). Social attitudes have changed, and they quote the widespread 
view expressed in a recent Social Attitudes Survey that marriage is ‘only 
a piece of paper’. The early studies of these cohabitants are reported as 
finding three distinct groups, a small group consisting of those choosing 
to reject the social and legal obligations of marriage on principle, a 
group of those who live together early in their relationship possibly as 
a precursor to marriage which might follow the birth of a child, and a 
group living together after a divorce and reluctant to become involved 
with the kinds of legal obligations and regulation they had experienced 
in the divorce process. As a whole, the population of cohabitants was 
younger and less settled in work and housing than those who married. 
As social attitudes to living together and even having children outside 
marriage relaxed, the cohabiting group has come to include some of 
those young couples who in earlier years had married as a result of social 
pressure, especially if a baby was expected. But cohabitants remain a 
difficult group to study, as definitions of cohabitation vary, and there 
is no official and visible notification of change of civil status for cohab-
itants as there is for those who marry and are registered as doing so. 
As pressure to reform the law to give more of the financial protections 
available to women and children on divorce to separating cohabitants 
has developed, it has always foundered on the difficulty of evidencing 
cohabitation in a clear way (see Law Commission, 2007). 

 Since the 1990s, cohabitants have become an increasingly heteroge-
neous group. For some it is a temporary phase – they either marry their 
partner or separate; the average length of cohabitation has increased 
and children are more likely to be born into the relationship. For some, 
cohabitation has become an alternative way of family life rather than 
a precursor to marriage. But the socio-demographic characteristics of 
people making different choices vary significantly. Long-term cohabi-
tation, especially with children of the relationship, is disproportion-
ately associated with lower education, occupational and income levels. 
Cohabitation with children is less stable as a family form than marriage, 
as recent analysis of the Millennium Cohort has shown (Holmes and 
Kiernan, 2010).  
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  Increase in relationship breakdown 

 The fall in the rate of marriage has been accompanied by a rise in 
divorce. In 1929 there were only 3,400 divorces in England and Wales. 
The number doubled during the 1960s from 24,000 to 56,000 in what 
became known as the divorce epidemic, and by the end of the 70s in 
1979 there were over 127,000 divorces.  5   The increase in numbers was 
exacerbated by the redivorce of couples one or both of whom already 
had a previous marriage which had ended in divorce. But as the divorce 
rate fell, following the decrease in marriage rates, in 2007 it reached its 
lowest level since 1981, at 11.9 per thousand of the married popula-
tion. By this stage the press was reporting ‘divorce rates plunging as 
UK men discover commitment’ ( Daily Mail  15 September 2012), though 
no evidence was given to support the claim that this was caused by an 
increase in commitment. 

 If we turn back from the media coverage to the demographic data, it 
is clear that the risk factors for divorce included low age at marriage and 
an unexpected change in personal economic circumstances. The risk of 
divorce also increased with the number of children for whom the couple 
were responsible (Chan and Halpin, 2008). Given these risk factors for 
the breakdown of marriage, and given the lower age and increased 
economic vulnerability of cohabiting couples, the research findings that 
the latter are twice as likely as married couples to separate is unsurprising 
(see Boheim and Ermisch, 2001). However, as cohabitation has become 
more commonplace across all sectors of society, pre-marriage cohabita-
tion is no longer associated with a higher propensity to divorce for those 
who go on to marry.  

  Interpreting marriage and divorce statistics 

 The availability of high quality demographic data on marriage and 
divorce has contributed to the rise of considerable public concern 
about the collapse of the family, and even of society, which we noted 
reaching a peak in the latest CSJ Report ‘Transforming Childcare’ (CSJ, 
2012) which aims to stimulate the development of family policy, and 
is supportive of traditional family values. Such concerns are not new. 
Pat Thane in her report for the British Academy entitled ‘Happy fami-
lies?’ published in 2010 (Thane, 2010) quotes Benjamin Disraeli in 1845 
saying that ‘There are great bodies of the working classes in this country 
nearer the condition of brutes than they have been at any time since 
the Conquest’. The ‘Breakthrough Britain’ summary report published in 
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2006 by the CSJ takes its place in a long line of such anxious comments. 
All governments since the 1990s have focused on family breakdown and 
have instigated policies aimed to deal with this. The Labour government 
emphasised parenting and family support as well as early intervention 
to help vulnerable families and measures to help with relationships. This 
has been continued by the present Coalition Government, including 
developing relationship support programmes and information hubs to 
support parents.  6   But the contribution of social science to this debate can 
be taken further, and perhaps a more nuanced interpretation offered. 

 We may begin by setting the British figures in a wider context, and 
by asking a broader range of questions. The British trend towards less 
marriage and more divorce can be seen in other European countries at 
this time. Should we question what the incidence of formal registration 
of marriage indicates? Or even whether marriage is an automatic good? 
If marriage is more common among the more economically stable, or 
among particular ethnic or faith communities, might it be socially divi-
sive to have one form of family organisation for some groups and not 
for others? If cohabitations are becoming more lasting and stable, is the 
difference between marriage and cohabitation becoming less impor-
tant for the policy maker? And what would be a ‘good’ divorce rate? 
Zero? Not necessarily. The lack of divorce provision in Eire was a serious 
problem until recently resolved. In Poland in the early 1990s, there was 
concern about the divorce rate being too low in a Catholic Country 
with an acute housing shortage and problems with alcohol consump-
tion and resulting domestic abuse. In that context, there was a concern 
that too many women were unable to leave an abusive situation due 
in part to the position of the Church in rejecting divorce, and also the 
lack of any accommodation to move to (see chapter 1 of Weitzman and 
Maclean, 1992). 

 In the United States, William J. Goode described divorce as a consumer 
good, indeed a luxury item (see chapter 2 of Weitzman and Maclean, 
1992). He described the rising divorce rate in the US, where, as in the 
UK, the petitioners are largely women, as reflecting the increased choices 
available to women who were taking a larger role in the labour market 
after the Second World War, often working full time, and able to control 
their own fertility through the contraceptive pill. Though they suffered 
an economic penalty on divorce, they were able to survive. Many of 
the women interviewed by Weitzman (chapter 14 of Weitzman and 
Maclean, 1992) described themselves as being economically worse off 
but happier after divorce as they controlled their own budget, even if it 
was diminished. 
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 The rise in cohabitation in the UK has been observed to be associated 
with instability, early breakdown, and poorer outcomes for the children 
of these relationships. But many of these characteristics are associated 
with the relative youth and lack of resources of the cohabiting couples 
compared with those of the married couples here. These youthful rela-
tionships are associated with poorer outcomes, not because of their civil 
status, or the lack of a wedding ring, but because these young people 
are at a less stable period in their lives (Ferri and Smith, 2003). Those 
who choose to marry in England and Wales at the present time are 
older, richer, and more likely to be employed than their cohabiting 
peers. If age and income are controlled, the positive effect of marriage 
on outcomes for children is diminished (Goodman and Greaves, 2010). 
The married are now a different group from the cohabitants by selec-
tion. Encouraging the spread of marriage to other groups in society 
would reduce this selection effect and the impact of parental marriage 
on children could diminish or even disappear. It was interesting to note 
that in America, where marriage is more generally considered of high 
importance, marriage for the young often has a shorter duration than 
cohabitation in England and Wales (Cherlin, 2011).  

  Relationship breakdown and the impact on children 

 The demographers tell us clearly that the numbers of children being born 
outside marriage and the numbers of children experiencing parental 
separation are increasing. It would be easy to make a leap in interpreta-
tion from these figures to an assumption that family life is no longer 
offering children the stability they need to develop into responsible and 
productive citizens. But again social scientists from the fields of family 
sociology and developmental psychology can add a more detailed under-
standing of these social changes to the picture provided by the demog-
raphers. For example, we should not equate birth outside marriage with 
birth outside a stable parental or family relationship. Many cohabiting 
parents can and do provide long-term stability and care. The higher rate 
of breakdown of cohabiting relationships is clearly linked to youth and 
poverty, and if these factors are controlled cohabitation per se, loses its 
negative impact on outcomes for children (Rutter, 2010). We no longer 
automatically equate divorce with poorer outcomes for children. 

 Where children are exposed to parental conflict or domestic abuse 
within a marriage there is a case to be made for the beneficial impact of 
divorce, if parents can cooperate in supporting the ongoing relationships 
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with both parents whenever feasible and safe. The government at the 
time of writing (October 2014) has recently legislated to encourage 
cooperative parenting after parental separation or divorce, by amending 
the Children Act (1989) to indicate clearly that involvement with both 
parents is likely to benefit the child.  7   It may be that the negative impact 
of divorce in the days when it frequently led to poverty for the divorced 
mother and her children, as well as little contact with the father, may in 
future be mitigated by better arrangements for ensuring financial obli-
gations are met, and by supporting the child’s relationships with both 
parents when they are able to cooperate, even though they are not and 
may never have been a parental couple, and even taking into account 
the economic burden of maintaining two households. Judy Dunn’s work 
indicates the ability of most children to cope with transition and change 
in their family structure, though warns against the damaging effects 
of multiple transitions (Dunn, 2005). The increase in break up of first 
families has been accompanied by the increase in reconstituted families, 
where a step-parent joins the lone parent. The social science literature 
shows how repartnering offers a way out of poverty for the lone mother, 
but also highlights the difficulty of blending families where both parties 
bring a child to the relationship and this is increased many times over if 
they go on to have a child of the new relationship. 

 More women are now giving birth outside marriage, but the propor-
tion who do not register the child in the names of both parents is low 
(7% in 2010) and decreasing. Lone parenthood generally lasts no more 
than five years, and fathers are far more visible both socially and legally, 
though the millennium study shows worryingly that a significant 
percentage of new fathers dropped out of sight within a year (Kiernan 
and Smith, 2003). Joint birth registration carries with it the legal status 
of parental responsibility under the Children Act England and Wales 
1989, and the financial responsibility of all parents, regardless of their 
civil status, to all their children is firmly stated in the Child Support Act 
1991 (though enforcement of this obligation remains a taxing issue here 
as in other jurisdictions). So while social science contributes data, and 
the media tends to respond with rather hasty or simplistic assumptions 
about the implications, we must rely on social scientists to make their 
more complex and nuanced observations in response to the empirical 
data heard better. Their message is that we are seeing changes to family 
structures and child rearing practices, rather than the dangerous death 
of family values, and a move towards flexibility and diversity rather 
than rigidity and conformity.  
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  The reemergence of fatherhood 

 IPPR Social Policy Paper no 1, ‘The Family Way’, published in 1990 and 
comparing the way the family has been addressed on the right and left 
of the political spectrum – drawing extensively on social research – 
makes little mention of fathers. There are sections on changing patterns 
of family life, marriage and divorce, lone parents, remarriage and the 
impact on children. But no heading includes the word ‘father’. It is 
hard to imagine any similar document being published today without 
a substantial discussion of fatherhood. The reemergence of fathers as a 
vocal group demanding the right to a continuing meaningful relation-
ship with their children in the event of parental separation, supported 
by the coalition government’s emphatic commitment to ‘cooperative 
parenting’ in the event of relationship breakdown is now highly visible. 
Lack of a paternal role model has been seriously considered as a factor in 
the social unrest in London in 2010 and as a factor contributing to the 
culture of reliance on benefits rather than employment, and to lack of 
attainment in education. 

 What is social research currently contributing to the analysis of these 
social issues? The impact is clearly visible in the recent debate about 
cooperative or shared parenting. We have so far been looking at how 
social science can extend and develop discussion about current social 
problems in a broad sense. Here we can see the contribution of social 
science to a high-profile public debate in a more specific and focused 
way. Groups of separated fathers began to challenge the traditional 
arrangements made on divorce whereby typically children would see 
their father once during the week, and spend a day at the weekend or 
alternate weekends staying with him plus additional time in the school 
holidays. These fathers’ groups began to argue for shared parenting 
or equal parenting time, and argued that in the cases where disputes 
between the parents could not be settled except by going to court, that 
the family courts were secretive in character and biased in their decision 
making towards the mothers (who were also more likely to have legal 
advisers under the legal aid scheme as they were more likely to be finan-
cially eligible). Government research into the matter, however, showed 
that the fathers applying for contact or residence orders were usually 
successful (Hunt and Macleod, 2008). 

 Some of these groups, for example Fathers4Justice, adopted extreme 
tactics – including scaling the walls of Buckingham Palace and the House 
of Commons – to publicise their cause. Others worked more quietly to 
increase public awareness of what they saw as the exclusion of fathers 
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from their children’s lives after parental separation. This kind of activity 
also developed in other jurisdictions – Australia, where fathers known 
as the Black Shirts picketed the homes of women thought to be refusing 
contact, and France, which saw the SOS or Secour au Separes. The issue 
gathered notoriety, and in England the fathers initially received sympa-
thetic press coverage. Politicians took an interest, and began to offer 
support. Finally the Coalition Government in 2012 set out its proposals 
to legislate for cooperative parenting by amending the Children Act 
1989 to include a presumption that unless there was evidence that harm 
to the child might result, that any court must assume that continuing 
involvement of both parents with the child would further the welfare 
of the child. 

 Similar legislation had been passed in Australia in 2006, but has not 
passed without criticism. Extensive evaluation studies by socio-legal 
researchers in Australia found that the drafting of their provisions had 
led to confusion, and in particular to fathers believing that they had a 
right to half of the child’s time and that this had led to difficult court 
cases.  8   There was also concern that there were not adequate safeguards 
for the child in cases of domestic abuse. The Review of Family Justice 
chaired for the government by David Norgrove in England and Wales 
recommended against further legislation.  9   The report draws on the 
work of social scientists in a number of jurisdictions, saying that there 
was no need to risk the negative impact of legislation when the courts, 
under the Children Act 1989, already had the welfare of the child as 
their paramount consideration in making any decision about the child 
(the strongest possible legal imperative) and that it was already widely 
accepted that a continuing relationship with both parents was in the 
best interest of the child. Any legislative change would risk putting the 
interests of the adults involved above those of the children, which are 
carefully and clearly protected in the present legislation. We have here 
an example of a political imperative to act, countered by a clear research-
based argument for retaining the status quo. Academic arguments were 
carefully summarised, and communicated in various briefing documents 
(see note 8). Oxford Family Policy Briefing Paper 7 reported in summary 
form research which had examined in what circumstances shared care 
worked well for children, and in what circumstances it worked less well. 
It was clear that where parents could work together, flexibly, putting 
the child’s needs first, that this could be an excellent arrangement. But 
where the parents were highly conflicted, where there was domestic 
abuse, or where they could not work together, the children did not do 
well. Neither social science, including the work of  socio-legal scholars, 
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developmental psychologists and family sociologists, nor the difficult 
experience of Australia could dissuade government from choosing 
to legislate for more father involvement with children after divorce. 
The Children and Families Bill had its first reading in the House of 
Commons on 5 February 2013. But research had filled out the picture 
and has lead to a far more nuanced and helpful way forward. Instead of 
a law which divides the child’s time equally between mother and father, 
we have a proposal for continuing involvement with both, where this 
would not only not give rise to risk of harm to the child but would 
positively further its welfare. No particular form of contact is recom-
mended, whether direct contact, supervised or indirect contact. The 
judge continues, under the Children Act 1989,10 to put the welfare of 
the individual child in these circumstances at this moment in time in 
first place. Perhaps there was no need for this legislative proposal. But, 
given that politically it had momentum, this provides a clear example 
of the impact which a full and complex message from a large number 
of studies from different disciplines can have in achieving an important 
and helpful modification of a rather blunt instrument.  

  Concluding observations 

 This chapter in considering how social science can contribute to problem 
solving in the field of Marriage and the Family began with the hard 
evidence of demographers about who marries and who divorces, and 
argued for regarding this evidence as offering more than just numbers. We 
cautioned against hasty interpretation which does not take into account 
the ‘softer’ evidence of qualitative detailed work on family behaviour 
from family sociologists and psychologists necessary to develop a more 
multi-dimensional account of what lies behind current trends to fewer 
marriages and more cohabitation. This multi-dimensional account 
cannot be complete without considering the work of labour market 
economists and its implications for approaching the issues of work life 
balance presented elsewhere in this volume, in Chapter 1 nor without 
the work of those who study child development and parenting, which 
also forms an integral part of the contribution of social science to prob-
lems, perceived or hypothesised, associated with modern family life. 
We close with a plea for continuing access to high quality demographic 
data to be accompanied by careful interpretation and contextualising 
in order that social science may make the fullest possible contribution – 
not only by responding to known problems, but also in seeking out the 
issues to come.  
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    Notes 

  1  .   See British Social Attitudes Survey 2006.  
  2  .   ‘Marriage still the ideal for many couples currently living together’, in 

Honourable Intentions? Attitudes and Intentions among Currently Cohabiting 
Couples in Britain by Dr Ernestina Coast. This paper was presented at the 
British Household Panel Survey 2007 conference at the Institute for Social 
and Economic Research| (ISER), Essex, accessed at http://www.lse.ac.uk/
collections/pressAndInformationOffice/news/AmdEvents/archives/2007/  

  3  .   ONS Marriages in England and Wales, see footnote 8.  
  4  .   ONS Marriages in England and Wales 2010, Statistical Bulletin released 

February 2012.  
  5  .   See ONS Social Trends 2009, 39: 20; 2004, 35: 4; and 2008, 38: 7.   
  6  .   Supporting separated families: securing children’s futures, Cm 8399, DWP, 

July 2012 followed by the web app SOS, Sorting out Separation, located on 
other relevant websites from November 2012.  

  7  .   Cooperative parenting following family separation: proposed legislation 
on the involvement of parents in a child’s life, Department of Education, 
London, November 2012.  

  8  .   For a summary of the research findings and policy implications see Family 
Policy Briefing 7, University of Oxford Department of Social Policy and 
Intervention, ‘Caring for children after parental separation: would legislation 
for shared parenting time help children?’, May 2011, ISBN 978–0–5623–2–5.  

  9  .   Family Justice Review, Final Report, November 2011, Ministry of Justice and 
Department of Education.   

10. See the Children and Families Act 2014 which amends the Children Act 1989 
to support continuing parental involvement but subject to the welfare para-
mountcy principle
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   Introduction 

 This chapter focuses on the contribution that social scientific research 
has made to our understanding of crime and its control. As a British 
criminologist, my focus is on Anglophone criminology, which means – 
largely but not entirely – Anglo-American work. I have attempted not 
to be parochial in drawing solely on the British experience. As a disci-
pline (or perhaps a sub-discipline, or a multi-disciplinary fusion of the 
sociology of deviance, the psychology of offending and criminal law) 
criminology is a fairly recent invention, which can be dated to the 1950s 
in the UK and the US. I shall argue that its impact on academic under-
standing of the issues has been substantial. Until the immediate post-war 
period, the police, prosecutors and judiciary in industrialised countries 
were hidden effectively from research scrutiny. I shall summarise devel-
opments since then in three areas of criminological research:

   crime trends and social indicators of crime   ●

  police work and the impact of the police on crime   ●

  the role of normative compliance in explaining conformity with the  ●

law.    

 It is hard for someone starting a career in criminology today to appre-
ciate the full extent to which academic knowledge has developed over 
the last five or six decades. For all this achievement, however, the impact 
of academic work on criminal justice  policy  remains quite marginal. In 
part this is because – in the UK context at least – the centre of gravity 
of academic criminology for much of this period has been characterised 
by critical commentary.  1   But academic reticence to engage with policy 
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is only part of the story: at the same time that research has made great 
progress, ‘law and order’ has become an increasingly politicised issue, 
notably in the UK and the US, but also in some mainland European 
countries. The status of academic criminologists in government in the 
corridors of power has been in decline, and the voice of the ‘academic 
expert’ is only one of many, and quite a small voice, in public and polit-
ical debate about crime. The final part of this chapter discusses the pres-
sures on politicians to offer populist solutions to the problems of crime 
and disorder, and to misread or ignore what social scientific research has 
to tell them. 

 Inevitably I have been selective in focusing on three themes within 
criminological research, and in doing so have drawn on my own profes-
sional interests and experience. I am  not  claiming particular significance 
for research that addresses these themes. Rather, the research described 
here is intended to be illustrative both of the contribution made by 
criminological research – and of the factors that limit its reach into 
public and political debate.  

  Crime trends and the measurement of crime 

 Criminology is almost by definition an applied discipline, as the object 
of study – crime – is constructed by social institutions and it would be 
hard to engage in criminology without discovering  some  impulse either 
to critique or try to improve the functions of these institutions. Until the 
1960s, however, there were large gaps in knowledge about crime. The 
most significant of these was the lack of any firm knowledge whatsoever 
about the extent of crime, and the proportion of  crimes committed  that 
get  reported  by victims to the police, and the proportion of these reported 
crimes that actually find their way into police statistics. Statisticians 
from Quetelet  2   onwards had been aware of this, but lacked any viable 
technology for estimating the ‘dark figure’ of unrecorded crime. 

 Edward Troup’s preface to  Criminal Statistics of England and Wales, 
1894 , reads as a strikingly contemporary account of the limitations of 
statistics of crimes recorded by the police (Home Office, 1896, quoted in 
Morris, 2001), anticipating more recent commentators, notably Kitsuse 
and Cicourel (1963):

  Not only do the figures fall short of the real number of  crimes committed  
by the enormous number of unreported or unknown cases; but there 
seems much reason to think that, though the instructions as to the 
mode of collecting them have been made as definite as possible, 
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there is still a tendency on the part of some police forces to adopt a 
very high standard of what constitutes a  crime committed  or a  crime 
reported to the police , and by this means further to reduce the number 
of cases entered into this column ... no doubt it is natural ... that they 
should seek to minimise the amount of unpunished crime existing in 
their district, but such a tendency detracts so much from the value 
of the returns of crime that it almost raises the question whether it 
is worth retaining the returns at all ... it should be clearly stated that 
they represent only the crimes known to the police, and do not even 
approach the real total of crime.   

 The 1965 US President’s Crime Commission marked the start of a step-
change in our understanding of crime levels and trends. Commissioned 
by President Lyndon B. Johnson, this was a response to the growth in 
public concern about crime in America. It was an enormously well-
funded enterprise, and from the outset relied heavily on academic exper-
tise to assemble reliable evidence about crime. The evidence-gathering 
process was wide-ranging, but included a national ‘victim survey’ of 
10,000 adults supplemented by three city-level surveys in Washington, 
Chicago and Boston. These surveys asked representative samples of the 
population about their experience of a range of different crimes, and by 
aggregating up to the (national or city-level) population could derive 
estimates of the extent of crime independently of statistics collated by 
the police. They showed that non-reporting of crime was extensive, and 
that the ‘dark figure’ of unrecorded crime was for most offence groups 
very much larger than the police count. 

 Partly on the basis of these snapshot surveys the Commission decided 
that it was hard to draw firm conclusions about trends in crime from 
crime statistics collated by the police as it was ‘likely that each year 
police agencies are to some degree dipping deeper into the vast reser-
voir of unreported crime’ (President’s Commission, 1967: 30). The 
Commission recommended a programme of research into surveys of 
victimisation which led to the establishment in 1973 of the National 
Crime Survey (NCS, redesigned and relabelled in 1993 as the National 
Crime Victimisation Survey – or NCVS). The NCS/NCVS was the first 
large-scale national crime survey that yielded reliable estimates of crimes 
committed against people and their private property  independent of police 
statistics . 

 The concept of crime surveys took hold quite quickly in other coun-
tries. The Dutch Ministry of Justice (Research and Documentation 
Centre) launched a national survey in the early 1970s. In the UK, the 



146 Mike Hough

Home Office commissioned the Cambridge Institute of Criminology 
to carry out a crime survey in London in 1973 (Sparks et al., 1977), 
and launched a national survey in 1982 (Hough and Mayhew, 1983, 
Hough and Maxfield, 2007). The British Crime Survey, initially covering 
England, Wales and Scotland, relied initially on the advice and support of 
those academics who had been involved in the US programme of survey 
work (notably Al Biderman, Richard Block, Al Reiss and Wes Skogan) 
but also drew on the experience of researchers in the Dutch Ministry 
of Justice, Lesley Wilkins, David Farrington and others. The survey 
gradually became institutionalised, growing in scale and frequency; 
it was relabelled the Crime Survey for England and Wales (CSEW) in 
2012, reflecting the fact that separate though similar surveys are now 
mounted in Scotland and Northern Ireland. Crime surveys have now 
been carried out in most European countries, as well as in Australia and 
New Zealand, and in a range of developing countries. Many of these 
have used the standardised questionnaire and administration methods 
of the International Crime Victimisation Survey, designed specifically 
to enable cross-country comparative research (see e.g., van Dijk et al., 
2007). 

 These initiatives were, for the most part and especially the US NCVS, 
in the tradition of social indicators research, rather than exercises in 
theory-building and theory-testing. Some of the surveys – notably the 
BCS/CSEW and the Dutch programme of crime surveys – were however 
conceived of as survey  research : information was collected not just on 
respondents’ crime experience, but also on their social and economic 
status, the types of neighbourhood they lived in, the patterns of their 
everyday ‘routine activities’, their attitudes to crime and punishment 
and their concerns about crime, and their ownership and use of crime 
prevention technology. Over the years, an increasingly fine-grained 
picture has emerged of variations in vulnerability to crime and the 
reasons for this. 

 However the most valuable contribution made by crime surveys prob-
ably remains their ability to disentangle changes in levels of reporting 
and recording of crime from the underlying trend. Figure 9.1 uses the 
CSEW to exemplify this. The top line in Figure 9.1 shows trends in crimes 
experienced by the population aged 16 or over in England and Wales, as 
measured by the survey but grossed up to yield national figures. The bars 
at the bottom of the figure show crimes recorded by the police. For much 
of the thirty-year period the two trends have been consistent. However, 
the police statistics actually anticipated the ‘real’ fall in crime that began 
in 1995, showing a fall from 1993, arguably as a consequence of political 
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pressure on senior police to deliver reductions in crime. And secondly, 
the recorded crime statistics show a clear – but artefactual – increase in 
crime over the six years spanning the millennium, reflecting a succes-
sion of changes to the ‘counting rules’ issued by the Home Office. The 
fact that the trend in police statistics over this period was upward whilst 
the CSEW showed falls was exploited to the maximum by politicians. 
The opposition used the escalating police statistics as a political cosh 
with which to beat the Government  3   – even if anyone with any statis-
tical literacy could see that this trend was misleading, and simply the 
result of substantial changes in recording practices.      

 It might be questioned whether this collection of surveys of victimisa-
tion can claim to be social  scientific  research. Much of the work has been 
a-theoretical, often presented as less methodologically problematic than 
it actually is; it has been much criticised on these grounds by academic 
criminologists, notably by Young (2011) whose very overstated, if witty, 
critique of the methods used by quantitative criminologists has been 
neatly undermined by Garland (2012). There are other limitations to the 
use of population surveys to measure crime. They are poor at measuring 
rare crimes, ‘victimless’ crimes and those with institutional rather than 
individual victims. They are good at capturing ‘crimes of the poor’ – 
burglary, car theft and street robbery – and bad at capturing ‘crimes of 
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the powerful’ – environmental crimes and large-scale banking frauds, 
price-fixing cartels and so on. They may lag behind in the measurement 
of emerging crimes, such as internet fraud and other ‘cybercrimes’. 

 Whatever their limitations however, their contribution has been signif-
icant. Countries with well-developed programmes of victim surveys now 
find themselves very much better positioned to understand crime trends 
than they were in the third quarter of the twentieth century. Without 
survey data on victimisation in England and Wales, for example, it 
would have been hard to move beyond speculation in discussing crime 
trends over the last three decades. With the CSEW, we have a reasonably 
accurate estimate of the extent of unreported crime, as least for offences 
against people and their personal property, and we can track shifts in 
patterns of reporting to the police and recording by the police. 

 The value of survey research of this sort is that they yield social indica-
tors that constitute the building blocks for a better understanding about 
the drivers of crime. Thus it is clear that in the 1980s the police statistics 
overstated the rate of crime increase because the rate at which crimes 
were  reported to the police  rose – reflecting growth in phone ownership 
and in insurance cover. In the mid-1990s, it seems that the rate at which 
reported crime was  recorded by the police  fell – perhaps reflecting political 
pressure on the police to meet new crime targets. In the late 1990s and 
early 2000s recording rates grew again, and there is now increasingly 
clear evidence (ONS, 2014, p36) that recording rates have been falling 
off since the early 2000s, thus exaggerating the fall in crime. The CSEW 
findings since 2007 mean that we are quite well placed to say whether 
or not the global financial crisis and the associated period of recession in 
the UK had affected national crime rates. In the absence of a downward 
trend from the CSEW, the most obvious conclusion to draw would be 
that ‘real’ crime trends were forced upward by recession, but that finan-
cial cut-backs in police staffing – and in their capacity to record crime – 
over this period had simply served to mask the increase. The CSEW 
permits us to reject this – albeit sociologically persuasive – theory with 
some degree of confidence (see also van Dijk, 2013).  4   Crimes against 
individuals and their property have continued to fall throughout the 
financial crisis, even if there is some evidence that the police statistics 
have overstated the rate of this fall (ONS, 2013). 

 If crime surveys have improved academic and professional under-
standing of crime levels and trends, this understanding has failed to 
penetrate political and public debate about crime. Despite almost two 
decades of falling crime, the CSEW shows that majorities of the popula-
tion think that nationally crime is still rising – even if majorities think 
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that crime is falling in their neighbourhood. Until very recently neither 
the mass media nor politicians were prepared to accept that crime has 
been in decline. It would appear that pessimism about falling stand-
ards of behaviour is very deeply ingrained into the public and political 
consciousness. We shall return to this issue, and its implications, at the 
end of the chapter.  

  Police work and the impact of the police on crime 

 Crime surveys exploited developing survey technology to provide 
answers to questions that had historically been easy to ask but hard 
to answer – clearly occupying the Rumsfeld-ian territory of ‘known 
unknowns’. By contrast, social research into policing has proved much 
more iconoclastic, revealing that policing institutions function in ways 
that are substantially at odds with received wisdom – charting ‘unknown 
unknowns’. Until the 1960s the police in most developed countries were 
largely closed to independent or academic scrutiny, which enabled them 
to define their own role – or public perceptions of that role. This changed 
in the early 1960s in the US and the UK, and somewhat later in mainland 
Europe. In 1980 Ron Clarke and I characterised this body of research 
as undermining professional and popular assumptions about the police, 
which we called the ‘rational deterrent’ model of policing (Clarke and 
Hough, 1980: 2). The key assumptions of this model were that:

   the police were the primary agents of social control   ●

  that social control and crime control were synonymous   ●

  that police work was mainly to do with crime-fighting and the deploy- ●

ment of deterrent strategies.    

 More recently Reiner (2012) has described this process as a dialectical 
one. He identifies as the thesis the popular (and political/media) concep-
tion of the police as crime busters; the antithesis was formed by research 
showing that only a minority of police time was spent on crime, that 
the crime dealt with by the police was largely reported to them by the 
public, and that their deterrent impact was marginal. He describes the 
academic synthesis of these two positions as presenting the police as 
an emergency service with a capacity to deploy coercive force, whether 
to deal with crime or to resolve other problems that require immediate 
attention. 

 The sociological policing research of the 1960s and 1970s was genu-
inely path-breaking. Key pieces of work include Reiss’s (1971) detailed 
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observational research of police at work in the US, and at work in the 
UK by Banton (1964); both studies showed the wide range of demands, 
most of them non-criminal, made on the police. Punch’s (1979) work 
characterised the police as a ‘secret social service’. Egon Bittner’s (1970, 
1974) work remains very widely cited as providing an important redefi-
nition of the police mandate; his two most quoted passages are probably 
his characterisation of police work as, ‘something-that-ought-not-to-be-
happening-and-about-which-somone-had-better-do-something-now!’ 
(1974: 30), and his statement of the unique competence of the police:

  The specific capacity of the police is wholly defined in their capacity 
for decisive action ... More specifically, that the feature of decisive-
ness derives from the authority to overpower opposition in the ‘then 
and there’ of the situation of action.  The policeman, and the policeman 
alone, is equipped, entitled, and required to deal with every exigency in 
which force may have to be used to meet it  (Bittner, 1974: 35).   

 Bittner’s account of the police as an  emergency  service whose effective 
delivery relied on the capacity of deploying coercive force was consistent 
with accounts of what the police in developed countries actually do. 
Manning’s (1977) influential account of policing in London confirmed 
the disjunction between the reality of day-to-day police work and the 
idea of policing as crime-busting that is embedded in political and 
media discussions of policing. He argued that the police were engaged 
in ‘the dramatic management of the appearance of effectiveness’ and 
that whatever effect they had on people’s offending, this was mediated 
through symbolism – in other words, that an important dimension of 
policing operates at the symbolic level. 

 If these studies demonstrated that police work actually bore little 
resemblance to rational deterrent crime fighting, a series of important 
experimental US studies also showed that crime levels were unaffected 
by changes at the margin  5   in levels of car and foot patrol (see espe-
cially Kelling et al., 1974; Pate et al., 1986; and Clarke and Hough, 1985 
for a summary). Yet further work suggested that the detective function 
was less one of systematic sifting of evidence that eventually identi-
fied the culprit, and more one of collecting straightforward evidence 
from victims and witnesses who had already identified the offender  6   
(Greenwood et al., 1977). 

 Many of these studies from the third quarter of the twentieth century 
are now classics of social science research into policing, and remain 
as essential reference points for modern academic scholarship in the 
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field. The argument that changing levels of police resources or policing 
strategies achieves at best small gains at the margin in terms of reduced 
crime remains broadly accepted (see also Bradford, 2011). The synthesis 
offered by Reiner (2012) stressing the role of the police as responding 
to emergencies would probably command widespread agreement from 
academic criminologists. It is significant, nevertheless, that most of the 
studies cited here were published in the 1970s and 1980s. Subsequent 
work has served to refine or develop sociological perspectives on the 
police function, but not to radically reshape the field. Indeed the polit-
ical task facing academic criminologists working in this area has been to 
convey the same message to successive generations of politician – that 
the police function is complex, multi-faceted and less centrally to do 
with crime control than is popularly assumed.  

  Research into normative compliance in explaining 
conformity with the law 

 The third research theme to be considered here is work on the role of 
institutions in securing normative compliance (see also Bottoms, 2002). 
This can be seen as a natural development of research challenging an 
overly simple ‘rational deterrent’ conception of police function, in 
providing a fuller account of the processes by which compliance with 
authority is actually secured. Procedural justice theory has its roots in 
Weberian and Durkheimian sociology but emerged in the US over the 
last twenty-five years (Tyler, 2006, 2011a, 2011b; Tyler and Huo, 2002). 
It has tended to contrast instrumental and normative mechanisms 
for securing compliance, proposing that in many areas of behaviour, 
people’s behaviour is guided by normative rather than instrumental 
considerations. The key propositions of procedural justice theory are 
that the institutions of justice can shape – to some extent – the norms 
that guide people’s behaviour and that treating people fairly is the key 
to doing so. Trust and legitimacy are central concepts: it is proposed 
that fair treatment by those wielding authority builds trust; that trust 
confers legitimacy on the institution in question; and that if those who 
are subject to its authority confer legitimacy on it, they will comply with 
its requirements. Procedural justice theory has the – somewhat paradox-
ical – attraction of providing an instrumental justification for ensuring 
that the justice system acts with decency, fairness and legality. 

 The large body of US evidence is being increasingly supplemented by 
UK theorising and empirical work (e.g., Bottoms and Tankebe, 2012; 
Hough, Jackson and Bradford, 2013; Jackson, Bradford, Stanko et al., 
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2012a; Jackson, Bradford, Hough et al., 2012b; Tankebe, 2013), to support 
procedural justice theory. Much of this relies on population surveys, 
which consistently demonstrate the expected correlations between fair 
treatment, trust, perceived legitimacy and compliance. There is rather 
less experimental research testing whether these relationships are in fact 
causal, though the work that has been done has been positive (notably 
Mazerolle, Antrobus, Bennett et al., 2013). Our own work (Hough and 
Sato, 2011; European Social Survey, 2011, 2012; Jackson et al., 2012b; 
Hough et al., 2013) has used the European Social Survey to examine 
variations across country; again we have replicated the hypothesised 
relationships between perceptions of fair treatment, trust, legitimacy 
and compliance, but we have also found that ‘moral alignment’ between 
institutions and those over whom they exercise authority is a critical 
legitimating factor, as proposed by Beetham (1991). That is, people 
are more likely to confer legitimacy on the police or the courts if they 
believe that these operate to the same moral values as themselves. 

 It is hard for someone immersed in a particular field of research to assess 
what levels of visibility and influence this body of work has achieved. In 
the US, procedural justice research appears to be well-established. Large 
numbers of papers on the subject are presented at the major crimino-
logical conferences and the ideas appear to be finding some traction 
amongst politicians and criminal justice managers. Part of the reason 
for this is that the sheer cost of the reliance of instrumental strategies 
involving mass incarceration is creating pressure to find more finan-
cially viable alternatives. Another factor may be the fact that procedural 
justice theory provides a useful and appropriate set of concepts to apply 
to the – increasingly popular – policing strategies that have a neighbour-
hood or community focus. 

 Research is less developed on this side of the Atlantic. There are various 
groupings of academics and police researchers that are active in the area. 
In the UK, in addition to our own work with the European Social Survey 
mentioned above, some significant work has been done within and for 
the Metropolitan Police Service in London (e.g., Jackson et al., 2012a) 
and the UK National Policing Improvement Agency, now the College of 
Policing (e.g., Myhill and Quinton, 2011, Myhill and Bradford, 2012). 
Various national bodies, such as the National Audit Office and Her 
Majesty’s Inspectorate of Constabulary have made supportive comments 
or references to procedural justice. Civil servants within the Home Office 
and Ministry of Justice are familiar with the concepts. But it would be 
wrong to suggest that procedural justice ideas have achieved any real 
purchase on political or media discourse. Even though there has been 
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cross-party support for neighbourhood policing (a variant of commu-
nity policing that has been adopted nationally) politicians justify this 
not in terms of its legitimating capacity, but in terms of a partnership 
between police and public in ‘the fight against crime’. It would seem 
that social scientific research can reach into the technocratic parts of 
the process by which justice policy is formulated but has much more 
difficulty in making itself heard amongst politicians. Let us now turn to 
the reasons for this.  

  Criminology and politics 

 In her first major speech after her appointment in 2010, Theresa May, 
the UK Home Secretary at the time of writing, told senior police officers, 
‘Your job is nothing more, and nothing less, than to cut crime’.  7   This 
sound-bite neatly encapsulates three key assumptions that the crimi-
nological research discussed here has called into question: that crime is 
rising, that police work is solely about crime control, and that the police 
have the capacity to drive crime down. This is not intended as a partisan 
criticism of the current UK coalition government. Politicians from all 
the main political parties have struck similar postures over the last two 
decades. In the UK (or at least in Westminster politics) talking tough on 
crime is routine for Home Secretaries, Justice Secretaries, Prime Ministers 
and their opposition shadows. 

 The main reasons for this are to be found in the rapid increase in 
the temperature of the criminal justice debate, which can be dated to 
the early 1990s.  8   The main heating source was provided by year-on-year 
increases in recorded crime – averaging 6% per year in England and 
Wales for over three decades, which not surprisingly was reflected in 
growing public concern about crime. But a more proximate reason was 
that New Labour was overhauling policy in many key areas, including 
crime, in anticipation of the coming election. These developments 
created the preconditions for the then shadow Home Secretary, Tony 
Blair, to mount an effective challenge to the Conservative Party’s status 
as ‘the party of law and order’.  9   He famously promised to be ‘tough on 
crime, tough on the causes of crime’, initially in early 1993.  10   The media 
construed the emphasis to be on the first half of the promise, which 
created considerable pressure on the Government to show similar steel, 
and Michael Howard, the Home Secretary, responded later in the year 
with his own sound-bite, ‘Prison works’. Since then, the competition 
between the parties to ‘out-tough’ each other has been relentless. The 
upshot has been a process of over-simplification of the issues in political 
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(and media) discussion of crime – and there has been little patience for 
academics who insist that things aren’t that simple. 

 This process of ‘politicisation’ and over-simplification has been ampli-
fied by two further factors. The first of these is the diminished role of 
the ‘technocratic expert’ in social policy, and a greater responsiveness 
to the voice of the public (see also Giddens, 1991). This trend has been 
particularly marked in countries such as the UK and the US with adver-
sarial political systems, on the one hand, and attachment to neo-liberal 
market principles, on the other. In these countries, political responsive-
ness to public opinion has taken on an overtly populist quality; in crim-
inal justice, the phenomenon of penal populism is well documented, 
whereby political leaders promote policies largely or entirely for the 
electoral advantage they confer, rather than from knowledge or convic-
tion that they are the best policies (e.g., Roberts, Stalans, Indermaur 
et al., 2003). 

 Intertwined with this has been the development of a ‘small state’ style 
of governance in which politicians specify the  outcomes  required of state 
institutions such as the police, usually in the form of numerical targets, 
but leave the detail of the  processes  to local agencies. These principles 
of ‘New Public Management’ (NPM) are often applied in parallel with 
processes of ‘marketisation’ – where private sector companies compete 
for contracts to provide public services – and consumer choice – where 
service recipients can exercise control over the services they receive (see 
also Hood, 1991). 

 I have argued elsewhere (e.g., Hough, 2007) that criminal justice policy 
has suffered badly from the combined effects of penal populist and 
NPM policies. Once politicians adopt a crude and simple instrumental 
discourse about ‘the war on crime’, they find themselves trapped within 
its logic – partly because they judge that this is the only one that will 
be favourably received by the media (and, behind them, the electorate); 
and equally, the logic of NPM has driven politicians to adopt simple 
numerical targets that are built around crime and detection statistics. 
In combination, the increased weight given by politicians to the public 
voice and the increased uptake of forms of governance through numer-
ical target-setting have squeezed out subtlety from political discourse 
about crime and justice. 

 Whether these trends towards over-simplification of policy and insu-
lation of policy from academic research are structural – in the sense of 
being an inherent feature of politics in late-modern industrialised socie-
ties – remains to be seen. One school of thought is that the ‘punitive 
turn’ that is a consequence of penal populism is restricted to specific 
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countries with particular political traditions and patterns of media 
ownership. Thus Tonry (2004) has argued that the US – and to a lesser 
extent the UK – are the outliers, and that politicians in mainland Europe 
can and should resist the pressures that draw them away from rational 
policy. On the other hand, plenty of mainland-European criminologists 
argue that the US and UK are less outliers than the advance guard of a 
new and nastier form of adversarial, media-led politics (e.g., Sack and 
Schlepper, 2013). 

 There is room for a little optimism. In the UK at least, there has been 
a retreat from the worst excesses of NPM, as well as frequent calls for 
more mature and less adversarial forms of politics. And the falls in the 
main indices of crime across several jurisdictions may have the effect 
of cooling the climate of criminal and penal policy debate. Certainly 
polls measuring public anxiety about social issues have shown a reduc-
tion in crime concerns – which appear displaced by concerns about the 
economy. And following a series of media scandals and the Leveson 
Inquiry (Leveson, 2012), there are signs that politicians are prepared to 
be more robust in their handling of the press. It is as yet unclear as to 
whether these developments will create more political space for engage-
ment with social scientific research. 

 There are probably things that academic criminologists can do to 
increase the chances of more fruitful engagement with politicians. In 
the first place, this requires more positive enthusiasm for engaging in 
‘public criminology’, with a view to improving what Loader and Sparks 
describes as taking on the role of a ‘democratic under-labourer’:

  Democratic under-labouring is: committed to both participating 
within, and to facilitating and extending, institutional spaces that 
supplement representative politics with inclusive public delibera-
tion about crime and justice matters, whether locally, nationally or 
in emergent transnational spaces. In this regard, the public value 
of democratic under-labouring lies not in cooling down controver-
sies about crime and social responses to it, but in playing its part in 
figuring out ways to bring the heat within practices of democratic 
governance. ... If one was to encapsulate all the above in a single 
phrase it would be this: intellectual ambition, political humility. 
(Loader and Sparks, 2010: 132)   

 It is questionable whether the majority of academic criminologists are 
ready to grasp this role enthusiastically. This is because engaging with 
politicians and their policy officials is quite a time-consuming process, 
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involving the careful building of networks and relationships. which 
can often be distracting from what academics might reasonably see as 
their ‘day jobs’ – teaching and publishing academic works. Moreover, 
reflecting attitudes in the wider public, academia has its fair share of 
cynicism about politicians. However, the incentives that are now being 
built into the UK funding system for higher education include rewards 
for research that can demonstrate ‘impact’ on policy or on broader social 
wellbeing. This may focus minds on contributing not only to the body 
of academic knowledge but also to the social good, measured in the 
short or medium term by contributions to the political process. 

 However, nurturing an ambition to contribute to the policy process is 
not the same as achieving it. Several other preconditions are required. 
Considerable planning and positioning is usually needed by any policy 
researcher to ensure that their research gets read by the right people, 
and there is also an element of luck and happenstance in the process. 
Having something coherent to say is, of course, the first requirement. To 
be able to say it with authority is also important, and building authority 
in the eyes of the right people is a slow process. Timing is a critical 
factor, as politicians need ideas at different points in the political cycle – 
notably when in opposition and developing a new set of policies for 
the election. Scale can be important, as people tend to set most store 
by large-scale research. And having non-academic allies – or, at least, 
sympathetic listeners – is critically important, whether these are politi-
cians and their advisers, civil servants, think-tanks and lobbying groups, 
criminal justice agencies or journalists. What is undeniably the case – 
and what is very obvious to anyone who has engaged with policy for 
any length of time – is that criminologists are indeed minor players with 
small voices in the policy arena, and that their research will achieve 
little if they fail to foster, in some way or other, forms of reach into the 
political process additional to the publication process.  

    Notes 

  1  .   In its early years the discipline had a symbiotic relationship with Home Office 
research and policy, and indeed it was this closeness that prompted a reac-
tion that involved a more critical stance exemplified by the establishment of 
the National Deviancy Conference in 1968, which has dominated sociological 
criminology ever since.  

  2  .   Adolphe Quetelet, the Belgian sociologist and statistician – see Zauberman 
and Robert (2011).  

  3  .   The new counting rules had an especially inflationary effect on violent crimes 
(see also Hough and Maxfield, 2007).  
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  4  .   The downward trend in crime – exhibited by many developed countries – 
stands in need of explanation, and criminologists have not (yet) done a good 
job here. Improved security and better anti-theft design is clearly part of the 
story. To some extent the growth in crimes poorly measured by both police 
statistics and surveys will have offset the falls in conventional ‘volume’ crimes 
like burglary and vehicle crime, but the new forms of crime almost certainly 
involve different victims and offender groups than the traditional ones.  

  5  .   Few would argue that there is no impact in  gross changes  in police levels, for 
example when saturation patrolling is introduced, or  all  police presence is 
removed as in the case of police strikes.  

  6  .   This is not to suggest that detections  never  result from careful sifting of 
forensic evidence, and techniques such as DNA testing make such cases more 
frequent. But they did not – and very probably still do not – represent the 
typical route to detection.  

  7  .   www.gov.uk/government/speeches/police-reform-theresa-mays-speech-to-
the-national-policing-conference  

  8  .   A metaphor neatly built upon by Loader and Sparks (2010), who explore the 
scope of various ‘cooling devices’.  

  9  .   Downes and Morgan (2007) suggested that the Conservative Party started this 
process in 1979, making support for the police a key political issue. However, 
the Labour Party did little to challenge the government’s crime policies until 
1992.  

  10  .   Interview on BBC Radio 4 ‘The World This Weekend’, 10 January 1993. See 
also Blair (1993).   
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   Introduction 

 Social Science has made extraordinary contributions to a range of fields 
that impact directly on the lives of states and their citizens, in fields 
such as economics and society. What is sometimes less obvious, though, 
is that social science also has a major role to play in understanding 
the nature of international security. Often the loudest voices in under-
standing violence around the world belong to the journalist, with the 
validity of being ‘on the spot’ and ‘in the moment’. Of course, such 
reporting is vital. But the downside of, in particular, ‘in the moment’ 
is that often a single narrative is reported, becoming a way of under-
standing a series of complex events through a single prism. It is the 
task of social science to be able to take that singular narrative and to be 
able to place it in a wider context, to understand the powerful impact 
of history and of culture, of faith, of gender and of constructions of 
ethnicity, and of wider power balances. 

 This chapter seeks to do precisely that; to show how a significant 
event – here the ‘Arab Spring’ – can be dominated by a single narrative 
of cause and effect. We then show how a social science that is engaged 
with understanding wider and deeper causes can throw further light 
onto such complexity.  

  The prevailing narrative of the Arab Spring 

 The prevailing narrative of the Arab Spring  1   starts on 17 December 2010. 
It argues that Mohammed Bouazizi, a twenty six-year-old Tunisian, set 
himself alight outside the Sidi Bouzid regional council house, rejecting 
authoritarianism and providing a rallying cry for disaffected youth. It 
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is argued that this provided the impetus, combined with the wikileaks 
release of classified American cables on the Tunisian regime, for ‘soli-
darity’ uprisings spreading throughout Tunisia in December 2010. This 
culminated, by 14 January 2011, in Tunisian President Ben Ali and his 
family fleeing to Saudi Arabia, ending Ben Ali’s twenty-three-year dicta-
torial rule in just twenty-eight days. The Tunisian people had succeeded 
in overthrowing their authoritarian regime and opened up a new realm 
of political possibility. More widely, Tunisia had demonstrated to the 
peoples of the Middle East and North Africa (MENA) region that change 
is possible and that autocrats can be overthrown through popular 
protest. A single act of existential despair and a demonstration of public 
defiance rapidly and unexpectedly escalated into the Arab Spring. 

 The narrative continues by highlighting events in Egypt, as 25 January 
2011 became the ‘Day of Rage’ sparking anti-government demonstra-
tions across the country. In Tahrir Square, Cairo, youth movements 
gathered to call for President Hosni Mubarak to leave, whilst the govern-
ment responded by blocking Facebook and Twitter, before finally shut-
ting down mobile phone and internet services. The police met protestors 
with violence, driving vehicles into crowds, throwing tear gas and firing 
shotguns filled with metal pellets at random. Protestors began setting 
fire to buildings, targeting the police and defying the imposed curfew. 
By 11 February, as protestors began marching towards the presidential 
palace, President Mubarak finally heeded calls to step down, ending his 
nearly thirty years of autocratic rule. Within less than two months the 
status quo in the MENA had been irreparably changed, and popular 
protests began to spread to greater and lesser degrees in Algeria, Bahrain, 
Iran, Iraq, Jordan, Kuwait, Lebanon, Morocco, Oman, Pakistan, Saudi 
Arabia and Yemen. In Libya, a civil war against Colonel Gaddafi’s regime 
began, and threats of genocide led the United Nations Security Council 
passing Resolution 1973, to back a NATO intervention and to secure 
a no-fly zone. Whilst in Syria, March 2011 saw the beginnings of an 
uprising that would become increasingly violent and ferment into a 
longer civil war. 

 On the face of it, this narrative represents the Arab Spring as a positive 
move for the peoples of the MENA region. It demonstrates the opening 
of political spaces and a possible democratic future, which could result 
in a greater appreciation of human rights, less violent conflict, and the 
dividends of a democratic peace. It highlights, therefore, that the impor-
tance of the Arab Spring is global, providing the possibility of a greater 
level of international security and stability. With the MENA being 
centrally linked to global energy and trade systems, a stable and secure 
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region is important beyond Arab capitals. Moreover, having partners 
in the region that cooperate on issues of counter-terrorism and coun-
ter-proliferation is important to national security concerns of Western 
governments. However, it is far from clear that the Arab Spring will lead 
the world to a more stable environment. Since the uprisings, there have 
been significant tensions over issues of transitions to civilian rule, exac-
erbated ethnic and religious conflicts, raised tensions between Israel and 
its neighbours, emboldened terrorist groups targeting Western workers 
and officials, renewed fears that Iran will become a more powerful 
regional actor, and fear that Islamist parties will undermine the transi-
tion processes underway. This raises questions over whether the fall of 
autocratic regimes will lead to turbulent transitions to stable democra-
cies, the emergence of renewed autocratic rule, or the creation of failed 
states? Similarly, questions over the exact geopolitical orientation of the 
region are being raised, as it is not clear that the emerging governments 
can, or would, cooperate fully with the pursuit of Western interests in the 
region. The Arab Spring has therefore introduced both hope and consid-
erable uncertainty into the international system for years to come. 

 Given the profound nature and implications of these events, it is 
fundamental that the Arab Spring be fully understood, beyond that 
of the prevailing narrative. It is only through fully understanding the 
complex reasons for these events, and the interconnected implications 
of them, that informed policies can be made. Within this context, 
there are many excellent commentaries available from media and think 
tank organisations that provide insight into these events, and which 
go some way towards helping develop our understanding. Such sources 
provide a rapid and necessary overview that is both informative and 
high impact. However, what distinguishes such sources from the social 
sciences is that the latter seeks to systematically combine theoretically 
informed methodological insights and corresponding research methods 
into the analysis to derive research-based conclusions. That is to say 
that the social sciences work within the frameworks derived from a long 
historical tradition of the philosophy of social sciences, so as to produce 
a rigorous and accessible body of knowledge that helps explain/under-
stand social phenomena. When a social scientist seeks to illuminate the 
issues around the Arab Spring, therefore, the aim is to provide an analysis 
informed through applied research methods, which helps identify and 
prioritise factors contributing to highly complex issues, which in turn 
narrows the level of uncertainty. This, in itself, is a valuable enterprise 
for furthering the social sciences and informing the academic debate, 
but importantly this also allows the social sciences to inform multiple 
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stakeholders ranging from the broader public to policy makers. This is 
not to suggest that social scientists are homogeneous in their accounts, 
but rather that they provide a series of broader contextualisations from 
which to inform, making highly complex and fast moving situations 
more accessible. 

 For social scientists, it is not possible to reduce the reasons for the 
Arab Spring to single events. Whilst it is clear that the self-immolation 
of Mohammed Bouazizi is important, the philosophy of social sciences 
teaches us that social phenomena occur within multifaceted contexts. 
There is of course disagreement over how to identify and estimate the 
importance of factors within this context, which are determined by 
particular methodological schools’ ontological and epistemological 
positions. Whilst some schools of thought seek to explain events parsi-
moniously, others look for more complex human reasons for action to 
understand why events occur. There are also particular weightings made 
to structural factors compared to the role of agents; the role of material 
phenomena compared to the role of ideas or discourses; and different 
emphases made on how to understand the persistence of political conti-
nuity and emergence of political change. There are also debates about 
whether quantitative, qualitative or a mix of both methods should be 
used in the research strategy. These debates underlie social scientific 
research, and whilst these philosophical and metatheoretical debates 
are in and of themselves very complex and nuanced, when applied to 
an event such as the Arab Spring they help broaden out the analysis and 
raise awareness of the issues. They help identify what is, and what is not 
important, within the context of reasoned parameters. Thus, what we 
offer below is a multilevel approach to understanding the Arab Spring, 
that explores these debates at the individual, state and international 
levels, in an attempt to shed light on why these events occurred and 
what implications they have for Western policy.  

  Demographics, technology and pluralism 

 A distinctive feature of the Arab Spring has been the central involve-
ment of youth movements across the region. This can be attributed 
to regional demographics, where the under thirty population is the 
majority. In 2010, 51% of the Tunisian population was under thirty, 
whilst in Egypt and Libya it was 61%, Syria 66% and as high as 73% in 
Yemen (US Census Bureau, 2010). Indeed, one third of the overall MENA 
population is between the ages of fifteen and twenty-nine, compared 
to 20% in the United States and 18% in Europe (Feiler, 2011: 113). For 
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some, this ‘youth bulge’ provided the structural impetus for unrest. This, 
it is argued, is comparable to the youth protests and unrest in the US and 
Europe in the 1960s, driven by the post–Second World War baby boom. 
Indeed, some commentators go so far as to argue that knowledge of this 
demographic bulge should have provided the ability to predict a ‘popu-
lation bomb’ in the region in advance of the Arab Spring. However, 
demographic information does little in helping to understand why 
youth movements rose up. It is a structural factor to consider within 
the analysis, rather than a reason for action. As Ragui Assaad argues, 
‘demographics have played an important role, not because they are the 
problems themselves but because they have exacerbated other serious 
problems that youth are having ... having large numbers of people who 
are very frustrated at their inability to turn their education into produc-
tive jobs, has really exacerbated the problems’ (LaGraffe, 2012). 

 For many social scientists, the prevalence of poor economic conditions 
in the region has become central to understanding the Arab Spring. The 
MENA region has the highest youth unemployment figures in the world 
at 24% in 2009. This is more than double the adult unemployment rate 
in these countries, which is approximately 10%. Moreover, this is even 
more problematic given that the MENA has the world’s lowest labour 
force participation rates, as a result of women not entering the work-
place and many male and female youths leaving, and being put off of 
entering, the work force (Roudi, 2011). Thus, whilst the youth popula-
tion represents significant economic potential, chronic underfunding in 
education and lack of employment opportunities has created poverty, 
inequality, large-scale unemployment and a loss of individual dignity. 
Thus, it is demographics combined with wider discontent regarding Arab 
political economies that is increasingly seen as the necessary conditions 
for inspiring the revolutions. 

 The combination of large-scale youth unemployment and alienation 
was certainly evident in the spring of 2008, when large-scale popular 
dissent originally bubbled to the surface around the MENA. In Egypt, 
textile workers in the town of Al-Mahalla Al-Kobra took to the streets 
to complain about increasing inflation undermining their already low 
pay. Associated supporters of this group would later be instrumental 
members of the 6 April movement, which was central to the 2011 strug-
gles in Tahrir Square. In Tunisia, January 2008 saw an early rendition of 
the small-scale protests, similar to those that would escalate into a full 
revolution less than three years later. In Morocco, protests forced the 
government to cancel intended bread subsidy reductions. Small-scale 
demonstrations also took place in Algeria, Lebanon, Jordon and Yemen 
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as, ‘the cost of basic foodstuffs skyrocketed thanks to a combination of 
high oil prices, poor harvests, rising speculative investment in commod-
ities, and biofuel subsidies that discouraged farmers from growing food’ 
(Noueihed and Warren, 2012: 24). Within such a context, the initial 
disquiet in 2008 was a fundamental stepping-stone towards the 2011 
revolutions. 

 The importance of the social unrest in 2008 is twofold. Firstly, it 
demonstrates that large-scale youth unemployment and alienation, even 
when leading to protests, is not enough to guarantee the onset of a revo-
lution. Secondly, 2008 provides a point of comparison with the 2011 
revolutions. What’s apparent about events in 2008 is that many of the 
youth movements in the region reflected on this period to inform their 
future actions and develop new revolutionary strategies. These events 
inspired the youth to better communicate and mobilise. That is to say 
that the 2008 uprisings provided lessons for these groups to learn from. 
For example, it was during the 2008 uprisings that the April 6 move-
ment was formed, to report on the Al-Mahalla Al-Kobra strikes. As part 
of this reporting strategy they drew on what were then new social media 
platforms, such as Facebook, Twitter, Flickr, Blackberry Messenger, and 
blogs. This was to allow them to be ‘citizen journalists’, enabled by the 
tools of the new web 2.0 environment. These were the same tools they 
deployed in 2011, after years constructing their networks, which proved 
to be ‘a crucial platform for both organisation and real-time report from 
the street [during the Egyptian revolution]. Protesters not only knew 
what was happening a few blocks away or across town, they were also 
tracking in real time, what was happening across Egypt’ (Khalil, 2011: 
148). In addition to social media therefore, the proliferation of smart 
phones adds a hardware dimension to the analysis. However, this should 
not overshadow the importance of phone calls and texts during the 
revolution, especially once social media sites were shut down. Similarly, 
it is clear from multiple analyses that satellite television, and in partic-
ular 24 Hour News channels such as Al Jazeera and Al-Arabiyya played 
a crucial role in providing alternative sources of news to government-
controlled media outlets. What unites these three communications 
methods, therefore, is not their ‘novelty’, but the manner in which they 
pluralise communication and how they were used as  sources  of informa-
tion and  tools  for mobilisation; both of which challenged the power and 
legitimacy of authoritarian regimes. 

 The importance of ‘virtual space’ therefore is not viewed as a deter-
minant factor for the revolutions in and of itself, but viewed as a tool 
for agents working within authoritarian structures. The ability for mass 
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communication not only allowed youth social movements to correspond 
and prepare for the revolutions inside their countries, but also to outline 
best practice across the region, and across the globe. For example, when 
interviewing leading members of the 6 April movement, they made clear 
that they studied ‘the American civil rights movement’ and in particular 
‘Martin Luther King, Rosa Park and Malcolm X’. They also studied the 
struggles in ‘Poland, Georgia, Ukraine and Serbia’, which led them to 
develop relations with Otpor! in Belgrade. This led the 6 April move-
ment to adopt the same clenched fist symbol as Otpor!, which was so 
visible in Tahrir Square during the revolution (Hassan, 2011, 2013). In 
addition to learning lessons from around the globe, they were also able 
to gain global recognition and support via their social media platforms. 
With authoritarian regimes demographic being considerably older than 
these youth movements, ultimately they failed to spot the implications 
and importance of these new social tools until it was too late. At the level 
of individual citizens a mixture of demographics, alienation, commu-
nication, learning, the utility of technology, and the pluralisation of 
information fostered a wider revolutionary consciousness. This complex 
mixture allowed individual agents to collectively challenge their respec-
tive regimes with extraordinary effectiveness.  

  Political economy and military decisions 

 Beyond the level of individual agents, there are also structural issues 
behind the Arab Spring, at the state level. For example, a distinguishing 
feature of the Arab Spring has been how throughout the MENA, it is 
one party presidential systems that have been successfully challenged 
from below. That is to say, that there were/are structural differences 
between the authoritarian regimes in Tunisia, Egypt, Libya, Syria and 
Yemen, compared to the Gulf Monarchies best represented by Saudi 
Arabia. Notably, however, the latter do not believe that they are immune 
from the ‘demonstration effect’ that has led to the spread of the revolu-
tions. They have, however, been able to draw on their considerable oil 
wealth to help prevent poor economic conditions to help prevent poor 
economic conditions from enabling the fermentation a broader revolu-
tionary consciousness. For example, in the aftermath of the initial revo-
lutions Saudi Arabia announced a massive government subsidy package 
which added $130 billion in spending projections over the next five 
years. Monarchies have also proven more flexible by making moves to 
devolve power down towards other institutional bodies, and have been 
able to make stronger claims to religious-political legitimacy. These were 



168 Stuart Croft, and Oz Hassan

not options available to the one party presidential systems that emerged 
as former colonial powers withdrew from the region in the post–Second 
World War period. 

 Indeed, one party presidential system has long based their legitimacy 
on constitutional propriety, even as authoritarian leaders constructed 
‘security states’ (Owen, 2012). These strongmen committed despotic 
acts against their own populace, whilst believing themselves sover-
eign unifiers of their republics. To ‘save’ their people they imprisoned, 
tortured, and executed their enemies. This allowed regimes to cement 
their power for the all too numerous years they thought were neces-
sary to lift their populations through economic and social development. 
What emerged were systems that gave greater freedoms to the few, whilst 
withdrawing social, political and economic freedoms of the many. This 
concentration of power within the state was made possible by institu-
tionalising particular structures. As Roger Owen details,  

  At the apex of such systems stand the presidential office, the presi-
dential family, and a small group of advisers drawn from the military, 
the security services, and the business elite. Next in order of impor-
tance come the senior members of the army, the intelligence agen-
cies, and the police, together with a small group of crony capitalists 
who obtain access and influence in exchange for a role in providing 
additional resources for the regime in terms of money and sometimes, 
organisational skills. Under them are the agencies of civilian admin-
istration, the ministries, and the provincial governors, as well as the 
most important centres of ideological control: the educational appa-
ratus, the official media, the tame judiciary, and the equally tame 
religious establishment. (Owen, 2012: 38)   

 Understanding these structures is paramount to a deeper appreciation 
of the Arab Spring, because they reveal a lack of political and economic 
transparency combined with high levels of institutional corruption. To 
maintain such systems friends of these regimes required rewards. This 
was evident in tax systems that favoured the few, penalised the many, 
and exacerbated wider poverty throughout MENA societies. Government 
functioning for the few led to the concentration of wealth amongst 
shrinking middle classes, making economic inequality all the more 
evident. Within these state structures, even where there was economic 
growth, as states moved from renter models to greater economic liber-
alisation, this was ineffective. For example in spite of Tunisia and Egypt, 
prior to 2010, seeming to perform well in terms of economic growth, 
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this did not translate into jobs. The importance of this cannot be over-
stated, because moves towards liberalising their economies were part of a 
regime-driven survival strategy. Regimes believed that economic growth 
would prevent the onset of revolutions by diffusing popular dissatisfac-
tion and helping to avoid legitimation crises. Such policies ultimately 
proved ineffective because this was jobless growth. Accordingly, neolib-
eral economic policies that favoured privatisation and open markets 
failed to deliver ‘trickled down’ wealth, but did succeed at growing 
resentment (Hassan 2011).  2   Ultimately, the survival strategy adopted by 
regimes relied on flawed economic assumptions and further alienated 
large sections of their populations. 

 In addition to structural issues with Middle Eastern political econo-
mies, the structural role of the militaries also proved crucial to successful 
revolutions in the Arab Spring. Arab militaries, since the coups in the 
1950s and 1960s, have long been significant institutions and arbiters of 
power in their respective societies. What was, however, highly notice-
able during the unfolding of events was that militaries in each country 
behaved differently. For example, in Tunisia and Egypt, their militaries 
chose not to use force against the demonstrators. This removed a struc-
tural impediment faced by protesters, and ultimately allowed El Abidine 
Ben Ali and Hosni Mubarak to be removed from power. Indeed, when 
Ben Ali ordered the military to fire upon protesters, they refused. This 
allowed them to emerge as a stronger political institution after his 
removal, declaring that the military was the ‘guarantor of the revolu-
tion’. Similarly, in Egypt, the military decided not to intervene against 
the revolts. However, they did make a more directly political decision 
to force Mubarak to step down, which reflected their growing disquiet 
with being sidelined and concerns with attempts to transfer power to 
Mubarak’s son Gamel. 

 The alternative military model was demonstrated in Libya and Syria. 
In contrast to Egypt and Tunisia, the Libyan and Syrian militaries were 
not autonomous institutions. They were a fundamental part of the 
ruling regimes. Indeed Colonel Gaddafi’s son headed the most impor-
tant military units involved in early attempts to suppress the revolt. 
In Syria, the al-Assad family and members of their al-Matawirah tribe 
dominated the upper ranks of the military, intelligence and security 
services with the sole purpose of protecting the family and the minority 
Alawite religious sect. These militaries were therefore the hard power 
institutions of the regimes themselves, embedded within their state 
structures. The survival of their regimes was explicitly linked to the 
survival of their militaries. As such, it is unsurprising that these were 
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the revolts that became violent, as the militaries chose to intervene in 
the revolts. However, whilst in Libya rebels were able to defeat Gaddafi, 
with the help of NATO, an ongoing civil war has broken out in Syria. 
Within such a context it is clear that the institutional distribution of 
power within the state is important to understanding the Arab Spring. 
Whilst too much economic power concentrated amongst regime elites 
and crony capitalists fermented legitimation crises, how military power 
is institutionalised within the state matters to the outcome of the revo-
lutions themselves. Moreover, as the case of Libya directly shows, these 
are not separate from the global context.  

  Historical contexts and global effects 

 Understanding the Arab Spring from a global perspective necessarily 
requires exploring how external factors compounded the legitimation 
crises faced by MENA regimes. The effects of globalisation at the indi-
vidual level were clearly evident in the networks’ youth movements built 
up across the world, and the manner in which they used the spread of 
new global communication systems. Similarly, at the state level this was 
evident in the spread of neoliberal economic ideas, which tied economic 
growth to the opening of markets and privatisation. However, there is 
also a broader post–Cold War security context to be considered. Since 
the end of the Cold War international actors have increasingly sought 
to erode absolute conceptions of sovereignty in favour of direct and 
indirect intervention. Throughout the 1990s the international commu-
nity increasingly sought to construct new approaches to security, which 
placed humanitarianism and human security at centre stage. After the 
events of 11 September 2001, this discourse became a defining part of 
the US-led ‘war on terror’ to remove Saddam Hussein in 2003. Although 
there was no clear and imminent danger of Saddam Hussein commit-
ting genocide against his people, arguments were put forward regarding 
disarming Iraq of its non-existent WMD, and articulated with a humani-
tarian discourse based on Hussein’s violent record against his people. 
During the Arab Spring, this humanitarian discourse was also evident in 
NATO’s response to the Libyan crisis and the invocation of the ‘responsi-
bility to protect’ (R2P). However, in the case of Libya, the Gaddafi regime 
was on the brink of committing genocide, allowing the international 
community to act swiftly to support Libyan rebels through the enforce-
ment of a no-fly zone. Nevertheless, whilst this humanitarian discourse 
has been evident in the Western response to the Syrian crisis, there has 
been a failure to arrive at an international consensus for action; in part 
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because the Chinese and Russian governments believe that NATO used 
the Libyan no-fly zone as a cover for regime change. Other international 
actors have come to see Western humanitarian discourses as part of a 
larger imperial strategy. 

 More indirect intervention has also resulted from Western desires 
to spread democracy and human rights through softer means. For 
example, the European Union has been a key actor in promoting its 
normative agenda through the European Neighbourhood Policy (ENP). 
This has included softer programmes of intervention in the Southern 
Mediterranean and the insertion of conditionality clauses in interna-
tional agreements. Similarly, in the aftermath of the 11 September 2001 
terrorist attacks, the United States launched its Freedom Agenda for the 
Middle East to promote democracy in the region. Under the George W. 
Bush administration, this strategy relied on promoting four pillars of 
political, economic, educational and women’s reforms in the region. 
This was continued under the Obama administration, but increasingly 
drew on new technologies to link groups across the region and build 
networks of youth movements. The aim of this, through websites such 
as  movements.org , was to help build ‘what was already happening on a 
larger scale’ (Hassan 2013). This strategy was not only seen as a method 
of combating terrorism, but also as a new method of engaging with the 
MENA in a period where it was clear that the status quo did not neces-
sarily always prove accommodating to Western interests in the region. 
Notably, the intent behind these policies was to promote incremental 
reform of the region that allowed stable transitions to democracy over a 
period of decades, and not the fast paced collapse of traditional partners 
that has been characteristic of the Arab Spring. Nevertheless, this push 
for universal human rights and democracy is an external factor to be 
considered when analysing the MENA revolutions.  

  After the spring 

 Whilst the revolutions themselves brought hope of democratic trans-
formation in the MENA, their aftermaths have left a more complicated 
picture. On one hand, the revolutions have undermined claims that 
there was a form of Arab exceptionalism that prevented the region 
from moving towards democracy, but on the other, concerns over the 
‘Islamist dilemma’ have arisen along with a more complicated secu-
rity environment. Whilst youth movements were behind the revolu-
tionary impetus to remove regimes they have been far less efficient at 
coming together to form effective political platforms. This has allowed 
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Islamist parties, which were well organised before the revolutions, to 
reap electoral rewards, giving rise to fears that the old regimes could 
be replaced with ‘one man, one vote, one time’ systems that consoli-
date new Islamist authoritarian leaders. This could particularly be the 
case where transformations are unstable. For example in Tunisia, the 
revolution has led to the removal of the Ben Ali regime, the resignation 
of Prime Minister Ghannouchi, the dissolution of the political police, 
the dissolution of the ruling RDC party, and the release of political 
prisoners. However, the elections to the Constituent Assembly, on 
23 October 2011, saw a victory for the moderate Islamist Ennahda 
Movement, who formed a coalition with the Congress for the Republic 
and Ettakatol. Since then, the assembly has been plagued by splits in 
coalition parties, but overall looked stable until the assassination of 
Chokri Belaid, the leader of the Unified Democratic Nationalist Party 
in February 2013. As opposition leader he had been critical of the 
Islamist-led government and of violent Islamists. His death has cast a 
shadow on the transition process, leading to violence and protests on 
the streets of Tunis. 

 In Egypt, whilst since January 2011 the Supreme Council of the Armed 
Forces (SCAF) has taken control of the country, they have allowed for 
constitutional reforms and elections. Consequently, in November 2011 
to January 2012, elections for the Egyptian People’s Assembly were 
held, which saw a sweeping victory for Islamist parties. By June 2012 
these elections were deemed illegal and the Supreme Constitutional 
Court dissolved the parliament. In the Egyptian Presidential elec-
tions, finishing that same month, Mohammed Morsi, of the Muslim 
Brotherhood’s Freedom and Justice Party was elected by a slim margin. 
A month later, President Morsi reversed the decision to dissolve parlia-
ment, and moved forward with drafting a new constitution, which 
was passed by referendum in December 2012. At a superficial level, 
this sets a positive direction for the country. However, the situation in 
Egypt has proved highly volatile with conflicts between security forces 
and ongoing protests, clashes between security services and Coptic 
Christians, tensions emerging between Egypt and Israel, and confusion 
over why two Iranian warships were permitted to sail up the Suez Canal. 
Moreover, the significant electoral gains made by Islamist parties in the 
Egyptian People’s Assembly signify that the geopolitical and geostrategic 
orientation of Egypt is uncertain. Egypt is at the crossroads of a consti-
tutional crisis as the SCAF and the civilian leadership seek to settle who 
is in charge of Egypt’s destiny. 



Understanding the Arab Spring 173

 Whilst elections in Tunisia and Egypt have demonstrated the electoral 
appeal of Islamist groupings, Libya has bucked the trend. In July 2012, 
the largely secular National Forces Alliance received 48% of the vote for 
a new General National Congress (GNC) whilst the Islamist Justice and 
Construction Party received only 10%. Subsequently, the liberal inde-
pendent Ali Zeidan was voted by the GNC to become Prime Minister, 
replacing Mustafa Abu Shagur and beating Islamist candidates. This has 
lessened concerns regarding the Islamist dilemma, but Libya still faces 
serious security challenges. Since the end of the conflict many militias 
have not disbanded, which has thwarted the interim government’s 
attempts to build institutions in the country. In particular, the national 
priority of establishing an army has been deeply problematic, which has 
led to thousands of local militias becoming the dominant providers of 
security across the country. In turn this has allowed other security risks 
to emerge, which was most evident on the international stage with the 
murder of the US Ambassador Chris Stevens in Benghazi. Al-Qaeda in 
the Islamic Maghreb have used the instability in Libya as an opportunity 
to promote its terrorist agenda, which was witnessed across the border 
in Algeria when terrorists seized the Amenas Gas plant. As such, the 
Arab Spring, whilst confident in its move towards the democratisation 
of the region, has allowed new security challenges to emerge alongside 
non-traditional partners.  

  The social sciences and the way forward 

 The multi-causal explanation of the Arab Spring provided here demon-
strates the importance of the social sciences when analysing complex 
issues of social transformation. To understand why these events occurred, 
it is necessary to look at demographic factors, along with technological 
innovations and the plurality of information sources to understand how 
a revolutionary consciousness and strategies were developed. However, 
analysing the level of agents alone does not provide a complete under-
standing, as agents work within structures. Thus, it is necessary to look 
at the state level, and the manner in which poor economic and secu-
rity decisions contributed to alienation, poverty and a loss of dignity. 
Such factors helped ferment the onset of legitimation crises. Moreover, 
it is clear that the institutional nature of militaries played a defining 
role in the success or failure of the revolutions themselves, with the 
Egyptian and Tunisian forces stepping aside, leading to the removal of 
their regimes, whilst the Libyan and Syria militaries chose an alternative 
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violent path. Yet, just as it is important to consider the internal dimen-
sions within a state, these do not occur within a vacuum and states are 
no longer fully protected by appeals to sovereignty. The post–Cold War 
context, along with security concerns of the War on Terror, have given a 
greater impetus for outside actors to intervene directly and indirectly in 
the name of security, democracy and human rights. Moreover, as Libya 
demonstrated, it is clear that when the international community unites 
it can be highly effective. 

 Nevertheless, although the Arab Spring provides an opportunity, it 
has also delivered a range of new risks and security threats. It is unclear 
whether new democracies will emerge or the elections taking place in 
the region will be short-lived as new strongmen materialise. Similarly, 
it is unclear that a democratic peace will emerge as a result of the Arab 
Spring even if these transitions are headed in an affirmative direction. 
As Mansfield and Snyder’s research demonstrated in 2005,  

  Although democratisation in the Islamic world might contribute to 
peace in the very long run ... simply renouncing these authoritarians 
[regimes] ... is unlikely to lead to peaceful democratic consolidations. 
On the contrary, unleashing Islamic mass opinion through sudden 
democratisation could only raise the likelihood of war. All the risk 
factors are there: the media and civil society groups are inflammatory, 
as old elites and rising oppositions try to claim the mantle of Islamic 
or nationalist militancy. The rule of law is weak, and existing corrupt 
bureaucracies cannot serve a democratic administration properly. The 
boundaries of states are mismatched with those of nations, making 
any push for national self-determination fraught with peril ... rising 
political participation leads to conflict and instability in states with 
weak political institutions. (2005: 13)   

 If Mansfield and Snyder are correct, then understanding the reasons for 
the Arab Spring is of fundamental importance for avoiding the onset 
of greater security threats and humanitarian disasters. By harnessing 
the interdisciplinarity of the social sciences to inform this debate in an 
enlightened and well-reasoned manner, social scientists can deploy a 
combination of philosophically reasoned methodologies, and state of 
the art methods to explore these problems and provide answers to these 
complex questions. By doing so, subsequent policy debates can be well 
informed and sound policy judgements can be constructed at the same 
time as human knowledge is developed in the hope of creating a more 
peaceful world.  
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    Notes 

  1  .   We use the term Arab Spring here as a term to represent the revolutions that have 
swept the Middle East and North Africa since December 2010. However, the term 
itself is not without problems. Whilst others refer to it as the Arab Awakening, we 
note that in the region itself individual revolutions are referred to.  

  2  .   This resentment was highly evident from interviews with protesters in Tahrir 
Square who were keen to call for ‘oil, bread and jobs’, whilst also highlighting 
growing inequality as a reason for the revolution.   
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   Introduction 

 A decade and a half ago, some of the most renowned names in interna-
tional migration research proclaimed that, ‘Like many birds, but unlike 
most other animals, humans are a migratory species. Indeed, migration 
is as old as humanity itself’ (Massey et al., 1998: 1). They continued, 
‘Human migration is rooted in specific historical conditions that define 
a particular social and economic context’ (1998: 3). This provides some 
signposts as to why the social sciences have so much to offer the study 
of international migration, past and present. International migration 
of people is fundamental not only to humanity, as they suggest, but 
also to the creation of nations and societies stretching back centuries. 
Yet its importance lies not only in its historical importance, but also 
in its increasing influence over the ways the global economy and soci-
eties function, as the scale of movement of people around the world 
continues to grow exponentially, despite more recent sluggish growth. 
Coupled with the increasing complexity of these movements and recog-
nition that migration affects many more than those who actually move, 
research on the nature of these international flows from a wide range of 
disciplinary perspectives has burgeoned. The social sciences are ideally 
placed to understand the complexities of these movements in ways that 
other sets of disciplines are not. 

 In light of this complexity, it is essential to have a multidimensional 
approach in order to understand international migration. The social 
sciences can provide such a perspective, in part because of the combina-
tion of disciplines that engage with the study of international migration 
from beneath the umbrella of putative migration studies. Therefore, 
international migration can be viewed from a wide range of disciplinary 
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perspectives, from what is arguably its core in geography and demog-
raphy to anthropology, sociology, social psychology, political science 
and economics that each stress variously different scales of analysis, 
methodologies and theoretical standpoints. This chapter will explore 
a range of general issues pertinent to understanding the dynamics of 
international migration in spatial and temporal perspective and illus-
trate how a social science approach is essential in understanding one 
of the most important yet the most contentious phenomenon of our 
times. In particular, it highlights the importance of examining interna-
tional migration in theoretical and empirical research terms, but also 
the need to use such inter-disciplinary research to feed into and chal-
lenge what are often negative public perceptions of such movement in 
both destination and source countries.  

  Delineating the temporalities and spatialities of 
international migration flows 

 Exploring the dynamics of international migration requires a rela-
tional approach which is most helpfully provided by a combination 
of a geographical perspective that facilitates an analysis of the global 
spatialities of migration and also incorporates recognition of the power 
relations underpinning these movements, together with a temporal 
approach that in part entails some form of historical analysis. 

 In terms of the temporalities, although international migration is 
at the very core of humanity, stretching back to its origins in the Rift 
Valley of Africa, it grew rapidly from the fifteenth century onwards as 
an inherent part of colonialism and industrialisation. Central to this 
was the movement of around 12–15 million people as slaves from West 
Africa to the New World, as well as the subsequent migration of inden-
tured labourers from China, India and Japan to work on European-
owned plantations (Cohen, 2008). The rise of the United States brought 
about the next major wave of global migration, with most between the 
1860s and 1920s, with further movements within Western Europe, espe-
cially among the Irish, the Poles and the Italians. Post–Second World 
War economic expansion led to large-scale labour migration within 
Europe, together with other major movements from the UK to Australia, 
to Israel from across the world and within the sub-continent after the 
partition of India (Koser, 2009). Despite a slow-down with the oil crises 
in the 1970s, global migrant stock grew from 75 million in 1965 reaching 
between 140–155 million people by the end of the 1990s (Castles, 2000: 
274–275). 



178 Cathy McIlwaine

 This growth has continued apace in contemporary times and is mani-
fested in multi-scalar ways. By 2010, there were 214 million international 
migrants in the world, up from 191 million in 2005, highlighting how 
such movement is on an upward trajectory despite some recent slow-
down linked with the global economic recession (IOM, 2011: 49). In 
terms of the broad global patterns, the number of international migrants 
in the Global North grew by 46 million (56%) while those in the Global 
South grew by 13 million (18%) (UN, 2012: 3–4). This is a stark reminder 
of the ever-increasing pattern of uneven global development whereby 
the dominant global flows continue to the wealthiest and most devel-
oped countries of the world. Indeed, the US has long had the largest 
stock of migrants in the world, standing at around 43 million in 2010, 
followed by the Russian Federation and Germany, with Canada, France, 
the UK, Spain and the Ukraine also among the top ten in terms of actual 
numbers (IOM, 2010: 115). However, Saudi Arabia and India also figure 
among the top ten destinations, highlighting that South–South flows 
are diversifying. Indeed, southern countries are the origin for 70% of all 
international migrants, about half live in other developing nations, with 
South–South migration flows now equivalent to North–South (around 
73 million) (UN, 2012: 1–2). Nonetheless, the growth of the interna-
tional migrant population in the Global North was still mainly due to 
the growth in migration from the South. For example, between 1990 
and 2010, international migrants in the North who had been born in 
the South almost doubled from 40 million to 74 million, comprising 
75% of the increase in immigration in the North as a whole (UN, 2012: 
4). Linked with this has been a decline in South–South migration from 
39% of global migration in 1990 to 34% in 2010 (2012: 5). 

 While these patterns refer to migrant stocks, some interesting patterns 
emerge in relation to the proportion of migrants as a percentage of the 
total residing in individual countries. At one extreme is Qatar where 
migrants comprised 86.5% of the total population in 2010 (IOM, 2010: 
114), while a more common pattern can be found in the UK where the 
share of foreign-born people in the total population stood at 12.3% in 
2011 (although this also reflected a 50% increase between 1993 and 
2011) (Renzo and Vargas-Silva, 2012). With cities being the primary 
destination for many international migrants, there are 25 cities in the 
world with more than 25% of their populations being foreign-born 
(IOM, 2010: 116). Returning to the UK case again, 42% of inner London’s 
population in 2011 was foreign-born (Renzo and Vargas-Silva, 2012). 

 While this provides an overall picture of the contemporary spatialities 
of international migration, migration flows are also highly differentiated 
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in terms of who moves in relation to social positioning. While the gender 
composition of these flows has remained broadly steady in recent years 
with 51% being male (IOM, 2010: 117), it is important to remember that 
there has been a marked ‘feminisation of international migration’ since 
the 1970s as women have increasingly moved independently rather 
than as so-called trailing spouses (McIlwaine, 2010). Furthermore, there 
have been regional and country variations in these patterns. In Europe, 
for example, women migrants comprise 52.3% of migrant stock with 
up to 57.3% in Eastern Europe and 49% in Western Europe (IOM, 2010: 
184). In Latin America, there has been a feminisation of migration since 
1960 when only 44.2% of migrants were women, growing to 50.1% in 
2010 (2010: 154). In Asia as a whole, where women constitute 48% of 
international migrants, they only comprise 44.6% in South Central Asia 
and 55% in East Asia (2010: 165). In some individual countries, this 
proportion is considerably higher. For instance, in 2007, women made 
up 79% of migrant workers leaving Indonesia, 72% from the Philippines 
and 64% from Sri Lanka (UN DESA, 2009: 8). In terms of age, and while 
it has always been younger people who have migrated, the most notable 
change in recent years has been the rise in independent migration of 
children and young people across borders. Although most migration of 
people aged between thirteen and seventeen years of age is still within 
countries, there is some evidence that it is becoming more international 
in nature and that it is viewed positively by the young migrants involved, 
rather than assumed to be part of trafficking networks (Whitehead and 
Sward, 2008). 

 Other forms of differentiation lie in the huge diversity of different 
types of international migrants variously influenced by the temporali-
ties of migration. While ostensibly, international migration refers to 
crossing international borders for a certain minimum period of time 
(usually defined as one year) (Koser, 2009), the realities of global move-
ments is much more complex. The emergent categorisations that have 
attempted to simplify this complexity have often been highly conten-
tious politically. Indeed, international migration has become increas-
ingly politicised, linked with the fact that it tends to be viewed as a 
deviation from the norm, and so concomitantly is perceived as prob-
lematic because it can result in unpredictable changes in both home and 
host countries. Therefore, the categorisation of different types of inter-
national migrants is also linked with control by nation-states (Castles 
and Miller, 2003). Common types of categorisations include temporary 
labour migrants who migrate for short periods of time to work with often 
draconian restrictions on their movement; highly skilled migrants who 
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move much more freely to work in the increasingly globalised economy; 
irregular migrants who are also referred to as illegal or undocumented 
and who enter and/or remain in a country without the legal right to 
do so; refugees who migrate because of fear or persecution and are 
protected by the 1951 United Nations Convention relating to the Status 
of Refugees; asylum seekers who seek protection, but may not fulfil the 
strict criteria laid down by the 1951 Convention; and forced migrants 
who may be refugees and asylum-seekers but also including those who 
have no choice but to move because of environmental catastrophes or 
ill-thought through development projects (Castles, 2000). 

 To add further to this complexity is a range of types determined by 
different motivations and temporalities. These include return migration 
that not only focuses on first generation migrants who have gone home 
on retirement or on the fulfilment of their dreams, but also the migra-
tion of what has been called ‘next generations’ (children and grandchil-
dren of the first generation). Significant work has been conducted on 
these next generations, especially in the Caribbean context in relation 
to their capacity for generating socio-economic change (Conway and 
Potter, 2007). Various types of career migration are also important here. 
While this usually involves the movement of the professional classes and 
entailing inter-company transfer of elites, it can also include so-called 
shuttle migrants who make short-term border crossings to work in low-
skilled jobs in construction, trading or agriculture. To this, we can also 
add student migration which is especially intense within Europe, but 
which has important international dimensions, as well as such groups 
as Northern Europeans who spend some time during the year in warmer 
climates in the south of the region. 

 All these categorisations and differentiations in geographical and 
temporal flows are underpinned by deep-seated transformation in socie-
ties in relation to globalisation and uneven development processes and 
the increasingly politicised nature of international migration. The need 
to capture such diversity and complexity has prompted the emergence 
of the ‘new mobilities paradigm’ marking a shift from geographies to 
mobilities. Pioneered by sociologist John Urry (2007), this approach 
emphasises how movements of people intersect with objects and ideas 
across different spaces and places ranging from the body, through trans-
port to that of global capital and labour. Although there are obvious 
dangers in such a wide-ranging remit, a mobilities perspective has been 
especially important in understanding the fluid formation of transna-
tional and diasporic identities, especially among feminist researchers 
(Cresswell, 2011) as well as the multi-scalar nature of international 
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migration and the growing intensification of different geographies of 
movement. Indeed, in their attempt to move the mobilities paradigm 
forward, Glick Schiller and Salazar (2013) develop the notion of ‘regimes 
of mobility’ to critique the dichotomy between mobility and immobility 
as well as to encompass the relationships between the privileged and the 
exploited in their quest to move around the world. 

 These delineations that recognise the spatialities and temporalities 
of international migration in all its forms have been the result of the 
interchanges among social scientists in particularly fruitful ways with 
additional insights from the humanities contributing to the mobilities 
paradigm as well. Such richness in interpretation has also contributed to 
the theoretical frameworks that have emerged to explain international 
migration.  

  Why migrate across the globe? Theoretical 
perspectives on international migration 

 While it is not the intention here to rehearse the wide range of theoret-
ical approaches that have been developed in order to understand these 
migration flows, a social science perspective has been central to under-
standing the forces that underpin international migration. These can 
usefully be identified as the structural forces in the Global South that 
encourage migration, the structural forces that induce migrants to move 
to the Global North or other regions where there are opportunities, the 
agency of migrants themselves, as well as the structures that arise to 
connect areas (Massey et al., 1998). These forces have been examined and 
used to explain international migration from various theoretical perspec-
tives over time. Indeed, as migration theory has evolved, different social 
scientific disciplinary approaches have contributed to an ever-growing 
sophistication of such frameworks. While neoclassical economic theory 
drawing on work on rural-urban migration identifies individuals’ 
attempts to maximise their income and wages by moving from poor to 
industrialised countries has been widely critiqued, economics still under-
girds much theoretical work. For instance, while the New Economics of 
Labour Migration (NELM) viewpoint argued for a more sophisticated 
interpretation of migration as a risk-sharing strategy at the household 
level, the primary motivations of such mechanisms were thought to be 
income maximisation and other contextual factors such as availability 
of capital (Stark, 1991). However, more recent research within the social 
sciences has usefully refined this type of approach in terms of recog-
nising intra-household gendered power relations in determining the 
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nature of migration (McIlwaine, 2010). As the individual or behavioural 
approaches focusing on labour alone have continued to be critiqued, 
the examination of the role of migrant networks inherent in migration 
strategies has expanded considerably through structuration perspectives 
(Goss and Lindqvist, 1995). 

 As part of the recognition that the creation and maintenance of 
networks between places of origin and destination can produce stable 
migration systems, research has been further elaborated from a tran-
snational perspective. Emerging as a critique of assimilation models of 
migrant adaptation (see below) rather than as a theory of the causes of 
migration, transnationalism has been identified by Basch et al., (1994: 
7) in their seminal work as ‘the processes by which immigrants forge 
and sustain multi-stranded social relations that link together their soci-
eties of origin and settlement’. In turn, transmigrants are those who 
live across borders and engage in transnational activities, contributing 
to the formation of transnational social fields, circuits, communities 
or spaces (Faist, 2000), while transnational migration has been viewed 
as occurring within fluid social spaces that are multi-sited, multi-local, 
and multi-layered (Levitt and Jaworsky, 2007). Related to this, transna-
tional practices are viewed as fluid and diverse rather than bounded and 
uniform and ‘transnational communities’ as heterogeneous, especially 
on grounds of gender and ethnicity (McIlwaine, 2010, 2012). Processes of 
transnationalisation can be economic, social, political and cultural. For 
example, political transnationalisation is associated with various forms 
and intersections of citizenship nationally, transnationally and multicul-
turally while cultural transnationalisation is underpinned by processes 
of ‘acculturation, cultural retention and strengthening of transnation-
ally induced syncretism’ (Faist, 2000: 210). Although transnationalism 
and its concomitant dimensions and actors have been widely contested 
on grounds of its reification and vagueness, it remains an enduringly 
diverse concept. The recognition of such complexity of forces within 
processes of transnationalism has arguably only been achieved because 
of the inter-disciplinary insights that successive and intersecting work 
within the social sciences have brought to bear. 

 A specific example of how different social scientific disciplinary 
insights have come together to promote understanding of international 
migration has been the debate on the intersections and overlaps between 
transnationality and diaspora. While a strict definition of diaspora refers 
to those who have experienced collective trauma and displacement and 
who live in exile, such as Jews, Africans, Palestinians, Armenians, and 
Kurds and who strive to return and maintain ties (Cohen, 2008), research 
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on transnationalism has arguably led a more enriched interpretation. As 
Tölölian (1991: 4–5) states: ‘Diasporas are the exemplary communities of 
the transnational moment ... the term that once described Jewish, Greek, 
and Armenian dispersion now shares meanings with a larger semantic 
domain that includes words like immigrant, expatriate, refugees, guest 
workers, exile community, overseas community, ethnic community.’ 
Although, it remains acknowledged that a diaspora is not a transna-
tional community per se, similarly it is recognised that there may be 
diasporic elements within the community. 

 Beyond tracing the dynamics and causes of international migration in 
its multidimensional forms, another crucial dimension of social science 
research has been to examine the effects of such movements on both 
the home and host societies at different scales and acknowledging the 
transnational linkages. Despite a tendency to focus on the outcomes for 
destination countries, increasingly the somewhat ambiguous ramifica-
tions for source nations have been articulated.  

  The outcomes of international migration for the 
Global South: the migration–development nexus 

 The current debates on the migration–development nexus have high-
lighted not only the relevance of international migration for global 
development policy, but also the need to further challenge the fixities of 
how we view the world around us. From a primarily economic perspec-
tive international migration and the remittances associated with it have 
been hailed as the panacea for solving development problems in the 
Global South. With remittances now outstripping Overseas Development 
Assistance in terms of amounts sent from North to South, a host of inter-
national development organisations, among them the OECD and the 
World Bank, have focused on the potential for remittances to reduce 
poverty through creating ‘third way financing’ of development as part 
of a wider neo-liberal logic (Datta, 2009: 113). When accompanied by 
return migration and a reinvestment of human and financial capital in 
home countries, it is widely thought that international migration has 
the potential for transforming the poor economies of the world. 

 However, as Alejandro Portes (2009: 7) notes: ‘the change poten-
tial of migration does not always yield effects conducive or congruent 
with developmental goals’. This view is in line with a more circum-
spect interpretation that has highlighted the need to take a more 
socially informed view that highlights the wellbeing of migrants and 
the ramifications of migration on the social relations of origin and 
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destination countries (Piper, 2009). In particular, research has shown 
that international migrants make considerable economic, personal 
and emotional sacrifices in order to send money home, although this 
obviously depends on the type of migrant. This can create a range of 
exclusions for migrants, especially financial, while the governments of 
home and/or host countries are absolved of responsibility for taking 
care of their citizens or the migrants in their midst (Datta et al., 2007). 
In addition, remittances are spent on a range of productive and non-
productive goods with varying effects on the development of a home 
community, not all of which are positive and which can lead to a 
range of dependencies. Furthermore, the effects of ‘brain drain’, ‘brain 
circulation’ and ‘brain gain’ are also variable and can lead to depop-
ulated towns and the emergence of various social problems linked 
with neglect, disillusion and fragmentation when only certain family 
members are left behind (Datta, 2011; Portes, 2009). In turn, although 
the growing role of diasporic migrant organisations and the emergence 
of community-based or collective remittances in the form of donations 
and various types of philanthropy has been acknowledged as important 
(McIlwaine, 2007), those that focus primarily on home areas are not 
always sustainable or significant in terms of actual resources invested 
(Portes, 2009). On a more conceptual note, some studies have shown 
how these debates call into question the binary conceptualisations of 
the Global North and South, suggesting that such a division needs to be 
challenged (Raghuram, 2009). Whatever the case, international migra-
tion is fundamentally re-shaping North–South relations in contradic-
tory ways as the social and economic ties between them become ever 
more complex (Datta, 2009).  

  The outcomes of international migration for the Global 
North: assimilation, multiculturalism or integration? 

 With burgeoning flows of international migrants, their accommoda-
tion into the societies to which they move has prompted widespread 
intellectual, theoretical and policy responses that have been positive, 
negative and contradictory. Despite a long history of struggling with 
the governance of peoples from different cultural and linguistic back-
grounds, these issues have received most attention in the second half of 
the twentieth century in line with the increase in international migra-
tion flows. As the classic ‘Melting Pot’ assimilation ideas of the US in 
the first half of the twentieth century were critiqued, so the importance 
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of cultural pluralism grew since the end of the 1960s. Subsequently, 
notions of multiculturalism emerged focusing on the accommodation 
of diversity revolving around the assertion of rights among excluded 
minority groups and the affirmation of cultural difference, as well as 
economic and political participation, especially in relation to citizenship 
(Schuster and Solomos, 2002). Yet, notions of assimilation and multicul-
turalism have been highly contested with the result that different coun-
tries have interpreted assimilation and multiculturalism in varied ways 
both conceptually and in terms of the policies they have implemented 
around issues of equal rights, recognition, and citizenship with respect 
to migrants (Joppke, 1996). Therefore, France has emphasised assimi-
lation of migrants, while Germany has focused on temporary guest 
workers who are expected to return to their home countries. The UK’s 
position is a more fluid but potentially contradictory viewpoint that has 
combined reducing racial tensions and encouraging cultural diversity, 
while promoting the notion of British national unity. 

 More recently, multiculturalism has been questioned in the UK and 
beyond. Although some argue that multiculturalism and assimilation 
are not necessarily mutually exclusive, there has been a marked shift 
since the turn of the century towards integration. Critics have argued 
that multiculturalism reifies communities, ignores internal tensions and 
diversity within groups, and gives too much power to ethnic leaders. 
This has also been generated by concerns that pluralism has gone too 
far and that community cohesion has been threatened, as well as by 
fears over home-grown terrorism. Instead, migrants in countries such 
as the UK are now expected to integrate through a range of English 
language requirements, citizenship tests and ceremonies, as the migra-
tion regime makes it ever more difficult for non-EU migrants in partic-
ular to enter and settle. Although some suggest that this signals a return 
to assimilation approaches, it also reflects how increasing diversification 
of migration in countries such as the UK require integration policies to 
be reworked (Vertovec, 2010). 

 Also central to more recent understanding of how migrants settle in 
host societies is the relationships between transnationalism and integra-
tion. These are now recognised as mutually reinforcing processes with 
high levels of interaction among migrants between home and destina-
tion countries not necessarily signifying that they are less integrated, 
although this varies according to the nature of transnational engage-
ment and the integration philosophies and policies in  destination 
countries.  
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  Irregular migration and barriers to movement 

 The success or otherwise of integration processes is fundamentally 
affected by the immigration status of migrants and especially whether 
they are legal or illegal, regular or irregular, documented or undocu-
mented. This status together with the extent to which migrants inte-
grate or not into destination societies has underpinned public debates 
about the importance of international migration (see below). Although 
highly skilled global elites can migrate with apparent ease, unskilled 
migrants from the poorest nations face multiple barriers to their move-
ment except when their cheap labour is required. This has created a 
growing population of irregular migrants who do not have the legal 
right to live or work in the countries to which they have migrated. 
While the US has traditionally been a major destination for irregular 
migrants, increasingly punitive immigration legislation and the more 
recent securitisation of its borders following 9/11, has meant that such 
migration to Europe has grown and diversified. Yet similar processes 
of inclusion and exclusion at the EU’s external borders have created 
so-called Fortress Europe that keeps out ‘undesirable’ migrants and 
admits the ‘desirable’. The general shift towards greater immigration 
control has been in response to political and public opinion that over-
whelmingly views irregular migration as a major threat to the societies 
and economies of member states. This has led to a situation whereby 
contemporary manifestations of international migration are inherently 
contradictory. The so-called liberal paradox has led to the imposition 
of draconian and selective immigration controls that have generated a 
‘global hierarchy of mobility’ (Bauman, 1998). 

 On top of the increased bureaucratisation of international migra-
tory movements, there has been an encroaching securitisation and 
militarisation of borders following 9/11, and the Madrid and London 
bombings, compounding the criminalisation of irregular migrants and 
asylum-seekers who also become potential terrorists. This is set against 
the fact that European economies require this labour in order to func-
tion. However, it is in the interests of capital to maintain this labour as 
legally vulnerable as possible, creating what has been termed a ‘migrant 
division of labour’ (Wills et al., 2010) or a ‘global reserve army of labour’ 
(De Giorgi, 2010). Indeed, the selective opening of borders has created 
boundaries between the ‘deserving’ or ‘desirable’ and the ‘undeserving’ 
or ‘undesirable’ ‘others’. Borders have multiplied and become much 
more flexible, shifting from serving as frontiers that protect sovereignty 
and non-citizens from entering a nation to mechanisms that assert their 
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power within countries and arguably maintain migrants in a continu-
ally subordinate position. 

 Also central to understanding the nature of migrant irregularity is the 
ways in which migrants create and sustain transnational identities and 
practices through the formation of transnational social spaces or social 
fields. Indeed, it has been acknowledged that transnational lives can 
provide sustenance and an escape from exclusion for irregular migrants 
(McIlwaine, 2012). This exclusion is especially marked in societies where 
there is open hostility of migrants and a deep misunderstanding of their 
position in society. Indeed, despite media portrayals of migrants making 
disproportionate claims on the state, research in the social sciences has 
highlighted how irregular migrants in particular often make significant 
contributions to the state’s coffers through using false papers (Wills 
et al., 2010).  

  The importance of the social sciences in shaping 
public opinion on international migration 

 Leading on from this, the social sciences play an exceptionally impor-
tant role in presenting robust, independent research that counters 
inflammatory and unfounded representations of international 
migrants. Indeed, it is now widely acknowledged that public opinion 
surveys consistently overestimate the absolute numbers of migrants 
in any country or region, especially for irregular migrants (IOM, 2011: 
xiv). A recent study of eight migrant-receiving countries (Canada, 
France, Germany, Italy, the Netherlands, Spain, the UK and the US) 
found that in all, the perceived estimate of the size of the migrant 
population was much higher than the actual size; for example, in Italy, 
this was estimated at 25% when in reality, migrants make up only 
7% (2011: 8). Similar patterns have emerged in the case of the UK in 
particular. Another study has shown that 69% of the British public 
support reduced immigration and especially a reduction in irregular 
migration. Yet, respondents were most likely to identify asylum-
seekers as immigrants (62%) when in reality they comprise only 4% of 
the total. In contrast, only 29% identified students whereas they make 
up 37% of all immigrants (Migration Observatory, 2011a: 2–3). The 
mismatch between perception and the available evidence highlights 
the populist nature of migration debates and the ease with which it is 
possible to blame migrants for the ills of any given society. The most 
common targets for blame are unemployment, security and lack of 
social  cohesion (IOM, 2011). 
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 This also begs the question as to how this mismatch has come about? 
Why and how have various sectors of the media and various anti-immi-
gration lobbies been able to convince the general public of the dangers 
of immigration when there is plenty of evidence to the contrary? 

 There are several answers to these questions that revolve around the 
role of politics as well as the nature of the existing evidence base in 
each country. As noted earlier, immigration has become increasingly 
politicised in recent times and there are few political parties in sending 
or receiving countries that do not engage in some form with immigra-
tion in their political manoeuvrings. The politicisation of immigration 
debates often means that a wide range of views is not presented, which 
is further compounded by biased media reporting. Linked with this is 
the fact that the voices of key stakeholders are often ignored, such as 
employers whose businesses depend on migrant labour. The lack of 
available evidence for politicians and the media to use can also lead to 
distortions, not to mention uninformed policy making (IOM, 2011). In 
the case of the UK, the Migration Observatory (2011b) notes that the 
inadequacies in the evidence base means there are data gaps and limita-
tions as well as uncertainties in the conclusions arising from academic 
research. This relates to problems with data sources in terms of the types 
of information collected or the lack of certain available data. This is 
especially marked in relation to irregular migration, as well as local area 
statistics on use of public services and housing, which are areas where 
perceptions are particularly divided. Importantly, they also note that 
the collection of more and better data will not always be possible or 
desirable for reasons of economic cost and/or privacy. Furthermore, 
better evidence will not automatically provide better migration policy 
solutions as the costs and benefits of migration are inherently political. 
In a related manner, the Migration Observatory (2011b: 15) also noted 
that even when the British general public identify targets for govern-
ment policy, these are sometimes impossible to address. For example, 
low-skilled migrants are invariably identified as the most problematic 
yet most of this migration originates within the European Union and 
therefore the government has no control over these flows. Likewise, 
asylum-seekers are often identified yet the UK has signed a range of 
international conventions that binds them to provide refuge for those 
in need of protection. 

 From a different perspective, the voices of migrants are often muted in 
these types of debates. Not only is it rare to ask international migrants 
their opinions, but when they are consulted they are usually very aware 
of the negativity that they are subjected to in the media and by the 
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general public at large, leading to even further marginalisation. Migrants 
often feel a sense of injustice at having to carry out jobs that natives are 
unwilling to do yet being demonised in the process. However, migrants 
may also be very positive about their move on economic as well as 
social grounds. Indeed, in terms of the growing feminisation of inter-
national migration, there is some evidence, albeit not always clear-cut, 
that migrant women benefit from their movement in terms of shifting 
gender ideologies and practices in the household and beyond that 
afford them greater independence (McIlwaine, 2010). Also on a more 
positive note, there is evidence that the more that people are exposed 
to migrants on a one-to-one basis, the more positive they are likely to 
be about them (IOM, 2011). Finally, it is also worth remembering that 
although international migration is generally welcomed and encour-
aged by poor sending countries, perceptions among the public at large 
in these countries are not always as positive. For example, in Honduras, 
63% of the population thought it was a ‘very big’ problem, along with 
58% of those in Argentina (IOM, 2011: 8).  

  Conclusions 

 This chapter has argued for the importance of adopting a social science 
perspective when examining international migration in order to capture 
the complexity of the phenomenon in terms of the different scales and 
temporalities of analysis, methodologies used to examine it and the theo-
retical standpoints developed. Social scientists have therefore been ideally 
placed to make important contributions to researching and understanding 
international migration. Perhaps most fundamentally of all, however, is 
that they have provided robust and independent research that can not 
only influence policy making but also challenge the insidious stereotypes 
and misrepresentations that can so easily dominate public opinion on 
this incredibly important phenomenon around the world today.  
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