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Shear-Induced Transitions and Instabilities
in Surfactant Wormlike Micelles

Sandra Lerouge and Jean-François Berret

Abstract In this review, we report recent developments on the shear-induced tran-
sitions and instabilities found in surfactant wormlike micelles. The survey focuses
on the nonlinear shear rheology and covers a broad range of surfactant concentra-
tions, from the dilute to the liquid-crystalline states and including the semidilute
and concentrated regimes. Based on a systematic analysis of many surfactant sys-
tems, the present approach aims to identify the essential features of the transitions.
It is suggested that these features define classes of behaviors. The review describes
three types of transitions and/or instabilities: the shear-thickening found in the dilute
regime, the shear-banding which is linked in some systems to the isotropic-to-
nematic transition, and the flow-aligning and tumbling instabilities characteristic of
nematic structures. In these three classes of behaviors, the shear-induced transitions
are the result of a coupling between the internal structure of the fluid and the flow,
resulting in a new mesoscopic organization under shear. This survey finally high-
lights the potential use of wormlike micelles as model systems for complex fluids
and for applications.

Keywords Instabilities under shear · Lyotropic mesophases · Shear-banding ·
Shear-thickening · Surfactant · Viscoelasticity · Wormlike micelles
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C8F17 Perfluorooctyl butane trimethylammonium bromide
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C16TAB Hexadecyltrimethylammonium bromide
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C18TAB Octadecyltrimethylammonium bromide
C18-C8DAB Hexadecyloctyldimethylammonium bromide
CnTAB Alkyltrimethylammonium bromide
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Hex Hexanol
HPC Hydroxypropyl cellulose
I/N Isotropic-to-nematic
KBr Potassium bromide
LAPB Laurylamidopropyl betaine
LSI Light scattering imaging
LCP Liquid crystalline polymer
NaCl Sodium chloride
NaClBz Sodium chlorobenzoate
NaClO3 Sodium chlorate
NaNO3 Sodium nitrate
NaSal Sodium salicylate
NaTos Sodium p-toluenesulfonate or sodium tosylate
NH4Cl Ammonium chloride
NMR Nuclear magnetic resonance
PBLG Poly(benzyl-L-glutamate)
PEO Poly(ethylene oxide)
PIV Particle image velocimetry
PTV Particle tracking velocimetry
SANS Small-angle neutron scattering
SALS Small-angle light scattering
SAXS Small-angle X-ray scattering
SDBS Sodium dodecyl benzyl sulfonate
SDES Sodium dodecyl trioxyethylene sulfate
SdS Sodium decylsulfate
SDS Sodium dodecyl sulfate
SIP Shear-induced phase
SIS Shear-induced structure
TTAA Tris(2-hydroxyethyl)-tallowalkyl ammonium acetate
USV Ultrasonic velocimetry

1 Introduction

Wormlike micelles are elongated and semiflexible aggregates resulting from the
self-assembly of surfactant molecules in aqueous solutions. Wormlike micellar so-
lutions have received considerable attention during the past few decades because of
their remarkable structural and rheological properties.

Sixty years ago, Debye and his group in Cornell undertook an extensive study of
surfactant solutions using the light scattering technique. The goal of these investiga-
tions was to measure the dissymmetry of scattered light in order to gain information
regarding the molecular weight and thereby the shape of surfactant aggregates. The
dissymmetry of scattered light was defined as the intensity ratio at two scattering
angles far apart from each other. If this ratio was one, the micelles were assumed to
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be spherical; if it increased, the micelles were assumed to grow in size. In a famous
paper, Debye and Anacker had discovered that the addition of an inorganic salt,
potassium bromide, to aqueous solutions of hexadecyltrimethylammonium bromide
caused the colloidal aggregates to increase in size [1]. Based on these dissymmetry
experiments, it was suggested that the micelles undergo a morphological transition,
from spherical aggregates at low salt content to rodlike aggregates at high salt con-
tent. More than half a century later, the very same systems, now known as wormlike
micelles, continue to attract interest from a broad scientific community.

Going from the structure to the rheology was not a straightforward path. One
important contribution after that of Debye was that of Nash who mapped vis-
coelastic regions of surfactant solutions again using hexadecyltrimethylammonium
bromide and various naphthalene derivatives. The viscoelasticity was determined vi-
sually by looking at how fast a swirl applied by hand to a solution decayed with time
[2]. Some years later, Gravsholt established that other additives, such as salicylate
or chlorobenzoate counterions, could be solubilized by the micelles and efficiently
promote their uniaxial growth [3]. It was proposed that the viscoelasticity of these
solutions had the same origin as that of polymer solutions, namely entanglements
and reptation.

In the early 1980s, as more and more groups were involved in this research, dis-
coveries were made at a faster pace. By a combination of light scattering, rheology
and magnetic birefringence, it was first shown that, under certain conditions, cylin-
drical micelles could be very long, up to 1 μm in contour length, and flexible [4–10].
The terminology introduced was that of giant [5, 11, 12] or wormlike [6, 8–10] mi-
celles, instead of rodlike aggregates some years before. For several surfactants,
Ikeda and collaborators reported electron microscopy images showing thread-like
and tortuous filaments, later referred to as worms [8, 9]. Again, using light scatter-
ing experiments, Candau and his group demonstrated the existence of a cross-over
between dilute and semidilute regimes and of scaling laws as a function of the con-
centration, two features that were known from polymers [7, 13, 14]. These authors
pointed out a formal analogy between surfactant wormlike micelles and polymer
solutions. This analogy was completed by the extensive investigations of phase be-
haviors of surfactant aqueous solutions, and the evidence of isotropic-to-nematic
and a nematic-to-hexagonal transitions at high concentrations [12, 15–18]. Figure 1
provides a schematic illustration of the different concentration regimes that will be
surveyed in the present review. The analogy with polymers, as well as a marked
viscoelasticity, attracted attention from rheologists, who were at first interested in
the linear mechanical response of these fluids.

A decisive step towards the description of the micellar dynamics was taken with
the first quantitative measurements of the linear viscoelastic response of these solu-
tions. The pioneering works were those of Rehage, Hoffmann, Shikata, and Candau
and their coworkers [14, 19–33]. The most fascinating result was that the viscoelas-
ticity of entangled wormlike micelles was characterized by a single exponential in
the response function. The stress relaxation function G(t) was found of the form
G(t) = G0 exp(−t/τR) over a broad temporal range, where G0 denotes the elastic
modulus and τR is the relaxation time. Since then, this property was found repeatedly
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Fig. 1 Illustrations of the different concentrations regimes encountered in wormlike micellar so-
lutions with increasing concentration. ξ is the mesh size of the entangled network in the semidilute
regime and d denotes the average distance between colinear micelles in the concentrated isotropic,
nematic and hexagonal phases. An estimate of d can be gained from the position of the structure
peak in the scattering function

in semidilute wormlike micellar solutions. This rule has become so general that it is
now recognized that a single relaxation time in the linear rheology is a strong indi-
cation of the wormlike character of self-assembled structures. A simple viscoelastic
behavior, together with the fact that micellar solutions are easy to prepare and not
susceptible to aging or degradation, have incited several groups to utilize wormlike
micelles as reference for the testing of new rheological techniques [34–39].

On the theoretical side, the challenge was to account for this unique time of the
mechanical response. This was done by Cates and coworkers in the late 1980s with
the reptation-reaction kinetics model [40]. The reptation-reaction kinetics model is
based on the assumption that the breaking and recombination events of the chains
are coupled to the reptation [41], and as such accelerate the overall relaxation of
the stress. In the fast breaking limit, a given micelle undergoes several scission and
recombination reactions on the time scale of the reptation. Thus, all initial defor-
mations of the tube segments relax at the same rate, this rate being driven by the
reversible scission.

In the present review, we focus on the shear-induced transitions and instabilities
that were disclosed in wormlike micellar systems during the last decade or so. The
thermodynamics, structure, and rheology of the aggregates at rest or under small
deformation have been reviewed many times in the past [19, 25, 28, 42–44], and
they will not be treated here. Our survey of the nonlinear rheology now covers all
concentration regimes, from the dilute to the liquid-crystalline states, including the
semidilute and concentrated regimes (Fig. 1). The present approach aims to demon-
strate that the features of the shear instabilities are specific to a concentration regime.
Sometimes, the characteristics of a transition extend over a broader concentration
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Fig. 2 (a) Conventions adopted in this review for the velocity, velocity gradient and vorticity axes
characterizing shear flows. Most common geometries of shearing devices producing shear flows:
(b) planar Couette, (c) cone-and-plate, (d) cylindrical Couette

range. This is the case for the shear-thickening that was evidenced in the dilute
and semidilute regimes. Another goal is to establish correspondences between the
shear-induced and the equilibrium phases. A good illustration is that of the isotropic-
to-nematic transition, for which the induced nematic exhibits the same orientation
and rheological properties as the nematic phase found in the equilibrium phase dia-
gram at high volume fraction.

Although elongational flows have also been imposed on semidilute solutions
[45–49], the review will focus essentially on shear flows. The most common devices
for shear are the cylindrical Couette and the cone-and-plate geometries (Fig. 2). In
a cylindrical Couette system, the sample is contained between two concentric cylin-
ders and the shear is applied by rotating the inner or outer cylinder. If the inner
cylinder is rotated, inertia effects may cause a transition from laminar flow to Tay-
lor vortex flow at high shear rates [50]. As for the results discussed in the review, the
Reynolds numbers remained below or even much below than that of the Taylor in-
stability. Compared to Couette systems, cone-and-plate devices have more uniform
stress, provided the cone angle is small. Figure 2 also specifies the geometrical con-
ventions used throughout the review for the velocity, velocity gradient, and vorticity
directions. Another convention concerns the surfactant concentrations. Due to the
fact that wormlike micelles were studied by scientists from various research fields,
the surfactant concentrations appear in the literature with different units, including
molar concentration, volume fraction, weight percent, or weight per volume. In or-
der to allow comparison between different surfactant systems, we have adopted the
following rule. We have kept the units used by the authors in reference to their work,
and we have added, when necessary, the value of the weight percent concentration
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c (units wt). For ternary systems made of a surfactant and an additive (this additive
being a hydrotope, a cosurfactant, or an alcohol molecule), c denotes the total sur-
factant and additive concentration. The molar ratio between additive and surfactant
is expressed as R.

The review is organized as follows: Sect. 2 deals with the shear-thickening be-
havior found in dilute and very dilute surfactant solutions. Section 3 examines
the shear-banding instability and the isotropic-to-nematic transition revealed in the
semidilute and concentrated regimes, respectively. The last part focuses on the
wormlike micellar nematics under shear, and emphasizes the analogy with liquid-
crystalline polymers.

2 Shear-Thickening in Dilute Micellar Solutions

2.1 Introduction

Among the rich variety of shear-induced instabilities and transitions encountered in
surfactant systems, one of the most puzzling is the shear-thickening effect observed
in dilute or very dilute solutions. This transition was first noticed by Rehage and
Hoffmann [52] in 1981 for the system cetylpyridinium salicylate (CP/Sal) at a mo-
lar concentration of 0.9 mM (c = 0.04 wt. %). In their original work, the shear stress
was recorded as a function of time over several minutes, and it revealed an unex-
pected behavior. Above a critical shear rate, the transient stress exhibited a period of
induction during which the viscosity increased and then stabilized around 10 times
the viscosity of water. This early evidence of the shear-thickening has been repro-
duced in Fig. 3. The phenomenon was explained by postulating the formation of a
supramolecular structure during flow [51, 52].

In the same decade, shear-thickening solutions have attracted much interest be-
cause of their potential applications in fluid mechanics. In a number of practical

Fig. 3 Shear viscosity as a function of time for equimolar cetylpyridinium salicylate (CP/Sal) at
0.9 mM (c = 0.04 wt. %) and temperature T = 20◦C. The transient response at γ̇ = 0.1 s−1 exhibits
a regular steady behavior for such dilute solution, whereas the response at 50 s−1 shows a period
of induction during which the viscosity increases and then stabilizes around ten times the viscosity
of water. Figure reprinted with permission from [51]
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situations such as fire-fighting operations and transportation of fluids along cylin-
drical pipes, turbulence occurs near the solid surface and increases the energy losses
associated to the flow. It was suggested that additives dispersed in water, e.g., poly-
mers or surfactant, could diminish considerably the turbulent skin friction [53].
Bewerdorff and coworkers have shown that some surfactants reduced effectively the
friction factor in turbulent pipe flows [54–56]. Using tetradecyltrimethylammonium
with salicylate counterions at concentrations as low as 0.1 wt. %, these authors were
able to correlate the drag reduction to the increase of viscosity at high shear rates.
Since these early studies, the interest in this transition has increased, especially in
the context of the study of complex fluids under shear flow.

In this part, we are dealing with the shear-thickening transition in dilute surfac-
tant solutions. Only solutions with zero-shear viscosity close to that of the solvent
and for which no apparent viscoelasticity is observed at rest will be considered.
Systems showing both viscoelasticity and shear-thickening have also been found
and will be evoked in the part devoted to the semidilute regime.

The features of the shear-thickening transition are summarized as follows:

1. Shear-thickening occurs for surfactants that self-assemble into cylindrical
micelles.

2. Under steady shear, above a critical shear rate, the shear viscosity increases as a
new and more viscous phase develops. This shear-induced state is called SIS for
shear-induced structure [55] or SIP for shear-induced phase [57] in the literature.

3. An induction time is necessary to induce the SIS. At steady state, the stress dis-
plays fluctuations that are larger than the instrumental noise response.

4. In the shear-induced state, the solutions are birefringent and exhibit a strongly
anisotropic scattering in light and neutron experiments. This anisotropy is com-
patible with a strong alignment of the shear-induced structures in the flow.

5. The shear stress vs shear rate curve depends on the geometry of shearing cells,
and also of the thermal and shear histories experienced by the fluid prior to rhe-
ological testing.

In the following (Sect. 2.2) we will first provide a list of surfactant molecules that
exhibit shear-induced structures in accordance with points 1–5 and then describe the
phenomenology of the transition. The rheology (Sect. 2.3), the orientation properties
(Sect. 2.4), and the structure of the flow field (Sect. 2.5) for these fluids will then be
examined.

2.2 Shear-Thickening Surfactants

In comparison with the total number of surfactants available by now, only a few
of them exhibit a shear-thickening transition in accordance with points 1–5 above.
Table 1 lists these systems, with their counterions and/or their hydrotopes. In Ta-
ble 1 it can be seen that all the surfactants are cationic and that the number of
carbon atoms ranges from 13 to 18 per elementary charge. Most of the rheological
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Table 1 List of surfactants and additives found to exhibit shear-thickening described
by points 1–5. Column 4 makes an inventory of the experimental techniques employed
to investigate the SIS

Surfactant Additive Salt Experiment References

CPCl NaSal FB (a)
C14TAB NaSal SANS, FB, DR (b)
C16TAB NaSal FI, FB, DR, SALS, PIV (c)
C16TAB NaTos (*) SANS, FB (d)
C16TAC NaClBz DR (e)
C18TAB NaSal (f)
C14DMAO SDS SANS, FB, SALS (g)
Gemini 12-2-12 Br− SANS, FB, SALS (h)
TTAA NaSal LSI, PIV, DR (i)
C8F17 Br− (j)

(*) For the system hexadecyltrimethylammonium p-toluenesulfonate without mono-
valent counterions, the notation CTAT is prefered to C16TAB/Tos. (a) [51, 52, 58], (b)
[54–56,59–61], (c) [55,60,62–74], (d) [68,71,75–82], (e) [83,84], (f) [61], (g) [85–87],
(h) [88–95], (i) [57, 96–99], (j) [93]

studies have been performed on systems of the alkyltrimethylammonium bromide
class (CnTAB), using strongly binding counterions or hydrotopes. Well-known ex-
amples of hydrotopes are salicylate, p-toluenesulfonate, and chlorobenzoate, which
all contain an aromatic phenyl group.

In Table 1, for the sake of simplicity, we have given the abbreviations of the
surfactants and hydrotopes with their monovalent counterions. Tetradecyltrimethy-
lammonium bromide with sodium salicylate thus becomes in short C14TAB/NaSal.
In some cases [51, 52, 59, 60], the small monovalent counterions have been re-
moved by ion exchange procedures, yielding a surfactant salt that is now abbreviated
C14TA/Sal [59]. In the following, the abbreviations will take into account these
variations. Systems with hydrotopes were generally prepared at equimolar 1:1 con-
ditions. It is interesting to note that, according to Lu et al. [83], only chlorobenzoate
isomers with the chlorine in the para-position yields significant shear-thickening
and drag reduction, when put in combination with alkytrimethylammonium surfac-
tants (in contrast to the ortho- and meta-isomers). More recently, surfactant systems
without hydrotopes were uncovered. The double tail gemini 12-2-12 (ethanediyl-
1,2-bis(dodecyl dimethylammonium bromide)) [88–92] and the partially fluorinated
surfactant (perfluorooctyl butane trimethylammonium bromide) [93] are among the
most surveyed systems of this kind. Concerning the class of gemini surfactants,
some molecules with specific architecture were also shown to self-assemble into
micelles with more complex topologies, such as ring-like [100] and branched [101]
structures. Note finally a system made from oppositely charged surfactants, tetrade-
cyl dimethylamine oxide (C14DMAO) and dodecyl sulfate (SDS), which displays
the above properties only for mole fractions [C14DMAO]/([C14DMAO] + [SDS])
between 0.5 and 0.8 [85–87]. In Table 1, again for simplicity, we have omitted
commercial surfactants showing a polydispersity of the aliphatic tails, or chemical
structures that are less well characterized [102].
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2.3 Rheology

The shear-thickening transition in dilute surfactant solutions was investigated using
both strain- and stress-controlled rheometry. Due to the low viscosity of the solu-
tions, Couette geometries either with single or double Couette walls were preferred
(Fig. 2). Due to the long transients in the kinetics of the SIS formation, the shear
stress vs shear rate curves were determined by measuring the time dependence of
the stress, and by recording its stationary value. The flow curves were then con-
structed point by point so as to ensure that they corresponded to the stationary state
of flow.

2.3.1 Strain-Controlled Rheometry

Figure 4 displays the general behavior of the shear-thickening transition observed
with imposed shear rate. The steady shear stress σ(γ̇) and the steady apparent shear
viscosity η(γ̇) are shown as a function of the applied shear rate for the hexadecyl-
trimethylammonium p-toluenesulfonate (CTAT) at c = 0.41 wt. %. For this system,
the overlap concentration was estimated at c∗ = 0.5 wt. % and the shear-thickening
to be present over the range 0.05–0.8 wt. % [75, 103].

In Fig. 4, three flow regimes can be distinguished:

• Regime I. At low shear rates, the stress increases linearly with the rate, indicating
a Newtonian behavior.

• Regime II. At γ̇c, the viscosity increases and deviates progressively from the New-
tonian behavior. The transition toward the shear-thickened state is continuous.

• Regime III. The apparent viscosity passes through a maximum, at a level that is
several times that of the solvent viscosity, and then shear-thinning is observed.

Fig. 4 Steady state shear stress (a) and viscosity (b) vs shear rate for hexadecyltrimetylammonium
p-toluenesulfonate (CTAT) at c = 0.41 wt. % and T = 23◦C. With increasing shear rates, three flow
regimes are encountered. At low shear rates (Regime I), the stress increases linearly with the rate
with a constant slope η0, indicating a Newtonian behavior (dashed lines). At γ̇c = 14 ± 2 s−1,
the viscosity increases and deviates progressively from the Newtonian behavior. In Regime III, the
viscosity passes through a maximum, and shear-thinning is observed. Figure adapted from [75]
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Fig. 5 Steady state rheological behavior of 1.7/1.7 mM tris(2-hydroxyethyl)-tallowalkyl-
ammoniumacetate/sodium salicylate (TTAA/Sal), corresponding to a total weight concentration
c = 0.10 wt. %. For this system, four flow regimes were reported, as indicated. Note the re-entrant
shear stress vs shear rate curve for the stress-controlled data (open symbols), and the discontinuity
for the strain-controlled data (closed symbols). Figure reprinted with permission from [99]

The three regimes are indicated in the figures by dashed vertical lines. Similar data,
and in particular the observation of a continuous viscosity increase in Regime II,
were obtained on various systems of Table 1, namely on C16TA/NaSal [62–65,104]
gemini 12-2-12 [88, 89]. Note that, for TTAA/Sal, a discontinuous transition be-
tween Regime I and Regime III was reported with controlled strain rates, as
illustrated in Fig. 5 and discussed in details below [99].

2.3.2 Stress-Controlled Rheometry

Stress-controlled rheometry has been operated on fewer systems, as compared
to strain-controlled rheometry. In C16TAB with salicylate and p-toluenesulfonate
counterions, Hartmann et al. observed a phenomenology close to that reported in
Fig. 4, that is the occurrence of the sequence Newtonian (I) – shear-thickening (II) –
shear-thinning (III) [68]. Pine and coworkers were the first to notice the existence of
a re-entrant flow curve above the critical shear rate (Fig. 5). These results were ob-
tained on a 1.7/1.7 mM tris(2-hydroxyethyl)-tallowalkyl ammonium acetate/sodium
salicylate (TTAA/Sal), in which TTAA represents a mixture of C16 and C18 alkyl
chain surfactants [57,96–99,105]. The total weight concentration of this sample was
c = 0.10 wt. %. Careful transient measurements allowed to confirm the existence of
stationary flows at shear rate below γ̇c (re-entrant behavior). These findings were
interpreted as strong evidence that a more viscous phase was building up under con-
stant stress. With increasing shear stress, the σ(γ̇)-flow curve of TTAA/Sal was
found similar to that of most compounds, showing a transition toward a shear-
thinning at high shear stress. Unlike most rheological characterizations, Pine and
coworkers reported four flow regimes, noted I to IV on the figure. There, Regimes
I, II, and IV correspond to the three regimes of Fig. 4, whereas Regime III sets the
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limits of a range where the viscosity stays constant as a function of γ̇ . Using stress-
controlled rheometry, Walker and coworkers also observed a slightly re-entrant
behavior above the critical stress in the CTAT dilute solutions [76].

2.3.3 Transient Rheology

As already mentioned, considerable care was taken by experimentalists in order to
ensure the actual determination of the steady state. Most procedures used start-up
experiments, which consisted of imposing the shear rate (respectively, stress) on
freshly poured solutions and measuring the stress (respectively, rate) as a function
of time. This approach had already been suggested by the work of Hoffmann and
Rehage (see Fig. 3). Start-up experiments have revealed two major results that were
later corroborated on most systems:

• In Regimes II and III, the shear-thickening state was reached after an induction
time noted tind.

• As noticed by most of the earlier reports, this induction time varied as 1/(γ̇ − γ̇c)
[77], or as 1/γ̇ far from the critical conditions [86,87,89,98,106]. In other words,
the closer the shear rate was from the critical value, the longer was the time
to reach stationary state. This result was interpreted as an indication that the
relevant quantity for the induction of the SIS was the total deformation γ̇tind

applied. These findings were observed for CP/Sal [51, 52], C16TAB/NaSal [63]
and TTAA/NaSal [98].

More recently, a closer inspection of the transient stress rheology for thickening
systems has revealed more complicated patterns, such as structural memory effects.
Berret et al. [78] and Oeschlager et al. [93, 107] have observed that the transient
mechanical response also depended on the thermal and shear histories. Samples
having been treated thermally, e.g., heated up to 90 ◦C for 2 h, behaved very differ-
ently from samples freshly prepared or already sheared. The induction time could
last several hours, and was not proportional to the inverse shear rate, as mentioned
previously. It was concluded that the lack of reproducibility under certain thermal
and shear conditions might indicate that these surfactant solutions were character-
ized by long-lived metastable states.

Other transient experiments commonly carried out on these solutions were stop-
flow measurements. When sheared in the thickening regime, at the abrupt arrest of
the shearing cell, the shear stress was found to relax via a double exponential decay,
the shortest time being of the order of 1 s (associated to the reorientation dynamics)
[89], and the longest time being of the order of seconds or minutes. Concerning
this longer time, values in the range 1–1000, 5–500, and 5–40 s were observed for
C14TA/Sal [55], gemini 12-2-12 [89], and CTAT [108] dilute solutions respectively.
The above ranges correspond to different conditions of temperature and/or concen-
tration. Because of the monoexponential character of the long-time relaxation, and
also because semidilute micellar solutions respond to stop-flow similarly [21], the
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vanishing of the stress was ascribed to the relaxation of entangled wormlike mi-
celles. Such a conclusion implicitly assumes that the micelles have grown under
shear, although this was not formulated in such terms in the literature. We will come
back to this point later.

2.3.4 Concentration and Temperature Dependence

With increasing concentrations, all the reported surfactants exhibit a transition
between a dilute and a semidilute regime at c∗. Below c∗, micelles are short
and do not overlap, whereas above c∗, chain entanglements slow down consider-
ably the dynamics of the network and the zero-shear viscosity increases sharply
[59,61,65,66,75,96,99,103]. The shear-thickening transition has been observed for
concentrations below and above the overlap concentration. Shear-thickening in solu-
tions with viscosities up to 1000 times that of water were reported [99]. Concerning
the concentration dependence of the critical shear rate γ̇c, no universal behavior
could be evidenced. γ̇c was found to increase in CTAT (with D2O as a solvent) [75]
and in TTAA/NaSal [99], and to decrease in C14DMAO/SDS [85], in gemini 12-2-
12 [89] and in C16TAB/NaSal [67]. In some other systems, it was found to remain
concentration independent [75].

Much stronger dependences were observed as a function of the temperature. All
systems investigated exhibited an Arrhenius-type behavior for the critical shear rate
γ̇c, i.e.:

γ̇c(T ) ∼ exp

(
− Ea

kBT

)
, (1)

where Ea is an activation energy, kB the Boltzmann constant, and T the absolute tem-
perature. Activation energies Ea were found in the range 20–120 kBT (T = 300 K),
or equivalently between 50 and 300 kJ mol−1. Concomitant to the shift of γ̇c to larger
values, the amplitude of the shear-thickening effect diminished with increasing tem-
perature [55,62,63,75,89]. Ultimately, above 50 ◦C, the shear-thickening vanished.
The origin of the underlying activated process in shear-thickening systems has not
yet been identified.

In addition to concentration and temperature, other parameters capable of modi-
fying the transition have been studied. These were (i) the shearing cell geometry, and
in particular the gap of the Couette cell [55,58,62,96,99,104], (ii) the ionic strength
[68, 85], and (iii) the addition of polymeric additives, such as PEO (poly(ethylene
oxide)) or HPC (hydroxypropyl cellulose) [103]. Among these parameters, the
geometry effect is certainly the most intriguing. Already present in the work by
Ohlendorf and Wunderlich [55,62], it was noticed that smaller gaps shifted the crit-
ical shear rate towards higher values, and reduced the amplitude of the viscosity
jumps. The gap effects were later interpreted by Pine and coworkers as a conse-
quence of the slipping of the SIS along the walls, through the presence of a thin
lubricating layer (see Fig. 8 for details) [96].
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2.4 Structure and Orientation Under Shear

2.4.1 Small-Angle Scattering Under Shear

Thanks to an excellent neutron scattering contrast of hydrogenated surfactants
in deuterated water (D2O), small-angle neutron scattering (SANS) has become a
privileged tool for the investigation of dilute shear-thickening solutions. Most of
the systems in Table 1 have been investigated by SANS in quiescent conditions
[54, 56, 75, 76, 85, 90, 103, 108]. All these studies have revealed a unique behavior:
the surfactants self-assemble into cylindrical micelles. The radius of the micelles
was also determined, and found to be around 2 nm [54, 56, 75, 76, 85, 90, 103, 108].
The other feature revealed by SANS was the occurrence of a structure factor indica-
tive of strong repulsive interactions between the micellar threads. These interactions
were attributed to the electrostatic charges at the surfaces of the rods. Electrostatic
structure factors were observed on salt-free solutions of C14DMAO/SDS [85], gem-
ini 12-2-12 [88, 90], and CTAT [75, 79, 108]. During the last two decades, neutron
[54, 56, 75, 76, 79, 85, 88, 90, 103, 108] and light [87, 91–93, 106, 107] scattering
under shear were performed repeatedly on dilute thickening systems. As early as
1986, Bewersdorff and coworkers set up a Couette cell on a neutron spectrometer
in order to detect the anisotropy of the scattering induced by the shearing [54].
In a series of runs performed on C14TA/Sal, it was shown that, under shear, the
scattered intensity collected on a two-dimensional detector was highly anisotropic,
the scattering being predominantly in the direction perpendicular of the velocity. It
was concluded that the shear-induced phase corresponded to a highly aligned state
of cylindrical micelles [54]. An illustration of this anisotropy shown in Fig. 6a for

Fig. 6 (a) Two-dimensional neutron scattering pattern characteristic of the shear-induced phase
in hexadecyltrimethylammonium p-toluenesulfonate dilute solutions. The solvent here is D2O, the
concentration c = 0.26 wt. %, and the shear rate γ̇ = 188 s−1 (Regime III in Fig. 4). qv and qw
are, respectively, parallel to the velocity and vorticity directions of the flow. The ring shows the
wave-vector at which the scattering cross-section is maximum in the quiescent state. (b) Porod
representation of the neutron scattering intensities in Regimes I, II, and III (intensity in the vorticity
direction). The oscillations in the form factors for the three set of data are in agreement with a
morphology of cylindrical micelles with radius Rc = 1.95 nm, with a standard deviation of 0.2 nm
(continuous lines). Figure adapted from [79]
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CTAT (c = 0.26 wt. %, γ̇ =188 s−1 corresponding to Regime III) is representative
for this class of materials. An approach in terms of orientation distribution function
was performed on the neutron spectra by analogy with the data analysis of nematic
phases [109] (see Sect. 4). The order parameter of the micellar orientations was
then derived and found to be 0.8. This value is close to unity, which designates
a perfect alignment. On the same CTAT specimen, additional information could
be gained from the study of the position of the structure factor as functions of
surfactant concentration and shear rate. Below c∗, the structure factor peak of the
SIS was found to shift to lower wave-vectors by 30% as compared to its value in the
Newtonian regime (Fig. 6a). It actually moved down to the semidilute q1/2-scaling
law that was determined from solutions above c∗. This shift was interpreted as an
indication of a shear-induced growth of the micelles, from short rodlike to worm-
like aggregates. Similar shifts of the structure factor were observed for the gemini
12-2-12 surfactants [88, 90].

Concerning the shear-thickening transition, the question was raised about a pos-
sible transition of morphology, a transition where the original microstructure would
be changed into heterogeneous patterns showing stippled or sponge-like textures
[105]. It was also suggested by others that the micellar threads would eventually
undergo a transition towards a bundle state [110]. Figure 6b shows the scattering
intensities in the direction perpendicular to the flow velocity in Regimes I, II (shear-
thickening), and III (shear-thinning), again for the CTAT system [79]. There, the
Porod representation (q4 × dσ(q)/dΩ vs q) has been used in order to emphasize
the local morphology at rest and under shear. As a result, all three data sets exhibit
oscillations consistent with a cylindrical micelles with radius Rc = 1.95 nm. Qualita-
tively, the fact that the position of the first maximum remains unchanged under shear
supports the conclusion that the local morphology remains rodlike. Similar rodlike.
Similar results were found in gemini 12-2-12 dilute they were not interpreted using
the Porod representation [111].

More recently, on gemini surfactants Weber and Schosseler have investigated
the light scattering properties under shear, in order to probe the sheared fluid at
length scales larger than those accessible by SANS [91]. For a 18.3 mM solution
(c = 1.0 wt. %), an intense streak pattern perpendicular to the velocity direction was
observed in the shear-thickening regime. The patterns exhibited strong fluctuations
in amplitude, as well as a spatial modulation along the vorticity axis. A correlation
length of the order of 30 μm was derived from this modulation. It was finally argued
that these 30 μm were not compatible with the intermicellar distance, estimated in
this solution at a few tens of nm. The light scattering data were interpreted in terms
of a strongly aligned and heterogeneous gel-like layers in the gap of the Couette cell.

2.4.2 Flow Birefringence

A remarkable property of the shear-induced phase is its flow birefringence. Flow
birefringence experiments on shear-thickening surfactant solutions were introduced
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by Hoffmann and coworkers more than two decades ago [55, 59]. Wunderlich et al.
have shown, for instance, that, for C14TA/Sal [59], the onset of flow birefringence
coincided with the increase of viscosity. Such results were found on all shear-
thickening systems studied by this technique. Flow birefringence was measured by
transmission using a Couette geometry. With this configuration, the polarized light
propagates along the vorticity direction and the transmitted light reads

I =
I0

2
sin2 δ

2
sin2(2(χ −θ )), (2)

where I0 is the incident light intensity, δ = 2πhΔn/λ the phase angle, χ the extinc-
tion angle, and θ the angle made by the polarization of the incident beam with the
flow velocity (in the expression of the phase angle, h is the height of the Couette cell
and λ the wavelength of light). The values of the birefringence Δn were found to
be negative, lying between −10−5 and −10−7, depending on the weight concentra-
tion. The flow birefringence was essentially measured at steady state as a function
of the shear rate and under various conditions of temperature, concentration, and
ionic strength [59, 61, 77, 78, 85, 89, 106].

The two main results of birefringence are illustrated in Fig. 7 for the 3/3 mM
C14TAB/NaSal solution (c = 0.15 wt. %) [61]. They are:

• An increase of Δn in Regime II, followed by saturation in Regime III.
• An abrupt decrease of the extinction angle at the onset of thickening toward a

value close to 0◦, both in Regimes II and III.

Figure 7 illustrates that, as soon as the new phase is induced, it is strongly oriented
by the flow. In some reports, χ-data shown as a function of the shear rate have
revealed that the extinction angle undergoes a discontinuity from χ = 45◦ to χ ∼ 0◦

Fig. 7 Shear rate dependences of the flow birefringence Δn (right scale, open symbols) and
of the alignment angle χ (closed symbols, left scale) for 3/3 mM tetradecyltrimethylammonium
bromide and sodium salicylate (C14TAB/NaSal), corresponding to a total weight concentration
c = 0.15 wt. %. Regimes I, II, and III were determined from steady shear viscosity. Figure adapted
from [61], courtesy J.P. Decruppe
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Fig. 8 Time development of the velocity profile in a 4-mm gap Couette cell for a 1.7/1.7 mM
TTAA/NaSal solution. The time frames (a), (b), and (c) correspond to 6, 438, and 3,071 s, respec-
tively, after the inception of shear (γ̇ = 1 s−1). The coordinates are referenced with respect to the
inner cylinder (gap position 0) and to the outer cylinder (gap position 1). Figure adapted from [96]

at γ̇c [77]. Recent measurements have confirmed this feature [61]. Time- and space-
resolved studies of the flow birefringence were also attempted [77]. In CTAT, these
studies have revealed that, once the SIS was initiated, it spread over the whole gap of
the cell, and no regime of coexisting states (such as birefringent and nonbirefringent)
could be detected.

2.4.3 Particle Image Velocimetry

Flow velocimetry measurements on shear-thickening include works by Koch and
coworkers on C14TA/Sal and C16TA/Sal [60] and by Hu et al. on TTAA/NaSal
micelles [96], both using particle image velocimetry (PIV). One of the reasons for
the few PIV studies lies in the fact that the critical shear rates are high (in general
some tens of s−1) and that under such conditions, measurements of flow veloci-
ties using seeding particles remain challenging. Figure 8 shows three cartoons of
the velocity profiles determined at different times during a start-up experiment. The
system placed under scrutiny was TTAA/NaSal at 1.7 mM and at 1:1 ratio between
surfactant and aromatic counterions (weight concentration 0.10 wt. %) [96]. The gap
of the Couette cell was 4 mm and the inner cylinder (gap position 0) was moving.
After the inception of shear (Fig. 8a), the linear velocity profile for a homogeneous
shear flow was observed. As the SIS began to grow from the inner wall (Fig. 8b), a
progressively thicker region of uniform velocity developed, with a steeper velocity
gradient near the outer cylinder. For long times (Fig. 8c) the velocity field remained
uniform over most of the gap, with two thin and fast layers near the walls. Hu and
coworkers concluded that, at steady state, the SIS fills most of the center of the
gap and behaves as a “solid” body in rotation (plug flow) [96]. Although less doc-
umented than Hu et al.’s paper, the data from Koch et al. displayed typically the
same effect, namely that the shear-induced structure was associated with a highly
nonhomogeneous flow, with slippage at the walls [60]. Convincing evidence of wall
slip was also reported by Sung et al. [58] in CPCl/NaSal solutions from direct rhe-
ological measurements.
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2.5 Conclusion

In the preceding sections, we have shown that the surfactants listed in Table 1 share
identical properties when submitted to shear: above a critical shear rate, a structure
that is more viscous than the suspending solvent is induced, yielding an increase in
the apparent viscosity of the fluid. In the following, we recapitulate the milestones
that are important in the present experimental context, and suggest a minimal sce-
nario for the transition.

1. The local micellar structure does not change under shear
By restricting ourselves to the dilute case, it can be concluded that the rodlike
micelles are unentangled at rest and in the Newtonian domain. There, the vis-
cosity is close to, or a few times, that of water. Small-angle neutron scattering
shows conclusive evidence that the cylindrical structure of the rods is preserved
at all shear rates. The hypothesis suggested in the past, according to which the
shear-thickening could originate from a modification of the local structure of the
surfactant assemblies, can reasonably be ruled out [105, 110].

2. Shear-thickening is associated with micellar growth
The structural modifications of the aggregates occur in contrast at a larger scale,
namely at the scale of their length. Using light and neutron scattering, it was
demonstrated that the shear-thickening transition is accompanied by a uniaxial
growth of the micelles, which hence undergo a transition from rodlike to worm-
like aggregates [79, 87, 90].

3. The shear-induced structure is viscoelastic
The second indication of the wormlike micellar character of the SIS is its vis-
coelasticity. The viscoelasticity of the shear-induced phase was observed in stop
flow experiments in a series of systems [52, 55, 59, 78, 85, 89, 108]. According
to the definition of viscoelasticity [112], the long time seen in these experiments
can be ascribed to the intrinsic relaxation of the shear-induced state. With this
in mind, the Weissenberg number (the product of the shear rate and relaxation
time) for these micellar fluids can be estimated. In Regimes II and III, the Weis-
senberg numbers reach values lying between 10 (at γ̇c) and 1000. Depending on
the system, this range can go even higher, as in gemini 12-2-12 [89] or CTAT
[108]. Hence, once the micelles have grown in size, they are directly brought to a
state that is strongly sheared on the time scale of the fluid. At high Weissenberg
numbers, the sheared solutions could undergo elastic instabilities, that could then
generate more complex flows such as flows along the vorticity direction [113].
Three-dimensional flows associated with the shear-thickening in dilute regime
have not been reported so far.

In Fig. 9, a schematic diagram accounts for a possible scenario of the shear-
thickening transition. There, curve A denotes the apparent viscosity of a dilute sur-
factant solution containing nonoverlapping rodlike micelles (Newtonian), whereas
curve B corresponds to the flow curve of the same solution, but for which the mi-
celles are long and entangled (shear-thinning). At the transition rate, the fluid jumps
from branch A to branch B. With decreasing shear rate, starting from the induced
phase, the SIS vanishes reversibly as the micelles disassemble into short rodlike
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Fig. 9 Schematic diagram
accounting for the
shear-thickening transition in
dilute surfactant solutions

aggregates. From this minimal scenario, it can be understood that the micelles are
strongly aligned in the flow, or that the flow becomes nonhomogeneous [60, 96, 99]
or turbulent in the shear-thinning regime [96,98]. The hydrodynamic instabilities of
dilute wormlike micelles and in turbulent flows remain one of the most promising
issues of this field.

Concerning the mechanism of growth induced by shear, many theories and mod-
els were developed during the last three decades, and none of them were fully
satisfactory. Most models were based on the assumption that the increase of viscos-
ity was related to a shear-induced “gelation.” Many phenomenological models were
constructed assuming a banded state of coexisting gel and fluid phases [114, 115].
Some microscopic theoretical attempts had anticipated that “gelation” could be
connected to a shear-induced micellar growth [116–118]. Concerning these earlier
models, however, the predicted critical shear rates were too large as compared to the
experimental values [108]. It is out of the scope of the present review to survey the
theoretical treatments of the shear-thickening transition. We rather refer to recent
and exhaustive reviews by Cates and Fielding [119] and by Olmsted [120].

The structural memory effects found in different systems (such as CTAT, gemini
12-2-12 and in the fluorocarbon surfactant C8F17), and discussed in the transient
rheology section, suggest that the aggregation in the quiescent state and the thick-
ening transition are interrelated. It is certainly not easy to conceive that dilute and
very dilute solutions could exhibit exotic behaviors, in particular in reference to
the self-assembly mechanism. One possible explanation would be that the surfac-
tant solutions are in a metastable self-assembled state, due, for instance, to the long
range electrostatic interactions. This metastable state could then be described as a
coexistence state of of short rodlike aggregates and slowly evolving supramolecular
structures, such as huge micelles or pieces of entangled network. This additional
and unexpected populations of large micelles have been recently observed in two
systems, again the gemini 12-2-12 studied by Schosseler and coworkers and in the
fluorcarbon surfactant by Oehlschager et al. [93]. Light scattering performed on qui-
escent solutions have shown the coexistence of short, intermediate, and very large
micelles, which respective populations varied with the thermal and shear histories.
It remains now to demonstrate that these large structures are playing the role of ini-
tiators for the shear-thickening transition, as well as to understand the metastability
of the different self-assemblies.



20 S. Lerouge and J.-F. Berret

3 Shear Banding Transition in Semidilute and Concentrated
Giant Micelles

3.1 Introduction

This part is devoted to the nonlinear rheology of semidilute and concentrated giant
micelles systems. In the semidilute regime, characterized by concentrations ranging
typically from 0.1 to �10 wt. %, wormlike micelles form a viscoelastic network and,
are supposed, by analogy with polymers, to follow simple scaling laws [25, 40]. In
the concentrated regime, corresponding typically to weight concentrations between
�10 wt. % and cI−N, the isotropic-to-nematic phase boundary, the mesh size of the
entangled micellar network becomes of the order of or shorter than the persistence
length (see Fig. 1).

When submitted to simple shear flow, giant semidilute and concentrated micelles
show original nonlinear responses. A number of experimental publications suggest
that micellar solutions undergo a shear-banding transition. This transition, due to
the coupling between the internal structure of the fluid and the flow, is usually asso-
ciated with a new mesoscopic organization of the system. In turn, the modification
of the supramolecular architecture of the fluid affects the flow itself and generates
shear localization effects generally characterized by a splitting of the system into
two macroscopic layers bearing different shear rates and stacked along the velocity
gradient direction.

This transition from a homogeneous towards a nonhomogeneous flow has been
reported in complex fluids of various microstructure such as lyotropic micellar
and lamellar phases [44, 121, 122], triblock copolymers solutions [123, 124], viral
suspensions [125], thermotropic liquid crystal polymers [126], electro-rheological
fluids [127], soft glassy materials [128], granular materials [129, 130], or foams
[131–133].

Among these systems, the shear banding flow of reversible wormlike micelles
is particularly well documented [44]. The rheological signature of this type of flow
has been observed for the first time in the pioneering work of Rehage et al. [28]: the
measured flow curve σ(γ̇) is composed of two stable branches respectively of high
and low viscosities separated by a stress plateau at σ = σp extending between two
critical shear rates γ̇1 and γ̇2 (see Fig. 10a). When the imposed shear rate γ̇ is lower
than γ̇1, the state of the system is described by the high viscosity branch which is
generally shear-thinning: the micellar threads are slightly oriented with respect to
the flow direction and the flow is homogeneous. For macroscopic shear rates above
γ̇1, the flow becomes unstable and evolves towards a banded state where the viscous
and fluid phases coexist at constant stress σp (see Fig. 10b). The modification of the
control parameter is only supposed to affect the relative proportions f and 1− f of
each band according to a simple lever rule that results from the continuity of the
velocity at the interface:

γ̇ = f γ̇1 +(1− f )γ̇2. (3)



Shear-Induced Transitions and Instabilities in Surfactant Wormlike Micelles 21

Fig. 10 (a) Nonmonotonic constitutive relation for giant micelles composed of two stable
branches separated by an unstable region AB. The corresponding steady-state flow curve presents
a stress plateau at σ = σp, extending between two critical shear rates γ̇1 and γ̇2, and associated with
the shear-banding transition. (b) Scheme of the shear-banding scenario in giant micelles systems

Above γ̇2, the system is entirely converted into the fluid phase: the induced struc-
tures are strongly aligned along the flow direction and the homogeneity of the flow
is recovered. This scenario, due to the existence of a nonmonotonic relation between
the shear stress and the shear rate as schematized in Fig. 10, was predicted by Cates
and coworkers more than 15 years ago [134]. Since then, it has been the subject of
intense experimental and theoretical studies. From an experimental point of view,
shear banding has been identified unambiguously in wormlike micelles using vari-
ous techniques probing either the local flow field or the structure of the system.

In the following, we review the phenomenology of shear banding flow in semidi-
lute and concentrated wormlike micelles. This part is organized as follows. In
Sect. 3.2, we describe the mechanical signature of the shear-banding transition.
Section 3.3 is devoted to the characterization of the local flow field, while in
Sect. 3.4, we focus on the structural properties of the banded state.

3.2 Nonlinear Rheology

3.2.1 Steady-State Rheology

Standard Behavior

In order to illustrate the typical nonlinear mechanical response of wormlike micelles
under steady shear flow, we chose to focus on the cetylpyridinium (CPCl)/sodium
salicylate (NaSal) system. It is often considered as a model system since it follows
the right scaling laws for the concentration dependence of the static viscosity and
plateau modulus [32]. Moreover, for concentrations ranging from 1 to 30 wt. %,
the samples behave, in the linear regime, as almost perfect Maxwellian elements
with a single relaxation time τR and a plateau modulus G0. This system has been
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Fig. 11 Experimental steady-state flow curve of a semidilute binary mixture made of cetylpyri-
dinium chloride/sodium salicylate diluted in 0.5 M NaCl brine at a temperature of 25 ◦C. The total
weight fraction is 6.3 wt. % and the molar ratio R =[Sal]/[CPCl]= 0.5. The shear stress is measured
under strain-controlled conditions in a cone and plate geometry

extensively studied during the last two decades [28,33,135–141] and the description
of its mechanical behavior is certainly one of the most complete.

Figure 11 displays, on a semilogarithmic plot, the evolution of the shear stress σ
as a function of the shear rate γ̇ for a sample at a total weight fraction c = 6.3 wt. %
obtained under strain-controlled conditions in a cone and plate geometry [33]. This
flow curve is made up of two increasing branches separated by a stress plateau ex-
tending between two critical shear rates γ̇1 and γ̇2. The high viscosity branch is
Newtonian at very low shear rates and becomes shear-thinning when approaching
the first threshold γ̇1, whereas the low viscosity branch above the second critical
shear rate γ̇2 is usually purely shear-thinning, indicating that the constitutive behav-
ior of the induced structures is non-Newtonian. At the critical shear rate γ̇1, the shear
stress reaches a value σ = σp and the flow curve exhibits a strong change of slope
followed by a stress plateau that can extend over several decades in shear rates, de-
pending on the composition of the sample. In some cases, the stress plateau presents
a significant slope and is generally well fitted by a power-law σ ∼ γ̇α with expo-
nent α between 0.1 and 0.3. This shear rate dependence is usually explained by the
coupling between flow and concentration fluctuations [142, 143].

Various shear histories have been applied in order to test the robustness of the
stress plateau. The latter has been found to be unique and history independent. This
reproducibility is a crucial feature of the nonlinear rheology of wormlike micellar
systems [33, 138, 140, 144].

The mechanical behavior described above concerns most semidilute worm-
like micelles. The situation for concentrated samples is analogous with minor
changes: the low shear rate branch is purely Newtonian and the transition towards
the stress plateau is more abrupt [137].
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Table 2 Systems of wormlike micelles known to exhibit a stress plateau in their steady flow curve

Surfactant Additive Salt Conc. Experiment References
regime

CPCl NaSal sd NMR, FB, PIV, SANS, SALS (a)
CPCl NaSal NaCl sd/c NMR, FB, DLS, PTV, PIV, USV, FI (b)
C16TAB c NMR, FB, USV, SANS (c)
CPClO3 NaClO3 c SANS (d)
C16TAB NaSal sd FB, USV, SANS, LSI, SALS (e)
C16TAB KBr sd/c FB (f)
C16TAB NaNO3 sd/c FB, LSI, SALS (g)
CPCl Hex NaCl c SANS, FB (h)
CTAT sd/c ... (i)
CTAT NaCl sd ... (j)
C16TAC NaSal sd/c FB (k)
C12TAB NaSal sd ... (l)
SDS Al(NO3)3 sd ... (m)
EHAC NH4Cl sd ... (n)
EHAC NaCl sd FB, SANS, SALS (o)
EHAC NaSal sd FB, SANS, SALS (p)
CTAHNC sd ... (q)
CTAT SDBS sd FB, SANS (r)
SDES AlCl3 sd ... (s)
SDS LAPB NaCl sd ... (t)
CTAVB sd ... (u)

Column 5 lists the experimental techniques that were used to study shear-banding. The ab-
breviations are “sd” for semidilute and “c” for concentrated. The letters in the last column
denote sets of references detailed below. (a) [28, 135, 136, 140, 141, 145–154], (b) [33, 137–
139,150,151,155–165], (c) [166–172], (d) [173], (e) [23,30,72,154,174–187], (f) [30,188–191],
(g) [144, 165, 192–196], (h) [197–199], (i) [80, 200–205], (j) [200, 206, 207], (k) [208–211], (l)
[212], (m) [213], (n) [49], (o) [214], (p) [214,215], (q) [95,216], (r) [217,218], (s) [219], (t) [220],
(u) [221]

Hence, the stress plateau in the flow curve σ(γ̇) is the central feature of the
nonlinear rheology semidilute and concentrated giant micelles systems and appears
as the mechanical signature of the shear-banding transition. The first experimental
evidence for such a behavior is due to Rehage and Hoffmann [28] on the semidi-
lute CPCl (100 mM)/NaSal (60 mM) (c = 4.5 wt. %) solution. From that time, the
stress plateau in wormlike micelles has generated an abundant literature. It is now
reported, using various flow geometries such as cylindrical Couette, cone and plate,
plate and plate or vane-bob and capillary rheometer, in many other surfactant sys-
tems with or without additive and/or salt as illustrated in Table 2.

If normalized shear stress σ/G0 and shear rate γ̇τR are introduced, it is possi-
ble to summarize the overall nonlinear rheological behavior measured at different
concentrations and temperatures on a master dynamic phase diagram as shown in
Fig. 12 [137]. The flow curve at 21 wt. %, a concentration close to the I–N transi-
tion, makes the link with the concentrated regime. As concentration decreases, stress
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Fig. 12 Generalized “flow phase diagram” obtained for CPCl/NaSal system derived from a
superimposition between flow curves at different concentrations and temperatures, using nor-
malized coordinates σ/G0 and γ̇τR. No stress plateau is observed beyond the critical conditions
σp/G0 > 0.9 and γ̇τR � 3±0.5. From Berret et al. [137]

plateaus are still observed, but the normalized stress and shear rate at which the dis-
continuity occurs are shifted to larger values. At 6 wt. % and below, the transition
between the high viscosity branch and the stress plateau becomes much smoother
and the shear stress levels off without discontinuity. Beyond the following critical
conditions σp/G0 > 0.9 and γ̇τR � 3±0.5, the stress plateau is replaced by an inflex-
ion point. In other words, the above critical conditions suggest that, by choosing the
concentration, temperature or salt content adequately, it is possible to find a stress
plateau comprised between σp/G0 � 0 and 0.9, and of onset γ̇τR between 0 and 3.
A striking point in Fig. 12 is that the set of normalized flow curves is strongly remi-
niscent of the phase diagram of a system undergoing an equilibrium phase transition.

All the data presented and discussed until now have been gathered with the shear
rate as control parameter. However, numerous studies dealing with the effect of
an imposed shear stress have been performed both on semidilute and concentrated
wormlike micellar systems [30, 140, 166, 188, 192, 208, 215, 217, 219, 222]. Steady-
state flow curves obtained in stress-controlled mode have been found to coincide
with flow curves measured under strain-controlled conditions. However, there is a
major difference for systems with flat plateaus: it is not possible to reach a stationary
coexistence state at imposed stress, since the system directly switches from the low
to the high shear rate branch.

Finally, it is also important to emphasize that the nonlinear rheology of vis-
coelastic surfactant solutions is characterized by the existence of normal stresses
of nonnegligible magnitude. In steady-state flow, a nonzero first normal stress dif-
ference N1 has been detected once the first stable branch becomes shear-thinning.
N1 was found to increase with γ̇ and a slight change of slope was observed at the
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onset of the banding regime (γ̇ > γ̇1) [28, 149, 161, 220]. Normal stresses in shear-
banded flows are much less documented than their shear counterpart. However, they
are well-known to drive elastic instabilities for sufficiently high shear rates [113].
Their role is probably essential to explain some fluctuating behaviors observed in
shear-banded flows of wormlike micelles [223–225].

The steady-state mechanical behavior described in this paragraph is represen-
tative for entangled wormlike micelles solutions. In the semidilute concentration
range, however, a few exceptions to this standard behavior have been reported, as
briefly discussed below.

Nonstandard Behaviors

In this paragraph, we mention some marginal rheological behaviors encountered in
semidilute wormlike micelles. This list is not exhaustive but allows the illustration
of the rheological diversity in these systems.

If the stress plateau is the most encountered feature in the rheology of giant
micelles, it is also possible to find solutions for which the Newtonian branch is
followed by shear-thinning where the flexible chains simply align along the flow
direction as in the case of classical polymer solutions. Such a phenomenology has
been reported for samples with low or high concentrations of strongly binding coun-
terions [28, 149, 211].

Another system showing a nonstandard behavior is the equimolar solution
made of cetylpyridinium chloride and sodium salicylate, the concentration of each
component being fixed at 40 mM. This corresponds to a total weight fraction of
2.1 wt. %. This peculiar system has been extensively studied, especially by Fis-
cher’s group during the last few years [169, 222, 226–229] and more recently by
Marin-Santibanez et al. [230]. Its nonlinear rheology has been investigated in var-
ious flow geometries: at very low shear rates, the solution is Newtonian and then
shear-thins, the stress smoothly reaching a pseudo-plateau but without evidence
of shear-banding. This regime is followed by a pronounced shear-thickening be-
havior above a reduced shear rate γ̇τR � 3 associated with vorticity banding and
complex dynamics. We will come back on that point in the section dedicated to
time-dependent evolutions.

At the lowest concentrations in the class of semidilute systems, typically rang-
ing from 0.1 to 1 wt. %, a simple shear flow can lead to strong thickening above
a critical stress [57, 96, 98, 99]. This is the case of the TTAA/NaSal solutions, al-
ready discussed in the part devoted to the shear-thickening transition (Sect. 2). The
overall rheological behavior of such systems resembles in some respect that of the
equimolar CPCl/NaSal 40 mM solution just evoked above. At concentrations around
10 mM, the micellar network is entangled and the static viscosity is larger than that
of the solvent by a factor of 10–1000. As the shear rate is increased, there is first
shear-thinning and an abrupt shear-thickening at the critical stress. In addition, con-
comitantly with the shear-thickening transition, shear-induced structures grow from
the inner cylinder, as in the shear-banding transition.
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Finally, Hoffmann and coworkers [231] have investigated a binary mixture of
hexadecyloctyldimethylammonium bromide (C18–C8DAB) in water at a concentra-
tion of 2.3 wt. %. The flow curve of this solution does not present a stress plateau.
However, using small angle neutron scattering experiments under simple shear flow,
the authors argued that this system undergoes an isotropic-to-hexagonal transition,
where cylindrical micelles of different lengths coexist. The short ones contribute
to the isotropic phase, while the long ones ensure the long range hexagonal order.
This flow-induced transition presents strong similarities with the I/N transition un-
der shear in concentrated wormlike micelles but without the mechanical signature
described in Sect. 3.2.1

3.2.2 Time-Dependent Rheology

During the past decade, many authors have paid close attention to the evolution of
the shear stress as a function of time in systems exhibiting a stress plateau. The aim
was to identify the mechanisms responsible for the shear-banding transition. In most
cases, shear stress time series in response to steady shear rate consists of a slow
transient (compared to the relaxation time of the system) before reaching steady
state. Nonetheless, more complex fluctuating behaviors such as erratic oscillations
suggestive of chaos or periodic sustained oscillations of large amplitude have been
observed in peculiar systems.

Standard Transient Behavior

The time-dependent mechanical response is collected from start-up of flow experi-
ments: at t = 0, a step-like shear rate is suddenly applied to the sample at rest and
the evolution of the shear stress as a function of time is recorded until steady-state
is achieved. For imposed shear rates below γ̇1 and belonging to the Newtonian part
of the high viscosity branch, the shear stress follows a monoexponential growth
towards steady-state, with a characteristic time corresponding to the Maxwell time
of the system [28,138]. When the applied shear rate lies in the shear-thinning region
of the high viscosity branch, the stress response shows an overshoot at short time
before reaching steady-state, a feature classically observed in concentrated solutions
of entangled polymers [232, 233].

The start-up curves for various imposed shear rates in the plateau region are
displayed in Fig. 13. For all investigated shear rates, the shear stress exhibits an
overshoot at short times, the amplitude (σos) of which increases significantly with γ̇ ,
followed by a slow relaxation towards a stationary value σst. This relaxation process
comprises a latency period during which the stress remains practically constant at a
value σ = σM and then, a decay of sigmoidal shape whose time scale greatly exceeds
the terminal relaxation time of thesolution (Fig.13a). The characteristic time τN of this
slow relaxation diminishes with γ̇ while σM increases (Fig. 13b). When the mean
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a b c

Fig. 13 Transient shear stress recorded after different step shear rates (a) γ̇ = 1.2 s−1, (b) 2 s−1,
and (c) 5 s−1 for a semidilute sample of CPCl/NaSal (12 wt. %) in 0.5 M NaCl brine at a tempera-
ture of T = 20.3◦C. All the applied shear rates belong to the plateau region. Reprinted from Berret
[138]

Fig. 14 Stress overshoot σos,
initial shear stress before the
onset of the long-time
sigmoidal relaxation σM and
steady-state shear stress σst

gathered from start-up of flow
experiments on the semidilute
sample of CPCl/NaSal
(12 wt. %) in 0.5 M NaCl
brine. The purely Newtonian
behavior (η0γ̇) has been
added for comparison.
Reprinted from Berret [138]

shear rate is incremented, σ(t) shows oscillations at short times that precede the
long sigmoidal decay. The variations of σos, σst, and σM with the mean shear rate are
given in Fig. 14. The σM(γ̇) curve provides evidence for the existence of a metastable
branch in which the system is trapped on time scales much longer than the relaxation
time τR. At higher strain rates, the stress response is dominated by damped oscilla-
tions (Fig. 13c). The period of the oscillations has been found to decrease with γ̇ but,
in contrast to nematic wormlike micelles, it does not scale with the inverse shear rate
(see Sect. 4). For concentrated samples, a purely monoexponential decay has been
observed [199]. Note that such transients are often prolonged by a small undershoot
before the steady-state is achieved [33, 140, 144, 157, 191, 194–196].

This type of time-dependent behavior has been observed in various semidilute
[23, 33, 138, 140, 144, 150, 157, 161, 174, 177, 180, 191, 195, 196, 203, 220] and
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concentrated systems [33, 171, 172, 199]. The sigmoidal decay has been modeled
by a stretched exponential of the form [33, 138, 199]:

σ(t) = σst +(σM −σst)exp

[
−

(
t

τN

)α]
(4)

Depending on the system and on the applied shear rate, α has been found to vary
between 1 and 4 [33, 138, 140, 144, 191, 199]. Such kinetics suggests metastability
reminiscent of equilibrium first-order phase transitions and has been originally inter-
preted by Berret and coworkers [33,138] in terms of nucleation and one-dimensional
growth of a fluid phase containing highly ordered entities. Other mechanisms in-
volving the slow drift of a sharp interface to a fixed position in the gap of the cell
have also been advanced to explain this slow kinetics [190, 234, 235].

Up to now, we have described the time-dependent behavior of the shear stress as a
transient towards a steady-state value σst. However, the notion of steady-state shear
stress has to be made clear. Strictly speaking, at long times, σ(t) is not rigorously
stationary since it presents fluctuations around an average value defined as σst. The
relative amplitude of the fluctuations never exceeds 1% in most of cases. However,
some authors have reported fluctuations of stronger amplitude (typically between
5% and 25% of the steady-state signal), revealing complex stress dynamics [80,
159, 169] that we address in the following paragraphs.

Rheochaos

Bandyopadhyay et al. focused on the time-dependent behavior of semidilute solu-
tions of hexadecyltrimethylammonium p-toluenesulfonate (CTAT) at weight frac-
tions around 2 wt. % in water, with and without addition of sodium chloride (NaCl).
This system is well known to exhibit stress plateau or pseudo-plateau in the flow
curve for concentrations ranging between 1.3 and 20 wt. % [80, 203, 206, 207, 236].

Typical time sequences observed in this system are illustrated in Fig. 15. In this
data set, the shear rate is kept fixed and the shear stress is recorded as a function of
time with the temperature as the control parameter. From the highest temperatures,
the stress temporal patterns appear successively periodic and then quasi-periodic
with two dominant frequencies (Fig. 15b, c). At lower temperature, the time series
still present quasi-periodicity but disrupted by chaotic bursts, typical of intermit-
tency (Fig. 15d). If the temperature is further decreased, the signal becomes finally
chaotic (Fig. 15e). The existence of deterministic low-dimensional chaos generat-
ing erratic fluctuations in the time series is proved by positive Lyapunov exponent
[237] and fractal correlation dimension greater than 2. The route to rheochaos is
via type-II temporal intermittency with a Hopf bifurcation [207]. Similar time se-
quences for the shear rate have been gathered by decreasing the temperature at fixed
stress. In that case, the route to rheochaos was found to be of type-III intermittency
with period doubling bifurcation [207].

The route to rheochaos can thus be tuned by varying the temperature and conse-
quently the mean micellar length at fixed stress or shear rate [207]. These results
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Fig. 15 Stress time series recorded after start-up of flow experiment at a fixed shear rate
γ̇ = 25 s−1 for different temperatures (a) T = 31.5◦C, (b) T = 28.8◦C, (c) T = 27.2◦C, (d)
T = 26.5◦C, (e) T = 26◦C. The sample under scrutiny is made of hexadecyltrimethylammonium
p-toluenesulfonate (CTAT) at 2 wt. % mixed with 100 mM NaCl in water. The time sequences are
found to be (a) time-independent, (b) periodic, (c) quasi-periodic, (d) intermittent and (e) chaotic.
Reprinted with permission from R. Ganapathy and A.K. Sood [207]

agree with recent theoretical predictions due to Fielding et al. [238] using the
Diffusive Johnson Segalman (DJS) model and adding a coupling of the flow vari-
ables with the mean micellar length. Coupling between flow and concentration
fluctuations is also supposed to play a major role in the observed complex dynamics
[200, 236].

The same type of irregular time variations of the shear stress (respectively shear
rate) at imposed shear rate (respectively shear stress) have been reported for a given
temperature. In both cases, the sequence of Fig. 15 has been reproduced by increas-
ing the control parameter [80, 203, 206].

Note that rheochaos has also been observed in solutions of mixed anionic-
zwitterionic surfactants [220] and in other systems including shear-thickening
wormlike micelles [239], lamellar, onion, and sponge surfactant phases [156, 240–
243] and dense colloidal suspensions [244].

Case of the Vorticity Banding

In Sect. 3.2.1, we made reference to a complex constitutive behavior for an equimo-
lar solution of CPCl/NaSal experiencing a shear-thinning to shear-thickening
transition. The dynamics of this system has been extensively studied both in strain-
and stress-controlled modes. Huge sustained oscillations of the measured quantities
(shear and normal stresses or shear rate) as a function of time have been observed in
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the shear-thickening regime [169, 227]. The authors showed that these oscillations
are correlated with the existence of a banding pattern organized along the vorticity
direction and exhibiting a complex dynamics (see Sect. 3.4.2). Note that, unlike the
classical shear-thickening transition encountered in dilute surfactant systems and
discussed previously, there is no induction time for the shear-induced structures
to grow.

Similar stress dynamics has been observed in a semidilute solution of C16TAB
(50 mM) and NaSal (100 mM) (c = 3.4 wt. %) that also exhibits apparent shear-
thickening [183]. However, for this system, the phenomenology is different insofar
as the shear-thinning region preceding the apparent thickening transition is char-
acterized by a stress plateau and gradient shear-banding. Besides, Decruppe et al.
did not observe vorticity structuring in that case, the flow remaining homoge-
neous [187].

3.3 Structure of the Flow Field: Velocimetry

To elucidate the shear-banding scenario in wormlike micelles, different velocimetry
techniques with high spatial resolution, typically between 10 and 50 μm, such as
nuclear magnetic resonance (NMR) velocimetry, particle image velocimetry (PIV),
particle tracking velocimetry (PTV), photon correlation spectroscopy (DLS), and
ultrasonic velocimetry (USV) have been developed. All provide the velocity com-
ponent along the flow direction taken from a one-dimensional slice across the gap.
For details on these techniques, the reader is invited to refer to [245, 246].

3.3.1 Long-Time Response: Time-Averaged Velocity Profiles

Semidilute Systems

The early velocimetry studies of shear-banding flow in wormlike micellar systems
have been performed by Callaghan’s group using NMR imaging of the semidilute
CPCl (100 mM)/NaSal (60 mM) (c = 4.5 wt. %) solution in different flow geome-
tries [135, 145–148, 150]. The method is based on a combination of magnetic field
gradient pulses and resonant radio-frequency pulses to encode the NMR signal both
from the nuclear spin position as well as translational displacement. The typical
spatial resolution is 30 μm. The acquisition times typically vary from 30 min to 4 h,
the observed banding structures resulting from long time averages. In addition, the
use of a specific encoding method allows the determination of pointwise velocity
distribution [246].

In millimetric pipe flow, the increase of the flow rate from the Newtonian to the
plateau regime was characterized by a transition from a nearly parabolic Poiseuille
profile to an almost flat velocity profile with high shear bands near the tube walls,
clearly distinguishable from slip [135]. The thickness of this high shear rate band
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was found to grow with the apparent shear rate [139]. Broadening of the velocity
distribution revealed fluctuations of the flow field on time scales larger than the en-
coding time (50 ms) and shorter than the total duration of the experiment [139,146].
Similar velocity profiles were also obtained from PIV measurements in capillary
flow [152]. From this local description, the authors were able to reconstruct a com-
plete macroscopic flow curve, consistent with that gathered from bulk rheology.
Note that, for the PIV technique, a radial laser sheet illuminates a cross section
of the sample in a plane (v,∇v). Images are taken from 90◦ to the laser sheet and
velocity profiles are extracted from spatial correlation between pairs of images.

In cone-and-plate geometry, where the stress distribution is homogeneous in the
small gap approximation, Britton et al. showed that the flow field along the plateau
region was organized in three bands as displayed in Fig. 16 [150]. The gray scale
images clearly show the presence of a central high shear band flanked by two adja-
cent low shear regions for all applied shear rates. Shear rate profiles computed along
the white line point out the mid-gap position of the high shear band. As the mean ap-
plied shear rate is incremented, the high shear band expands in width at a constant
maximum shear rate around 60 s−1. This value is not consistent with the critical
shear rate γ̇2 � 100 s−1 at the upper limit of the stress plateau. This discrepancy has
been ascribed to local fluctuations of the flow field. Velocity fluctuations of different
time constants have been observed, depending on sample composition [139].

Gap angle (8)

a

b

c

d

Fig. 16 Time-averaged shear rate profiles and corresponding gray scale images for the CPCl
(100 mM)/NaSal (60 mM) (c = 4.5 wt. %) solution at T = 25◦C, measured using NMR velocime-
try in a 7◦ cone-and-plate at different applied macroscopic shear rates (a) 11 s−1, (b) 14 s−1, (c)
19 s−1, and (d) 36 s−1. The profiles are extracted along a line (in white) at fixed radius from the
cone axis as illustrated on the images at right. The gray scale indicates the shear rate in arbitrary
units. Note the opposite sign shear for the receding and advancing segments of fluid on opposite
sides of the gap. The “free” surface of the fluid is in contact with a containment jacket in Teflon,
leading to vanishing of the gradient banding structure beyond a critical radius. Each measurement
requires an acquisition time of about 2 h. Reprinted with permission from Britton et al. [150]
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In Couette geometry, a thin high-shear band (�30 μm) near the inner cylinder
but in the bulk of the fluid as well as wall slip have been detected [145, 146]. A
different picture emerged from the NMR-study of the 10 wt. % CPCl/NaSal in brine
[159]: the shear-banding structure was composed of two macroscopic layers bearing
different shear rates, the lower one being compatible with the γ̇1 value. The width
of the high shear rate band was found to increase significantly with the applied
shear rate while wall slip was observed at the moving wall. Enhanced local velocity
fluctuations have been reported in the high shear rate region at the vicinity of the
inner rotating cylinder.

Very similar time-averaged velocity profiles in Couette geometry have also been
determined using heterodyne dynamic light scattering (DLS). This technique, devel-
oped by Salmon and coworkers, is based on the analysis of the correlation function
of the interference signal generated by the mixing of a reference beam and the light
scattered by a small volume of sample (typically (50 μm)3) [247]. The scattering sig-
nal is enhanced by nanoparticles embedded in the fluid. A few seconds are required
to yield the mean velocity for each scanned scattering volume, the total duration
for the acquisition of a complete profile reaching a few minutes. This technique has
been implemented to examine the precise local structure of the flow in the much-
studied 6 wt. % CPCl/NaSal in brine [155, 156]. Figure 17 summarizes the typical
velocity profiles gathered for various applied shear rates all along the flow curve, the
latter being recorded in a simultaneous way. For γ̇ < γ̇1, the velocity profile is con-
tinuous and nearly linear, with a slight curvature typical of a weakly shear-thinning
fluid, consistent with the evolution of the high-viscosity branch. For γ̇1 < γ̇ < γ̇2, the
velocity profiles become discontinuous, and are composed of two linear regions of
well-distinct slopes. The flow is then nonhomogeneous with two coexisting layers
supporting very differing local shear rates, the values of which are compatible with
γ̇1 and γ̇2. Note that rapid temporal fluctuations of the flow field in the high shear
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Fig. 17 Velocity profiles obtained using heterodyne dynamic light scattering for different mean
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errors bars are representative of temporal fluctuations. Reprinted with permission from Salmon
et al. [156]
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rate band were reported. The increase of the applied shear rate γ̇ along the stress
plateau only affects the relative proportions f and 1− f of both bands: 1− f was
found to increase linearly with γ̇ , hence satisfying the classical lever rule (Eq. 3).
Finally, for γ̇ > γ̇2, the flow appears homogeneous again: the velocity profiles are
characteristic of a strongly shear-thinning fluid, consistent with the evolution of the
low viscosity branch. These experiments provided evidence for the classical shear-
banding scenario invoked in the introduction (Sect. 3.1).

This type of velocity profiles, showing the coexistence of two differently sheared
regions, the relative proportions of which vary with the applied shear rate, has also
been measured using PIV and USV in Couette geometry on CPCl/NaSal in brine
[157, 158] and C16TAB/NaSal [187]. However, other features have sometimes been
reported, including organization of the high shear band into multiple bands, varia-
tion of the local shear rate in each band with the control parameter, and wall slip at
the moving inner wall.

Concentrated Systems

The structure of the flow field has also been explored in the concentrated regime.
Fischer et al. carried out NMR velocimetry experiments in Couette geometry on
a sample of C16TAB/D2O at 20 wt. %, a concentration just below cI−N. For the in-
vestigated mean shear rates in the plateau region, the authors identified wall slip at
the inner moving wall together with the following banding sequence: low-high-low
shear rate bands stacked from the inner to the outer cylinder [169, 170]. The shape
of the velocity profile near the moving inner cylinder was interpreted as evidence
for near rigid body motion. As we shall see later in the section devoted to the mi-
crostructure of the coexisting phases, the comparison of these velocity profiles with
ordering profiles simultaneously gathered from NMR spectroscopy experiments led
the authors to argue that, surprisingly, the induced nematic state is a state of high
viscosity, possibly associated with mesoscale ordering. In addition, local fluctua-
tions of the flow field were suggested from the analysis of the velocity distribution
at each pixel across the gap.

Bécu et al. studied the same system using high-frequency USV. This technique,
developed by Manneville and coworkers [248], is based on cross-correlation of
high frequency ultrasonic signals backscattered by the moving fluid. The signals
consist of ultrasonic speckles resulting from the interferences of echoes from mi-
crometric scatterers suspended in the fluid. The displacement of the scatterers is
estimated from the time shift between two successive echoes. Full velocity profiles
are recorded every 0.02–2 s, depending on the shear rate, with a spatial resolution
of 40 μm. By averaging velocity profiles over 100 s, the authors observed a similar
banding sequence, with an apparently unsheared region at the vicinity of the inner
moving cylinder where the fluid velocity is slightly larger than the rotor velocity
[172]. Their interpretation of these peculiar profiles differed somewhat from the
previous one, incriminating a three-dimensional flow instability. We will come back
on that point in Sect. 3.3.2.
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Thereby, all these experiments confirm that the stress plateau in semidilute and
concentrated micellar solutions is effectively associated with nonhomogeneous flow.
They also reveal the existence of fluctuations of the flow field and address the ques-
tion of the role played by wall slip. However, a unified picture of shear-banding
has not emerged from the measurement of these time-averaged velocity profiles. A
spatio-temporal approach with enhanced resolution is then required to get a bet-
ter description of the shear-banding transition. Taking into account this need for
high temporal resolution to follow the dynamics of the flow field, some groups have
improved their velocimetry technique [249], while others have developed new pow-
erful probes [157, 158, 248].

3.3.2 Time-Resolved Velocity Profiles

Transient Behavior

The early stages of banded-state formation have been studied on different solutions
of CPCl/NaSal in brine [157, 158]. Using a PTV method, Hu et al. investigated the
kinetics of shear-banding on the CPCl/NaSal (6.3 wt. %) in 0.5 M NaCl brine [157].
PTV only differs from PIV by the image processing, which is based on particle
tracking rather than spatial correlation. This yields an improved spatial resolution
(�10 μm). Interestingly, the time evolutions of the velocity profiles and the shear
stress have been monitored simultaneously, providing information on the correlation
between local and global rheology. The transient stress response after start-up of
flow of this system has been discussed in Sect. 3.2.2.

Figure 18 illustrates the corresponding transient velocity profiles. For t < τR, the
velocity profiles are linear across the gap of the Couette device: the flow is homoge-
neous with no wall slip at the walls (see Fig. 18a). When the stress overshoot occurs,
the local behavior is found to depend on the applied shear rate. For huge overshoots,
significant wall slip is detected at the inner wall, and the velocity profile takes an
abnormal shape (t = 0.9 s). During the short-time relaxation of the stress overshoot,
the homogeneous flow is restored. The velocity profile appears then slightly curved
(t = 2 s), the local shear rate increasing towards the inner wall and decreasing to-
wards the outer wall. This process has been ascribed to coupling between stress
gradient inherent to the flow geometry and chain disentanglement. When the lo-
cal shear rate at the outer wall reached the critical value γ̇1 (t � 3.6 s), the low shear
band begins to grow. The expansion of the low shear band towards the inner cylinder
together with the increase of the local shear rate in the high shear band are linked
to the slow stress relaxation towards steady state including the small undershoot
(Fig. 18b). The stationary state is characterized by two well-defined shear bands
with a relatively broad interface, the position of which fluctuates as a function of
time. Contrary to the observations of [156], the local shear rates in each band varies
with the imposed shear rate. Under stress-controlled conditions, the development of
the banding structure was somewhat different: the kinetics was much slower and the
curvature of the initial linear profile was followed by the nucleation and growth of
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Fig. 18 Velocity profiles as a function of time at γ̇ = 10 s−1 obtained in a Couette device of
gap e using PTV. The spatial resolution is 10 μm. The micellar system is the 6.3% w/v CPCl and
NaSal at molar ratio R = [Sal]/[CPCl] = 0.5, in 0.5M H2O NaCl brine at T = 23◦C. The kinetics
of formation of the banding structure is composed of two main stages. (a) A short-time response
where the flow stays homogeneous most of the time with increasing and decreasing local shear
rates respectively at the inner and outer walls. (b) Growth of the low shear rate band from the outer
wall. Reprinted with permission from Hu et al. [157]

the high shear rate band from the inner rotating cylinder. Note that, using PIV with
a high-speed camera, Miller et al. also identified multi-stages development of the
banding structure [158].

Fluctuating Behaviors

Using fast NMR velocimetry imaging, Lopez-Gonzalez et al. gathered two-
dimensional full velocity profiles every second for a semidilute sample of
CPCl/NaSal in 0.5 NaCl brine [161, 250]. The usable extension of the velocity
map along the flow and the gradient directions was 5 mm and the data were aver-
aged over 5 mm along the vorticity direction. The long-times flow dynamics was
studied for a fixed applied shear rate γ̇ = 37 s−1. The corresponding stress time
series, recorded independently, exhibited fluctuations of about 5% around its mean
value. Time-resolved velocity profiles across the 1-mm gap extracted from a one-
dimensional slice of the velocity map are displayed in Fig. 19. In addition to the
banding structure described for this system in Sect. 3.3.1, the authors demonstrated
that the position of the interface between bands strongly fluctuates as a function
of time. The high shear rate band (light gray zone in Fig. 19) supports a roughly
constant shear rate (γ̇ � 70 s−1) and its width is strongly correlated to the degree
of slip at the inner moving wall. The fluctuations are quasi-random or periodic,
depending on sample preparation, and seem then to be driven by wall slip. A fre-
quency analysis revealed that the correlation time (�10 s) is of the same order of
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ing in Couette device for an imposed shear rate γ̇ = 37 s−1. The left and right sides of the gray
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magnitude of the velocity, ranging from 0 to 25 mm s−1. The spatial resolution is 100 μm. The
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Fig. 20 Map of the local shear rate γ̇(y, t) determined using USV, for a 20 wt. % C16TAB/D2O
concentrated micellar system after start-up of flow at a fixed shear rate γ̇ = 50 s−1 in the banding
regime. The extremum values of the gray scale are associated with γ̇ = 0 s−1 (black) and
γ̇ > 120 s−1 (white). The positions y = 0 and y = 1 correspond, respectively, to the inner moving
and outer fixed cylinders. The temperature is kept at 41◦C. Reprinted with permission from Bécu
et al. [172]

magnitude as that observed in stress fluctuations. Moreover, along the 5 mm of the
observation window in the velocity direction, the velocity profiles did not change.

Similar fluctuations of the banding structure have been observed on the C16TAB/
D2O (20 wt. %) concentrated system using high frequency USV [171, 172]. The
typical features of the flow dynamics in response to a step shear rate are illus-
trated in the gray scale map of γ̇(y, t) in Fig. 20. First, strong erratic fluctuations
of the interface position between the two shear bands from y � 0.3 to y � 0.5 mm
occur on time scales ranging from 3 to 200 s. They are correlated to the dynam-
ics of the slip velocities. Second, an unsheared zone appears intermittently in the
vicinity of the inner cylinder, with a spatial extension between 200 and 400 μm.
During this process, the time-dependent velocity profiles are highly unstable and
composed of three distinct shear bands. The authors emphasized that the local ve-
locity in the unsheared region passes through a maximum that overcomes the rotor
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velocity, a feature also observable in [170]. Taking into account their experimental
configuration, they interpreted this particular shape of velocity profiles as the signa-
ture of three-dimensional flow. This assumption was reinforced by the organization
of the ultrasonic tracers into patterns along the vorticity direction.

Vorticity Banding

Herle et al. [229] investigated the equimolar solution CPCl (40 mM) and NaSal
(40 mM) (c = 2.1 wt. %) that exhibits a complex flow curve with successively New-
tonian, shear-thinning, and shear-thickening regimes (see Sects. 3.2.1 and 3.2.2).
They performed pointwise USV velocimetry measurements in Couette geometry
with the stress as the control parameter. In the shear-thinning region, the flow was
homogeneous. At the onset of the shear-thickening regime, the authors observed the
presence of two radial bands supporting different shear rates. At higher imposed
shear stresses, coexistence of both radial and vorticity bands has been identified.
Large temporal oscillations of the velocity profiles have been reported, related to
periodic appearance and disappearance of the vorticity bands.

Note that the same system has been explored using PIV in capillary flow [230].
The flow curve built from the local velocity profiles was consistent with that ob-
tained from the bulk rheology. Above the critical wall stress, shear-thickening zones
characterized by convexity in the velocity profiles were observed, extending roughly
on half of the capillary diameter. Spatio-temporal oscillations of these profiles to-
gether with stick-slip were mentioned, leading to continuous creation and breakage
of the induced structures. Similar coupling between changes in the microstructure
and stick-slip has been also suggested to explain the “apparent” shear-thickening
branch of the C16TAB (50 mM)/NaSal (100 mM) (c = 3.4 wt. %) solution [187].

3.4 Structural Characterization of the Banded State: Rheo-Optics,
Scattering, and Spectroscopy

In Sect. 3.3.2, the existence of shear bands at constant stress has been demonstrated.
The shear bands have differing viscosities and consequently different internal struc-
tures. A way to collect additional information is then to probe the microstructural
organization of the system. Different tools have been used to study the shear-
banding transition in wormlike micelles, including flow birefringence (FB), small
angle neutron and light scattering (SANS and SALS), and NMR spectroscopy. As
in the case of the velocimetry, most of these experimental techniques have been
improved to give a space- and time-resolved description of the transition. In the
following, we focus on the local structure of the banded state and on the potential
connections with the bulk rheology and the local flow field.
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3.4.1 Characterization of the Shear-bands Under Steady Flow

Direct Observation Using Flow Birefringence

The first evidence for band separation in wormlike micellar solutions came from
flow birefringence experiments performed on a concentrated solution by Decruppe
and coworkers [167]. The experimental configuration was as follows: the sample,
placed in the gap of a Couette geometry, was illuminated with a white light source
and visualized between crossed polarizers. The transmitted intensity was recorded
on a digital camera, the spatial resolution reaching 15 μm. Figure 21 shows six
photographs of a 1-mm gap filled with a system CPCl/Hex in 0.2 M brine, illus-
trating the typical scenario observed in concentrated giant micelles [44]. Figure 21a
is representative of the optical behavior along the high viscosity branch: the gap of
the Couette cell appears dark and the birefringence intensity and the average ori-
entation of the micellar medium are homogeneous. Once the first critical shear rate
γ̇1 is reached, a highly birefringent bright band nucleates against the moving inner
cylinder and coexists with a dark band of differing optical properties. The location of
the induced band at the inner cylinder is explained by the stress gradient inherent to
the Couette geometry [251, 252]. The stress varies as 1/r2 in the gap, implying that
the state of higher stress is reached at the inner wall. When the applied shear rate is
further increased along the stress plateau, the bright band broadens (see Fig. 21b–e),
the orientation state of the system remaining unchanged in each band as demon-
strated by pointwise FB [153, 158, 191]. Finally, above γ̇2 the gap is entirely filled
by the highly birefringent and oriented shear-induced structures (Fig. 21f).

This scenario was originally interpreted as evidence of the shear-banding tran-
sition, the states of low and high shear rates being deduced from the molecular

Fig. 21 Snapshots of the 1-mm gap of a Couette cell containing a concentrated solution of CPCl-
Hex at respective concentrations cCPCl = 28 wt. % and cHex = 3.9 wt. % for different applied shear
rates along the flow curve. The sample is illuminated with white light and observed between
crossed polarizer and analyser. The orientation of the polarizer is chosen to match the mean ori-
entation of the micelles in the band adjacent to the fixed cylinder. This configuration makes the
latter dark and improves the contrast between bands. Exposure times are typically of the order of
milliseconds. With increasing shear rates (from a to f), the bright induced band fills up the gap
progressively. Reprinted from Berret [44]
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alignment in each band. From a general point of view, it has been observed in
concentrated solutions such as C16TAB in water and C16TAB/D2O [167, 168] and
in several semidilute samples, e.g., in C16TAC/NaSal [208,211], C16TAB/KBr/H2O
and –D2O [188, 190, 191], CPCl/NaSal [137, 157], C16TAB/NaSal [177, 186], and
C16TAB/NaNO3 [144, 194]. Notwithstanding, careful examination of the “steady-
state” banding structure revealed important differences in the spatial organization
from a sample to another with, for example, heterogeneities of the induced bright
band or multiple bands [137, 144, 153, 157, 158, 177, 188, 191].

In this context, the question of the correspondence between shear and bire-
fringence bands has been raised by some authors [169, 170]. In recent studies of
semidilute CPCl/NaSal solutions, simultaneous measurements of velocity profiles
and optical visualizations were performed, showing a good agreement between
shear and birefringence bands [157, 253]. However, this correlation did not seem
so obvious for other systems [169, 170]. We will see later (Sect. 3.4.2) using
time-resolved birefringence measurements that all these features could certainly
be explained by the existence of fluctuations already revealed by velocimetry
experiments.

Quantitative measurements of the birefringence intensity Δn and extinction an-
gle χ (Eq. 2) carried out with convenient arrangements of optical components [254]
have shown a general steady evolution compatible with that of the shear stress: the
absolute value of Δn first increases linearly with γ̇ while, in the same time, χ de-
creases smoothly from 45◦, indicating a gradual alignment of the micelles with
respect to flow direction. Above γ̇1, both quantities exhibit a discontinuity of slope
followed by a plateau, characteristic of the coexistence of the dark and bright bands
[144, 153, 158, 167, 174, 179, 191, 208]. Typically, dark and bright bands have bire-
fringence intensity of the order of −10−5 and −10−3 (the negative sign of Δn is due
to the anisotropy of the polarisability tensor associated with the monomeric surfac-
tant chain [174, 255]), and extinction angle ranging from 20◦ to 40◦ for the dark
band and of the order of a few degrees for the bright band. This indicates that the in-
duced structures are strongly aligned with respect to the flow direction. Note that the
stress-optical law, which establishes a linear relationship between stress and refrac-
tive index tensors, does not hold in the shear-banding regime [174, 189, 211, 255].

Nature of the Induced Phases

Concentrated Systems

Various micellar solutions, at a concentration close to the isotropic-to-nematic
transition at rest, have been studied using SANS [168, 173, 197, 198] and NMR
spectroscopy [169, 170].

SANS gives information on the orientational degrees of freedom of a fluid sub-
jected to flow and has been used to probe the structure of these systems for shear
rates all along the flow curve. The sample was placed in a Couette device and two-
dimensional scattering patterns were collected in radial configuration, the incident
neutron beam passing through the cell along the velocity-gradient direction. For
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shear rates along the high viscosity branch, the scattering consists of an isotropic
ring and exhibits a broad maximum resulting from strong translational correla-
tions between the micellar threads. The order of magnitude of the distance between
micelles, estimated from the position of this maximum, is typically 6–9 nm. In
the plateau regime, the scattering function becomes anisotropic, with crescent-like
peaks in the vorticity direction. Finally, along the low viscosity branch, at high shear
rates, the ring-like structure vanishes and the scattering is dominated by anisotropic
pattern, qualitatively analogous to that obtained from a micellar solution which is
nematic at rest and subjected to a moderate shearing. These results, showing that the
macroscopic phase separation observed in flow birefringence corresponds to shear-
induced isotropic-to-nematic transition, have been reported in several systems such
as CPClO3/NaClO3 [173], CPCl/Hex [197, 198], and C16TAB/D2O [168]. In addi-
tion, the nematic order parameter and the proportions and concentrations of each
phase as a function of shear rate in the plateau regime could be derived from the
SANS spectra. Breakdown of the simple lever rule has been observed [168, 198],
and for the CPCl-Hex system the I-N transition was supposed to result from flow-
concentration coupling [198].

NMR spectroscopy is also useful to probe the local microstructure. It allows one
to resolve spatially the spectral splitting associated with the quadrupolar interac-
tions of the deuteron nuclei with the local electric-field gradient. This splitting is
actually proportional to the order parameter of the phase that is initiated. Should
this splitting be zero, the phase is disordered; should it be nonzero, the phase is
nematic. The splitting is actually due to the fact that, in an oriented nematic phase
of micelles, the D2O molecules of the solvent inherit the alignment of the cylin-
drical structures. For a detailed description of this technique, the reader can refer
to [249, 256]. NMR spectroscopy brought confirmation about the nematic order of
the induced phase in the C16TAB/D2O concentrated sample (20 wt. %) as illustrated
in Fig. 22 [169, 170]. At a given shear rate, the splitting characteristic of an or-
dered phase is clearly visible near the inner moving cylinder, while the spectra at
the fixed wall are composed of a single peak, indicative of isotropic phase. The com-
pletely ordered and isotropic phases are separated by a mixed region. The existence
of broad isotropic and nematic bands is compatible with birefringence observations
on the same system [168]. Note that, in contrast, the corresponding NMR velocity
profiles do not seem to be correlated in an obvious way with this simple picture
(see Sect. 3.3.1). Notwithstanding, velocity profiles measured using USV seem in
reasonable agreement with ordering profiles [172].

Relative volume fractions of each phase could be computed from the NMR spec-
tra and were found in remarkable agreement with the SANS data.

Semidilute Systems

For semidilute micellar solutions at concentrations far from the isotropic-to-nematic
boundary at rest, the situation is less clear, insofar as the set of structural data on
different standard systems available in the literature is reduced, making a definite
conclusion about the nature of the induced structures difficult.



Shear-Induced Transitions and Instabilities in Surfactant Wormlike Micelles 41

9.46
9.37
9.29
9.21
9.12
9.04
8.96
8.87
8.79
8.71
8.62
8.54

distance from
center (mm)outer wall

−5−10 0 5 10

Frequency offset (Hz)

Fig. 22 2H NMR spectra obtained from 20 wt. % C16TAB/D2O (41◦C) at different positions
across the gap of a cylindrical Couette cell. The applied shear rate is 20 s−1. Near the inner wall,
a quadrupole splitting is observed, consistent with a nematic phase, while near the outer wall the
single peak of an isotropic phase is seen. Both regions are separated by a mixed phase. Reprinted
with permission from Fischer et al. [169]

NMR spectroscopy has been used to investigate the local structure of the 10 wt. %
CPCl/NaSal (molar ratio 2:1) in 0.5 M NaCl brine [161, 250]. The shear-induced
alignment of the micelles was measured by introducing a deuterated dodecane probe
molecule into the micellar core. For applied shear rates belonging to the plateau
region, splitting of the NMR spectra were observed, indicating a nonzero order
parameter, strongly suggestive of nematic order. The volume fraction of the shear-
induced nematic phase was found to increase linearly with the mean shear rate and
seemed then to follow a simple lever rule. Moreover, proton NMR spectroscopy
revealed a strong correlation between molecular orientational dynamics and shear
stress.

Shear-induced isotropic to nematic phase transition has also been reported in
semidilute wormlike micelles solutions with excess of salt or strongly binding coun-
terions, forming multiconnected networks [182, 214]. Such a string-like phase has
been observed using polarized SALS under shear and manifests itself by anisotropic
SALS patterns characterized by butterfly or tulip-like shapes with enhanced scat-
tering in the flow direction superimposed to bright streak perpendicular to the
flow direction [178–181]. These features of the scattering patterns indicate shear-
enhanced concentration fluctuations [257] at different length scales and are usually
accompanied by turbidity and flow dichroism [214]. Recent pointwise SANS exper-
iments on these systems suggested that the high shear rate band, which was turbid
and appears strongly striated, was composed of a highly branched concentrated mi-
cellar solution coexisting with a nearly isotropic, brine phase [258].
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Such SALS patterns and shear-induced turbidity have been highlighted in the
equimolar CPCl/NaSal system exhibiting vorticity banding (see Sect. 3.2.2) [222,
226,227], but also in more classical semidilute systems [144,157,177,194–196,200,
236, 253]. In those cases, these phenomena are strongly time- and space-dependent
and will be addressed in the following section.

3.4.2 Time-Dependent Behaviors

Transient Behaviors

The formation of the banding structure has been explored using FB, direct visuali-
sations, SALS and turbidity measurements in various semidilute wormlike micelles
systems including C16TAB/NaSal, C16TAB/KBr, C16TAB/NaNO3, CPCl/NaSal in
brine [144, 153, 157, 158, 177, 191, 194–196]. Note that, in each case, the tran-
sient rheology after a sudden step shear rate in the coexistence zone followed the
“standard behavior” evoked in Sect. 3.2.2. Interestingly, the temporal evolution of
the birefringence intensity and extinction angle, averaged over the gap thickness,
showed strong quantitative analogies with that of the shear stress.

The short-time response was dominated by an overshoot and was followed by a
stretched exponential or damped oscillations depending on the applied shear rate.
The subsequent behavior was a slow variation towards steady state that could be
related to the small undershoot observed in σ(t) [144, 191].

Figure 23 illustrates the main stages of formation of the banding state for a
semidilute mixture of C16TAB (0.3 M) with NaNO3 (0.405 M) (c = 11 wt. %) under
controlled shear rate.

• Step 1: At the onset of the simple shear flow, the entire gap becomes turbid (photo
2). The maximum of scattered intensity is reached when the overshoot in σ , Δn,
and χ occurs. The observed turbidity is then supposed to result from the orien-
tation and the stretching of the micellar network [144, 177, 191, 194], generating
concentration fluctuations along the flow direction [257] as suggested by but-
terfly patterns observed using two-dimensional SALS experiments under shear
[157, 194]. At this time, all the new phase is nucleated but not arranged into a
macroscopic band.

• Step 2: The building of the banding structure starts with the relaxation of the
stress overshoot. One can observe the formation of a diffuse interface that
migrates from the fixed wall towards its stationary position in the gap and
progressively sharpens (see photos 3–5). The corresponding behavior in the shear
stress response is the sigmoidal relaxation or the damped oscillations depending
on the magnitude of the averaged shear rate.

• Step 3: When the front is sharp and has reached its equilibrium position, first
signs of interface destabilization along the vorticity direction are observed (photo
6). The instability grows with time and finally saturates (photos 7–9). The final
state corresponds to the coexistence of a turbid band with a nonturbid band,
separated by an undulating interface with well-defined wavelength and finite
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Fig. 23 Views of the 1.13-mm gap in the plane velocity gradient/vorticity taken out from the
recording of the scattered intensity at different times during the formation of the induced band at
a shear rate of 30 s−1. The sample made of C16TAB (0.3 M) and NaNO3 (0.405 M) (c = 11 wt. %)
at T = 30◦C is initially at rest and does not scatter the laser light (photo 1). The experimental
configuration is as follows: a transparent Couette cell is illuminated with a thin laser sheet propa-
gating along the velocity gradient direction and the intensity scattered at 90◦ of the incident beam
is recorded on a digital camera. The scattering signal is gathered simultaneously with the temporal
stress evolution allowing precise correlation of the structural and mechanical responses. The left
and right sides of each picture correspond respectively to the inner and the outer cylinders. Due to
the compromise between the spatial resolution and the size of the field of observation, this latter is
limited to 1.5 cm in height (the total height of the inner cylinder is 4 cm) and centered at halfway
of the cell. Reprinted from Lerouge et al. [195]

amplitude (photo 12). Note that such different scattering properties in each band
have also been reported in [153,157] using polarized SALS. The part of the stress
dynamics corresponding to the appearance and the development of the interface
instability is the small undershoot that precedes steady-state [195, 196].

A crucial point in this time sequence is that the small undershoot in the σ(t) curve
appears as the mechanical signature of the interface instability. Since the undershoot
has been detected on other semidilute systems (see Sect. 3.2.2), this suggests that the
interfacial instability is presumably not inherent to this particular solution.

Dynamics of the Banding Structure

If the early stages of formation of the banding structure seem to be common to
various semidilute solutions, the space and long-time responses strongly differ from
one sample to another.

Figure 24 displays, for example, the long-time dynamics of a C16TAB/NaNO3

solution (c = 11 wt. %) sheared at γ̇ = 8 s−1 in a 1.5-mm gap of a Couette cell and
observed between crossed polarizers. For reference, the critical shear rates for this
sample are γ̇1 = 5 s−1 and γ̇2 � 110 s−1. As expected along the stress plateau, the
fluid is split into two bands of strongly differing optical properties. The band located
against the fixed cylinder is homogeneous. However, a careful examination of the in-
duced band reveals additional features: the latter appears striated and is composed of
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Fig. 24 Illustration of fluctuating behavior of the banding structure on long time scale. The sam-
ple, made of C16TAB (0.3 M) and NaNO3 (1.79 M) (c = 11 wt. %) is sheared at γ̇ = 8 s−1 in the
annular gap of a Couette cell placed between crossed polarizers and illuminated by a source of
white light. The temperature is fixed at 30 ◦C. The observation is realized in the (v,∇v)-plane. The
inner rotating cylinder and the outer fixed wall of the Couette cell are indicated by the letters a and
b, respectively. Reprinted from Lerouge et al. [144]

fine sub-bands, the typical thickness of which is estimated to be 100–150 μm. These
sub-bands are characterized by differing refraction index. They continuously nucle-
ate from the inner rotating cylinder and migrate towards the outer fixed wall. The
interface between the two macroscopic bands seems unstable and shows fluctuations
of position, reminiscent of the pictures observed in velocimetry (see Sect. 3.3.2).
Note that the striations extend over approximately half of the gap width. Taking into
account the boundaries of the stress plateau, the birefringence bands observed here
do not follow a simple lever rule.

This type of dynamical behavior has also been reported in various CPCl/NaSal
solutions using FB and SALS [138, 153, 157]. Hu and Lips [157] also brought new
insights about the fine structuring of the induced band. The simultaneous recording
of the velocity profiles showed that the sub-bands support the same local shear rate.
Besides, cessation of flow experiments suggested that the sub-bands relaxation time
was larger than the macroscopic shear bands lifetime.

The fluctuating character of the interface between bands highlighted from space-
and time-resolved velocimetry and optical experiments, appears then as a ro-
bust feature of the shear-banding flow in giant micelles systems. With regard to
one-dimensional velocimetry measurements, the experimental configuration of
Fig. 23 enables to follow the spatiotemporal dynamics of the interface using two-
dimensional scattering in the velocity gradient-vorticity plane.

Three main regimes of dynamics have been highlighted along the stress plateau
as illustrated in Fig. 25 where the gray levels materialize the position of the interface
in the gap. Figure 25a displays a typical spatiotemporal sequence at low shear rates.
After a transient including construction, sharpening and migration of the interface,
the pattern exhibits, on large scale, a well-defined wavelength of approximately half
of the gap width. At smaller scale the dynamics is more complex: the pattern oscil-
lates along the vertical direction of the cell and waves propagate towards the bottom
and the top of the cell. At intermediate imposed shear rates in the coexistence zone,
the interface keeps a spatially stable profile over very long times. The wavelength of
the interface undulation is about three times the gap width (Fig. 25b). The amplitude
of the interface profile is modulated in course of time.

For the highest shear rates in the plateau region, emergence of complex dynamics
of the interface is observed (cf. Fig. 25c). After a transient slightly under 200 s,
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Fig. 25 Spatiotemporal evolution of the interface position in the gap of the Couette cell during
a step shear rate from rest to (a) γ̇ = 6.5s−1, (b) γ̇ = 30s−1, (c) γ̇ = 70s−1. The position of the
interface in the gap is given in gray scale, the origin being taken at the inner moving wall so
that dark gray regions correspond to positions of the interface nearer to the inner cylinder than
light gray regions. The z-axis represents the spatial coordinate along the cylinder axis. The sample
is made of C16TAB (0.3 M) and NaNO3 (0.405 M) (c = 11 wt. %) at T = 28◦C. Reprinted from
Lerouge et al. [196]

the amplitude of the interface profile saturates while the wavelength continuously
evolves over time: two neighboring minima have a tendency to merge and when the
distance between a pair of minima increases, several other minima close to this pair
nucleate and finally merge again with a minimum of longer lifetime. The system
does not seem to tend toward a stationary situation and the spatiotemporal diagram
strongly suggests chaotic dynamics.

Case of Vorticity Banding

In Sect. 3.2.2, we mentioned the particular time-dependent rheological behavior of
an equimolar solution of CPCl/NaSal (c = 2.1 wt. %). The shear-thickening tran-
sition was characterized by strong oscillations as a function of time in the shear
and normal stresses at fixed shear rate (or vice versa). Using direct visualizations
and SALS experiments, the authors showed that these oscillations were correlated
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with the existence of a pattern made of clear and turbid rings stacked along the
vorticity direction, the position and intensity of which alternate in course of time
[169, 222, 226, 227]. This complex dynamics, where formation and destruction of
shear-induced structures couple with flow instabilities, has been observed in parallel
plate, cone and plate and Taylor–Couette cells. Although the development of these
spatiotemporal patterns was robust in reference to the flow geometry, the frequency
and the amplitude of the oscillations in the bulk rheology were found to depend on
the gap width [227], suggesting that the shear induced structures need some space
to develop fully. Recent pointwise SANS and video imaging experiments revealed
that both clear and turbid bands contain strongly aligned structures [228]. Note that
vorticity structuring has also been observed in shear-thickening polymer solutions
[259] and in shear-thinning viral suspensions [125, 260, 261].

3.5 Conclusion

In this part we have described the nonlinear behavior of semidilute and concentrated
wormlike micelles under simple shear flow. Taking into account the list established
in Table 2, we can argue that most surfactant wormlike micelles present a “stan-
dard rheological behavior” at steady state, characterized by the existence of a stress
plateau in the flow curve. The results accumulated during the last two decades us-
ing different velocimetry and optical techniques show unambiguously that the stress
plateau is associated with a shear-banding transition. Probing the flow field and the
local structure in the (v,∇v)-plane leads to a minimal one-dimensional scenario for
the base flow, at least when time-averaged measurements are considered: all the ve-
locimetry techniques (NMR imaging, DLS, PIV, PTV, and USV) show that, once
the stress plateau is reached, the sample splits into two macroscopic layers bearing
different shear rates and stacked along the velocity gradient direction. When the
control parameter is increased, the high shear rate band progressively invades the
gap of the shearing cell. Birefringence experiments also support this basic picture.
The degree of orientation in each layer is very different and the induced structures
in the high shear rate band are strongly aligned along the flow direction. For con-
centrated samples, SANS and NMR spectroscopy under shear indicate that the new
phase exhibits long range orientational order of nematic type.

In addition to this simple picture, strongly fluctuating behaviors have been re-
ported in many semidilute and concentrated surfactant systems, including irregular
time variations of the bulk rheological signals indicative of chaotic dynamics and
fluctuations of the flow field, mainly localized in the high shear rate band. New
insights recently emerged from the development of rheo-optical and velocimetry
tools with improved spatial and temporal resolution. One-dimensional NMR and
USV velocimetry measurements in the (v,∇v)-plane have evidenced, on some well-
known systems, that the position of the interface between bands exhibits periodic
or erratic fluctuations as a function of time, correlated with the slip at the moving
wall. Two-dimensional optical visualizations in the (v,ω)-plane of one particular
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semidilute sample revealed that the interface between bands is unstable with respect
to wave-vector in the vorticity direction. Interestingly, this behavior is associated
with a time-dependent mechanical signature shared by a great number of semidilute
and concentrated systems, suggesting that such interfacial instability is potentially
common to different wormlike micellar systems.

Note that, in a more marginal way, vorticity structuring has also been observed
in semidilute giant micelles showing a shear-thinning to shear-thickening transition.
This particular spatial organization also presents a complex dynamics.

From a theoretical point of view, the shear-banded base flow is a consequence
of a non-monotonic constitutive relation between the shear stress and the shear
rate. Such a relation has been formulated by Cates using a microscopic approach
more than 15 years ago [262]. Substantial advances in the understanding of the
shear-banding transition have been realized using phenomenological models. Such
models derived with inclusion of non-local (or spatial gradient) terms in the equa-
tion of motion of the viscoelastic stress lead to a unique stress plateau, independent
of flow history. They also allow a more realistic description of the interface between
bands, taking into account its finite width [234, 235, 252, 263–269]. In the frame-
work of such models, other issues have been addressed, such as the impact of the
flow geometry [252, 269] and its interplay with the boundary conditions [270] on
the banding structure, the role of flow-concentration coupling [142, 143, 271], and
the effect of the control parameter [143, 264, 271].

Recently, a strong effort has also been made to rationalize the complex
time-dependent behaviors observed experimentally. Using the diffusive Johnson-
Segalman (DJS) model, Fielding et al. demonstrated that a coupling between
mechanical and structural variables such as the concentration or the micellar length
can qualitatively reproduce the irregular time-variations of the stress (or shear rate)
leading to rheochaos [225, 238]. Note that complex dynamics and rheochaos have
also been predicted in phenomenological models of vorticity banding [272, 273].

The stability of the one-dimensional planar shear-banding flow has also been ex-
amined within the DJS model. The interface between bands is found to be unstable
with respect to small perturbations with wave-vector in the plane made by the flow
and the vorticity directions [223, 224, 274]. In the asymptotic state, the interface
presents undulations along the velocity and vorticity directions. Jumps in normal
stresses and shear rate across the interface are supposed to be the parameters driving
the instability. The nonlinear analysis reveals a complex spatio temporal dynamics
of the interface with a transition from traveling to rippling waves depending on the
ratio between the thickness of the interface and the length of the cell [275].

For details on the theoretical state of the art and exhaustive bibliography, the
reader is invited to refer to recent reviews on shear-banding [119, 120, 225].

To conclude, the shear-banding transition in wormlike micelles exhibits complex
features beyond the basic one-dimensional scenario. The recent results brought a
large amount of new information and also opened promising perspectives that will
require strong experimental and theoretical efforts to elucidate fully the underly-
ing mechanisms. The open issues concern, among other things, the organization
of the induced structures in the semidilute case, the origin of the turbidity and
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consequently of microscopic length scales in these systems, the role of wall slip
in the complex dynamics, the effect of the cell geometry and boundary conditions,
the microscopic origin of non-local terms, and the mechanisms driving the interfa-
cial instability. Determination of the complete three-dimensional velocity profiles is
also a very challenging but exciting task for the near future.

4 Nematic Phases of Wormlike Micelles

4.1 Introduction

At surfactant concentrations above 20–30 wt. %, wormlike micellar solutions un-
dergo equilibrium transitions from an isotropic state to nematic and hexagonal
liquid crystalline states. Nematic phases exhibit long-range orientational order with
no positional order, whereas hexagonal phases show both orientational and trans-
lational long range orders of the centers of mass of the micelles. From their
orientation and texture properties, these lyotropic phases bear strong similarities
to thermotropic liquid crystals [276]. However, with lyotropics the concentration
remains the control parameter for the transitions between the orientationally disor-
dered and ordered states. The nematic phase is characterized by a non-zero order
parameter noted S, which describes the orientation state of the director [276–278]:

S =
〈

1
2

(
3cos2 ψ −1

)〉
(5)

In Eq. 5, the brackets indicate the averaging over the orientational distribution func-
tion, and ψ is the angle between the orientation of a micelle and that of the director.
The order parameter is zero in the isotropic phase and equals unity in the fully
aligned state. In contrast to the isotropic state, nematic and hexagonal phases are
birefringent. Observed by optical microscopy between crossed polarizers, solutions
exhibit a strong static birefringence associated with Schlieren (nematic) and fan-like
(hexagonal) textures.

Since the work by Lawson and Flaut on sodium decylsulfate/decanol/water
(SdS/Dec) [279], numerous surfactant solutions were found to display long range
orientational order at high concentrations [12, 16–18, 166, 172, 173, 197, 280–286].
From magnetic susceptibility measurements [287], two different nematic phases
were evidenced. One phase, called NC for nematic calamitic, was found to be
made of rodlike aggregates, whereas the second phase, called ND for discostic ne-
matic, displayed disk-like aggregates. As shown by structural studies on SdS/Dec,
the anisotropy ratio in the NC phase was estimated to be around 3, yielding a
micellar length around 10 nm [288, 289]. Interestingly, Porte and coworkers men-
tioned that the nematic phases could also be obtained with long and flexible
aggregates, such as in the system cetylpyridinium chloride/hexanol/brine 0.2 M
NaCl (CPCl/Hex) [12, 16]. There, for a fixed cosurfactant/surfactant ratio, the
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nematic phase formed a small island located between large isotropic and hexagonal
areas. Hexadecyltrimethylammonium bromide (C16TAB) and sodium dodecylsul-
fate/decanol (SDS/Dec) were also shown to display nematic wormlike micelles.
These phases were later investigated by rheology [166, 168, 172, 284, 290].

For semiflexible chains characterized by contour length much larger than per-
sistence length, Semenov and Kokhlov demonstrated that the values of the phase
boundaries between the isotropic and nematic states, as well as the order param-
eter of the nematic phase could be predicted [291]. Following Onsager [277], it
was shown that the boundary cI−N depends only on the ratio between the radius
and the persistence length [277,291,292]. For nematic wormlike micelles, this limit
was found to vary between 20 and 45 wt. %, in fair agreement with the theoretical
values [44].

At still higher concentration, around 40 wt. %, hexagonal phases occur. In hexag-
onal phases, the surfactant aggregates are assumed to be very long and arranged
according to a sixfold symmetry structure. The translational order confers to these
phases a property that is not present in isotropic and nematic phases. Hexagonal
phases are strong elastic gels, and as such possess a yield stress [112]. The rheology
of hexagonal phases will not be presented in the present review. One reason is the
relative low number of papers dealing with shear-induced instabilities and transi-
tions in hexagonal phases. The second reason concerns the nature of the surfactant
systems that were examined. These were on the one hand nonionic surfactants such
as penta(ethylene glycol) monododecyl ether (C12E5) [293–297], and on the other
microemulsions in which the cylinders are swollen with an apolar solvent [298–
300]. In terms of size, charge, and microstructure, these systems are different from
those discussed so far. Moreover, the rheology of their dilute or semidilute phases
was not extensively addressed. We refer to the above citations for details.

4.2 Rheology

4.2.1 Steady-State

Figure 26 displays the shear rate dependence of the viscosity at the stationary state
for a CPCl/Hex nematic sample at concentration c = 36 wt. % and at molar ratio
R = [Hex]/[CPCl] = 0.49 [283, 301]. Up to a shear rate of 1 s−1 in Fig. 26, η(γ̇)
exhibits a “Newtonian” plateau around 6 Pa s, followed by a shear-thinning regime.
This shear-thinning behavior is representative for this class of materials [166, 284,
285, 290]. From the early surveys, it was noted that the viscosity of the nematic
phase was lower than that of the isotropic solutions located below the transition
concentration, a result which is in agreement with theory [41]. In Fig. 26, the shear-
thinning behavior was found to be weaker than that of the isotropic solutions. In
its asymptotic high shear rate range, the continuous line in Fig. 26 corresponds to a
shear-thinning behavior of the form η ∼ γ̇−0.73 [301].
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4.2.2 Transients, Flow Reversals, and Scaling Laws

Shearing nematic surfactant solutions has revealed complex transient responses
[172,283,284,301,302]. When submitted to a step shear rate, nematic samples usu-
ally exhibit a transient regime characterized by oscillations of the stress, this regime
being followed by a stationary state. The viscosity data in Fig. 26 were obtained
from these steady state stress values. The main results were obtained on CPCl/Hex
[283,301,302], C16TAB [172], and on SDS/Dec [284,290,303] nematics. They can
be summarized as follows:

1. The transient regime depends on the history experienced by the solution prior
to the actual measurement. The stationary stress on the contrary is history inde-
pendent. A convenient way to control the sample history consists in applying a
shearing to the sample for a time that is long enough. History controlled proce-
dures made use of preshearing rate γ̇Presh.

2. The time needed to reach the stationary state, tst, varies inversely with the shear
rate, indicating that whatever γ̇ , steady state is reached after a constant deforma-
tion. For both CPCl/Hex and SDS/Dec this deformation was of the order of 300
strain units [284, 301]. Nematic surfactant solutions of micelles can be consid-
ered to have forgotten their shear history after having been sheared for more than
a few hundreds strain units.

The transient responses of nematic wormlike micelles were examined by Berret
and coworkers as functions of γ̇ and γ̇Presh in the “Newtonian” and shear-thinning
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Fig. 26 Variation of the apparent shear viscosity η = σst(γ̇)/γ̇ as a function of the shear rate
for a solution of CPCl/Hex wormlike micelles in 0.2 M NaCl brine. The total concentration is
c = 36 wt. % and the molar ratio [Hex]/[CPCl] = 0.49. The continuous line between the data points
is a guide for the eyes. At high shear rates, the viscosity decreases according to a power law with
exponent −0.73
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Fig. 27 (a) Shear stress response obtained from a flow reversal experiment in CPCl/Hex nematic
wormlike micelles at total concentration c = 37 wt. % and molar ratio [Hex]/[CPCl]=0.49 [302].
In the flow reversal, the shear rate is changed stepwise from +1 s−1 (after sample loading) to −1
s−1 and then to +1 s−1. (b) Variation of the normalized shear stress σ (t)/σst as a function of the
total applied deformation for the same solution. Flow reversal experiments were carried out at
γ̇ = 0.5 s−1 (close circles) and 1 s−1 (open circles) and were found to be superimposed

regimes. In this context, flow reversal [302] and step shear rate [283] experiments
were evaluated. In a flow reversal, the sample is first presheared at fixed rate
γ̇Presh = γ̇0 until the steady state condition are reached. The direction of the shear
flow is then switched abruptly from +γ̇0 to −γ̇0. In step shear rate experiments, only
the amplitude of the shearing is changed, not the sense of rotation. Raw data of two
consecutive flow reversals obtained on CPCl/Hex nematic solutions (c = 37 wt. %
and [Hex]/[CPCl]=0.49) are displayed as a function of time in Fig. 27a (γ̇0 = 1s−1).
Upon flow inception, for a freshly loaded sample, the shear stress exhibited a large
overshoot, then decreasing monotonously toward its stationary value. After revers-
ing the flow direction, damped oscillations were observed in the stress responses,
either in the negative or in the positive torque ranges. Similar oscillations were found
in step shear rates [283].

The approach consisting of preshearing the solutions was actually inspired from
the research on liquid crystalline polymers (LCP) [304, 305]. LCPs have attracted
much attention during the past few decades because of their remarkable flow and
mechanical properties. In LCPs, the competition between the local molecular re-
laxation of the polymers and the structure and orientations predicted by classical
nematodynamics results in a very complex rheology, for which only mesoscopic
theories exist [306]. It is out the scope of the present review to enter into the details
of the mesoscopic approaches developed for LCPs, and the reader should refer to
the seminal papers by Larson and Doi [306] and Srinivasarao [307]. The first ex-
perimental evidence of damped oscillations in the transient shear stress was due to
Moldenaers et al. on poly(benzyl-L-glutamate solutions) (PBLG) of high molecu-
lar weights [305]. PBLG is a lyotropic liquid crystal, where nematogens arise from
the hydrogen bonding helix conformation of the backbone. The stress oscillations
were related by Larson and Doi to the tumbling instability of the nematic director in
the flow [305]. A major property of the constitutive equations derived by Larson and
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Doi was their scaling behavior. The model predicted that the time evolution of the
shear stress is a function of only two parameters, the strain γ̇t applied to the sample
and the ratio γ̇/γ̇Presh [306, 308], i.e.:

σ(t, γ̇, γ̇Presh)
σst

= F

(
γ̇t,

γ̇
γ̇Presh

)
, (6)

where γ̇/γ̇Presh = −1 for flow reversals.
Figure 27b displays the results of flow reversals obtained at two different shear

rates (γ̇ = 0.5 and γ̇ = 1 s−1), where, to obey Eq. 6, the stress has been divided
by the stationary value, and the time replaced by the deformation. The data at 0.5
and 1 s−1 are found to be superimposed, demonstrating the scaling of the stress re-
sponses. Scaling laws were also obtained with nematic calamitic and discotic phases
of SDS/Dec, although, with more complex patterns [284, 290, 309]. It is important
to realize that the mechanical responses in Fig. 27 are very different from those of
the isotropic phases, for which the scaling with deformation or the dependence on
the shear history have not been observed [138].

As for CPCl/Hex, the conclusions are twofold:

1. Although polymers and wormlike micelles are very different in nature, the flow
properties of their nematic phases are similar. This property was ascribed to the
existence of textures at a mesoscopic scale, and to the fact that the dynamics of
the textures dominate the mechanical responses of these fluids [310].

2. One of these similarities concerns the possibility for the nematic director to tum-
ble in the flow. This tumbling is associated with the periodic oscillations of the
stress, as seen in Fig. 27.

For tumbling nematics, the director is assumed to find no preferred orientation
and hence to rotate indefinitely in the flow. Tumbling conditions are met for Ericksen
numbers larger than a critical value of about 10 (the Ericksen number is defined as
the ratio between the viscous and elastic torques) [311].

A second requirement for this instability to occur is that the two Leslie viscosity
coefficients α2 and α3 are of opposite signs [276, 312]. If the ratio between the
two viscosities is positive, the director exhibits different dynamics: it aligns with
respect to the velocity at an angle θ0 such that tan2(θ0) = α2/α3. Note finally that,
despite a complex microstructure, the classification in terms of flow-aligning and
tumbling nematics, as defined for low molecular weight liquid-crystals, still applied
to lyotropic systems.

4.3 Textures and Microscopy

A great amount of experimental data using optical microscopy has shown the exis-
tence of textures in thermotropic, as well as in lyotropic liquid crystals [304, 313,
314]. These textures are in the micrometer range and are interpreted in terms of
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spatial variations of the nematic director through the sample. At rest, the textures
translate into a polydomain structure where the distribution of nematic direc-
tors remains constant within each domain. Few optical data have been gathered
on surfactant nematics however. For the calamitic phase at rest, Schlieren tex-
tures with characteristic line and point defects were observed in various systems
[12,15,16,172,284,288,301]. As samples were allowed to relax for some hours, the
Schlieren textures coarsened and an alignment resulted due to the interactions with
the glass surfaces of the cell.

Under shear, texture refinement was predicted, and observed for LCPs as result-
ing from the competition between the viscoelastic and the elastic Frank stresses.
Here, the Frank stresses arise from the orientational heterogeneities of the director
occurring at the transitions or walls from domain to domain. The balance between
the elastic and viscous energy density allowed Marrucci to show that the texture
lengths should decrease with the shear rate as γ̇−1/2. Roux et al. have performed
rheo-optical measurements on CPCl/Hex nematics in order to assess these pre-
dictions [301]. At low shear rates, striped textures parallel to the flow could be
identified. The texture lengths were estimated to be of the order of 5–10 μm, de-
pending on the applied rate. A refinement of the stripes was also observed with
increasing shear rate, but not estimated quantitatively. Stop-flow experiments on
the same system were also carried out and allowed to confirm the predictions of
the mesoscopic domain theory [306]. At the cessation of the flow, dark and bright
stripes perpendicular to the flow velocity were found, with a band spacing growing
as ∼ t1/2. Similar results were observed in LCPs [314]. In conclusion of this section,
the rheo-optical data confirm a polydomain structure, the coupling of the textures to
the flow, and the close analogy with liquid crystalline polymers.

4.4 Director Orientations Under Shear: Scattering and NMR

Small-angle neutron and X-ray scattering were undertaken in order to retrieve the
local orientation of the micellar threads at rest and under shear. As shown on ther-
motropic [278] and lyotropic [12, 16, 288, 289] liquid crystals at rest, these two
techniques provide unambiguous signatures of nematic long-range orientational or-
der through the generation of a diffuse scattering patterns. For experiments at rest,
the alignment of the nematic director was achieved using an externally applied mag-
netic field.

Under shear, Couette or cone-and-plate cells specifically designed for small-
angle scattering [56, 315] were used at large scale facilities by many authors.
With the help of two-dimensional detectors, the anisotropy in the forward scatter-
ing was targeted. This combined configuration of shearing and detection allowed
one to observe the scattering in the three planes of the reciprocal space, (qv,q∇v),
(qv,qω ), and (q∇v,qω ), where we recall that qv, q∇v, and qω are the wavevec-
tors parallel to the velocity, velocity gradient, and vorticity. Most of the data
on nematic wormlike micelles were collected in the (qv,qω )- and (qv,q∇v)-planes
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Fig. 28 (a) 3D-plot of the neutron scattering cross-section measured in the (qv,q∇v)-vorticity
plane for the SDS–Dec nematic calamitic phase. The SDS/Dec solution was prepared in D2O for
contrast reasons at total concentration c = 29.5 wt. % and molar ratio [Dec]/[SDS] = 0.33 [317].
The shear rate of the experiment was γ̇ = 50 s−1. (b) Iso-intensity contours obtained for the same
conditions as in (a). Along the qv- and q∇v-axis, the wave-vector ranges from −0.16 to +0.16 Å−1.
The dashed circles set the limits of the domain of integration for the data treatment (see text)

[33, 168, 172, 173, 301–303, 316]. Figure 28a displays a typical three-dimensional
plot of the neutron intensity scattered by a nematic lyotropic solution in the (qv,q∇v)-
plane. The data were obtained on the SDS/Dec calamitic phase at 50 s−1 (concen-
tration c = 29.5 wt. % and R = [Dec]/[SDS] = 0.33). As shown in the iso-intensity
contour plot (Fig. 28b), the patterns are characterized by two crescent-like peaks
aside from the velocity axis. The maximum scattering corresponds to the first or-
der of the structure factor, from which the distance between the center-of-mass of
the micelles can be estimated (here 6 nm for a radius of ∼2 nm). The modulation
of the azimuthal intensity is also of interest since it reflects the distribution of mi-
cellar orientations. The spectra were analyzed in terms of angular distribution of
the scattered intensity. The scattering was integrated over an elementary surface
dqv dq∇v = qMΔqMΔψ , where ΔqM corresponds typically to the half width at half
maximum of the peak. Plotted as a function of the azimuthal angle ψ , two parame-
ters could be retrieved:

• The order parameter S of the nematic phase under shear (Eq. 5). The analytical
technique to transform the azimuthal intensity into an orientational distribution
has been quoted in several papers [109, 276, 278].

• The tilt angle ψ0 of the scattering pattern with respect to the vertical axis. It was
shown that the tilt angle angle ψ0 was actually the orientation angle between
the nematic director and the flow. By symmetry, it is zero in the (qv,qω )-plane,
nonzero in (qv,q∇v)-plane [290, 318], and changes sign by flow reversal [317].

In Fig. 29, the order parameter Sv,ω is shown as a function of the shear rate, to-
gether with characteristic SANS spectra obtained on CPCl/Hex nematic solution.
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Fig. 29 Upper panels: Neutron scattering intensities obtained from a CPCl/Hex nematic micellar
solution in the (qv,q∇v)-plane at different shear rates: (a) γ̇ = 0.94 s−1, (b) γ̇ = 34.5 s−1, and (c) γ̇ =
250 s−1. The nematic phase was made in deuterated water at concentration c = 35.2 wt. % and
molar ratio [Hex]/[CPCl] = 0.49 [301]. Lower panel: Shear rate dependence of the orientational
order parameter Sv,ω (Eq. 5) obtained from the SANS cross-sections shown in the upper panel. The
continuous line is a guide for the eyes. The increase of the order parameter was interpreted in terms
of a transition between the tumbling and the flow-alignment regimes [290, 303]

It illustrates that shear orients the nematic phase steadily and that this process is
concomitant to the shear-thinning behavior (Fig. 26). As recognized by Burghardt
and coworkers [290, 303], bulk measurements of S reflect the distribution of mi-
cellar orientations around the local director as well as the distribution of director
orientations in the polydomain sample. The progressive increase from Sv,ω = 0.45
to Sv,ω = 0.70 in Fig. 29 was ascribed to the transition between the polydomain tum-
bling regime toward the flow-alignment monodomain regime [290,301,303]. Using
synchroton X-ray radiation, Caputo et al. reported the time dependence of the order
parameter Sv,∇v in the (qv,q∇v)-plane [290,303]. SAXS spectra were collected every
second during step shear rate and flow reversal testing. It was shown by these au-
thors that the orientational response of CPCl/Hex nematics was consistent with the
Doi–Larson model developed for the LCPs, i.e. that the order parameter decreased
after reversing the flow, a result that was not seen on classical LCPs.

The second surfactant nematics that was studied thoroughly, SDS/Dec, shows
a different behavior. Although it is a textured material with a bulk shear-thinning
rheology similar to CPCl/Hex or C16TAB, this system exhibits what appears to be
common characteristics of aligning nematics: (i) a constant orientation state and
order parameter in steady shear, (ii) a single undershoot of long duration in aver-
age orientation upon flow reversal, and (iii) no significant orientation change upon
step increase or decrease in shear rate or upon flow cessation [284, 290, 309, 317].
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Fig. 30 Evolution of the
orientation angle ψ0 as a
function of the shear rate for
the SDS/Dec and CPCl/Hex
nematics. Samples
characteristics are those of
Fig. 28 [317]
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Caputo et al. concluded that this system followed the polydomain model predictions
of transient orientation for aligning nematics [290]. As an illustration, Fig. 30 dis-
plays the evolution of the orientation angle ψ0 as a function of the shear rate for both
SDS/Dec and for CPCl/Hex [317]. For SDS/Dec, the orientation of the director with
respect to the velocity remains unchanged at ψ0 = 6◦ over three decades in shear
rates. For the tumbling nematic micelles, the tilt angle has a nonzero value at low
shear rates, ψ0 = 1.8◦, but decreases to zero with increasing shear rates. The shear
rates at which ψ0 deviates from its low shear rate value corresponds to the upper
limit of the tumbling regime. As the system enters into the flow alignment regime,
the orientation angle ψ0 decreases to zero, yielding a fully symmetric scattering
pattern. These results are in qualitative agreement with those obtained on tumbling
LCPs by flow birefringence [319].
Using 2H NMR-spectroscopy under shear, the flow-aligning properties of SDS/Dec
calamitic phase prepared in D2O could be confirmed. In this experiment, the
anisotropic motions of the D2O molecules in contact with the micellar surfaces re-
sult in a small residual quadrupole coupling, which is related to the angle between
the nematic director and the magnetic field [320]. The line splitting Δν correspond-
ing to this coupling is given by Δν=3/4 δ (3cos2 θ − 1) where δ is the quadrupole
coupling constant. In the configuration adopted, the magnetic field was parallel to
the velocity gradient, i.e. θ = π/2−ψ , where ψ is the tilt angle defined in Fig. 28b.
Figure 31a illustrates a series of spectra obtained for the nematic calamitic sample at
γ̇ = 0.32 s−1 and at different deformations γ after inception of shear. With increasing
deformation, a decrease of the splitting is first observed. At γ ∼ 1.4, the two reso-
nance lines overlap at the magic angle (θ = 54.7◦). When the deformation is further
increased, the splitting stabilizes at the steady state value, which is slightly lower
than half of the initial splitting. Beyond γ = 15, no change is observed, neither in
the splitting nor in the line shape. The strain evolution in Fig. 31b shows an increase
and a saturation at θ0 = 78 ± 2◦. This result is again a strong indication that the
SDS/Dec nematic is flow-aligning. The flow-alignment behavior can be checked by
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Fig. 31 (a) Transient behavior of the NMR splitting for an SDS/Dec nematic calamitic solution
at concentration c = 29.5 wt. % and molar ratio [Dec]/[SDS] = 0.33 and sheared at γ̇ = 0.32 s−1

[284]. (b) Evolution of the orientation angle of the nematic director with respect to the magnetic
field as function of the strain. The symbols correspond to the spectra in (a), and the continuous line
is determined from Eq. 7, yielding an asymptotic angle of θ0 = 78± 2◦. Inset: Orientation of the
nematic director in presence of the flow and of the magnetic field

comparing the director orientation as a function of strain, θ (γ̇) as predicted by the
Leslie–Ericksen continuum theory [112,276]. Neglecting the effect of the magnetic
field [321], the evolution of the director angle reads

θ (γ) = arctan

[√
α2

α3
tanh

( √
α2α3

α3 −α2
γ
)]

with α2,α3 < 0 (7)

where α2 and α3 are Leslie coefficients. The continuous line in Fig. 31b has been
calculated using Eq. 7 with α2/α3 = tan2(θ0) = 25 as unique fitting parameter. The
good agreement between the experimental and the calculated θ (γ) is a further in-
dication of the flow-alignment character of the NC phase. For a tumbling system a
more complex transient evolution of the director orientation is expected, and was
indeed observed for the tumbling PBLG [297].

4.5 Conclusion

Using scattering and spectroscopy experiments, it has been shown that the phys-
ical quantities characterizing the wormlike micellar nematics such as the order
parameter, Leslie viscosities ratio, or alignment angles can be determined. The main
result of this section is the analogy between the wormlike micelles and the liquid-
crystalline polymers, as far as their nematic states are concerned. Because these
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fluids are textured, their rheology is unique. This rheology is determined by the
coupling between the spatial heterogeneities in the nematic director and the flow.
Another interesting result concerns the evidence of the director tumbling instability
found for CPCl/Hex or C16TAB nematics. For a better description of these sys-
tems under shear, additional experiments should be performed, such as those on
the texture dynamics, and on the measurements of the Franck (elastic) and Leslie
(viscosity) coefficients.

5 Summary

In this review, we provided an overview of the nonlinear rheology of surfactant
wormlike micelles, from dilute to liquid crystal states. The equilibrium phase dia-
gram of these systems is extremely rich. We showed that this leads, under steady
shear flow, to different rheological signatures such as shear-thickening, shear-
thinning or a combination of the two. These nonlinear behaviors are associated with
strong modifications both of the flow field and of the internal structure of the fluid.
The dilute phases of wormlike micelles thicken under shear due to the growth of
a viscous shear-induced structure. The semidilute and concentrated phases of giant
micelles undergo a shear-banding transition, where phases of different fluidities,
spatially organized, coexist. Finally, nematic phases of micelles present a tumbling
instability of the director. All these transitions and instabilities share a common fea-
ture: they are characterized by extremely long transients compared to the intrinsic
relaxation time of the system. These specific behaviors are related to rearrangements
of the internal structure at the mesoscopic scale. Another crucial point that emerged
from recent experiments is that these transitions result in a complex spatiotemporal
dynamics of the flow, involving either bulk or interfacial instabilities, the driving
parameters of which remain to determine.

Besides their practical interest in today’s life, giant micelles are attractive, no-
tably because of the accurate knowledge of their phase behavior and dynamical
properties, the simplicity of their linear response, and their analogy with conven-
tional polymers. The major interest comes from the large diversity of their flow
behaviors that continue to fascinate lots of experimentalists and theoreticians, es-
pecially because they are representative of many phenomena encountered in other
complex fluids.
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Laser-Interferometric Creep Rate Spectroscopy
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Abstract Laser-interferometric creep rate meter (LICRM) and creep rate spec-
troscopy (CRS), as an original high-resolution method for discrete relaxation spec-
trometry and thermal analysis, were developed in the authors’ Materials Dynamics
Laboratory at Ioffe Physical-Technical Institute of the Russian Academy of Sci-
ences (Saint-Petersburg). In the last few decades they have been successfully applied
to solving various problems of polymer physics and materials science, especially
being combined with DSC, structural, and other techniques. CRS involves measur-
ing ultra-precisely a creep rate at small tensile or compressive stress, typically much
lower than the yield stress, as a function of temperature, over the range from 100
to 800 K. LICRM setup allows one to register precisely creep rates on the basis
of deformation increment of 150–300 nm. The survey describes this method and
summarizes the results of numerous studies performed with the LICRM setup and
CRS technique for different bulk polymeric materials, films, or thin fibers. This
approach provided new experimental possibilities superior in resolution and sen-
sitivity compared to the conventional relaxation spectrometry techniques. Among
such possibilities are discrete analysis of dynamics; creep on submicro-, micro- and
meso-scales; revealing relations between stepwise microplasticity and morphology;
kinetic information on creep at any temperature and deformation; polymer dynamics
at interfaces; analysis of microplasticity, relaxations, and phase transitions in brit-
tle materials; using creep rate spectra for non-destructive prediction of temperature
anomalies in mechanical behavior of materials, etc. Considerable attention has been
paid to combined CRS/DSC analysis of the peculiarities of segmental dynamics,
nanoscale dynamic, and compositional heterogeneity in different kinds of complex
polymer systems and nanocomposites.
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Abbreviations

BCP Block copolymer
BLS Brilllouin light scattering
CNT Carbon nanotube
CR Creep rate (spectra, peaks)
CRS Laser-interferometric creep rate spectroscopy
DBP Dibutyl phthalate
DMA Dynamic mechanical analysis
DMA(σ ) Dynamic mechanical analysis of the statically loaded solids
DRS Dielectric relaxation spectrometry
DSC Differential scanning calorimetry
FIRS Far-infrared spectroscopy
FT-IR Fourier-transform infrared spectroscopy
HDPE High-density polyethylene
HEMA 2-Hydroxyethyl methacrylate
IPN Interpenetrating polymer network
IRS Infrared spectroscopy
LI Laser interferometer; Laser interferometry
LICRM Laser-interferometric creep rate meter
MAA Methacrylic acid
MDS Molecular-dynamics simulations
MMT Montmorillonite (silicate nanolayers)
ND Nanodiamond
NMR Nuclear magnetic resonance
ODA Oxydianiline
PAN Polyacrylonitrile
PB Polybutadiene
PBMA Poly(n-butyl methacrylate)
PC Polycarbonate
PCN Polycyanurate
PDMS Poly(dimethyl siloxane)
PE Polyethylene
PEA Poly(ethylene adipate)
PEG Poly(ethylene glycol)
PEO Poly(ethylene oxide)
PET Poly(ethylene terephthalate)
PHEMA Poly(2-hydroxyethyl methacrylate)
PI Polyimide
PIA Poly(imide-amide)
PMDA Pyromellitic dianhydride
PMMA Poly(methyl methacrylate)
PMPS Poly(methylphenylsiloxane)
PMS Poly(α-methylstyrene)
POM Poly(oxymethylene)
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PS Polystyrene
PTFE Poly(tetrafluoroethylene)
PTMG Poly(tetramethylene glycol)
PU Polyurethane
PVB Poly(vinyl butyral)
PVC Poly(vinyl chloride)
PVME Poly(vinyl methyl ether)
PVP Poly(vinyl pyrrolidone)
QENS Quasi-elastic neutron scattering
RAF Rigid amorphous fraction
SANS Small-angle neutron scaterring
SAXS Small-angle X-ray scattering
SEM Scanning electron microscopy
TDI Toluene diisocyanate
TEM Transmission electron microscopy
TMP Trimethylolpropane
TSDC Thermally stimulated depolarization currents
UHMWPE Ultrahigh-molecular-weight polyethylene
WAXD Wide-angle X-ray diffraction

Symbols

E , Q Activation energy
Q0 Activation energy of deformation
Qα Activation energy of α-relaxation (glass transition)
Qβ Activation energy of β-relaxation
ΔS Activation entropy
vact Activation volume
α Activation volume of deformation
vα Activation volume of α-relaxation (glass transition)
vβ Activation volume of β-relaxation
REE Average end-to-end distance for unperturbed macromolecule

(random coil size)
Tβ Beta-relaxation temperature
Ecoh Cohesion energy
T ′′

g Completion glass transition temperature
ε̇ Creep rate (velocity of the moving mirror)
Tc Crossover temperature in the Mode Coupling Theory
L Deformation step in jump-like creep
vCRR Donth’s cooperatively rearranging region
Δω Doppler shift
νeq Equivalent frequency
Qη Flow activation energy
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Tf Flow temperature
ν Frequency, Beat frequency
R Gas constant
ΔTg Glass transition range
Tg Glass transition temperature
ΔCp Heat capacity step
ω1 Incident laser beam frequency
I1 Incident laser beam intensity
Q′

i, Q′′
i , Q′′′

i “Intermediate” relaxations activation energies
T ′

i , T ′′
i , T ′′′

i “Intermediate” relaxations temperatures
EIMI Intermolecular interactions energy
Q−1

0 Internal friction (DMA)
Q−1

τ Internal friction under static loading [DMA(σ )]
B Internal rotation barrier in chains
H Jump sharpness in stepwise creep, Film thickness
A Kuhn segment length
λ Laser wavelength
C Light velocity
Tll “Liquid–liquid” transition temperature
tm Maximal tangential stress
Tm Melting point
Cm Mobile fraction (NMR)
VM Molar volume
σ Normal stress
Nk Number of monomer units in Kuhn segment
m Number of monomer units per a kinetic unit (activation volume) of

deformation
N Number of oscillations (beats) in the interferogram
Mn Number-average molecular mass
T ′

g Onset glass transition temperature
Z Parameter of cooperativity in segmental motion
qi Partial energy barrier (per mole of monomer units) in deformation

kinetics
ε̇0 Pre-exponential factor (deformation kinetics)
Rg Radius of gyration
ω2 Reflected laser beam frequency
I2 Reflected laser beam intensity
I Resultant laser beam intensity
τsh Shear stress
δ Solubility parameter
Ts Splitting (bifurcation) point
T Temperature
t Time
ε Total creep value
V Volume of monomer unit, Heating rate
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Mw Weight-average molecular mass
εy Yield point deformation
σy Yield stress (point)

1 Introduction

In the surrounding world, physical objects, such as various solids, industrial mate-
rials, constructions, buildings, and natural substances, are subjected to continuous
or periodical impact of a constant mechanical stress that may lead to their creep.
For this reason, scientists have widely studied the problems of the creep resistance
of metals at ultrahigh temperatures and polymeric and other materials under normal
conditions, as well as slow creep processes occurring in some areas of earth crust.
These studies have been particularly extensive in the last few decades.

An increase in the accuracy of creep measurements has always been of impor-
tance but recently it has become a focal research problem for two reasons. First, the
development of novel highly precise instruments for measuring creep rates is nec-
essary in the context of increased interest in studies being performed on the micro-,
submicro-, and even nano-levels. Second, it may a priori be assumed that creep
behavior of polymeric materials is associated intimately with their basic physical
characteristics, namely, molecular dynamics and supermolecular structure. How-
ever, the common widespread methods of the deformation measurements provide a
rather “smoothed” picture and often allow no discerning of the fine effects depend-
ing on the changes in dynamics and structure of materials.

In this survey, the novel Laser-Interferometric Creep Rate Meter (LICRM)
setup and the original method of Creep Rate Spectroscopy (CRS) are described.
We present the results of the numerous applications, in particular the new CRS
possibilities as the high resolution method for the relaxation spectroscopy and ther-
mal analysis of polymer systems. Furthermore, this method contributes to general
progress in studying the deformation properties of polymers and other solids, espe-
cially at the micro- and submicrolevels.

The method being described is based on the high-precision measurement of the
parameters of the extremely small linear displacements, aided by a laser interferom-
eter in combination with the devices for mechanical tests.

Since the nineteenth century, interferometers have been known as tools for the
measurement of small linear displacements. Until the last few decades, this kind
of measurement had a limited application and did not expand beyond laboratories
since it required significant labor expenses, was complicated by the separation of
coherent light source and its exploitation, and used a “hands-on” approach to the
interference fringes calculation.

Thanks to the invention of lasers, the revolutionary breakthrough in this field oc-
curred in the 1960s. Since then, lasers have become ubiquitous, utilized in thousands
of highly varied applications in every section of modern society, including consumer
electronics, information technology, science, medicine, industry, entertainment, and
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the military. Since the early period of laser history, laser research has produced
a variety of improved and specialized laser types including solid-state lasers, gas
lasers, semiconductor lasers, as well as chemical, liquid, eximer, fiber-hosted, and
many other types of lasers [1].

In recent decades, Laser Interferometer (LI) systems based on the Michelson
interferometer have been used in a very wide range of applications, first of all in
non-contact measurements of distance or small displacement with high accuracy
and nearly unlimited resolution. Laser interferometer application has proved itself
successful in various technical applications as well as in physics, geophysics, biol-
ogy, medicine, and other fields [2]. For instance, different problems such as plasma
diagnostics, measuring distances in cosmic studies, or vibratory displacement mea-
suring have been solved with help of the LI systems. The results of numerous laser
interferometry studies have been presented regularly for many years at the Interna-
tional Conferences in San Diego (USA).

For the design of LI the lasers were used which emitted radiation over the spec-
tral range of the visible region. In this case, it is easy to adjust the optical part of
a measuring device and to control its state in the course of experiment. As a rule,
the lasers of continuous work (cw) regime are used for deformation measurements.
Among them, He–Ne lasers with the wavelength λ = 623.8nm are most representa-
tive because of their reasonable cost, despite the fact that they have an exceptionally
low gain and efficiency, and their cw output does not exceed 100 mW. Their ap-
plications are typically limited to low-power tasks which include interferometric
measurements.

In recent years, however, semiconductor lasers have been greatly improved,
which has led to their increased advantage over gas lasers. The strength of semicon-
ductor lasers consists in compactness, simplicity, and the convenience of operation.
The devices that use laser diodes are comparable with systems based on a typical
He–Ne laser. Gas lasers are facing stiff competition from semiconductor lasers but
they are still powerful tools in many scientific, medical, and industrial applications.

The prehistory of the method which we describe in the survey began in 1968
when Barker developed a new scheme for a Michelson interferometer with a
He–Ne laser looking for the measurement of the high-speed displacements of ca.
102–103 ms−1 [3]. It was made because the frequency of the Michelson interferom-
eter output at such velocities was too high to be registered. In order to overcome this
limitation, Barker developed an original velocity interferometer by introducing, ad-
ditionally, the “delay line” into the Michelson interferometer. As a result, the signal
frequencies became proportional instead of displacement to displacement velocity.
This simplified significantly the high-speed registration, and in fact the new kind of
interferometers has found a wide range of application [4, 5].

In the same years, our Materials Dynamics Laboratory at the A.F. Ioffe Physical-
Technical Institute of the Russian Academy of Sciences in Saint-Petersburg carried
out investigations of the stress-wave propagation in solids, and Barker’s idea was
realized in the original high-speed interferometer designed for measuring both the
shock-transit time and a profile of the transmitted stress wave [6, 7]. This setup
allowed a variety of shock-wave studies to be performed for polymers, glass-fiber-
reinforced plastics, ceramics and metals.
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In the late 1970s, a new, opposite idea was born in our laboratory, to measure
precisely the ultralow creep rates in materials using the solutions found for high-
speed measurements. This task was successfully solved by integration of a laser
interferometer with the home-made setup for mechanical testing of solids. As a
result, Pugachev, Peschanskaya, and Yakushev [8, 9] developed a new type of the
research equipment: laser interferometers combined with the setup for mechanical
testing of materials under compression or tension. Later, such a setup was called
LICRM. It provided the possibilities for the high-precision measurement of creep
rates in the range from 10−10 to 10−3 ms−1, over wide ranges of stresses and tem-
peratures, and at the limit on the basis of a deformation increment of only 150 nm.
This created a qualitatively new experimental level for measuring deformation rates
and performing the respective studies.

Using both gas and semiconductor lasers in the different modifications of these
instruments, the new LICRM apparatus made it possible to develop a new way for
the studies of relaxation dynamics and thermal characterization of polymers and
other solids. This new method was later named the laser-interferometric Creep Rate
Spectroscopy (CRS). The first publication on this topic appeared in 1984 [10], and
the short survey of the earlier studies, performed with the LICRM setup and the
CRS technique, was published in 1994 [11].

2 Laser-Interferometric Creep Rate Spectroscopy

2.1 Laser-Interferometric Creep Rate Meter: A Scheme
of the Setup and the Principle of Operation

Laser interferometry represents the most perfect up-to-date trend in the high-
precision measurements of displacements (creep rates or creep values, in our case)
using an optical approach to recording the deformation characteristics, while trans-
forming an optical signal into an electrical one convenient for registering and
following processing. The LICRM setups, developed in our laboratory, are optical-
electronic devices combined with the setups for mechanical loading, under uniaxial
tension or compression, of solid samples.

The main point is as follows. When a beam from the stabilized laser is reflected
from a moving surface, motion of this target induces a slight frequency shift in the
beam due to the Doppler effect. This frequency shift may be measured and converted
into the displacement characteristics.

The LICRM setup is based on utilizing a Michelson interferometer, in which the
continuously operating laser (as highly stabilized coherent light source) is applied
to recording the deformation characteristics. A plane mirror or corner reflector is
rigidly connected with the moving clamp (under extension) or the puncheon (under
compression) following the deformation of a loaded specimen.

If this reflector is moved in the direction normal to its face, the laser beam
reflected off this mirror undergoes a “longitudinal” Doppler effect (a Doppler shift
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Δω) when the beam frequency is shifted from an incident beam frequency ω1 to a
frequency ω2:

Δω = ± (ω2 −ω1). (1)

The frequency of the reflected beam is determined by the formula

ω2 = ω1
1 + u

c√
1− u2

c2

, (2)

where the light velocity c = 3×108 ms−1, and u is a velocity of the light source in
the mirror (virtual image), that is, u = 2ε̇ where ε̇ is a velocity of the moving mirror.
Since u2 � c, (2) can be rewritten as

ω2 = ω1(1 + 2ε̇/c) or (3)

Δω = 2ε̇ω1/c. (4)

In the interferometer, two laser beams with close frequencies, a beam of changed
frequency ω2 and an initial incident beam with frequency ω1, are superposed. Their
interference results in low-frequency beats arising in a resultant beam with the
intensity oscillating with the “beat frequency” Δω = ω2−ω1; this intensity is trans-
formed by the photocells into an electric signal of the same “Doppler frequency” ν
(Fig. 1).

If the intensities of incident and reflected laser beams are designated as I1 and I2,
the intensity of the resultant beam I may be expressed by the formula

I = I1 + I2 + 2
√

(I1I2)cosΔω t. (5)

The maximum intensity Imax of the beat wave is attained at cos Δωt = 1. There-
fore, the intensity of the resultant light beam varies from zero to Imax = 4I1 with

Fig. 1 Formation of
low-frequency Doppler beats
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a frequency designated below as a beat frequency ν . Taking into account that
ν = Δω/2π and ω1 = 2πc/λ , (4) gives

ν = 2ε̇/λ , (6)

where λ ≈ 650nm is the wavelength for a semiconductor laser being used. Since
the rate ε̇ to be measured could vary in our experiments in the range from 10−10 to
10−3 ms−1, Doppler frequency ν ≈ (10−4 −103)s−1. These frequencies are attain-
able for measuring with the up-to-date instruments.

Thus, the time evolution of the creep process is registered as an interferogram.
A displacement velocity ε̇ of the mirror rigidly connected with the moving clamp,
that is, a specimen creep rate, and its total displacement (total specimen deforma-
tion) ε may be determined using the relations

ε̇ =
λ
2

ν and (7)

ε =
λ
2

N, (8)

where N is a number of oscillations of the intensity (beats) in the interferogram
sector chosen for the measurements.

Figure 2 shows three variants of the optical schemes utilized in the LICRM se-
tups. Each of these schemes has inherent advantages and disadvantages. The scheme
“a” is the simplest regarding its adjustment and the control regulation in the course
of an experiment, but the coefficient of light efficiency of this scheme is relatively
low due to substantially different intensities of interfering beams c and b. This dis-
advantage is practically absent in the scheme “b”; however, it is more difficult for
the adjustment. The scheme “c” incorporating the corner reflectors turned out to be
optimal regarding both light utilizing and the convenience of the adjustment.

The principle of operating the optical schemes in the LICRM systems is as
follows (Fig. 2a). The beam a from the laser light source 1 is split by the semi-
transparent mirror (“50% beam splitter”) 6 into sub-beams b and c. The latter trans-
mitted beam attains the semi-transparent mirror 7 with the unchangeable frequency,
whereas the beam b undergoes to Doppler frequency shift Δω after reflection from
the moving reflector 2. Then both beams are superposed at mirror 7. Due to in-
terference of beams b and c, light flux Φ1 with periodically changing intensity
(beat frequency ν) reaches photocell 5. Simultaneously, light flux Φ2 with invari-
able intensity reaches photocell 4. Further, the signal from photocell 4 is subtracted
from the signal of photocell 5, and only the variable component of light flux, caused
by the displacement of moving reflector 2, is registered as an electric signal with
varying beat frequency ν .

On the basis of these measurements and using (7) and (8), a displacement velocity
of the moving reflector 2, i.e., creep rate ε̇ of a specimen, and a total displacement
of this reflector, i.e., deformation ε of a specimen, are recorded.

The LICRM setups have been built and successfully used for studying bulk sam-
ples, films, or thin fibers operating under uniaxial compression or extension.
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Fig. 2 Schemes of the optical part in the LICRM system. 1, Laser light source; 2, movable plane
mirror or corner reflector; 3, polarizer; 4 and 5, photocells; 6 and 7, semi-transparent (half-silvered)
mirrors; 8 and 9, stationary mirrors; 10, the directions for the reflector 2 displacement

Figure 3 shows the scheme of the LICRM setup that operates under compressive
stress. Cylindrical specimen 9, with typically 6 mm height and 3 mm in diameter,
is set between immobile support 10 and mobile puncheon 11. Loading is per-
formed via the lever system. Figured lever 14 allows a stress in the specimen to be
unchanged irrespective of a degree of its deformation. Corner reflector 2, as the ele-
ment of the optical part of the setup, is rigidly attached to mobile puncheon 11. Be-
sides interferometric recording, total deformation of a specimen is also controlled by
clock-like micrometer 12. The temperature conditions of an experiment are assigned
by heater 18 that is operated by programmed automatic temperature regulator 19/20.

In short-time experiments, an electric signal on the way out of the interferom-
eter after amplifying 21 is registered by recorder 22. Figure 4 gives an example of
such registration and the respective creep rate vs time plot. Moreover, computer
processing of the data being obtained is typically performed. For this purpose the
initial analog signal of sinusoidal form (Fig. 1) is converted by Schmitt trigger 24
into the meander, and then it can be recognized by the interface board that is built
into the computer 25 (Fig. 3). As a result, automatic plotting of ε̇ = f (t), ε̇ = f (ε),
and ε = f (t) curves may be performed during the course of experiment. Figure 5
represents schematically three lines of deformation information, including a typi-
cal stress–strain σ(ε) curve (dotted line), for a glassy polymer; the yield point with
parameters σy and εy is also indicated.
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Fig. 3 A scheme of the LICRM setup operating under compressive stress. 1, Laser light source;
2, movable corner reflector; 3, polarizer; 4 and 5, photocells; 6 and 7, semi-transparent mirrors; 8,
stationary corner reflector; 9, specimen; 10, support; 11, puncheon; 12, clock-like scale micrometer
for rough controlling deformation; 13, dampers; 14, figured lever providing a stress constancy; 15,
load; 16, oil damper; 17, cooling unit; 18, heater; 19 and 20, programmable temperature regulator;
21, amplifier; 22, tape recorder; 23, oscillograph; 24, shaper of a meander (Schmitt trigger); 25,
computer with the interface board imbedded

Taking (7) and (8) into account, the relative values of creep rate and total creep
value are calculated by formulas

ε̇ =
λ

2L0
ν (s−1) and (9)

ε =
λ

2L0
N ×100 (%), (10)

where L0 is the initial length of a specimen.
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Fig. 4 A scheme of the
interferogram/creep rate vs
time plots obtained using the
LICRM setup
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Fig. 5 Schematic
representation of deformation
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obtained using the LICRM
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The most obvious merit of the technique being described is that the interferom-
eter has great inherent accuracy combined with the high sensitivity and resolution
(see below). Additionally, a few other advantages of this method must be mentioned.
Thus, LICRM needs no calibration, and the mechanical contact of a specimen with
the measuring scheme is excluded. It means that the measurement process itself
does not affect the result obtained. LICRM is an inertia-less instrument. The lin-
ear dependence between deformation and signal characteristics is retained at any
displacement (deformation), and the continuous information of the indicated types
can be obtained in the course of the experiment. Insensitivity of a laser beam to
the external influence, such as electric and magnetic fields, irradiation, etc., is also
essential in some cases.
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2.2 Creep Rate Spectrum: Scheme of the Experiment,
Optimal Experimental Conditions, Spectral Resolution,
and Reproducibility

One of the main purposes of utilizing the LICRM setup is registering the Creep
Rate (CR) spectra of solids, i.e., measuring creep rate at applying the small stress as
a function of temperature (ε̇ vs T plot). A scheme in Fig. 6 illustrates the sequence
of actions in the CRS experiment (1); the regular changes in the process parameters
(σ , ε, T ) with time (2), and gives an example of forming the CR spectrum (3).

CRS experiment starts from cooling a specimen down to the lowest point of the
experimental temperature range and holding it at this temperature for stabilizing its
thermal state; this procedure takes typically 1 h at −150◦C. When background rate
becomes less than 10−6 s−1, a small stress chosen from the trial experiment, much
less than 10% of the yield stress or fracture stress at room temperature (typically of
about 5–20 MPa) is applied. A load is usually chosen to attain about 1μm creep at
minimum temperature for 1 min. Within or in the vicinity of the temperature region
of glass transition, the chosen stress is decreased by an order of magnitude, down to
1–2 MPa or less.

The specimen is held under stress for ∼1 min, and the deformation process is
recorded in the interferogram. Then a specimen is unloaded, heated at the rate of
1 K min−1 to a temperature ΔT higher and loaded again with the same stress; again,
the interferogram is registered, the sample is unloaded and so on. The choice of ΔT
“step” determines the number of experimental points in a CR spectrum; its value
may be 4–5 K for studying the broad relaxation regions but 1–2 K only for the tran-
sitions occurring in the narrow temperature regions.

Figure 6 shows that a small deformation of the sample accumulated for 1 min
loading is totally reversible after unloading since creep at a low stress was pre-
dominantly associated with local shear strains (micro- or even submicro-plasticity).

Fig. 6 A scheme of the CRS
experiment (see text)
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Moreover, a total recovery of an initial creep rate was observed after a reverse jump
in temperature. This assumed that the structural state of a specimen remained un-
changed during the measuring process. In addition, in the extension experiments a
specimen was set into the special clamps providing high friction and preventing the
errors from a slip; the latter was confirmed by a full recovery after unloading.

At low-stress loading of the samples, the creep rate typically decreases as the
creep process proceeds (Fig. 4). Therefore, besides a stress value, the time t from
a moment of loading to an onset of measurement, as the second important exper-
imental parameter, was taken unchanged while measuring creep rates at different
temperatures. Time t = 10s or sometimes 30 s, corresponding to a bend in the
ε̇ = f (t) dependence (Fig. 4), has typically been chosen in the CRS experiments.

In the case of the hand data treatment, Doppler frequency ν is determined for the
certain time t by measuring a distance S between the first and last beats of a chosen
interferogram sector with N beats (a chosen deformation increment) by the formula

ν =
N
S

vt, (11)

where vt is a velocity of the recorder tape.
Figure 7 shows the example of the computerized measurement with construction

of creep rate vs compressive strain plot obtained for polycarbonate (PC) near the
yield point (deformation εy = 6.5%) [12]. The data are presented on the different
scales. Each point corresponds to the deformation increment of 300 nm (0.005%).
Figure 7 displays continuous changing of a creep rate even within the narrow defor-
mation ranges, with minimum at εy. It should also be stressed that the variance of
the creep rate for neighboring experimental points is not scattering but reflects the
jump-like development of deformation (see Sect. 5).

The LICRM setup could be used for measuring creep rates with constant res-
olution and high accuracy in any point of the deformation process over the tem-
perature range from 100 to 800 K. This technique allows yielding creep rates
ε̇ = (10−6–101)s−1 on the basis of deformation increment of ca. 0.003–0.005%.
The minimum deformation increment allowing the determination of a creep rate is
equal to 150 nm (half of one beat) or 300 nm (one beat). The instrumental accuracy
of computerized ε̇ estimation, predetermined by precision of the beat frequency es-
timation, may not exceed 1%, although the influence of other (mechanical) factors
increases the scattering in the CR spectra (see below). The equivalent frequency of
the CRS experiments is equal to νeq = (2πt)−1 ≈ 10−2 Hz, i.e., time conditions of
these experiments are virtually identical to those in the DSC measurements.

This survey gives many examples of the CR spectra obtained for various polymer
systems, especially with complex structures. At the beginning, we present here five
examples of the spectra illustrating four important points: (1) their surprisingly dis-
crete character; (2) the importance of a proper choice of the experimental parameters
(σ , t) to register successfully the CR spectra; (3) a degree of spectral reproducibility
in the CRS; and (4) the CRS superiority in resolution to other relaxation spectrom-
etry and thermal analysis techniques.
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Fig. 7 Computerized measurement and the creep rate vs compressive strain plot obtained for poly-
carbonate near the yield point εy = 6.5% [12]. Each point corresponds to a deformation increment
of 300 nm (0.005%). The variance of the creep rate reflects the jump-like development of defor-
mation (see Sect. 5). Inset: stationary creep in the strain-time coordinates, at 70 MPa and room
temperature
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Fig. 8 The β -relaxation dynamics in polycarbonate [13]: the CR spectra (three bold lines), DMA
spectral contour (thin line), and TSDC spectral contour (dotted line [14]). CR spectra were obtained
at the compressive stress of 30 MPa and t = 15 or 150 s. The spectrum for t = 15s∗ was measured
after the low-temperature training (10 cycles from −196◦C to 20◦C with the rate of 80◦C min−1)

Figure 8 compares the relaxation spectra of bisphenol A PC characterizing dy-
namics in the low-temperature region of β-relaxation, as estimated by dynamic
mechanical analysis (DMA), thermally stimulated depolarization currents (TSDC),
and CRS techniques. The presence of two oxygen atoms as “hinges” in each repeat
monomer unit of this polymer predetermines the low thermodynamic rigidity of PC
chains (Kuhn segment length A = 1.4nm or Nk = 1–1.5 monomer units [15]), and
the pronounced, broad β-transition covering the temperature region from ∼100 to
250 K; this results in the enhanced low-temperature plasticity of PC. The nuclear
magnetic resonance (NMR) [16], quasi-elastic neutron scattering (QENS) stud-
ies [16, 17], and the molecular-dynamics simulations (MDS) [18] have indicated
a rather complicated PC dynamics in this sub-Tg region. As found, this is associated
with the presence of several dynamic modes such as large-amplitude rotations of
diphenylene propane and carbonate units; their correlated (synchronous) rotational
motions in chain; a broad distribution of rotational angles (about 80◦) depending on
the local packing, as well as phenylene “flips.”

CH3

CH3

C CO O

O

Figure 8 shows the smoothed mechanical loss (DMA) peak of β-relaxation.
A tendency only to the appearance of three constituents in this temperature region
may be seen from the TSDC spectrum. Unlike that, four partly overlapping peaks
are distinctly registered in the CR spectrum of PC. One can see that the peak intensi-
ties strongly decrease with increasing time from the moment of loading to an onset
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Fig. 9 Polyurethane
network: creep rate spectra
obtained at tensile stresses of
0.2, 1.0, or 5.0 MPa, and the
mechanical loss spectral
contour (1 Hz) [19]

of measuring, namely, at t = 150s. This figure also demonstrates a high sensitivity
of CR spectrum to fine changes in structure (molecular packing)/dynamics of PC
caused by the low-temperature cyclic treatment. Overall increase in the creep rates,
the displacement of peaks to lower temperatures, and the redistribution of their in-
tensities are observed. Hence it follows that such treatment can provide an additional
increase in the low-temperature plasticity of PC.

Figure 9 shows the CR spectra obtained at different tensile stresses for a
polyurethane (PU) network. These spectra will be analyzed in Sect. 3.2. DMA
shows again a single broad glass transition peak. We emphasize so far the sig-
nificance of the appropriate choice of stress for the successful registration of the
spectra. The spectrum could not be obtained at all at the stress of 5 MPa when
the steep acceleration of a creep rate with temperature occurred. Meanwhile, the
complicated spectra are observed at 1 or 0.2 MPa; the former is characterized with
large overlapping of four CR peaks whereas the distinct four-peak spectral contour
is observed if the stress of 0.2 MPa is applied. This stress was enough for inducing
sufficient creep rates to be reliably measured provided a high spectral resolution
was also maintained. The spectrum indicates the large dynamic heterogeneity: a
few modes constitute dynamics within the PU glass transition.

Figures 10 and 11 illustrate the level of reproducibility in the CR spectra. The
former was obtained in the temperature range of sub-Tg (β and γ) relaxations, for
two samples of the model epoxy-amine network taken from two separate batches.
Figure 11 shows the spectra for semi-crystalline poly(oxymethylene) (POM) with
an extremely complicated crystalline structure [22]. Simultaneously, the contours of
their DMA spectra are also given. These materials and their spectra are discussed in
Sects. 3.2 and 3.6.1, respectively.

Two points must be noted at a glance: very complex, multi-modal dynamics in
these systems instead of the smoothed, broadened DMA peaks, and a satisfactory
(within certain limitations) reproducibility of this complexity in the experiments



Laser-Interferometric Creep Rate Spectroscopy of Polymers 91

Fig. 10 Reproducibility of the CR spectra obtained at sub-Tg temperatures and compressive
stress of 20 MPa for two samples of the model epoxy-amine network (DGEBA-DDM/60BAN,
see Sect. 3.2) coming from two separate batches [20]. The dotted line corresponds to its contour of
DMA spectrum (1 Hz)

performed for two specimens. Some scattering and incomplete coincidence of the
spectra, in both amplitude and temperature location of peaks is observed. This
may probably be the result of cumulative effects of small differences in molecular
architecture (for the epoxy samples coming from different batches), and non-identity
in the experimental conditions of mechanical experiments. Rather high reproducibil-
ity is observed, however, for two identical POM samples cut from one piece. The
complex structure of the spectrum and the relative contributions of constituent peaks
to the spectral contour are satisfactorily reproduced, being rather stable in position
along the temperature axis.

There are a few factors resulting in CR peak multiplicity in polymer systems
although it is difficult to achieve the total assignment of the multiple CR peaks from
these mechanical data only. Using additional data coming from the complementary
techniques allows us to do it in some cases. Of great interest is the fact that the CR
spectrum can respond in a very discrete way to “unfreezing” of different constituent
motions in a polymer. This phenomenon is inherent to CRS to a much larger extent
than to the other relaxation spectrometry/thermal analysis techniques (DSC, DMA,
TSDC, DRS, etc.).
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Fig. 11 Creep rate spectra obtained at tensile stress of 20 MPa (at low temperatures) or 2 MPa
(at elevated temperatures) for two identical commercial POM (Delrin�, Du Pont) samples [21].
The spectra with white circles were displaced by 0.5 unit downwards. Dashed line corresponds to
the contour of POM mechanical loss spectrum (DMA, 1 Hz)

Fig. 12 Solid-state phase
transitions in PTFE [13]: the
CR spectrum (tensile stress of
2 MPa, t = 30s), and the DSC
curve (heating rate
20◦C min−1)

Finally, CR spectra of semi-crystalline polymers may characterize not only the
relaxation transitions in the disordered regions but also the transformations oc-
curring in the crystalline regions, namely solid–solid transitions. Figure 12 shows
the DSC curve and the CR spectrum of poly(tetrafluoroethylene) (PTFE). Strongly
overlapping endothermic peaks I and II at ∼25◦C and 32◦C are observed in the
DSC curve. Meantime, distinctly separated peaks I and II at ∼20◦C and 40◦C, with
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approximately the same ratio of peak heights, and additionally slight increasing
creep rates at temperatures below−80◦C (obviously, in the region of small-scale
vibrations [23]), and a steep acceleration of creep over 50◦C may be seen in the
CR spectrum. The latter result can be understood since peak I characterizes triclinic
crystallites → trigonal crystallites transformation, and peak II corresponds to the
formation of pseudo-hexagonal condis (conformationally disordered) crystallites in
PTFE [24]. Transition II is considered, in fact, as a solid-mesophase one; this results
in strong creep acceleration.

2.3 Polymer Physics and Materials Science Problems
Being Solved by CRS

This survey shows that the LICRM instrument and the CRS technique have been
successfully utilized in our laboratory for solving a number of physical and materials
science problems. These application possibilities are as follows:

1. Discrete analysis of segmental dynamics in polymers and the superiority in res-
olution to the conventional relaxation spectrometry techniques. CR spectra may
respond discretely to unfreezing constituent dynamic modes within one relax-
ation region, e.g., of the glass transition or the β-relaxation, with a reproducible
recording of the nanoscale dynamic heterogeneity.

2. Discrete analysis of the complicated dynamics in complex polymer systems and
nanocomposites, especially of the “anomalies” of the glass transition behavior
in these materials, including the interfacial dynamics. Characterization of the
dynamic modes within a broad glass transition range caused by the nanoconfine-
ment and constrained dynamics effects.

3. The possibility to probe in some cases a compositional heterogeneity, e.g., the
miscibility degree on the nanoscale level in single-phase materials such as mis-
cible blends, or a local heterogeneity of cross-linking in the hybrid polymer
networks.

4. New possibilities for a comprehensive, precise analysis of the kinetics of poly-
mer deformation under different experimental conditions, taking into account
the changeability of kinetics under different temperature/deformation conditions.
The LICRM setup made it possible not only to increase sharply the accuracy of
the measurements, but also to study the deformation kinetics under formerly in-
accessible conditions, namely (a) to obtain the complete kinetic information on
polymer deformation in any temperature point and at any stage of the defor-
mation process and (b) to determine activation parameters under conditions of
practically unchangeable polymer structure and mobility.

5. Revealing of the regular relations of polymer kinetics to the potential barri-
ers of intermolecular interactions (IMI) and the parameters of main relaxation
transitions.

6. Reliable detection and detailed studying of the jump-like character of polymer
creep on the submicro-, micro-, and meso-scale levels, and the successful looking
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for the correlations between the parameters of micro-plasticity and the structural
characteristics and morphology of isotropic and highly oriented polymers.

7. Detection of fine changes in the temperature dependencies of creep, relaxation
dynamics, and elastic modulus values in polymers caused by different treat-
ments or external influences. The latter include various thermal treatments;
pre-straining or another mechanical actions; the impact of irradiation or mag-
netic field, etc.

8. Using CRS as the tool for non-destructive testing and prediction (more dis-
tinctly compared to DMA) of the temperature anomalies in mechanical behavior
of polymeric materials. This includes the determination of the temperatures of
non-linear changes in fracture stress, and precise combined measurements of the
elastic properties, together with relaxation (creep) properties, over the broad tem-
perature range in one experiment.

9. Reliable revealing micro- and submicro-plasticity, relaxation and solid–solid
phase transitions in brittle and ultra-brittle materials. Some correlations between
conductivity (electronic processes) and micro-plasticity, and between the creep
rate peaks and brittle–ductile transition could be detected. On this basis, the
method for predicting the comparable inclination of materials towards the brittle
fracture has been developed. In addition, the kinetic analysis of microplasticity
in brittle solids could be performed.

3 Creep Rate Spectroscopy for a Discrete Analysis of the Glass
Transition Anomalies and Dynamic/Compositional
Heterogeneity in Complex Polymer Systems
and Nanocomposites

This chapter presents the experimental data obtained for different types of complex
polymer systems by CRS combined with the complementary techniques, first of all
DSC.

The numerous studies of the peculiarities of glass transition dynamics in com-
plex polymer systems have been performed in detail for last two decades, starting
probably from the works on block copolymers (BCP) [15, 25, 26] and graft copoly-
mers [15, 27]. Their results could be treated in terms of some general notions, also
taking the numerous experimental studies of dynamics in polymer nanolayers into
account; the latter have been performed during the same time period. These knowl-
edge and experimental results may strongly facilitate understanding of the results
obtained for complex polymer systems.

Therefore, it is a reasonable approach to consider at first very concisely the
physical basis for the interpretation of the glass transition “anomalies” in complex
systems. This relates basically to three topical problems: (1) polymer dynamics in
nanoscale-confining geometries or at free surface; (2) constrained polymer dynam-
ics; and (3) the notion of the common segmental nature of the α- and β-relaxations
in flexible-chain polymers.
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3.1 Physical Origins of the Anomalies and Dynamic
Heterogeneity in the Glass Transition: A Brief Outline

3.1.1 Dynamics in Nanoscale-Confining Geometries, at Free Surface
and Constrained Dynamics

Beginning from the pioneer works of McKenna [28,29], Keddie [30,31], van Zanten
[32–34], and Forrest with co-workers [35–37], a very large series of experimental
studies of dynamics has been performed for polymers in ultrathin films, adsorbed
on solid substrates, or in the freely standing state, and for polymers and low-
molecular-weight substances confined to nanovolumes (nanopores, nanoslits, and
so on) [38–65]. The results of these studies have been summarized in particular in
the reviews [40, 52, 53].

It has been revealed that glass transition dynamics under these conditions may
dramatically differ from that in a bulk polymer in two respects.

On the one hand, the polymer confinement in nanoscale geometries (without
strong interaction of confined substance with a restricting surface), or the location
of polymer chains at free surface (polymer–air interface), resulted in accelerating
dynamics and Tg reduction in polymer nanolayers [30, 35–37, 39, 41, 46, 47, 54].
Sometimes two glass transitions have been observed when the second Tg was lower
than that for bulk polymer. For instance, the considerably decreased Tg values were
found for freely standing PS films with thickness h ≈ 5–10nm [35–37, 63] or at
the same depth from the surface of the thicker PS samples [64, 65]. The Tg depres-
sion depended on the film thickness and molecular weight, and was observed at
h < REE ≈ 2.45Rg, where REE is an average end-to-end distance for unperturbed
macromolecule (random coil size), and Rg is the radius of gyration. It was sup-
posed that lesser overlapping of macromolecular coils occurred in such cases that
resulted in an increase in free volume and mobility.

On the other hand, an enhanced interaction of thin films with a substrate or a
substance in nanoconfined geometries with a limiting surface resulted in the oppo-
site effect of constrained dynamics. Then, “anomalous” slowing down segmental
dynamics, with increasing Tg and broadening of the glass transition towards higher
temperatures [31–34, 44, 49, 58], up to the total suppression of glass transition dy-
namics, have been observed.

Thus, the distinct evidence for the dynamic anomalies of both opposite kinds
have been obtained by many authors; however, the experimental results depended to
some extent on a method used and details of the experiments [52].

One more point must be mentioned here. In the studies of adsorbed ultrathin
polymer films by computer simulations [66–68], FT-IR spectroscopy [69], and
small-angle neutron scattering (SANS) [70] techniques, it was shown that strongly
adsorbed chains acquired the quasi-2D (flattened, “pancake”) conformations instead
of 3D conformations peculiar to a bulk polymer. Initially polymer chains were ad-
sorbed onto a substrate in a flat configuration (“trains” formation from segments)
but at the higher surface coverage adsorbed nanolayers had more chain loops and
“tails.”
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Fig. 13 Tg of PS film as a function of its thickness. (a) Freely standing films with two different
molecular weights. The experiments were carried out using Brillouin light scattering (BLS) and
ellipsometry [35,37]. (b) Films on the native oxide covered silicon surface (ellipsometry measure-
ments) [31]. PS samples with Mw = 1.2×105, 5×105, and 2.9×106 were taken

Figures 13 and 14 demonstrate how the state of a substrate surface and a peculiar
interfacial (polymer–substrate and/or polymer–air) dynamics affect the thermal be-
havior of thin polymer films.

Figure 13a shows the Tg values of freely standing PS films measured by ellipsom-
etry and BLS techniques [35, 37]. Its dramatic decrease, from 100◦C to 30–40◦C,
was observed for the 30–50 nm thick films; the critical film thickness (bend in the
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Fig. 14 Thickness vs temperature plots for PS films with different initial thicknesses, as measured
by X-ray reflectivity technique during heating the sample with the rate of 10◦Ch−1 [34]. Mw

PS =
2.3× 105. Hydrogen passivated silicon surface was used as the substrate. The dependencies are
depicted by the dotted lines. The solid lines correspond to predictions for glass transition behavior
in bulk. PS: the break in the lines corresponds to Tg = 100◦C

curves) decreased with decreasing chain length. An almost “softened” state of PS
surface may be attained at normal temperatures. Due to increased mobility at the
surface of glassy polymers, the possibility for diffusion-controlled bonding of two
PS films at their contact at temperatures much below the bulk Tg was revealed [71].
Depending on the technique used, different authors observed the same or less pro-
nounced effects (see review [52]); however, increased mobility of polymer surface
compared with that in a bulk polymer has been proved.

Figure 13b shows the Tg values measured for the adsorbed PS films with three
different molecular weights and plotted against the film thickness. The authors [31]
spin-cast narrow molecular-weight fractions of PS from toluene solutions onto oxide
covered silicon surface. When the films were thinner than a few tens of nanometers,
the substantial Tg reduction was obvious. Dependence of this effect on molecular
weight, if any, was weak, in particular much weaker than the dependence of radius
of gyration Rg on molecular weight. It was concluded that increased mobility of free
polymer surface contributed to a large extent to this Tg reduction.

At the same time, PS films on the hydrogen passivated silicon surface showed
the very different thermal behavior due to the stronger polymer–substrate interac-
tion [34]. Figure 14 shows that, unlike bulk PS with Tg = 100 ◦C, the films with
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the initial thicknesses of 497, 940, and 1,988 Å indicate an upturn of the thermal
expansion coefficient at ∼120◦C, and this upturn becomes less evident as the initial
film thickness decreases. The PS film with 91 Å initial thickness showed no devi-
ation from a straight line to a temperature of 165◦C which was the instrumental
limit. It assumes the total glass transition suppression (immobilization of segmental
dynamics) at least below 165◦C. The impact of substrate-restricted mobility out-
weighed the effect of free surface in this case. It is noteworthy that the bulk radius
of gyration equals 135 Å for this polymer sample (Mw

PS = 2.3×105).
Further, DeGennes has assumed [51] that “future experiments should aim not at

the determination of a single Tg but a distribution of the Tgs in thin polymer films.”
Really, a coexistence of both anomalously fast and ultra-slow segmental dynamics
modes in the glass transition could sometimes be observed [40, 45, 47, 50, 59, 60].
Manias and Torkelson et al. published the first MD simulations / NMR [46, 48] and
fluorescence data [50] confirming this idea experimentally.

Up to now, the sign, magnitude, and cause of Tg anomalies on the nanome-
ter size scale are still under discussion [52]. Many model approaches have been
developed for treating the above-mentioned effects, including comparison of film
thickness h or confined nanovolume value with the scale of cooperative motion act
or molecular coil size (molecular end-to-end distance REE). The free volume theory;
the percolation model; the manifestation of intrinsic size effect; and a supposition
about segregation of chain ends to the free surface, etc., were applied (see reviews
[40, 52, 53]).

In our opinion, along with the obvious importance of enhanced polymer/substrate
interactions (constrained dynamics), the problem of heterogeneity in molecular
packing plays the cardinal role in the glass transition “anomalies.” This hetero-
geneity must result in the differences in intermolecular cooperativity of segmental
dynamics, that is, in the contributions of normal “slow” (cooperative, Vogel-like),
as well as less cooperative and “fast” non-cooperative (Arrhenius-like) motional
events to glass transition dynamics.

In this relation, a series of Molecular-Dynamics (MD) computer simulations,
performed by Manias et al. for 2 nm wide PS films or 1 nm wide poly(ethylene
oxide) (PEO) films confined in slit pores [45–48], is worth mentioning separately.
Generally, a very rich dynamic picture was unveiled in the glass transition of these
intercalated polymer nanolayers with a thickness equal to a Kuhn segment length.
The intercalated polymers exhibited a very wide distribution of segmental relaxation
times over a wide range of temperatures. Two points are noteworthy herein. First, a
coexistence of fast liquid-like and slow solid-like segmental dynamics was shown
in the temperature range close to, below, and above Tg of the bulk polymer. The
temperature affected only the relative population of fast/slow segmental motions.
Second, a strong correlation between a local density and segmental dynamics was
shown: just long-lived density inhomogeneities gave rise to a very wide distribution
of segmental processes, with the fast relaxing moieties being located in the low local
density regions, basically in the middle part of nanolayers. At lower temperatures,
the strong correlation between segmental dynamics and local density in the vicinity
of each segment was recorded.
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3.1.2 Common Segmental Nature of the α- and β-Relaxations
in Flexible-Chain Polymers: The Physical Limit for Anomalous
Glass Transition Dynamics

The increase in Tg, up to the total immobilization of the glass transition dynamics, is
explainable in terms of strong non-chemical or chemical interactions of a substance
with “rigid wall.” Meanwhile, the problems of a decrease in Tg, large broadening of
the glass transition range ΔTg towards lower temperatures, as well as the dynamic
heterogeneity within this range, still remain disputable. The question is discussed
whether the latter effects, in particular Tg reduction, is due to an intrinsic size effect
or other reasons. It is believed that there is no clear understanding for the largest Tg

reduction [35], that is, the origin of “the physical limit” for Tg reduction observed
in ultra-thin films, nanoconfined polymers, as well as in complex polymer systems
and nanocomposites; the latter will be described in detail in Sects. 3.2–3.9.

In our opinion, this problem may be resolved proceeding from the notion on the
common segmental nature of the α- and β-relaxations.

Figure 15 shows schematically the Arrhenius diagram (“relaxation map”) for the
frequency dependencies of the α- (glass) transition and β-relaxation temperatures
(Tg, Tβ), as well as for the temperatures of γ- and δ-relaxations in the frequency
range ν = 10−3–1013 Hz [15,72–76]. The straight lines for sub-Tg relaxations, with
the intercept logν0 ≈ 13 for T−1(K−1) = 0, indicate their obeying the kinetically
simple, non-cooperative Arrhenius-like mechanism of motion when the frequency
ν ≈ 1013 exp(−E/RT). For these relaxations, the activation energy E may be deter-
mined from the temperature location of relaxation peak by the formula [77]

E(kJmol−1) = (0.25−0.019logν)T (K). (12)

Cooperative glass (α) transition does not obey (12) over the broad range of frequen-
cies; the curvature of its Arrhenius plot is most pronounced over the range from 103

Fig. 15 Arrhenius diagram
(“relaxation map”) for
transitions in flexible-chain
polymers. The parameter of
intermolecular cooperativity
of segmental motion as a
function of temperature (Z vs
T−1 plot) is also shown (see
text)
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to 106–108 Hz. At higher frequencies this transition degenerates, merging into the
β-relaxation plot. The temperature of merging (on heating) or splitting (on cooling
a melt) of the α- and β-relaxations in the Arrhenius diagram determines the quasi-
thermodynamic [78] boundary between the rubber-like and fluid states of polymers.
This temperature is named differently: as the splitting or bifurcation point Ts [74]
or the crossover temperature Tc in the Mode Coupling Theory (MCT) [79,80], or as
the temperature of “liquid–liquid” transition Tll [81–83] or flow temperature Tf [74].

The solid-state β-transition, as the closest to Tg Arrhenius-like relaxation satisfy-
ing (12), is usually much less intense than the α-transition. However, the activation
barriers of deformation, flow, diffusion, physical ageing, and solid-phase reactions
have often turned out to be approximately equal just to the activation energy of the
β-transition Qβ [15].

The common picture of changing segmental dynamics in polymers with tempera-
ture may be considered in brief as follows. Only quasi-independent motion of chain
segments occurs at T > Ts in a polymer melt having a high concentration of “holes”
(free volume points). On cooling, free volume gradually decreases, and at Ts the
centers of short-range order arise, that is, the relatively stable associates of more-
or-less parallel segments. This generates the high-density nanodomains that results
locally in intermolecularly cooperative motion. The latter is due to interaction with
the neighboring segments within a “cage” when the cooperative rearrangement in a
cage is required for motion of a segment (“overcrowded bus” model [74]). Further,
with decreasing temperature, the dissipative process of the formation of amorphous
structure occurs when the content of these solid-like clusters and the respective con-
tribution of slow cooperative modes to dynamics increase, whereas the contribution
of fluid-like nanodomains (fast local modes) to dynamics sharply decreases. Gener-
ally, it means that “glassy clusters” and liquid-like regions coexist in different ratios
at temperatures T where Ts > T > Tg. The curvature of the Arrhenius plot for α-
transition over the frequency range from 108 to 103 Hz (Fig. 15) reflects this process
of enhancing the solid-like behavior and increasing activation barriers to segmental
motion on cooling.

Moreover, below Tg segmental motion freezes-in not at once but only
gradually, and around Tβ the segmental motion is retained as the liquid-like
loosely packed “islets of mobility” in glassy solid, i.e., the localized events of
Johari–Goldstein β-relaxation [73, 76]. The simultaneous appearance of α- and
β-relaxation modes in the vicinity of Tg was registered experimentally [75, 84].
Finally, below β-relaxation region segmental motion is totally suppressed, and only
small-scale low-amplitude vibrations (γ- and δ-relaxations) [23] take place.

Despite the interrelationship between two basic (α, β) relaxation transitions, the
fundamental problems regarding their general molecular mechanisms, kinetic units’
scale, and the relations between transitions’ parameters and the molecular char-
acteristics of polymers remained to a large extent unclear until the 1980s. Thus,
β-relaxation has been presumably associated with vibrations of one or two monomer
units, side groups, short chain fragments, or even with the impurities (see references
in the book [15]). It was unclear whether the common β-relaxation mechanism was
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absent for flexible-chain polymers varying in structure, or the lack of understanding
of this phenomenon was caused by the paucity of direct experimental data. There-
fore, many problems regarding the connection between the α- and β-relaxations
have remained in dispute until recently.

We believe the understanding of this problem came from the notion of the
common nature of glass transition and β-relaxation based on a series of sys-
tematical experimental studies on this problem performed, basically in the 80th,
in our laboratory [85–103]. Three techniques have been used in these studies:
differential scanning calorimetry (DSC) [85–90], DMA of statically loaded poly-
mers [DMA(σ )] [91–94], and far-infrared spectroscopy (FIRS) in the 10–400cm−1

region including spectral measurements over the broad temperature range [23, 95–
101]. The results obtained have been summarized in the reviews [15, 23, 103],
and, therefore, we present below only a very brief outline of this matter.

DSC has been used [85–90] for characterization of α- and β-relaxation modes,
and so-called “intermediate relaxations” at temperatures Ti where Tg > Ti > Tβ.
Many glassy polymers as well as the oligomer series and low molecular weight
glasses have been studied. Special thermal treatments allowed us to manifest a set
of endothermic peaks at temperatures Tβ. . .T

′
i . . .. T ′′

i . . .T ′′′
i . . .Tg in the DSC curves.

The effective activation energies of these relaxations, Qβ . . .Q′
i . . .Q′′

i . . .Q′′′
i . . .Qα,

were determined by the displacement of the peak maxima temperatures when vary-
ing a heating rate V and using the equation [15, 104]

Q = −RdlnV/d
(
T−1) . (13)

Although the β-relaxation is typically absent in the DSC curves, the procedures
offered allowed revealing and characterization of the β-relaxation by this technique
[15, 86, 88, 90, 103]. As an example, Fig. 16 shows the endothermic peaks within
the Tβ–Tg range for PMMA, “developed” in the DSC curves due to annealing under
different conditions, and the activation energy of segmental dynamics as a function
of temperature. One can see the gradual transition from Arrhenius mechanism to
cooperative dynamic processes with a fourfold increasing Q value.

Additionally, the Donth’s volumes of cooperatively rearranging regions vCRR at
Tg, as the characteristics of the motional event scale, were determined from DSC
curves using the formula [74, 105]

vCRR = kT 2
g ΔC−1

p /ρ(δT )2, (14)

where ΔC−1
p = ΔCp/Cp(T<Tg)Cp(T>Tg), ρ is the density, Cp(T<T g) and Cp(T>Tg) are

the heat capacities before and after the ΔCp step at Tg, and δT is the half-width of
the glass transition range.

The original DMA(σ ) technique and the relevant analytical description [91–94]
allowed us to estimate experimentally the activation volumes of α- and β-relaxations
in polymers. As an example, Fig. 17 shows the mechanical spectra of poly(vinyl
chloride) (PVC) obtained without and under different static loading (maximal shear
stresses τsh).
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Fig. 16 DSC curves of
atactic PMMA samples with
different degrees of annealing
and the respective activation
energy of segmental motion
vs temperature plot [89, 103]

Fig. 17 Temperature dependencies of internal friction in PVC obtained at 1 Hz without (bold line)
and under static loading with maximal shear stresses of 4, 8, 16, 31, and 47 MPa (DMA of statically
loaded samples) [94]
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One can see the mechanical activation of relaxation processes, i.e., the shifts
of relaxation peaks to lower temperatures due to static loading. According to the
performed analysis [91], the activation volumes vact of relaxations (να and νβ) at
temperatures T ≤ Tmax, where Tmax is the temperature of the relaxation maximum,
may be estimated by the formula [94]

vact = kT/τsh
[
12

(
Q−1

τ /Q−1
0 −1

)]1/2
, (15)

where Q−1
0 and Q−1

τ are the internal friction values without or with static loading,
respectively.

FIRS studies [23, 95–101] allowed us to reveal the molecular nature of sub-Tg

(β-, γ- and δ-) relaxations in flexible-chain polymers. Their potential barriers and
the motional unit sizes, and the temperatures of the onset of trans–gauche (T–G)
rotations in chains, i.e., conformational mobility in glassy polymers, have been es-
timated. Additionally, the scale of the denser nanoregions, as a feature of solid-state
behavior, was estimated by studying the low-frequency “boson” peak; this latter
work has been performed in the combined FIRS/Raman spectroscopy measurements
[106–108].

As a result, the experiments [85–103] allowed us: (1) to reveal the common na-
ture of β-relaxation in flexible-chain polymers; (2) to find the relations between its
parameters and molecular characteristics of polymers; and (3) to prove the common
segmental nature of α- and β-relaxations.

According to Eyring et al. [109], a relationship exists between the flow acti-
vation energy Qη and cohesion energy Ecoh for simple liquids composed of small
molecules:

Qη = (0.30±0.05)Ecoh. (16)

We found experimentally (Fig. 18a) practically the same relation (taking into ac-
count much lower temperatures and therefore higher cohesive IMI) for solid-
state β-relaxation in vitrified low-molecular weight organic liquids and short-chain
oligomers [88, 103]:

Qβ = (0.40±0.1)Ecoh or Qβ ≈ Qη. (17)

Remarkably, a similar approximate equality of Qβ and Qη was also shown for differ-
ent flexible-chain polymers [15]. This coincidence was one of the pieces of evidence
in favor of the “liquid-like” and segmental nature of the solid-state β-relaxation
event in polymers.

Further, no regular relation of Qβ to Ecoh per mole of monomer units was ob-
served in polymers. At the same time, a relationship

Qβ = (0.30±0.05)Ecoh Nk + B (18)

was obtained for 26 polymers studied (Fig. 18b). Here Nk is the number of monomer
units in a Kuhn statistical segment, Qβ is represented in kJ per mole of segments,
and a supplement B = 10± 5 kJ mol−1 coincides with the internal rotation barrier
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Fig. 18 Activation energy of β-relaxation in (a) low-molecular weight glasses and (b) linear
polymers vs the cohesion energy or cohesion energy of Kuhn statistical segment, respectively
[86, 88, 103]. (a) (1) Pentanol; (2) isopropylbenzene; (3) 5-methyl-3-heptanol; (4) decalin; (5)
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lene; (11) polymethacrylate; (12) poly(vinyl fluoride); (13) poly(vinyl acetate); (14) poly(vinyl
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poly(metaphenylene isophthalamide); (26) polyisobutylene

in chains. Nk values were taken as obtained by the other authors experimentally
from the undisturbed dimensions of macromolecules in dilute Θ -solutions at Θ -
temperatures.

Thus, the potential barriers Qβ are controlled in polymers by (1) the energy of
IMI and (2) the thermodynamic chain rigidity (Kuhn segment size). Additionally,
the small term B assumes the participation of T–G transition in an event of the
β-transition.

The experimental dependencies of Qβ on the polymerization degree n have
been obtained for a few oligomeric series. As found, the Qβ values increased with
chain lengthening only up to a definite limit (a critical size close to Kuhn segment
length), and then remained invariable [86, 88, 103]. Figure 19 shows such a plot
for polystyrene (PS) and poly(α-methylstyrene) (PMS): a critical size was about
ten monomer units whereas Nk = 8 for these polymers. Moreover, the DMA(σ )
experiments showed that the values of activation volume νβ practically coincided
with the volumes of Kuhn segment vk in several polymers (Table 1).
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Fig. 19 Activation energies Qα (1) and Qβ (2) vs the average number of monomer units in
molecules of PS and PMS, as estimated by DSC [89, 90, 103]

Table 1 Comparison of the shear activation volumes of β- and α-relaxations with the volumes of
cooperatively rearranging region (CRR) at Tg (DSC data) and Kuhn segment volumes in glassy
polymers [94, 103]

Kuhn segment size

Polymer vβ/nm3 να/nm3 vCRR/nm3 (monomer units) vk/nm3 να/νβ να/νk vCRR/vk

PVC 0.9–1.2 2.5–3.0 4.6 12 0.9 ∼3 ∼3 ∼5
PS 1.0–1.3 4.0–4.5 3.3 8 1.3 ∼4 ∼3 ∼3
PMMA 0.8–1.0 2.0–2.5 1.4 6 0.8 ∼3 ∼3 ∼2
PC 0.8–0.9 2.7–3.0 2.4 1–2 0.4–0.8 ∼3 4–5 4–5
PVA – – 4.4 7 1.2 – – 3–4

The direct information regarding the molecular nature of β-transition in polymers
has been obtained by FIRS [23,100]. First, the estimated potential barriers to skeletal
torsional vibrations in chains appeared to be close to the activation energies Qβ, and
the values of torsional-vibrational segments approximately coincided with the sizes
of Kuhn segments. Second, the temperature measurements of FIR spectra showed
that the ratio of T- and G-conformers changed, that is, conformation mobility un-
freezed locally starting from temperatures close to Tβ values at ∼10−2 Hz [98]. The
conclusion that the displacement amplitudes of motional units in the β-relaxation
region were as high as to allow conformational transition, was also made from the
combined IR and theoretical analysis of breaking/restoring intermolecular hydrogen
bonds in model polymers [87].

The above-mentioned studies offered a general mechanism of β-relaxation in
flexible-chain polymers [15, 86, 88, 103]. It is considered as a local liquid-like seg-
mental motion that can be realized at the sites of free volume (packing defects) in a
solid polymer, in a chain section close in size to a Kuhn segment. Surmounting of ba-
sically intermolecular potential barriers, with the participation of a T–G transition,
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occurs in each β-relaxation event. The model of conformational isomerization in
chains [110–112], with forced twisting of Kuhn segment adjoining to the point of
rotation, could be applied best of all to the description of β-relaxation.

Further, the fundamental “genetic” interrelationship of the α- and β-relaxations
has been shown experimentally.

Figure 19 shows that the Qα(n) plot is virtually identical in shape to the Qβ(n)
plot. Figure 20 and Table 1 show the common relation found for flexible-chain poly-
mers: the low-frequency parameter Z of intermolecular cooperativity of segmental
motion in the glass transition [103]:

Z = Qα/Qβ ≈ vα/vβ = 4±1. (19)

Parameter Z corresponds to the co-ordination number of the arrangement of seg-
ments in the first co-ordination sphere of intermolecular “lattice.” The theoretical
estimates [113–116] have given the same values of the most probable parameter of
cooperativity. Generally, the parameter Z is not a constant. At temperatures over the

Fig. 20 Apparent activation energy of glass transition (α-relaxation) vs activation energy of
β-relaxation dependence obtained at 10-2-1 Hz obtained by DSC or DMA techniques for polymers:
(1) polyisoprene; (2) poly(dimethylsiloxane); (3) polyethylene; (4) polypropylene; (5) polyamide-
6; (6) poly(ethylene terephthalate); (7) poly(vinyl acetate); (8) poly(vinyl chloride); (9) poly(vinyl
alcohol); (10) poly(methyl methacrylate); (11) boron oxide glass; (12) polyacrylonitrile; (13) poly-
carbonate; (14) poly(cyclohexyl methacrylate); (15) poly(α-methylstyrene); (16) polystyrene; (17)
polyarylate; (18) polyimide I; (19) polyimide II; (20) polyimide III; (21) poly(m-phenylene isoph-
thalamide)
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bifurcation point, Z is close to 1 whereas at strong decreasing temperature Z → ∞.
Meanwhile, in the typically studied region of ν = 10−3–103 Hz, Z ≈ 4 in the glass
transition (see a scheme in Fig. 15).

Thus, in these terms the β-relaxation corresponds to the quasi-independent mo-
tion of segments (Z = 1), whereas the “intermediate” relaxations may be assigned
to lower-cooperative segmental motions with Z = 2 or 3. From this viewpoint, the
course of the Q(T ) curve in Fig. 16 is absolutely understandable.

A direct connection between α- and β-relaxations also follows from recently
found linear correlation between the logarithm of the β-relaxation time at T =
Tg[logτβ(Tg)] and the coefficient b in the Kohlrausch α-relaxation correlation func-
tion exp [(−t/τα)b] for dielectric and mechanical relaxations [117]. A simple
relaxation process with a single relaxation time corresponds to b = 1, and the
β-relaxation event was considered by this author as the primary (“primitive”) seg-
mental motion in the cooperative α-process.

The far-infrared/Raman spectroscopy data, obtained for PMMA, its oligomers,
and plasticized PMMA [106–108], are of interest for the problem being discussed.
It was shown that the low-frequency “boson” peak, being characteristic of the solid-
state nanoregions with an increased cohesion, turned out to be correlated with
vibrational excitations on the scale of a Kuhn segment with intermolecular coop-
eration of neighboring segments. In fact, this type of motion is a preliminary stage
preceding the manifestation of cooperative segmental dynamics.

Table 2 summarizes the results of direct estimation of motional segment lengths
in different temperature regions (β-relaxation, glass transition, rubber-like and fluid
states), obtained by a few techniques for 14 flexible-chain polymers. A rather satis-
factory correspondence of motional segment lengths to the Kuhn segment sizes was
observed in all cases, irrespective of the temperature region investigated.

Thus, the size of moving segments remains practically invariable over a wide
temperature range, from the β-relaxation region up to polymer melt, being close
to the Kuhn segment size; therefore, the β-relaxation process is of special signifi-
cance. A sharp increase in the scale of motional unit event in the glass transition
is not associated with increasing length of intramolecular kinetic unit but is caused
by intermolecular cooperativity of segmental motion. The character of segmental
motion changes over the indicated temperature range because of (1) variability in a
degree of intermolecular cooperativity in a motional event due to the different local
densities of segmental packing and (2) the different contributions of cooperative
solid-like (α), Arrhenius liquid-like (β) motional events as well as “intermediate
relaxations” to segmental dynamics. Only non-cooperative segmental motions oc-
cur in a polymer melt having large free volume, but they remain only locally in the
β-relaxation region of glassy polymer.

The results discussed provide a distinct understanding of the “anomalous” Tg

reduction and its limit: this occurs due to separation of neighboring chains (seg-
ments) as a result of loosening molecular packing and rise of free volume points
(under nanoconfinement or at free polymer surface), or due to introducing some
foreign molecules between chains.
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Table 2 Experimental lengths N of kinetic units (segments) of motion in flexible-chain polymers
compared to their Kuhn segment lengths NK [103]

N NK

Polymer
Temperature
region

Experimental
technique

Monomer
units References

Polyacrylonitrile β-relaxation FIRS 7 9 [23, 95, 100]
Polychlorostyrene β-relaxation FIRS 6 8 [23, 95, 100]
Poly(decyl methacrylate) β-relaxation FIRS 5 7 [23, 95, 100]
Poly(dimethylsiloxane) T ≥ Tg NMR 5 5 [118]
Poly(ethyl acrylate) T ≥ Tg Photon correlation

spectroscopy
4 6 [119]

Polyethylene β-relaxation FIRS 7 8 [23, 95, 100]
β-relaxation TSDC 8 8 [120]
T > Tg Diffusion 7 8 [121]

Poly(ethylene glycol) T > Tll(melt) Paramagnetic
probes

5 4–5 [122]

β-relaxation FIRS 4 4–5 [23, 95, 100]
α-relaxation Light scattering 6 4–5 [123]

Polyisoprene T ≥ Tg Paramagnetic
probes

3–4 3–4 [124]

T ≥ Tg Fluorescence
depolarization

4–5 3–4 [125]

Poly(methyl acrylate) β-relaxation FIRS 4 6 [23, 95, 100]
Poly(methyl methacrylate) β-relaxation FIRS 5 6 [23, 95, 100]
Polypropylene β-relaxation FIRS 9–10 9 [23, 95, 100]
Polystyrene β-relaxation Raman spectra >3 8 [126]

β-relaxation FIRS 7 8 [23, 95, 100]
Poly(vinyl acetate) β-relaxation FIRS 6 7 [23, 95, 100]
Poly(vinyl fluoride) β-relaxation FIRS 10 11 [23, 95, 100]

Thus, creating the conditions for a decrease in intermolecular cooperativity
of segmental motion, down to its total collapsing, is the primary reason for
“anomalous” Tg reduction as well as broadening the glass transition range to-
wards lower temperatures, with the manifestation of the dynamic heterogeneity
over the (Tβ–Tg) range. The physical limit for Tg reduction is the attainment of the
temperatures of the β-relaxation region.

At the end of this section, we present in Fig. 21a–f several interesting examples
of the anomalous glass transition behavior when Tg attained or became very close
to the indicated physical limit (Tβ). It means that α-relaxation → β-relaxation trans-
formation occurred, and glass transition dynamics was realized via the Arrhenius
mechanism. Additionally, the example of the reverse transformation of “anomalous”
Tg into “normal” Tg is given.

Figure 21a,b shows how Tg drops to Tβ, and the activation energy of basic
transition decreases from 400 to 100 kJ mol−1 (Qα → Qβ) in the plasticized
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Fig. 21 (a–f) Examples of collapsing cooperativity in the glass transition dynamics (α-
relaxation→ β-relaxation transformation) in flexible-chain polymers. (a, b) Glass transition
temperature and activation energy in PMMA–dibutyl phthalate (DBP) mixtures as a function of
DBP content (DSC data [15, 127]). (c) DSC curves obtained for PS–PB blend (curves 1) and
PS–PB graft copolymer (curves 2) [103]. Heating rate V = 20K min−1. After scan 1 (solid lines)
the samples were cooled with V = 320Kmin−1 followed by scan 2 (dashed lines). Reversal β-
relaxation→ α-relaxation transformation may also be seen

PMMA–dibutyl phthalate (DBP) system [127]. A similar effect was observed
for the miscible polymer blends (see Sect. 3.5).

Figure 21c compares the DSC curves obtained for the phase-separated
polystyrene–polybutadiene (PS/PB) blend and PS–PB graft copolymer with the
identical weight ratios of both components (11:89) [103]. For the blend, one can
see the melting peak of PB crystallites and ΔCp step at T PS

g = 375K; besides,

Qα ≈ 400 kJ mol−1 was obtained. Meanwhile, mixing of both components in the
graft copolymer resulted in the manifestation of PS glass transition with Tβ and Qβ
parameters. At the first scanning the exothermic effect of microphase separation
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Fig. 21 (continued) (d) Arrhenius plot of the relaxation times obtained by dielectric spectroscopy
for bulk poly(methylphenylsiloxane) (PMPS) (1) and PMPS intercalated into organically modified
layered silicates (1.5–2.0 nm thick polymer films) (2) [41]. (e) DSC curves of neat PS (1), phys-
ical mixture of PS with the organically modified silicate (2), and PS intercalated (nanoconfined)
between silicate nanolayers (3) [40]. (f) Unfreezing large-amplitude dynamics in bulk PS (1) and
in 2 nm layer of PS confined between the organically modified surfaces of layered fluorohectorite
(2): mobile fraction vs temperature plots (2H quadrupole NMR spin-echo experiments [47])

was registered. As a result, the second scanning showed that the “normal” Tg and Qα
values were restored in the glass transition of the phase-separated graft copolymer.

Figure 21d shows the Arrhenius diagram of the relaxation times, obtained by
the dielectric relaxation spectroscopy (DRS) for bulk poly(methylphenylsiloxane)
(PMPS) and PMPS intercalated as 1.5–2.0 nm films between organically modified
silicate layers [41]. Unlike the slow cooperative glass transition dynamics in the
bulk PMPS, PMPS confined within the silicate galleries is characterized with very
fast, almost Arrhenius segmental dynamics (compare with the “relaxation map” in
Fig. 15). The similar result was also obtained for organic molecules located within
the well-defined pores and channels with sizes less than 1 nm [39]. As revealed,



Laser-Interferometric Creep Rate Spectroscopy of Polymers 111

six molecules (Z = 6) were enough to manifest a cooperative dynamics, whereas
the glass transition was transformed into the non-cooperative, Arrhenius dynamic
process in the case of a single molecule in a pore (Z = 1).

Figure 21e shows the DSC curves obtained for neat PS, PS/silicate mixture, and
PS nanolayer intercalated into organically modified layered silicate [40]. One can
see the total disappearance of the glass transition at “normal” Tg, and instead the
weaker manifestation of this transition at Tβ ≈ 50◦C for the intercalated PS.

Figure 21f shows the population of unfrozen segmental dynamics units (“mobile
fraction”) in the bulk PS and in the intercalated PS as a function of temperature (the
spin-echo NMR measurements). The essential unfreezing of segmental dynamics
(mobile fraction c ≈ 10%) began from Tg = 373K for bulk PS but already from
Tβ ≈ 320K in the 2 nm thickness PS layer [47].

3.1.3 Common Scheme of Possible Glass Transition Anomalies

Based on the above discussion, a common scheme has been offered, illustrating the
possible ways for the anomalous behavior of the glass transition as the effective
activation energy of segmental dynamics Q vs T plots (Fig. 22). This scheme is
applicable to virtually all complex flexible-chain polymer systems or composites,
and also to ultra-thin polymer films, freely standing or located on a substrate, and to
dynamics in polymers or oligomers under nanoscale confinement conditions. T free

g

and T free
β in Fig. 22 relate to the temperatures of α- and β-relaxations in a bulk

glassy polymer. In addition, the glass transition widths, ΔTgs, are indicated at the
top of Fig. 22. Six possible kinds of glass transition behaviors can be considered.
Additionally, the case of total suppression (disappearance) of the glass transition,

Fig. 22 Activation energy of
segmental motion within
glass transition vs
temperature plots, illustrating
schematically the possible
dynamic anomalies in
different complex polymer
systems (see text) [128, 129].
The transition widths are
indicated above
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due to the pronounced constraining dynamics, is possible as well; this case is not
shown in this scheme.

Case I relates to a “normal” glass transition with Tg ≈ T free
g , a narrow ΔTg range

(typically from 5◦C to 20◦C, by DSC data), and a high, non-Arrhenius effective
activation energy Q. The latter remains invariable within the glass transition range
and equal typically to a few hundred kilojoules per mole.

Case II corresponds to a total collapse of intermolecular cooperativity of segmen-
tal dynamics in the glass transition. In such a case, the glass transition is realized
through the mechanism of non-cooperative Arrhenius β-relaxation. The transition
characteristics are displaced to lower values: Tg → Tβ, Qα → Qβ, and Z → 1.

Case III is characterized by decreasing Tg to different degrees and, therefore,
large broadening of the ΔTg range towards the lower temperatures. This range may
extend at the limit to the region of β-relaxation. The glass transition may be rep-
resented, due to the different local reduction of motional cooperativity, by a broad
Q(T ) dispersion.

Case IV corresponds to broadening of the ΔTg range towards both the lower and
higher temperatures, with different Q reductions. This is also caused by a certain
reduction of motional cooperativity, but the higher-temperature branch of the Q(T )
dispersion arises here being associated with the different constraining impact of a
rigid surface or constituent on dynamics of some segments.

Finally, cases V and VI may be related to cooperative or practically non-
cooperative segmental dynamics events, respectively, differently constrained by
strong interaction of chains with a substrate or rigid constituent.

Some of these variants of the anomalies may manifest themselves simultaneously
in a polymer system, e.g., when the constraining effect prevails for some segments,
whereas the confinement effect is more pronounced for the other segments. The
strong dynamic heterogeneity within the glass transition range (variable Q) may be
observed in cases III–VI.

Figure 23 represents the experimental result [130] illustrating the above discus-
sion. In this work, the interfacial interactions and glass transition dynamics were
studied for the well-defined silica core-poly(vinyl pyrrolidone) (PVP) shell nanopar-
ticles as model “interface-controlled materials.” The PVP shell thickness in these
particles varied from 1–2 nm (monomolecular layer in a flattened conformation) up
to 10–20 nm. Far- and mid-IR spectra revealed the strong PVP–silica interactions
of two kinds: hydrogen bonds and “soft” Lewis acid–base interactions that were
maximal for 1–2 nm thick monomolecular PVP shell (20 wt% PVP in the core-shell
particles). DSC analysis of the dispersion of activation barriers to segmental motion
within the glass transition was performed.

Unlike the transition range ΔTg = 18◦C (Tg = 143◦C) for neat PVP, glass transi-
tion in the PVP monolayer was sharply broadened in two directions, from∼80◦C (β-
relaxation region) to 230◦C (Fig. 23a). No dynamic heterogeneity within the narrow
glass transition range and “normal” cooperative dynamics (Q = 250kJ mol−1)
were observed for neat PVP (Fig. 23b). In contrast, glass transition dynamics
in PVP monolayer dramatically altered: the pronounced dynamic heterogeneity
(multi-modal dynamics) was found from the extremely wide Q dispersion. In fact,
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Fig. 23 Neat poly(vinyl pyrrolidone) (PVP) and silica core-PVP shell nanoparticles (20PVP/
80SiO2 composition) with the shell thickness of 1–2 nm (monolayer) [130]. (a) DSC curves of
PVP (1) and nanoparticles (2) obtained at the heating rate V = 20◦C min−1. (b) Dispersions of
apparent activation energies Q for segmental motion within waterless PVP glass transition as a
function of temperature, as determined by DSC for PVP (1) and 20PVP/80SiO2 nanoparticles (2)

“normal” cooperative dynamic mode, peculiar to the bulk polymer, was absent
in this case at all, and only three “abnormal” (for glass transition) modes were
observed. These included: (1) ultra-fast Arrhenius β-relaxation mode at 80–120◦C
with Q = 75kJmol−1; (2) constrained cooperative dynamics mode at ∼160 ◦C with
Q = 560kJmol−1; and (3) constrained non-cooperative dynamic mode at 175–
230◦C with Q ≈ 100kJmol−1.
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Similar wide dispersion of the activation energies within the glass transition has
been obtained earlier for 4-arm star-like PS where chains were grafted to fullerene
(C60) core [131].

3.2 Polymer Networks

Creep rate spectroscopy has been used for the discrete dynamic analysis of polymer
networks such as PU network [19]; PU–butyl methacrylate/dimethacrylate triethy-
lene glycol copolymer interpenetrating networks (PU/BMA copolymer IPNs) [132,
133]; commercial epoxy networks [134, 135]; the “model” epoxy-amine networks
varying in crosslink density and rigidity [20]; and the cross-linked hyperbranched
polyimides [136].

In [19], the PU network was synthesized from poly(oxypropylene glycol) (PPG)
with Mw = 2,000 g mol−1 and adduct of trimethylolpropane (TMP) and toluylene
diisocyanate (TDI), and depicted by the formula.
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In this PU network relatively rigid nanodomains were incorporated, TMP–TDI
adducts, as network junctions chemically connected with flexible PPG chains. Each
PPG chain (crosslink) consisted on average of about five Kuhn statistical segments.
SAXS measurements indicated Bragg’s quasi-periodic distribution of rigid junctions
with a characteristic size of 6–9 nm in this network.

Such PU molecular structure assumed, a priori, the possible manifestation of sev-
eral dynamic modes within the glass transition, in particular, because of the different
positions of segments within a PPG crosslink regarding rigid junctions. However,
DMA and dielectric relaxation spectrometry (DRS) techniques exhibited only one
broad relaxation region for PU glass transition, for instance, the asymmetric me-
chanical loss peak extending from −60◦C to 50◦C, with Tmax ≈−30◦C (Fig. 9).

In contrast, the discrete CR spectrum was observed for this PU network at low
temperatures and tensile stress σ = 0.2 MPa (Fig. 9). The spectral contour consisted
of four partly overlapping peaks: at −50◦C to −30◦C (I);−20◦C to −10 ◦C (II);
0◦C to 10◦C (III), and 30◦C to 40◦C (IV). This indicated the distinct heterogeneity
in the glass transition dynamics. This heterogeneity was tentatively explained by
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different locations of PPG segments regarding network junctions. Creep rate peaks
I, II, and III were assigned to unfreezing “undisturbed” dynamics of segments in the
middle of PPG crosslink as well as slightly constrained dynamics for two neighbor-
ing segments, and to unfreezing dynamics of segments covalently bound to network
junctions, respectively. Peak IV may presumably be assigned to motion of network
junction.

For the first time, the pronounced heterogeneity of segmental dynamics around
Tg, with the discrete manifestation of a number of dynamic modes constituting this
relaxation region, together with its origins, were revealed by CRS in the PU/BMA
copolymer IPNs [133]. There was no distinct microphase separation in these sys-
tems, and DSC, DMA, and DRS techniques were capable of demonstrating a single
broad (up to 50–100 K) glass transition only, e.g., the uninterrupted heat capacity
step in the DSC curve. For this reason, IPNs are usually considered as the best poly-
mer damping materials.

Meantime, there are a few reasons for assuming, a priori, a large dynamic
heterogeneity within or in the vicinity of the glass transition region in these IPNs.
Really, the nanoheterogeneous morphology due to incomplete mixing of the con-
stituents, the separate or combined motion of dissimilar segments, and the dif-
ferences in the segmental packing densities, may contribute to the complicated
segmental dynamics.

Basing on the backgrounds described in Sect. 3.1, one could expect up to eight
CR peaks (dynamic modes) associated with a Kuhn segment motion, cooperative,
partly- or noncooperative, within or around the broad IPN glass transition range.
These segmental motions and their approximate parameters, estimated by the other
techniques or calculated taking the parameters of solubility of the constituents into
account [133], are presented in Table 3. It is evident that segmental motions 1, 3,
and 5 are to be peculiar to nanodomains with loosened molecular packing; motions
4 and 8 relate to “normal” glass transition dynamics in neat PU or BMA copolymer
nanodomains, and only motions 2, 6, and 7 characterize dynamics in nanodomains
with mixed (dissimilar segments) molecular structure.

The creep rate spectra of these IPNs with different compositions exhibited, in-
deed, the complex structures depending on a weight ratio of the constituent networks
[133]. A few discrete or partly overlapping constituents, i.e., CR peaks with the max-
ima or such contour nonmonotonies as the step or “shoulder” upon the edge of the
basic peak, could be seen. Generally, from four to eight constituents were observed
in the CR spectra of these IPNs. Their contours turned out to be of peculiar form for
each composition, and the relative contributions of the relevant peaks changed regu-
larly with changing PU/BMA copolymer IPN composition. As an example, Fig. 24
shows the CR spectra obtained for the 39PU/61BMA copolymer network at 150–
330 K. One can see that the spectra respond in a discrete manner to unfreezing of the
different types of segment motions. From comparison of the spectra with expecta-
tions (Table 3), it is obvious that (a) the spectra cover just the predicted temperature
range, from 170–180 K to 330 K and (b) the peak temperatures satisfactorily coin-
cide with the expected temperatures of unfreezing the predicted motions.
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Table 3 Possible kinds of segmental motion within the broadened glass transition in the
PU/BMA copolymer IPNs, and their characteristics expected [133]

No Segmental dynamics mode
T (K) at
10−2 Hz

Activation
energy Q
(kJ mol−1)

Cooperativity
parameter Z

1 Arrhenius β-relaxation in
poly(propylene oxide)-based PU
network

170–190 50–55 1

2 Ditto, when contacting PPO
segments with PBMA segments

∼200 55–60 1

3 Low-cooperative “intermediate”
relaxations in PU network

∼220 – 2
∼250 – 3

4 Cooperative α-transition in PU
network

270 220–250 4

5 Arrhenius β-relaxation in BMA
copolymer network

270 80–100 1

6 Ditto, when contacting PBMA
segments with PPO segments

260 70–80 1

7 Cooperative motion of PBMA and
PU neighboring segments

280–290 ∼200 3–4

8 Cooperative α-transition in BMA
copolymer network

300–330 200–230 ∼3

Fig. 24 Creep rate spectra obtained under the tensile stress and indicated experimental conditions
for the 39PU/61BMA copolymer interpenetrating network. Temperature ranges 1–8 correspond to
the predicted ones for unfreezing different modes of segmental motion indicated in Table 3 [133]
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Creep rate spectroscopy allowed us not only to estimate the dynamic hetero-
geneity but also to probe local (nanoscale) compositional inhomogeneity in the
PU–BMA copolymer IPNs. For this purpose, the relative peak contributions to
dynamics around Tg as a function of IPN composition were estimated. On this ba-
sis, the volume fractions of the nanodomains of neat constituent networks as well as
their miscibility degree as a function of IPN composition could be determined, in a
semi-quantitative way [133].

Finally, the CRS technique was used for studying molecular motion in the glassy
state (sub-Tg relaxations) of a series of model epoxy-amine networks [20]. The ex-
periments were carried out over the temperature range 100–350 K, which covers the
regions where the secondary relaxations are basically expected to occur.

The “rigid” and “flexible” epoxy networks, prepared by the reaction of digly-
cidylether of bisphenol A (DGEBA) with 4,4′-diaminodiphenylmethane (DDM)
or hexamethylenediamine (HMDA), respectively, were the subject of this study.
In addition, mixtures of these diamines with their homologous monoamines, 4-
benzylaniline (BAN) or hexylamine (HA), respectively, were used to vary the
crosslink density of the networks without significant modifications in their chemical
structure. The fully cross-linked DGEBA-DDM and DGEBA-HMDA networks and
loosely cross-linked networks, DGEBA-DDM/xBAN and DGEBA-HMDA/xHA
(where x is a figure representing the percentage of N–H reactive functions coming
from monoamine), were prepared and studied [20].

The typical feature of the epoxy networks is the occurrence of strong sub-Tg

relaxations. On the dynamic mechanical traces (Figs. 10 and 25), the β-relaxation
process shows up over a broad temperature region, typically from 150 to 300 K
with a maximum at about 200 K at the frequency of 1 Hz; these spectra differ only
slightly. The tendency to appear at the lower-temperature γ-relaxation is also ob-
served for the networks with sufficiently long aliphatic sequences (HMDA, HA)
(Fig. 25b).

The interpretation of β-relaxation in these epoxy-amine networks with the ex-
traordinarily complicated chemical structure still remains disputable despite many
experimental (NMR [137–139] and other) results obtained. Different authors have
attributed this relaxation to motion of the hydroxypropylether (HPE) units, the
DGEBA ring flips, or their combined motions, as well as to motions in the long
enough flexible aliphatic sequences. The γ-relaxation is unambiguously related to
localized motion in the aliphatic sequences.

Unlike DMA spectra, the complicated CR spectra of the model epoxy networks,
obtained at low compressive stresses, exhibited systematically the multiple peaks,
at least four to six ones below Tg, irrespective of the applied stress (20–40 MPa)
and the experimental time t = 10 or 30 s. Thus, much more informative character of
CRS compared to DMA was confirmed in particular in these experiments.

The spectral contours of these model networks were quite different and depended
on the network architecture. Nevertheless, a few major CR peaks were reproducible
in different compositions, e.g., at 115–130, 190, 200–210, 230, and 270 K; the main
effect consisted in redistribution of the amplitudes of spectral components. It is clear
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Fig. 25 Creep rate spectra obtained at compressive stress of 20 MPa and t = 10s (filled circles) or
t = 30s (open circles), and E′′ dynamic mechanical spectra (1 Hz, triangle points or dotted con-
tours) for the model loosely cross-linked DGEBA-DDM/95BAN (a) and DGEBA-HMDA/95HA
epoxy networks (b) [20]
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that peak multiplicity might be influenced by a few factors such as differences in
local packing density, heterogeneities of crosslink density, the various distances be-
tween the motional units and the neighboring junction/next crosslinks, etc. Data
analysis was based on the inspection of these peaks without entering much into the
details of the fine structure of the spectra.

Figure 25 shows the spectra obtained for the loosely cross-linked aromatic rigid
(a) and semi-aliphatic flexible (b) epoxy networks. The substantial difference in
these spectra is quite obvious. In particular, over the 120–300 K range at least three
main sub-Tg peaks, at 130, 220, and 280 K, may be seen for the rigid network,
whereas the highest peak at 230 K and at least five or six slight constituent CR peaks
are observed for the flexible network. Additionally, a steep increase in creep rate at
330–350 K for DGEBA-DDM/95BAN network (Fig. 25a) but the narrow CR peak
at ∼320 K for DGEBA-HMDA/95HA network (Fig. 25b) are observed. The latter
effects correspond to the gradual approach to the glass transition of rigid network
(T g

DMA = 359K) and to the glass transition of flexible network (T g
DMA = 329K),

respectively.
Analysis of the CRS data, in combination with DMA and NMR data, obtained

for the same epoxy networks, allowed the tentative assignments to major CR peaks,
that is, to follow up the relations between the CR spectra and molecular mobil-
ity [20]. Thus, the basic β-relaxation processes occurred in the temperature range
of about 160–260 K where all peaks are supposed to be the reflection of both lo-
calized motion of the HPE units and of ring flips of the bisphenol A units. Both
rigid and flexible networks exhibited the CR peak at 270 K, which was screened by
the constrained β-motion. At last, low-temperature CR peak corresponded to local-
ized γ- or γ ′-relaxations in aliphatic sequences, or motion of the DGEBA moieties,
respectively [20].

3.3 Polymer–Polymer Hybrid Networks

In recent years considerable attention has been paid to hybrid polymer–polymer
networks consisting typically of covalently bound relatively “rigid” and “soft” con-
stituents. Such hybridization of two polymers was aimed at modifying the properties
of a basic polymer or combining, to a certain extent, the merits of both constituents
within one material. Good examples of such hybrids are three groups of polymer
networks based on modified (a) linear polyimide (PI), (b) polycyanurate (PCN),
and (c) polyurethane (PU). The improvement of some properties of these polymers
was directly associated with complicating segmental dynamics. As shown below,
all these systems exhibited a number of “anomalies” in dynamics compared with
that for one-component materials. These materials have been successfully charac-
terized by combined use of CRS and a few complementary experimental techniques
[19, 129, 140–151], and just CRS turned out to be of special significance for reveal-
ing the complexity of glass transition dynamics in hybrid networks.
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Linear aromatic PIs are one of the most important high-performance polymeric
materials for advanced technologies. Numerous applications of PI in aerospace,
microelectronics, membrane technologies, and other fields are due to their excel-
lent thermal stability, chemical resistance, and mechanical, dielectric, and adhesion
properties at least up to 250◦C. PI membranes show high selectivity for sepa-
ration of mixtures of air gases but too low permeability for both these gases
and organic vapors. Meantime, the industrial importance of membrane technolo-
gies has greatly increased in the last few decades, in particular, for separation of
volatile organic compounds from air. The membranes prepared from elastomers
were successfully tested for this purpose [152–154]. However, for the separation
of heat solvent-containing air streams the membrane properties must combine high
permeability and good selectivity with the improved thermal, mechanical, and sol-
vent resistance. In this respect, improved membrane properties of PI could be
attained by the incorporation of more flexible polymer chains into their structure.
Thus, the crosslinked PI-flexible chain or poly(imide-amide) (PIA)-flexible chain
hybrid networks, with increased resistance and permeability, turned out to be of spe-
cial interest. Poly(ether-imide) [155, 156], PIA–poly(ethylene adipate) (PIA–PEA)
[129, 143–145, 157], or PIA–poly(ethylene glycol) (PIA–PEG) [149, 150, 158] net-
works have been studied and successfully used as novel gas-separating membrane
materials.

Densely cross-linked PCN networks, synthesized by polymerization, via cy-
clotrimerization reaction, of dicyanic ester of bisphenol A [159–161], consist of
rigid triazine heterocycles as junctions connected with bisphenol A remainders (see
a scheme in Fig. 26). At the total conversion of cyanate groups (XCN→PCN ≈ 1),
PCN exhibits high Tg ≈ 300◦C and rigidity, good adhesion to different substrates
and chemical resistance, as well as low values of dielectric constant and water up-
take. This allowed in particular its application as the matrix for glass- and aramid
fiber-reinforced plastics in the electronics and aerospace industries.

The major drawback of PCN is the high brittleness restricting the possibilities of
its applications. The most perspective route to overcoming this shortage is formation
of PCN network in presence of an additive of a flexible-chain linear polymer with
terminal groups reacting with cyanate groups. Results concerning modification of
brittle PCN with flexible-chain polyurethanes (PUR) [140, 142, 146, 162–166] or
hydroxyl-terminated polyethers, such as poly(propylene glycol) (PPG) [162, 167]
or poly(tetramethylene glycol) (PTMG) [148, 151, 162, 168], have been reported.
The most detailed study of the structure of PCN-flexible chain hybrid networks,
containing both “rigid” and “soft” junctions (Fig. 26), and their dynamics has been
performed using combined CRS/DSC/TSDC/X-ray analysis [148, 151].

The third group of polymer–polymer hybrid networks, studied with the ap-
plication of CRS and other techniques, were polyurethane–poly(2-hydroxyethyl
methacrylate) (PU–PHEMA) ones [19,169–171]. Among different applications, PU
materials are extensively used for biomedical aims, for instance, in blood contacting
apparatus and for organ reconstruction [172–174]. Although PUs are relatively bio-
compatible materials, they are also known to be prone to biodegradation [175], stress
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Fig. 26 Schemes of (1) “rigid” triazine ring-aryl junction as the only element of chemical structure
in neat PCN networks, and (2) the second, “soft” junction with PTMG crosslink in the PCN–PTMG
hybrid networks [148]

induced degradation [176], and surface cracking [177]. One of the most successful
approaches that can be used to improve biocompatibility, mechanical properties,
and resistance to degradation is creation of PU-containing interpenetrating polymer
networks (IPNs). PHEMA is well known as the polymer with good biocompatibility
but highly hygroscopic. Hybrid PU–PHEMA semi-IPNs retained PHEMA biocom-
patibility and acquired better stability and mechanical properties compared with
their separate constituents.

The CRS/DSC studies, combined with the structural (SAXS, WAXD) analysis
and other techniques, revealed a pronounced heterogeneity of segmental dynamics
and structural nanoheterogeneity in all these hybrid networks with basically non-
crystalline structures. Of significance are distinct relationships between the pe-
culiarities of dynamics, nanostructure, and properties of hybrid polymer–polymer
networks.
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3.3.1 Poly(imide-amide)–Poly(ethylene adipate)
and Poly(imide-amide)–Poly(ethylene glycol) Hybrid Networks

Poly(imide-amide)–poly(ethylene adipate) networks were synthesized in accor-
dance with the procedures described in [143, 157], via two parallel reactions, of
both poly(amic acid) (PAA) imidization and its hybridization (cross-linking) with
diisocyanate terminated PEA. PAA was based on pyromellitic dianhydride and
4,4′-oxydianiline. The networks were complicated in their structures, and con-
tained basically imide groups but also amide ones in backbone and ester groups in
crosslinks. DSC study of these networks could be performed over the temperature
range from 220 to 500 K, only for the PEA component, since the onset of its degra-
dation process at higher temperatures prevented analyzing of the glass transition in
PIA component.

Figure 27a shows the DSC curves obtained for the neat PEA network and a series
of the PIA–PEA hybrid networks with short PEA crosslinks of about five Kuhn
segments (∼10 nm) in length. Unlike one glass transition, with Tg = 263K and the
apparent activation energy Q = 170kJ mol−1, for the neat PEA network, two or
three glass transitions are observed in the PEA component of the networks with
10–40 wt% PIA, at ∼260–270, 300–320, and 330–340 K. Only one Tg = 329K for
the 50PIA–50PEA network, and no transition below 500 K in linear PI were found
by DSC. The summary heat capacity step, ΔCp, in PEA glass transitions decreased
with PIA content in a network larger than it might be expected from a change in
composition. In addition, the DSC measurements, performed at different heating
rates, revealed the wide dispersions of motional activation energy Q, from 100 kJ
mol−1 to 280 kJ mol−1, for PEA glass transition in the PIA–PEA hybrid networks
[143, 145].

These DSC data indicate sharply anomalous glass transition dynamics within
rather short PEA crosslinks (Mn

PEA = 1.300gmol−1). The displacement of PHEMA
glass transition to higher temperatures and the pronounced dynamic heterogeneity
could be explained in terms of different constraining impacts of PIA rigid con-
stituents on dynamics of PEA segments; the segments directly anchored to a rigid
constraint could be totally immobilized. Threefold Q decreasing indicated the par-
ticipation of non-cooperative segmental motions in the glass transition dynamics;
this effect was more characteristic of the networks with the increased PIA content,
i.e., with the larger distances between PEA crosslinks that promoted collapse of
intermolecular motional cooperativity due to loosened packing of PEA chains.

The creep rate spectra of the PIA–PEA networks demonstrated distinctly the
dynamic heterogeneity in the region of PEA glass transition [143, 145]. Figure 27b
shows that the high glass transition peak of neat PEA network with the maximum at
ca. 280 K transforms into much less intense but broad, complicated CR spectra for
the hybrids with 20–30 wt% PIA. Their contours have a few partly overlapping con-
stituents; up to four to seven spectral components may be discerned in these spectra.
The spectrum of the 20PIA–80PEA network exhibits, besides the “usual” glass
transition peak remainder at 280 K, the spectral components at about 220, 250,
320, 330, 350, and 390 K. The first two peaks must be attributed to non- and
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Fig. 27 (a) DSC curves obtained at moderate temperatures for the PIA–PEA hybrid networks with
Mn

PEA = 1.300gmol−1 and PIA/PEA weight ratios: (1) 0/100; (2) 10/90; (3) 20/80; (4) 30/70; (5)
40/60; (6) 50/50. Heating rate V = 10K min−1. Second scans after heating to 500 K with sub-
sequent cooling down to 220K with V = 320K min−1. (b) Creep rate spectra measured at tensile
stress of 0.5 MPa for the same hybrid networks with PIA/PEA weight ratios of 0/100; 20/80; 30/70;
50/50, and for linear PI [143, 145]
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low-cooperative PEA segmental relaxations at Tβ and Ti, respectively, due to
loosening of molecular packing of PEA chains. In contrast, the higher-temperature
peaks could be explained, again, in terms of PEA dynamic modes differently con-
strained by rigid PIA chains. A steep increase in creep rates at temperatures over
400 K was associated with the onset of unfreezing segmental mobility in PIA chains.

After introducing 30 wt% PIA into the network, larger reduction of the CR peaks
occurred, and strong suppression of segmental dynamics in PEA component at room
and moderate temperatures was found for the 50PIA–50PEA network. No distinct
CR peaks were observed in the spectra of this network and linear PI (even at elevated
stress of 3 MPa) up to 450 and 510 K, respectively. The correlations between the
CRS results and the results of DRS measurements, performed for the same hybrid
networks and analyzed in terms of morphological characterization [144], were ob-
served. The latter clearly suggested a change in the morphology of these hybrids:
the PEA long-range molecular connectivity took place in the hybrids with 70 wt% or
more PEA. Since the membrane properties of polymer films are controlled with the
enhanced segmental mobility and the long-range connectivity of the “soft” compo-
nent, it was natural to expect the correlations between the obtained dynamics results
and membrane properties (see below).

Another series of hybrids, PIA–PEG networks obtained in a similar way, were
subjected to combined CRS/DSC/SAXS/TSDC analysis [149, 150] over the broad
temperature range of 160–580 K, covering the regions of both PEG and PIA/PI
glass transitions [149]. Depending on their composition, these hybrids were subdi-
vided into (a) the PIA-rich hybrids with spatially isolated PEG domains, strongly
suppressed dynamics in the PEG glass transition, and PIA domains with Tg =
520–570K (group I), and (b) PEG-rich hybrids with a continuous PEG phase (its
long-range connectivity was confirmed by the dielectric measurements) and low-
temperature glass transition only (group II).

Figure 28a shows the effects of decreasing Tg at 50 or 60 wt% PEG in the net-
works of group I, due to loosened segmental packing, and total suppression of
segmental dynamics in the PEG glass transition by PIA chains in the hybrids of
group II with 20 or 40 wt% PEG. Additionally, the weak glass transition at 550–
570 K indicating the presence of PIA or PI nanodomains could be discerned for the
latter compositions.

The discrete CR spectra provide more detailed information since they reveal the
pronounced heterogeneity of segmental dynamics over the temperature range from
T g

PEG to T g
PI (Fig. 28b). The peak at 250 K may be assigned to “normal” glass

transition in PEG crosslinks. Its intensity decreases with increasing PIA content in
a hybrid. This peak is totally suppressed in the 60PIA–40PEG and 80PIA–20PEG
compositions. For the latter hybrid a peak at ∼560 K, i.e., Tg of PI nanodomains
could be revealed. The CR peaks at ∼320 and 370 K relate to constrained PEG
segmental motions. Low creep resistance at T > 400K is observed only for the
20PIA–80PEG composition. A few peaks in the high-temperature part of the CR
spectra, in the region of 420–520 K, are associated with a gradual unfreezing of
segmental dynamics in PIA chains.
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Fig. 28 DSC curves obtained at heating rate of 20K min−1 (a), and creep rate spectra measured at
tensile stress of 5 MPa (b) for the PIA–PEG hybrid networks with Mn

PEG = 1,000gmol−1 [149].
The PIA/PEG weight ratios in the hybrids are indicated

Of practical importance, some of the indicated PIA-flexible chain hybrid net-
works turned out to be the promising high-performance membranes for separation
of organic vapors from air gases. First, besides the improved thermal/mechanical
resistance compared with that for elastomer membranes, the advantage of these hy-
brid membranes was their resistance to hot organic molecules (penetrants). Second,
the distinct correlations between the networks’ dynamics and its heterogeneity, as
revealed by CRS, and their membrane properties could be followed.



126 V.A. Bershtein and P.N. Yakushev

Table 4 Permeability coefficients for organic vapors and air gases in the PIA–PEA and PIA–PEG
hybrid networks [129, 149]

Permeability coefficient Px1016, mol Pa−1 m−1 s−1

PIA/PEA, wt. ratioa PIA/PEG, wt. ratiob

Gas or vapor 40/60 20/80 80/20 60/40 50/50 40/60 20/80

Carbon dioxide 5.6 15.1 5.8 12.3 15.1 25.3 44.6
Oxygen 2.5 3.2 – – – – –
Nitrogen 0.7 2.1 – – – – –
Methanol 5,434 18,266 –c 155.7 6,282 15,897 50,909
Benzene 2,169 20,578 – – – – –
aMPEA

n = 1,300 g mol−1

bMPEG
n = 1,000 g mol−1

cNon-measurable low

The permeability coefficients for both saturated organic vapors and air gases were
dependent on membrane composition. Thus, the membranes with 50 wt% PEA or
less showed behavior nearly similar to the neat PI membranes: their permeabilities
were too low to be measured. The membranes with 60 or 80 wt% PEA showed much
higher permeability coefficients, by three orders of magnitude, for the organic va-
pors than for air gases (Table 4). Low permeability, e.g., at 20% or 40% PEG in the
hybrids was caused by spatially isolated PEG domains and strong suppression of
their dynamics. In contrast, with increasing PEG content in the networks, a slight
rise in P(CO2) value and high selectivities α = P(CH3OH)/P(CO2) ≈ 400–1000
were reached. High α values at 20◦C were associated with unfreezing the glass tran-
sition dynamics in continuous PEG phase that provided increased diffusion ability
of films.

3.3.2 Polycyanurate–Poly(tetramethylene glycol) Hybrid Networks

Nanostructure and dynamics over the temperature range from−140◦C to 300◦C
have been studied in a few series of the PCN–PTMG hybrid networks by WAXD
and SAXS, using synchrotron radiation setup, and by CRS, TSDC and DSC tech-
niques [148, 151]. These networks were synthesized from the dicyanate ester of
bisphenol A and hydroxyl-terminated PTMG with molar mass Mn = 1,000, 2,000,
or 5,000 g mol−1 [PTMG(1000), PTMG(2000), PTMG(5000)] and weight fraction
of 10%, 20%, 30%, or 40%.

Non-crystalline structure and considerable structural nanoheterogeneity of these
hybrid networks were shown. A combined analysis revealed their complicated dy-
namic behavior; moreover, on the basis of CRS data the compositional nanohetero-
geneity in these networks could be estimated.

Figure 29 shows the results of SAXS measurements. If the scattering pattern of
the pure PCN indicates its homogeneous nature, the nanostructures in the hybrids
studied were developed and sensitive to the PTMG chain length and PCN/PTMG
ratio. For the hybrids with PTMG(1000), the onset of nanostructurization might
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Fig. 29 SAXS patterns obtained with synchrotron radiation for pure PCN and PCN–PTMG hybrid
networks differing in composition and molecular weight of PTMG: Mn = 1.000gmol−1 (a), Mn =
2.000gmol−1 (b), and Mn = 5.000gmol−1 (c) [151]. It should be noted that the first curve, from
below, relates to neat PCN, and the second curve to 70/30 and 60/40 compositions in (c)
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already be assumed in the 90PCN–10PTMG network, and a more considerable
scattering was observed with increasing PTMG content in the hybrids, According
to the estimates, this indicated the presence of nanoheterogeneities of the order of
10 nm. The PCN–PTMG(2000) systems were very distinctly nanostructured and
basically displayed Guinier behavior characteristic of “particle” scattering with gy-
ration radius Rg of about 6.5 nm [151]; the 70/30 composition manifested the broad,
well-defined correlation peak (Fig. 29b). In contrast, the PCN–PTMG(5000) net-
works turned out to be homogeneous in the size window of the analyses performed,
and thus could not be considered as nanostructured materials.

Combined CRS/DSC/TSDC analysis revealed a complicated dynamics in these
networks as a consequence of their peculiar chemical structure and nanostructure.
A dispersion of glass transitions occurring in a wide temperature range was revealed,
and some correlations between the structural and CRS data were found. Composi-
tional nanoheterogeneity in these hybrids was estimated by CRS due to the presence
of nanodomains with different degrees of rigid cross-linking XCN→PCN [148, 151];
to our knowledge, such characteristics were obtained for networks for the first time.

Figure 30 shows typical TSDC thermograms obtained for pure PCN and PCN–
PTMG(1000) hybrid networks over the temperature range from −100◦C to 300 ◦C.
Two peaks, at about 280◦C and 230 ◦C, are observed for the neat PCN network,
which are assigned to the glass transitions in domains with rather full conversion
(Tg ≈ 280◦C) and with about 90% cross-linking density (Tg ≈ 230◦C, see below).
TSDC thermograms of the hybrids exhibit, however, a single broad glass transi-
tion peak which shifts to lower temperatures with increasing PTMG content. The
temperatures of the maxima in TSDC spectra (Tg values) are equal to about 40◦C,
100◦C, 155◦C, and 170◦C for the hybrids with 40, 30, 20, or 10 wt% PTMG,

Fig. 30 TSDC thermograms obtained for neat PCN and PCN–PTMG hybrid networks with
Mn

PTMG = 1,000gmol−1 and different compositions [151]
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respectively. A single glass transition implies a fairly high degree of “miscibility” of
two components in the PCN–PTMG(1000) hybrids over a wide range of composi-
tions, due to chemical incorporation of PTMG chains into the PCN network. TSDC
resolution turned out to be insufficient for the estimation of dynamic heterogeneity
in these systems.

Figure 31a shows a typical heat capacity Cp(T ) curve obtained by DSC for the
80PCN–20PTMG network. This curve is nonmonotonic, and two contributions to
heat capacity may be considered. A non-specific Cp rise with temperature is char-
acterized by linear section of the dependence between−150◦C and−100◦C and its
linear extrapolation. Nonmonotonic deviations of heat capacities (ΔCp) from the
straight line are observed at temperatures over−100◦C. This second contribution
to heat capacity may be considered as the “excess” heat capacity associated with a
gradual, step-like unfreezing relaxation dynamics. This occurs presumably in dif-
ferent nanodomains of a hybrid network and in residual “free” PTMG fraction
non-incorporated into a network.

Figure 31b shows more distinct ΔCp(T ) dependence for the same PCN-rich net-
work. The absence of a single glass transition in the PCN–PTMG network and
several successive heat capacity steps may be seen in this plot, suggesting the plu-
rality of relaxation transitions. Six ΔCp steps can be discerned within the range
of−100◦C to 150◦C. DSC could not resolve discrete transitions at T > 150◦C.
The lower-temperature ΔCp steps correspond to β-relaxation and glass transition
in PTMG component, whereas the other ΔCp steps may be assigned to unfreezing
glass transition dynamics in PTMG-enriched nanodomains of modified PCN net-
work, where XCN→PCN varies between ∼0.6 and 0.8 (see below).

Creep rate spectroscopy study of the PCN–PTMG hybrid networks [148, 151]
demonstrated most distinctly the complicated, heterogeneous nature of glass tran-
sition dynamics in these systems providing the detailed information on this prob-
lem. Not only the dynamic heterogeneity (Tg plurality) but also the compositional
heterogeneity and dynamics/nanostructure interrelationships were found for these
amorphous networks.

Analysis of the compositional (chemical) nanoheterogeneity in the PCN–PTMG
networks was performed proceeding from (a) the Tg vs XCN→ PCN dependence found
experimentally by Georjon et al. [178, 179] for neat PCN networks with different
conversions of monomer into PCN network, that is, different rigid cross-linking de-
grees (see the inset in Fig. 32), and (b) an assumption of approximate equivalence,
with respect to Tg of the network, of unreacted OCN groups in incompletely cross-
linked neat PCN to OCN groups chemically connected to PTMG chains, highly
mobile at elevated temperatures, in the PCN–PTMG networks (Fig. 26). Therefore,
the CR spectra could characterize the dispersions of both Tgs and the approximate
rigid cross-linking densities XCN→PCN in these hybrid networks (Fig. 32). It was
assumed that a partial contribution of each creep rate peak, as estimated by its rel-

ative height, Ii/
n
∑

i=1
I (%), to a creep rate spectrum corresponded approximately to a

volume fraction occupied by nanodomains with a respective XCN→PCN value. The
CR spectra of the PCN–PTMG networks allowed us to estimate the volume fractions
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Fig. 31 80PCN–20PTMG hybrid network with Mn
PTMG = 1,000gmol−1: total heat capacity (a)

and relaxation dynamics contribution to heat capacity (b) vs temperature plots [148, 151]. Tem-
perature location of β-relaxation and glass transition in PTMG component and rigid cross-linking
degrees XCN→PCN, corresponding to several heat capacity steps (Tgs in modified PCN network
domains) are indicated

of nanodomains of different degrees of rigid cross-linking XCN→PCN. Figures 32
and 33 show the typical CR spectra of the PCN–PTMG networks characterizing
both the dynamic and local chemical heterogeneity; some results of such estimates
are given for the PCN–PTMG(1000) networks in Table 5.

Figure 32 shows the CR spectra obtained for neat PCN and a series of the PCN–
PTMG(1000) networks. A small doublet peak at 280◦C and 295◦C is observed
for PCN. The spectra of the hybrids consist of a few overlapping peaks includ-
ing the basic glass transition peak and smaller higher-temperature CR ones. Thus,
the spectrum of the 80PCN–20PTMG(1000) network exhibits the basic peak with
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Fig. 32 Creep rate spectra obtained at tensile stress of 0.5 MPa for pure PCN and four PCN–
PTMG(1000) hybrid networks with different compositions [148,151]. The inset shows Tg vs cross-
linking degree plot found for neat PCN by Georjon et al. [178, 179]. On this basis (see text), the
second abscissa axis is also given

the maximum at Tg = 155◦C and the additional peaks at 170◦C, 180◦C, 200◦C, and
220◦C. A steep rise in creep rate is observed for this network only over 230◦C. The
temperature of the basic Tg peak decreases and its amplitude (height and area) in-
creases with increasing PTMG content in a hybrid. In contrast to the spectrum of
neat PCN, sharp unfreezing of molecular dynamics, with a steep rise in creep rate,
was always observed for all the hybrids upon their heating up to temperatures ex-
ceeding the highest-temperature CR peak. Creep was totally absent in the neat PCN
network over the 20–250◦C range under the same conditions.

The “over-main Tg” relaxations were attributed to the presence of nanodomains
with the higher densities of rigid cross-linking (XCN→PCN) and Tgs in the molecular
structure of the PCN–PTMG networks. Figure 32 shows that neat PCN network
is almost completely crosslinked: its two CR peaks correspond to conversions
XCN→PCN = 0.98 and 1.00. At the same time, the compositional nanoheterogene-
ity, corresponding to the XCN→PCN values ranging from ca. 0.8 to 0.9, is observed
for the 80PCN–20PTMG(1000) network.

Figure 33a illustrates the correlation between the nanostructures and the CR
spectra of the PCN–PTMG networks: it compares three CR spectra of the
90PCN–10PTMG networks with different PTMG chain lengths to their dissimilar
nanostructures (Fig. 29). Only one distinct CR peak with a maximum at 180◦C is ob-
served for the structurally nanohomogeneous hybrid with PTMG(5000). Increased
structural nanoheterogeneity of the network containing PTMG(1000) is displayed
in its complicated CR spectrum with the overlapping peaks at about 175◦C, 190◦C,
200◦C, and 220◦C. The most distinctly nanostructured hybrid with PTMG(2000)
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Fig. 33 Creep rate spectra obtained (a) for the 90PCN–10PTMG hybrid networks with different
PTMG molecular weights, at tensile stress of 0.5 MPa, and (b) for the 80PCN–20PTMG(1000),
70PCN–30PTMG(1000), and 70PCN–30PTMG(5000) networks at low temperatures [151]

shows two pronounced peaks located at 165◦C and 220◦C and corresponding to the
conversions XCN→PCN = 0.84 and 0.90, respectively.

Additional information on dynamic heterogeneity in the PCN–PTMG networks
could also be obtained from the CR spectra measured at temperatures much be-
low the main glass transition – at −140◦C to 20◦C. Figure 33b shows four spectra
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Table 5 Plurality of glass transitions and local compositional heterogeneity in the PCN–PTMG
hybrid and neat PCN networks, as estimated from the CR spectra obtained at tensile stress of
0.5 MPa [148, 151]

Sample CRS data

PTMG incorporated
Composition wt%a into network, %b Tg (◦C) XCN→PCN

Ii
n
∑

i=1
I

(%)c

Pure PCN – 280 0.98 64
295 1.00 36

90PCN–10PTMG 97.0 175 0.85 32
185 0.86 21
200 0.88 16
220 0.90 31

80PCN–20PTMG 97.0 150 0.82 28
165 0.84 19
180 0.86 18
200 0.88 13
220 0.90 22

70PCN–30PTMG 85.7 105 0.75 56
135 0.80 15
180 0.85 29

60PCN–40PTMG 78.8 70 0.68 72
90 0.72 18

110 0.76 5
170 0.85 5

a
PTMG with Mn = 1.000 g mol−1

b
Sol–gel analysis

c
Partial contributions of nanodomains with different XCN→PCN conversions

obtained at stresses of 10–20 MPa, high enough for revealing weak relaxations in
this temperature region. No CR peak and negligibly small creep rates were observed
for nanohomogeneous neat PCN (not shown here) and for the PCN–PTMG(5000)
networks at temperatures below 20 ◦C. In contrast, the dynamic heterogeneity in the
nanoheterogenous hybrid networks with PTMG(1000) is distinctly registered. The
CR peaks could be attributed to unfreezing segmental dynamics in PTMG chains:
segmental β-relaxation and cooperative glass transition, as well as to the constrained
dynamics of PTMG segments located close to triazine cycles.

A broad dispersion of the glass transitions in the PCN–PTMG networks is of in-
terest for their applications. A sharp creep acceleration is observed (at low stress) in
these networks not at the basic Tg but at much higher temperatures. This means that
the low-loaded parts manufactured from PCN–PTMG hybrids with 10 or 20 wt%
PTMG may retain some creep resistance up to high temperatures not far from Tg

of the neat PCN. On the other hand, the development of microplasticity at low and
moderate temperatures due to incorporating PTMG into a network may give rise to
some relaxation ability and decreasing (on loading) overstresses around microscopic
cracks as stress concentrators. Really, an increase in tensile strength was observed
for the PCN–PTMG networks as compared to that of neat PCN. Figure 34 shows
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Fig. 34 Tensile strength and
elongation at break of the
PCN–PTMG hybrid networks
at 20◦C as a function of
PTMG content [180].
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that PCN–PTMG hybrid tensile strength vs PTMG content plot passes through a
maximum, and a threefold increase of the strength at room temperature may be at-
tained at ∼20 wt% PTMG in the network [180].

3.3.3 Polyurethane–Poly(hydroxyethyl methacrylate) Hybrid Networks

These semi-IPNs were synthesized [169] by the sequential method: the PU network
was synthesized (Sect. 2.3) and then swollen with 2-hydroxyethyl methacrylate
(HEMA) monomer followed by its photopolymerization. The PHEMA content in
these semi-IPNs varied from 10 to 57 wt%.

SAXS study of the PU–PHEMA semi-IPNs indicated their nanoheterogeneity.
These systems were considered as two-phase ones with incomplete phase separation
[171]: two broad mechanical loss peaks related to the glass transitions of constituent
components were shown by DMA. The extraordinarily broad PHEMA loss peak
covered the temperature range between 50◦C and 180–200◦C [169]. A two-stage
PHEMA glass transition was observed over the range from ∼60◦C to 156 ◦C for the
PU–PHEMA networks by DSC [19]; the lower temperature, Tg1, was close to Tg of
the neat dehydrated PHEMA. The effect of anomalous broadening of the PHEMA
glass transition in these networks towards higher temperatures was not expected in
view of much lower glass transition temperature of PU constituent. As proved by
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Fig. 35 Creep rate spectra measured at tensile stress of 0.2 MPa in the temperature region of
PHEMA glass transition for the stabilized films of neat PHEMA, and the 60PU–40PHEMA,
78PU–22PHEMA, 83PU–17PHEMA, and 90PU–10PHEMA hybrid networks [19]

IR spectra [19], this constrained dynamics effect was caused by chemical bonding
of some of PHEMA hydroxyls with unreacted, residual isocyanate groups of PU
network, i.e., by some hybridization of the semi-IPN constituents.

The CRS measurements showed the pronounced dynamic heterogeneity as the
origin of the extraordinary glass transition breadth in both PHEMA and PU con-
stituents of these hybrid networks [19]. Figure 35 shows the CR spectra obtained for
four hybrid PU–PHEMA networks and neat PHEMA in the temperature range of
PHEMA glass transition. Strongly modified segmental dynamics is observed when
incorporating PHEMA into the semi-IPNs: a very intense peak 1 with Tmax = 90◦C
transforms into the complicated spectra. Depending on a network composition, these
spectra exhibit different dynamics modes represented by two to five overlapping
peaks for the hybrids with 10–40 wt% PHEMA. The residual peak 1, the peaks at
100–115 ◦C (peak 2), 120–130◦C (peak 3), 135–140◦C (peak 4), or even at 155◦C
(peak 5) are observed.

Creep rate peaks 2–5 correspond by their temperature location approximately
to the second, higher-temperature stage of PHEMA glass transition in the semi-
IPNs studied as measured by DSC [19]. These additional glass transitions may be
assigned to unfreezing of differently constrained PHEMA segmental motions, de-
pending on a distance between moving PHEMA segment and PU junction. Some
fragments of PU network may also be involved into PHEMA dynamics event. More



136 V.A. Bershtein and P.N. Yakushev

pronounced dynamic heterogeneity in the PHEMA glass transition of the networks
with 10–22 wt% PHEMA is understandable since the fraction of PHEMA chains
chemically attached to PU network is evidently larger when PHEMA content in the
semi-IPNs is lower.

Figure 35 indicates the improved creep resistance at low stress of the 83PU–
17PHEMA network compared with that for the neat PHEMA or the 60PU–
40PHEMA network. This effect is retained up to about 170◦C, whereas decreased
creep resistance of the neat PHEMA is observed already at 90◦C. Segmental dy-
namics in the PU constituent was suppressed only partly by PHEMA constituent
and PU properties were retained at room and low temperatures [19]. Therefore,
the large extension of the range of satisfactory performance in the PU–PHEMA
networks to higher temperatures is of significance for the different applications.

3.4 Block Copolymers

A precise separation of the components of BCPs into microphases and a “normal”
manifestation of two glass transitions, corresponding in characteristics to those in
the respective homopolymers or oligomers, are not common phenomena and anoma-
lies in the characteristics of transitions are often observed [15]. This is explained by
mixing of the different blocks in the interfacial (transitional) layers or over the en-
tire volume of the microphases. The volume fraction of the interfacial layers in BCP
may vary from 1–2% to 30–60%. It increases typically with decreasing difference
in the solubility parameters δ1 and δ2 of the components [δ = (Ecoh/VM)1/2, Ecoh is
the cohesion energy, and VM is the molar volume] and with decreasing in the block
lengths. The mutual influence of dissimilar blocks may contribute to a peculiar dy-
namics in BCP even at the sharp interfaces.

Anomalous glass transition dynamics was shown and studied in detail for a few
groups of BCP with different parameters δ [15, 25, 26, 103, 128, 129, 181, 182]. As
an example, Fig. 36 shows the DSC data obtained for the polystyrene–polybutadiene
(PS–PB) block copolymers with the identical δ = 17–18(Jcm−3)1/2 [103,181], and
for BCP containing “soft” poly(dimethylsiloxane) (PDMS) blocks with δPDMS =
15(Jcm−3)1/2 and “rigid” blocks, PI [128, 129, 182] or poly(phenylsilsesquioxane)
(PPSSO) [25] with δ ≈ 20(Jcm−3)1/2; the PDMS-PC block copolymers have also
been studied [26]. The activation energies of segmental motion within the glass tran-
sitions were determined from the DSC curves measured at different heating rates.

Figure 36a shows the DSC curves obtained in the region of PS glass transition
for PS–PB block copolymers with different block lengths but the identical molar
masses of dissimilar blocks in an each copolymer. The BCP were amorphous but
characterized by a regular micro-domain structure. These curves (and also NMR
data [181]) indicate a partial mixing of PS and PB blocks. The degree of mixing
increases with decreasing length of blocks. Two steps are seen in the DSC curves
over the 300–400 K range: at temperature T = 380K ≈ T PS

g , at ∼330 K, or at ∼330
and 358 K. The lower-temperature heat capacity step increases with a decrease in
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Fig. 36 DSC curves obtained at heating rate 20K min−1 for (a) homo PS (1) and PS blocks in
the PS–PB block copolymers with the equal Mn values for both blocks, 8×104 (2), 3.4×104 (3),
and 1×104 (4) [181] and (b) homo PDMS and PDMS blocks in the PDMS-PI and PDMS-PPSSO
block copolymers in the temperature region of PDMS glass transition. The activation energies Q
obtained at respective temperatures are also indicated [25, 129, 182]
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block length, and “normal” Tg disappears for the shortest blocks. It was shown that
the degree of mixing PS and PB blocks (volume fraction of interfacial layers) at
their molecular masses of Mn = 8×104, 3.4×104, and 1×104 was equal to ∼20%,
40%, and >70%, respectively [181].

The determination of the effective activation energy Q for transition dynamics
showed that the cooperative energy Q = 400kJmol−1 for the “normal” transi-
tion decreased to lower-cooperative values of 250–280 kJ mol−1 at intermediate
temperatures, and to the Arrhenius value of activation energy of the β-transition
Q = 120kJmol−1 ≈ Qβ around 330 K. Since δPS ≈ δPB, this may be treated as the
result of mixing different blocks with a partial or total collapse of intermolecular
cooperativity in the PS glass transition dynamics.

Different examples of anomalous dynamics have been obtained for soft PDMS
blocks in the BCP containing such rigid blocks as PI [128, 129, 182] or PPSSO
[25,129]. The incorporation of flexible PDMS blocks helped to solve the problem of
insolubility and lack of processibility of PI in a fully imidized form [183–185]. The
perfectly alternating PDMS-PI and PDMS-PPSSO block copolymers manifested a
well-defined microphase separation. It might be assumed that the incompatibility of
such unlike blocks with strongly different solubility parameters could give rise to a
number of microstructural configurations.

Figure 36b shows the DSC curves of homoPDMS and PDMS-containing phase-
separated BCP in the temperature range of 120–200 K which covers the regions of
the α- and β-relaxations in PDMS. Unlike the narrow range ΔTg = T ′′

g −T ′
g = 4K

for homoPDMS (at Tg = 150K), multi-fold transition broadening and complex, two-
or even four-stage heat capacity steps are typical of the PDMS blocks. Despite the
presence of high-Tg rigid blocks in these copolymers, the PDMS glass transition
may extend towards both higher and lower temperatures ranging generally from
125 to 185 K. The lower temperature limit for the glass transition onset in the PDMS
blocks just corresponds to Tβ in homoPDMS, whereas the glass transition comple-
tion temperature implies constrained dynamics effects for some of PDMS segments.
It should be noted that PDMS blocks only slightly affected the high Tgs of rigid
blocks, e.g., T PI

g ≈ 540K [182].
This glass transition behavior in the PDMS blocks assumed the pronounced dy-

namic heterogeneity within this transition. By measuring the DSC curves of the
series of well-stabilized samples at different heating rates, the effective activa-
tion energy of segmental motion Q vs T dependence was determined (Figs. 36b
and 37). A wide Q dispersion, with Q = QPDMS

α = 115–120kJmol−1 at “normal”
Tg = 150K, and decreased Q values, down to ca. 30 kJ mol−1 (∼ QPDMS

β ) at 130 K

and 50 kJ mol−1 at 185 K, is observed. This “peaked” Q(T ) plot directly indicates
simultaneous participation of cooperative, low-cooperative and non-cooperative
segmental motions as well as constrained dynamics modes in the PDMS block glass
transition.

Figure 37 and the scheme presented therein show five Q levels for glass transition
dynamics in PDMS blocks, corresponding presumably to different conformations
of chains between rigid domains (blocks) and different distances between PDMS
segments and “rigid walls.” The loosened molecular packing in PDMS blocks
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Fig. 37 Activation energy Q vs characteristic glass transition temperature (Tg, T ′
g , T ′′

g ) dependen-
cies for the PDMS blocks in different types of block copolymers [25, 26, 128, 129]. The hatched
zone corresponds to the non-cooperative, Arrhenius relaxations at frequencies of ca. 10−2 Hz.
The numbers 1–5 in the circles indicate the Q levels for cooperative, low-cooperative and non-
cooperative segmental motion in PDMS blocks with different conformations and locations between
rigid domains (blocks), shown schematically below

was due to entropy restrictions: X-ray diffractograms confirmed an increase in the
PDMS interchain distances [25]. Thus, covalent attachment of PDMS chain ends to
rigid blocks contributed to both accelerating and hindering dynamics for different
segments.

High-resolution CRS provided discrete information on a special glass transi-
tion dynamics in PDMS blocks. Figure 38 shows the CR spectrum obtained for the
70PI–30PDMS block copolymer at low temperatures. In accordance with DSC data,
this spectrum confirms a large dynamic heterogeneity within and around the glass
transition of PDMS blocks, exhibiting five partly overlapping peaks with the max-
ima at approximately 130, 150, 170, 190, and 210 K. Three of these peaks practically
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Fig. 38 Creep rate spectrum obtained for the 70PI–30PDMS block copolymer at the tensile stress
of 10 MPa [129]. Tg and Tβ values denote, respectively, the temperatures of the α- and β-relaxations
in linear PDMS

coincide with the characteristic temperatures found by DSC (Fig. 36b) while two
latter ones, corresponding to the most strongly constrained dynamics modes, are
revealed by CRS only.

3.5 Polymer Blends and Molecular Composites

Glass transition characteristics in miscible polymer blends may also exhibit a special
behavior differing considerably from those in neat polymers. Thus, an extraordinar-
ily broad glass transition range, ΔTg, or the pronounced deviations from the rule of
mixtures, or an asymmetry of segmental relaxation dispersion have been observed
[186–191]. To account for these anomalies, a few models have been proposed [192–
194] in which the heterogeneity of segmental dynamics within a ΔTg range has been
assumed. However, understanding of this phenomenon remained incomplete up to
last decade for a lack of direct experimental data. In our opinion, the combined
DSC/CRS studies [191, 195–200] filled up this gap.

First of all, two kinds of nanoscale dynamic heterogeneity in the single-phase
miscible polymer blends were found. The kinetic and discrete CRS analysis of seg-
mental motion, within and close to the glass transition range, revealed their common
origin.

In the studies [191, 195–197], atactic PS (Mw ≈ 105, Mw/Mn = 1.06), PMS
(Mw = 2×105, Mw/Mn = 2.0), and poly(vinyl methyl ether) (PVME, Mw = 4×104,
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Mw/Mn = 2.3) were used for preparing two series of PS/PMS and PS/PVME blends
under conditions providing their miscibility. The latter was proved by mid- and
far-IR spectroscopy of PS/PMS blends and by NMR measurements for PS/PVME
blends.

The first kind of dynamic heterogeneity consisted of a quasi-independent dy-
namic behavior of PS and PMS segments in their miscible blends, with the mani-
festation of two rather narrow glass transitions [191, 195, 197]. The Tg values did
not change smoothly with composition. They were strongly displaced downwards
relative to those for neat polymers; the lower Tgs were close to the temperatures of
β-relaxation. Two- or threefold decrease in the activation energy Q values, down to
Q≈ Qβ, was observed, and the degree of intermolecular cooperativity dropped from
Z = 3–4 in neat polymers down to Z ≈ 1 in the blends. The simultaneous drop in
Tg, Q, and Z values indicated a partial or total collapse of intermolecular coopera-
tivity of segmental motion. Thus, the presence of two Tgs cannot be considered as
an undisputable evidence of microphase separation in blends. This is valid only if
the transition parameters coincide with, or are close to, those in pure polymers. This
means that the separate segmental dynamics of both components in single-phase
polymer blends is possible that has also been observed in the NMR experiments
[201, 202].

For miscible PS/PVME blends, the heterogeneity of segmental dynamics in the
glass transition manifested itself in a quite different way. A single broad transi-
tion was observed in their DSC curves (see the insert in Fig. 39). Figure 39 shows
the Q vs T dependencies obtained by DSC for the glass transition range in the
miscible PS/PVME blends. The wide Q dispersions of different type are seen where
the experimental points may differently deviate from the Arrhenius Q vs. T line.
Therefore, the cooperativity parameter of segmental motion changed in this case
from Z = 1, when Q ≈ Qβ

PS ≈ 100kJmol−1, up to Z = 3 when Q ≈ 300kJmol−1.
These wide Q dispersions indicate simultaneous participation of cooperative, low-
cooperative and non-cooperative segmental motions within the glass transition of
the miscible blends.

Fig. 39 DSC curves (insert, V = 20K min−1) and activation energy Q dispersions for segmental
motion in the glass transition of the miscible PS/PVME blends. The band Z = 1 corresponds to
Arrhenius Q vs T relation at 10−2 Hz [197]
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Table 6 Predicted kinds of possible segmental motions within or close to the glass transition in
the PS/PVME miscible blends and their manifestation in the creep rate spectra [197]

Cooperativity
degree Z

Expected T (K)
at 10−2 Hz

Creep rate peaks at
PS/PVME weight ratio

No Motional event 45/55 70/30 90/10

1 PVME, β-relaxation 1 170–190 + + –
2 PVME, intermediate relaxation 2 200–220 + + –
3 PVME, α-relaxation 3 240–250 + – –
4 PS, β-relaxation when

contacting PS with PVME
chains

1 260–270a + – –

5 1PS+(1 ÷3) PVME segments
cooperation

2÷4 270–290a + + +

6 PS, β-relaxation 1 300–320 – + +
7 PS, intermediate relaxations 2 ÷3 330–360 – + +
8 PS, α-relaxation 4 370–380 – – –
aThe temperatures for relaxations 4 and 5 were predicted with taking their parameters of solubility
into account [15]

In the latter blends, one could assume, a priori, the manifestation of up to eight
kinds of Kuhn segment motions within or close to the ΔTg range (Table 6). Really,
the CRS measurements allowed recording these predicted kinds of segmental mo-
tion. Figure 40 shows the CR spectra for three blends measured over the temperature
range of 130–370 K, i.e., from T β

PVME to T g
PS. This relaxation region could be sub-

divided by CRS into the multiple constituent relaxations; the CR spectra responded
in a discrete manner to unfreezing of each kind of segmental motion. Comparing
these spectra with the predictions of Table 6 testifies the validity of our approach
since peaks 1–7 correspond by their temperature location to the expectations. Only
the cooperative dynamics (peak 8) peculiar to neat PS could not be discerned in
these blends. The spectral contours obtained are dependent on blend composition.
Thus, only small peaks 5, 6, and the pronounced PS peak 7, constitute the glass tran-
sition of the 90PS–10PVME blend. In contrast, PVME peaks 1, 2, and 3, together
with peaks 4 and 5 characterizing motion of dissimilar segments constitute a broad
ΔTg range in the 45PS/55PVME blend. Thus, the spectra obtained indicate incom-
plete mixing in the single-phase PS/PVME blends, obviously on a nanometer-scale
level.

One of the exciting concepts in the field of blend/composite materials is the rein-
forcement of flexible-chain polymers by highly rigid rod-like macromolecules with
a persistence length LP > 10nm. The basic principle of these blends, which are
known as “molecular composites”, is dispersion of rigid-chain polymers in a ran-
dom coil chain, ductile matrix. The basic principles, advantages, and difficulties of
molecular reinforcement, and the available data on this problem were summarized
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Fig. 40 Creep rate spectra of the miscible PS/PVME blends [197]

in particular in the review [203]. The potential advantages of molecular composites
over usual reinforced plastics are determined by the closeness of the coefficients of
thermal expansion of their constituents and improved interactions between matrix
and reinforcing macromolecules. The indispensable condition of successful molec-
ular reinforcement is the attainment of sufficient structural homogeneity at the
submicroscopic level, i.e., preparing composites with molecularly or nanometer-
scale dispersed rod-like molecules, best with single molecule fibers in a matrix.

Among the advanced ways of preparation of relatively homogeneous molecu-
lar composites are in situ or precursor approaches as applied to PI materials. Poor
solubility of the majority of PIs in their fully imidized form makes difficult the ex-
perimental determination of their Kuhn segment size. Nevertheless, according to
theory [204] and some estimates [203], the rod-like PIs are characterized by Kuhn
segment size A = 25–30nm, whereas the PIs with oxygen atoms as the “hinges” in
their chains may be considered as relatively flexible (A ≈ 4–6nm).
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The authors [205–208] reported on rod-like chain PI/ flexible-chain PI (PIR/PIF)
molecular composite films obtained basically via in situ PI formation by the thermal
imidization of a mixture of PAA precursors. Such composite films may exhibit, af-
ter only 60% cold drawing before imidization, a large increase in the mechanical
properties compared with the properties of isotropic flexible-chain PIF. Thus, the
elastic modulus changed from 5 to 50 GPa, and the tensile strength increased from
0.25 to 1.5 GPa in this case [205]. In our research [198–200], a comprehensive in-
vestigation of the nanometer-scale structure and molecular dynamics over a broad
temperature range was carried out for a series of PIR/PIF composites with 20, 40,
50, 60, and 80 wt% of the rigid component and for the neat components. Six dif-
ferent experimental techniques, including CRS/DSC analysis, were used. Rod-like
chain polyimide (PIR) was synthesized from 3,3′,4,4′-biphenyltetracarboxylic di-
anhydride (BPDA) and 1,4-phenylenediamine (PPD), whereas PIF was prepared
from the same dianhydride and 4,4′-oxydianiline (ODA). The starting PAAs and
the resulting PIR and PIF had the following structures:
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Thus, the blend components, PIR and PIF, were rather close in their chemical
structure differing, however, by the absence or presence of oxygen “hinges” in the
chains. This predetermined the sharply different chain rigidity and allowed one to
consider these blends as the PIR/PIF molecular composites consisting of molecular
reinforcing “fibers” and relatively ductile matrix.

The SAXS patterns of these blends [198] exhibited basically fine nanostructural
heterogeneity. The largest nanodomains were observed for pure PIF (radius of gyra-
tion Rg = 4.5nm). Mixing of the PIF and PIR components led to smaller nanoscale
morphology. The Rg value decreased to 2.0 nm and less. For the 20PIR/80PIF com-
position, the scattering was very low and no densely packed domains could be
evidenced (Rg → 0). It means that this nanoscale-homogeneous blend could be
considered, in the first approximation, as a real molecular composite with molec-
ularly dispersed PIR rods (single molecule fibers) in the PIF matrix. The various
PIR/PIF composite nanostructures turned out to be concordant with their peculiar,
non-additive dynamic behavior [198].



Laser-Interferometric Creep Rate Spectroscopy of Polymers 145

Figure 41 shows the DSC curves obtained for the stabilized composite samples,
and for neat PIF and PIR. Despite some nanostructural heterogeneity, only one
glass transition is observed on the DSC curves for neat PIF and the samples with
20–60 wt% PIR. For the 80PIR/20PIF composite, no glass transition could be dis-
cerned by DSC, similar to that for neat PIR, at least up to 630 K.

Figure 42 shows the compositional dependencies obtained by DSC for the glass
transition characteristics, Tg, T ′

g, T ′′
g , and ΔCp step. The latter varied with changing

Fig. 41 DSC curves obtained in the glass transition region for pure PIF and PIR, and their blends
previously stabilized for 10 min at 600 K and cooled with V = 320K min−1. Heating rate was
20K min−1 [198]

Fig. 42 Compositional dependence of Tg and of the transition onset, T ′
g, and completion, T ′′

g tem-
peratures, as well as of the heat capacity step in the glass transition of the PIR/PIF composites
[198]
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PIR content in a non-additive way, in particular, did not obey the well-known
equations for Tg of miscible blends, e.g., the Flory equation (1/Tg = w1/Tg1 +
w2/Tg2) where w1 and w2 are the weight fractions of the blend components. More-
over, the glass transition characteristics changed in two opposite directions. The
introduction of 20 or 40 wt% PIR led to a decrease of Tg and to narrowing of the
transition range ΔTg = T ′′

g –T ′
g. On top of that, 1.5- to 2.0-fold increasing of the ΔCp

step occurred. A further rise of the PIR content in a composite resulted, contrarily,
in Tg increasing, broadening of the transition range, and the sharp decrease in the
ΔCp step, down to its total disappearance for the 80PIR/20PIF composite.

These “anomalies” reflect the nanostructural changes in the composites and may
be treated in terms of (a) the nanoscale confinement of PIF between the rigid PIR

“walls”, leading to the loosened molecular packing in the PIF matrix due to the
entropy hindrances, and (b) the constraining influence of the “rigid walls” on dy-
namics in PIF owing to their enhanced interaction. The latter factor resulted in the
total suppression of the glass transition in the 80PIR/20PIF composite.

Figure 43 shows the creep rate spectra obtained for neat PIs and two PIR/PIF

composites over the temperature range from 300 to 600 K. The insert with the
extended ordinate scale makes possible to discern better the heterogeneity within
the β- and “intermediate” relaxation regions. In the glass transition region, the CR
spectra show the high, narrow α-relaxation peak at 490 K for neat PIF, and its de-
generation for neat PIR. At the same time, five discrete, partly overlapping CR peaks
constitute the spectral contour for the 50PIR/50PIF composite in the α-relaxation re-
gion of 450–600 K. The basic α-peak at 490 K becomes more intense and broadened

Fig. 43 Creep rate spectra obtained for the 50PIF/50PIR and the 20PIF/80PIR composites as
compared with the spectra of pure components [198]
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to both higher and lower temperatures and, additionally, the peaks at 510, 540, 560,
and 580 K appear in the spectrum. With increasing PIR content in the composite to
80 wt%, only the remnants of these peaks in the CR spectrum could be observed as
a gradual, step-like rise of a creep rate with temperature. The glass transition could
not be discerned at all in the DSC curve of this composite (Fig. 41). The insert in
Fig. 43 emphasizes a few slight CR peaks at ca. 300, 360, 410, and 440 K, that is,
the dynamic heterogeneity of sub-Tg relaxations in the 50PIR/50PIF composite.

Consequently, the CRS data demonstrate a large dynamic heterogeneity around
and above the basic Tg. Again, their appearance can be understood in terms of con-
fined geometries/constrained dynamics in PIF matrix. The facilitation of segmental
motion at sites with loosened molecular packing in the PIF matrix and the different
constraining impacts of PIR rods on the PIF dynamics may be seen. At 80 wt% PIR in
the composite, when the PIF chains are “clutched” by PIR rods or their nanodomains,
notable peak remnants may be seen at 560–580 and 590 K only. On the whole, the
CR spectra of these molecular composites respond discretely to unfreezing of move-
ment of the PIF segments differently situated relative to PIR “rigid walls.”

3.6 Disordered Regions of Semi-crystalline Polymers

Linear polymers in the semi-crystalline state are metastable nanostructured sys-
tems with the complicated morphology, which are divided into nano-, submicro-, or
microphases with crystalline, amorphous, and intermediate (mesophase and other)
molecular packing. These different phases are connected in the flexible-chain poly-
mers, such as PE, POM, poly(ethylene terephthalate) (PET), and many others,
via strong covalent coupling between crystallites and disordered regions since the
typical polymer molecules of 1–100μm in contour length participate in several
nanophases. Due to the multilevel structure, polymers with rather high levels of
crystallinity may show up unique dynamics and properties which vary with the ther-
mal and mechanical histories of materials. This has been confirmed by different
techniques (DMA, DSC, NMR, DRS, and others) in numerous studies.

One of the main peculiarities of semi-crystalline polymers is the presence of so-
called “rigid amorphous fraction” (RAF) [24], along with the rigid crystalline and
usual “mobile” amorphous phases; segmental dynamics in RAF typically unfreezes
over the temperature range between Tg and melting point Tm. The development
of RAF in polymers occurs in parallel with increasing crystallinity. Therefore, at
least three types of nanophases are considered in the metastable structure of semi-
crystalline polymers that results in strongly modified glass transition dynamics.

We present here some information on the segmental dynamics in semi-crystalline
polymers obtained mainly by DSC, NMR, and the combined CRS/DSC analysis
[15,21,209–214]. These studies have contributed to the detailed characterization of
dynamics in the intercrystalline regions.
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3.6.1 Flexible-Chain Polymers

Starting from early publications [72] and in subsequent works, three relaxation
regions have been observed in PE and similar flexible-chain polymers at low fre-
quencies f ≈ (10−3–1) Hz: relaxation I at 150–200 K, relaxation II at 240–270 K,
and relaxation III over the broad temperature range, for instance, of 300–370 K for
PE or 300–420 K for POM. In addition, rather strong suppression of relaxation II
may be observed in high-crystalline polymers (see, e.g., DMA curve presented for
POM in Fig. 11).

It has been accepted historically for highly crystalline polymers that the melting
point, Tm, was used as the reference temperature whereas the indicated relaxations
III, II, and I were designated formally as α, β, and γ ones, respectively [72]. As it
has been emphasized earlier [15], use of such designations for relaxations III, II,
and I causes some confusion since these relaxations do not correspond, by their
physical essence, to the α-, β-, and γ-relaxations in non-crystalline polymers or
polymers of low crystallinity. For instance, the α-relaxation means the cooperative
glass transition in the latters, whereas the specific relaxation III (in fact corresponds
to unfreezing mobility in RAF), associated with the presence of crystallites, is absent
in non-crystalline polymers. Relaxation II (or sometimes even relaxation I) have
been assigned to the glass transition in PE.

The complicated picture of segmental dynamics in the disordered regions
could be expected, a priori, proceeding from the various degrees of chain coil-
ing (conformational states) and various distances between segments and crystallite
surface. Figure 44 shows schematically the structure of interlamellar layers in a
high-crystalline flexible-chain polymer. Three groups of molecular elements differ-
ing in conformational state may be considered [15, 209, 213]:

• Long irregular loops 3, coiled tie chains 4, and long ends of macromolecules
5 protruding from the crystallite cores of lamellae 1

• Slightly bent tie chains 6 and folds 7

1

4

3 8
2

5

1

6

7

Fig. 44 A scheme of the conformational states for flexible chains located within the disordered
interlamellar regions of high-crystalline linear polymers (see text)
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• Straightened out tie chains (regular trans- or helix-sections) 8 whose ends are
“clamped” in the lamellae, and regular folds 2

Therefore, a highly crystalline linear polymer may be considered as a complex poly-
mer system where chains in the disordered layers are confined to nanometer-scale
spaces and, additionally, anchored to the rigid (at T < Tm) structural constraints.
In this case, the gradual unfreezing of segmental dynamics with temperature in
these layers must occur that is determined by (1) different degrees of coiling of tie
chains and folds, (2) the difference in packing density of molecular sections located
between the crystallites, and (3) the distance between a segment and the point of
entering chain into a crystallite.

The complicated segmental dynamics in highly crystalline flexible-chain poly-
mers may be illustrated, for instance, by the results of DSC/NMR/X-ray diffraction
studies performed for the well-defined HDPE samples with different crystallinities
χDSC, ranging from 43% to 80% [15,209,213,214], as well as for POM [21,22,210].

Figure 45 shows the temperature dependencies of “mobile fraction” contentCm in
HDPE samples determined by the narrow line in the NMR spectra and correspond-
ing to the fraction of segments participating in micro-Brownian motion. A gradual
unfreezing of segmental dynamics occurs in the disordered regions, over the range
from 160 to 370–380 K, that is, from relaxation I region to the onset of melting of the
thinnest lamellae. The Cm values are higher for the quenched and high-molecular-
weight samples with the lower crystallinities. The most distinct jumps of Cm are

Fig. 45 Temperature
dependencies of mobile
fraction content Cm in
high-density PE (HDPE)
samples with Mw = 7×104

(1, 2) and 1×106gmol−1

(3, 4) crystallized from the
melt at 393 K (1, 3) or
quenched from the melt at
178 K (2, 4), with the
crystallinities χDSC of (1) 80,
(2) 52, (3) 51, and (4) 43%.
NMR data [213]
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observed at ∼160–200, 320–350 K, and beginning from 380 K. Qualitatively the
same changes in the heat capacity with temperature were observed for these HDPE
samples [15, 209].

From these NMR data [213, 214], the degrees of chain coiling in the disordered
regions of HDPE, y = l/h, were estimated, where h is a distance between the ends
of molecular element in the disordered regions and l is its contour length. The dis-
tribution function was calculated for this parameter, and y varied from 1.5 to 4.0 for
high-crystalline HDPE [213, 214]. It was concluded that with lower y, the segmen-
tal motion unfreezes at the higher temperature; the highest-temperature relaxation
must be characteristic of practically straightened out tie chains 8 and regular folds 2
(Fig. 44).

Figure 46 shows the complicated manifestation of the glass transition dynamics
in the DSC curves of POM as linear polymer with very high chain flexibility due to
a presence of numerous oxygen “hinges” and complex morphology [22]. Depending
on the thermal prehistory, the heat capacity steps may be observed at ∼200 K and at
different temperatures over the 300–430 K range, including even two or three steps
(transitions) for a POM sample with a certain prehistory.

Activation DSC analysis of segmental dynamics in POM [21, 210] and HDPE
[15, 209] provided essential information regarding the nature of segmental relax-
ations constituting, on the whole, glass transition dynamics in the interlamellar
disordered regions. It is also noteworthy that these relaxations are related only to
the motions outside the crystallites. The theoretical models of segmental motion

Fig. 46 DSC curves of POM
[21, 210] in the initial aged
state (1) and after cooling
from 300 to 110 K (the
insert), or after the thermal
treatments for (2) 3 h at 310 K
after cooling from 500 to
300 K; (3) 2.5 h at 330 K; (4)
0.5 h at 350 K; (5) 1 h at
370 K; (6, 7) 3 h at 433 K plus
24 h storage at 293 K. The
heating rate was 10K min−1.
The cooling rate was
320K min−1
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Fig. 47 Activation energy Q
of segmental motion as a
function of temperature for
POM [21, 210] and HDPE
[209] as estimated by DSC;
one point obtained by DMA
is also given. Temperature
range covers the regions of
relaxations I, II and III. The
straight line corresponds to
the Arrhenius relation
between Q and T at
frequency of 10−2 Hz

within PE crystallites cannot be used for their interpretation. It was confirmed by
the DSC experiments performed for the PE lamellar crystalline cores after etching
of PE in HNO3 was done to remove the disordered component [15].

By varying the heating rates, the effective activation energies of segmental mo-
tion, Q, in both POM [21, 210] and HDPE [15, 209] were determined as functions
of temperature (Fig. 47). One can see that these dependencies are different and are
characterized by broad dispersions of Q values varying from ∼50–60 to 280–330 kJ
mol−1. Three distinct relaxation regions can be seen. These results allowed us to
make the undisputable assignments to relaxations I, II, and III.

Relaxations I and II are formed by quasi-independent, non-cooperative (QI ≈
50kJmol−1, 160–200 K) and cooperative (QII = 130–180kJmol−1, 230–260 K, co-
operativity degree Z = QII/QI = 3–4) segmental motions, respectively. It means that
relaxation I corresponds to the Arrhenius β-relaxation in non- or low-crystallinity
polymers, whereas relaxation II (which was strongly suppressed in PE and POM
with high crystallinities) must be related to “usual” cooperative glass transition of
amorphous species undisturbed by crystallites.

It can be assumed with a certainty that segmental motions in molecular elements
3, 4, and 5 with the largest y values (Fig. 44) may be responsible for relaxations
I and II. Segmental motion in molecular elements 2, 6, 7, and 8 was restricted
to different extents by the crystallites, especially strongly for straightened out tie
chains and regular folds. Unfreezing of segmental motion in the straightened out tie
chains (elements 8) depends on the phase transition of melting and can start only
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at temperatures close to melting point Tm for the thinnest lamellae. Therefore, the
temperature range of relaxation III is characterized by strongly increased activation
energy or large dispersion of activation energies QIII (Fig. 47). High chain flexibility
of POM resulted in a peculiar QIII(T ) dependence when non-cooperative segmental
motion with low QIII value arose, again, at 420 K, due to the onset of softening the
lamellae or their surfaces as “rigid constraints.”

Dynamics over the extended relaxation region III is the impressive example of
anomalies in the glass transition. The presented data show the heterogeneous nature
of RAF and its origin in high-crystalline polymers. In fact, differently constrained
dynamics modes and collapsing of motional cooperativity may be observed simul-
taneously in this region.

Finally, high-resolution CRS analysis allowed us to visualize a number of seg-
mental dynamics modes in the disordered regions of POM. Figures 11 and 48 show
the CR spectra obtained over the temperature range from 130 to 420 K. The tensile
stresses of 20 MPa for the temperatures below 300 K, and 2 MPa for elevated tem-
peratures were chosen. Due to much more malleableness of interlamellar layers as
compared to rigid crystallites, the CR peaks could a priori be assigned to unfreez-
ing of segmental dynamics modes in the disordered regions (relaxation regions I, II,
and III).

The POM spectral contours consist of three groups of overlapping peaks with
various intensities, namely, at approximately 170, 190, 210, and 220 K (relaxation
region I); 290, 330, 350, and 380–400 K (relaxation region III), and the complicated
spectral line in the relaxation region II, at 230–270 K. A sharp acceleration of creep,
by two orders of magnitude, occurs in the vicinity of melting range at 420–430 K,

Fig. 48 Comparing the CR spectra obtained at tension for Delrin� and two tentative POM samples
(Du Pont) with nucleating agent and different phenol-containing antioxidant additives [21]
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even under small tensile stress of 2 MPa (Fig. 11). Thus, the discrete character and
superiority of the CR spectra to the DMA spectrum in revealing the dynamic het-
erogeneity in different relaxation regions can be seen from Figs. 11 and 48.

Figure 48 illustrates a large sensitivity of the CR spectrum to fine struc-
tural/dynamic changes in POM caused by introducing of very small quantities
(<2%) of the additives of different type, nucleating agent or antioxidant. A certain
depression of motion in the regions of relaxations I and II is a common feature for
POM samples with additives as compared to the spectrum of commercial Delrin�.
For POM-1, the most suppression of cooperative motion at ∼230–300 K occurs,
whereas the strongest decrease in the height of peak at 210 K (non-cooperative
relaxation I) is more pronounced for POM-2. These effects could be explained by
localizing the additives at free volume sites (depression of relaxation I) or by a
plasticization effect leading to destroying motional cooperativity at ∼230–300 K.
Small negative impact of the additives on creep resistance at high temperatures
may also be discerned. Large changes in the CR spectra of POM, caused by its
quenching or pre-straining, are also shown in Sect. 6.1.

The above DSC and other data allowed us to assign tentatively the constituent
peaks in the POM creep rate spectra to the certain kinds of relaxation dynamics
modes (Table 7).

Table 7 Creep rate peaks in the spectra of POM [21]

Peak no Temperature (K) Delrin� POM-1 POM-2

Tentative assignment of CR peaks
characterizing unfreezing of
segmental motion within the
inter-crystalline regions

1 ∼160 + − + Non-cooperative relaxation I:
(Z = 1) similar to the
β-relaxation in non- or
low-crystalline flexible-chain
polymers, and its dynamic
heterogeneity

2 180–190 + − +
3 200–210 � � +

4 220–230 + − + Relaxation region II:
“intermediate” segmental
relaxation (Z = 2)

5 250–260 + − + Cooperative glass transition
(Z = 3)

6 280–290 + − + Relaxation region III: differently
constrained segmental motions
(RAF manifestation and its
dynamic heterogeneity)

7 320–340 + + +
8 ∼360 � � �
9 ∼380 � � �
10 390–400 �
Notes: 1. Signs −, +, � designate qualitatively the practical absence of peak (−) or very slight peak
manifestation (+), or a pronounced peak (�)
2. The discrete or partly overlapping peaks are considered including the maxima or steps, or “shoul-
ders” in a spectral contour
3. Tensile stress of 20 MPa below 300 K or 2 MPa above 300 K was applied
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Fig. 49 Creep rate spectra of PET demonstrating the changes in dynamics of initially amorphous
polymer in the course of its “cold crystallization” by the thermal treatments for 3 h at indicated
temperatures (formation of the peculiar states of inter-crystalline disordered regions)

Another example of the successful application of CRS to revealing a peculiar
dynamics in the disordered regions of flexible-chain crystallizable polymer are the
spectra of PET subjected to “cold crystallization” (Fig. 49). Isothermal crystalliza-
tion by annealing at different temperatures above Tg = 80◦C resulted in formation
of PET samples with different degrees of crystallinity and, consequently, the differ-
ent states of the disordered regions. As shown [24], the onset of cold crystallization
of PET was followed already at prolonged heating at 90◦C; the heat capacity mea-
surements suppose increasing RAF content in parallel with increasing crystallinity
in PET. On heating, the RAF in PET disappears, with conversion into a mobile
amorphous fraction, at a temperatures around 160◦C; RAF content in isotropic crys-
tallized PET may attain 30%. It was shown by DSC that the activation energy of
relaxations in the broadened PET glass transition may vary (at different crystallini-
ties and draw ratios) from 80 to 350 kJ mol−1 [215].

The CR spectra in Fig. 49 show how PET segmental dynamics in the Tg–(Tg +
100◦) range is complicated and profoundly changes due to isothermal cold crystal-
lization at different temperatures. For the initial amorphous PET, extra-high creep
rates are observed at a tensile stress of 3 MPa already below Tg (at 60–70◦C). At
0.2 MPa, glass transition peak is observed at 80◦C with a shoulder at ∼100◦C; the
latter arises due to the onset of pre-crystallization period during the CRS experiment.
After annealing at temperatures Tann = 120◦C, 160◦C, or 240◦C, the large changes
in the CR spectra below Tm occur due to cold crystallization. These include in-
creasingly strong suppression of dynamics (multi-fold decreasing creep rates) with
increasing Tann, and complicating the spectral contours. The spectra consist of a few
overlapping peaks with the maxima at Tg = 80◦C and at temperatures of ∼100◦C,
120◦C, 140◦C, and 170◦C. This indicates the presence of multi-modal dynamics
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in the disordered regions of partly crystallized PET over the 80–170◦C range, and
segmental motion modes undisturbed and differently constrained by the crystallites.
Thus, the complicated nature and changeable character of “rigid amorphous phase”
is revealed for PET in the CRS experiments.

3.6.2 Polyimides

Creep rate spectroscopy technique turned out to be very useful for comparative
estimation high-temperature performance of such valuable polymers with increased
chain rigidity such as PI. The bulk of commercial PI materials rely on solvent-based
fabrication techniques. However, parts and shapes, formed from dry PI resin such
as pyromellitic dianhydride–oxydianiline (PMDA–ODA), have been commercially
available in the last few decades from Du Pont (Vespel�). Due to their excellent
temperature (up to 300–350◦C), mechanical, solvent and wear resistances, these
parts have achieved wide acceptance in different demanding technical applications
under extremely high temperatures.

PMDA-ODA PIs are not melt-processable, and objects are manufactured using
powder metallurgy techniques. Two methods were offered for preparing the initial
particulate PI. Gall [216] described the method whereby the PAA imidization oc-
curred in a heated solution, with precipitation of insoluble PI particles. In contrast,
Manwiller and Anton [217] offered a sequential method for preparing PI particles:
PAA was precipitated from the solution by adding a non-solvent and the solid PAA
was then imidized thermally. Processing of such PI particles into monolithic parts
requires the application of both high pressure and high temperature. For this pur-
pose, two routes are used: (1) the pressure and heat are applied sequentially, where
PI particles are first compacted in a mold and then sintered, or (2) the PI particles
are coalesced by applying pressure and heat simultaneously. Figure 50 shows the
schemes of preparing PI powder and parts.

The combined WAXD/SAXS/SEM/DSC/CRS study of structure, morphology,
dynamics, and properties at 20–470◦C was carried out for a large series of PMDA-
ODA polyimide samples prepared in the indicated different ways to determine the
conditions for optimizing the PI properties at extreme temperatures [211, 212]. As
a result, the relationships between the processing conditions, structure, and prop-
erties were determined. Of importance, depending on the technology used, totally
amorphous or mesomorphic, or semi-crystalline PI samples, with the crystallinity
degrees χ of 10–15% or 30%, were obtained; however, the glass transition could be
characterized (Tg ∼ 400◦C) by DSC only for the amorphous or low-crystalline PI
samples.

Creep rate spectroscopy allowed us to observe and characterize the glass
transition in both amorphous and semi-crystalline PI samples. Moreover, a pro-
nounced dynamic heterogeneity within the extremely broad glass transition of
semi-crystalline samples and much below Tg could be revealed in a discrete manner
by CRS. A considerable difference in the relaxation dynamics and creep resistance
of the PI samples prepared in different ways was revealed.
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Fig. 50 Schemes of
formation of PI powder and
its processing into monolithic
parts (Vespel� , Du Pont),
using two powder metallurgy
techniques (sintering or
coalescence) [212]
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Figure 51 shows the CR spectra obtained over the 200–470◦C range under the
compressive stress of 20 MPa for amorphous and semi-crystalline PMDA-ODA
polyimide samples differing by their preparation technique. Figure 52 shows the
CR spectra for some of PI samples in the temperature region of sub-Tg relaxations
(20–300◦C), including non-cooperative β-relaxation and low-cooperative “interme-
diate” segmental relaxations (at temperatures Ti where Tβ < Ti < Tg). These spectra
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Fig. 51 Creep rate spectra obtained for the amorphous sintered (1), amorphous coalesced (2),
semi-crystalline sintered (3), or coalesced (4) PI (Vespel�) samples [212]

indicate the large heterogeneity of segmental dynamics (multi-modal dynamics)
within both glass transition and “intermediate” relaxations regions. A gradual un-
freezing of segmental dynamics modes is detected over the broad temperature region
starting from 40–50◦C up to the peak at 460◦C. This is observed most distinctly for
the semi-crystalline samples, whereas more monotonous curves are observed for the
amorphous samples at high temperatures, which characterize basically creep resis-
tance as a function of temperature (Fig. 51).

A few constituents, overlapping peaks with the maxima or “steps” in the spectral
contours, can be seen in the broad glass transition of semi-crystalline samples rang-
ing from ∼330◦C to 470◦C. For instance, at least five CR peaks, at temperatures
of ∼320◦C, 360◦C, 400◦C, 430◦C, and 460◦C can be identified in the spectrum of
coalesced semi-crystalline PI (curve 4 in Fig. 51). Since Tg ≈ 400◦C was observed
by DSC for the amorphous Vespel� samples, the CR spectra in the glass transition
region of semi-crystalline samples are associated with the complicated morphology
in these materials and basically constrained dynamics effects in the disordered re-
gions. The best high-temperature creep resistance of the coalesced semi-crystalline
PI (Vespel�) materials was proved by the CRS experiments.

Figure 52 shows the dynamic heterogeneity in the semi-crystalline and amor-
phous PI samples at 20–300 ◦C. The distinct β-relaxation in the temperature range
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Fig. 52 Creep rate spectra obtained for the indicated PI (Vespel�) samples in the temperature
region of sub-Tg relaxations [212]

from 50◦C to 140◦C and three or four overlapping constituent peaks of the “in-
termediate” segmental relaxations can be seen. This indicates the presence of a
few discrete levels of the molecular packing density in PI micro- or nanodomains.
The manifestation of these CR peaks in the Vespel� samples is not incidental: it
is associated with the real complicated structure of PI. These peaks are satisfacto-
rily reproduced, by their temperature positions, in differently produced PI samples.
Again, one can see the highest creep resistance for the semi-crystalline PI even at
moderate temperatures.

Thus, CRS experiments showed the importance of crystalline phase for attain-
ing the best high-temperature performance of Vespel� parts. A high level of creep
rates at 20 MPa is observed at temperatures as low as ∼350◦C for amorphous sam-
ples, but such rates cannot be attained even at 470◦C for coalesced semi-crystalline
PI (Fig. 51) due to constraining dynamics in the disordered regions by crystallites.
Thus, the proper choice of the method of PAA imidization played the main role in
attaining 30% crystallinity and maximum high-temperature creep resistance. The
choice of the coalescence as the processing technique was of lower importance for
creep characteristics. Nevertheless, the sintered samples exhibited somewhat weaker
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Fig. 53 Creep rate spectra obtained for the commercial Kapton �, Du Pont (point-up triangle)
and several tentative samples of PI films

creep resistance (Fig. 51) due to reduced cohesion between PI particles in samples
obtained by compaction via cold pressing.

Figure 53 compares the CR spectra obtained for commercial Kapton� (Du Pont)
and several tentative compositions of PI films in the temperature region of their
glass transition. It illustrates the dynamic heterogeneity in this transition as well as
the possibilities for the considerable changing high-temperature creep properties of
these films in two opposite directions, including the improvement of creep resistance
compared to that for the commercial film.

3.7 Polymer-Layered Silicate Nanocomposites

Polymer composites, containing small amounts of nanofillers, have attracted great
attention in the last decade both in industry and academic studies, since a consid-
erable enhancement of mechanical, thermal and other properties may be attained
compared with virgin polymers. These nanocomposites can be considered, due to
an exceptionally large interfacial area and a very significant role of interfacial lay-
ers, as the model systems to study the dynamics of polymers subjected to special
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conditions. To date, most studies have focused on polymer nanocomposites con-
taining 2D silicate nanolayers [40,218,219] or 1D carbon nanotubes (CNTs) [220].
The key to their enhanced efficiency is achieving a good dispersion, uniform spatial
distribution, and alignment of nanoparticles. The role of factors such as a high as-
pect (e.g., length-to-diameter for CNTs) ratio for a nanofiller, and the necessity of a
special chemical functionalization of nanofiller surface, is emphasized to provide its
covalent coupling with a polymer matrix. The peculiarities of segmental dynamics
in nanocomposites are currently studied experimentally and discussed in the context
of polymers located in nanoconfined geometries.

The addition of layered silicate to a polymer can result in three different mor-
phologies: formation of micro- (or even macro-) composites, or nanocomposites
with intercalated polymer species (where the polymer is sandwiched between 2D
silicate nanolayers) or with exfoliated/delaminated structures. In the last case, the
2D silicate nanolayers are completely separated, at least at distances of a few
nanometers from one another.

Recently, a few papers [221–228] on PCN networks, modified by montmoril-
lonite (MMT) silicate nanolayers, were published. Data on structure and mechanical
and thermal properties of these nanocomposites were obtained. The 2D shape of
MMT nanolayers, the enormous interfacial area, and strong PCN–MMT interac-
tions, due to both covalent bonding between cyanate groups and the functional
groups of MMT surface as well as between triazine rings and Al and Si atoms
(charge transfer interactions), provided the enhancement of some PCN properties
in the nanocomposites. Well-dispersed MMT additive resulted in the substantial in-
crease in fracture toughness and crack resistance of PCN [223, 225], better thermal
stability, and reduced coefficient of thermal expansion [221].

In this section, we consider briefly the results [226] where structure–dynamics
relationships in the PCN–MMT nanocomposites were studied in detail. Infrared
spectroscopy, WAXD, and TEM techniques were applied to study the structure of
nanocomposites, whereas their dynamics was studied over the −30◦C to 420◦C
range using CRS and DSC techniques. PCN–MMT nanocomposites were synthe-
sized by polymerization of dicyanate ester of bisphenol A (DCEBA) (see Fig. 26)
in the presence of 2 or 5 wt% MMT. Three types of commercial MMT products
were used in the experiments: virgin Na-MMT (Cloisite Na) and two types of or-
ganically modified MMT – Cloisite 30B and Cloisite 15A. To provide a better
dispersion of MMT in the polymer matrix, ultrasonic treatment of the initial mixture
was performed, to be indicated as u.t. in Figs. 56 and 57. The process of DCEBA
polymerization was recorded by the IR spectra. Sol–gel analysis of the samples
after their thermal curing indicated incorporation of O–C≡N groups of DCEBA
molecules into the PCN network: gel fraction exceeded 99%.

Figure 54 shows the WAXD patterns obtained for neat Cloisite 30B; ground
cured PCN/Cloisite 30B mechanical blend, as a model of the PCN/MMT system
without interactions between the components, and for one of PCN/Cloisite 30B
nanocomposites investigated. The main diffraction peak of neat Cloisite 30B in-
dicates the interlayer spacing of 1.92 nm; the same is observed for the “mechanical
blend.” The diffraction peak was shifted towards lower angles in the diffractograms
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Fig. 54 WAXD patterns
of (1) Cloisite 30B, (2)
PCN/Cloisite 30B (95/5)
nanocomposite, and (3)
PCN/Cloisite 30B (95/5)
mechanical blends are shown
[226]. Interlayer spacings are
indicated
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Fig. 55 TEM image of the PCN/Cloisite 30B (95/5) nanocomposite [226]

of the nanocomposites that corresponded to increasing the interlayer spacing to
2.15–2.26 nm [226]. The structure of these nanocomposites may be considered as
mixed intercalated/exfoliated one. This was confirmed by the TEM micrographs:
Fig. 55 allows discerning simultaneously individual 1 nm thick sheets of Cloisite
30B and well-organized stacks of MMT nanolayers in the PCN matrix.

DSC analysis of glass transition dynamics in these PCN–MMT nanocompos-
ites showed that introduction of 2 or 5 wt% of layered MMT nanofiller into the
PCN matrix resulted in the development of a pronounced dynamic heterogene-
ity and two opposite effects, namely some suppression and the acceleration of
dynamics in the nanocomposites. Figure 56a shows that two high-temperature glass
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Fig. 56 Stabilized neat PCN and PCN–MMT nanocomposites: DSC curves obtained over the
200◦C to 420◦C range (a) and −30◦C to 180◦C range (b) [226]. Heating rate V = 20Kmin−1. (a)
Stabilization procedure was 20 min holding at 270◦C plus scanning to 330◦C followed by cooling
with the rate of 320Kmin−1. Tg values in the glass transitions II and III are indicated. (b) Scan 1
thin line, scan 2 thick line. The temperatures of the lower-temperature glass transition I onset, T g

′,
and completion, T g

′′, are indicated
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transitions, at about 270–290◦C and 375–380◦C, are observed in the DSC curves
of thermally stabilized PCN–MMT nanocomposites, unlike a single glass transi-
tion with Tg = 284◦C in the neat PCN. In addition, the exothermic process of
decomposition started at 350◦C for the neat PCN but at ca. 400◦C only for the
nanocomposites. Increasing thermal stability in the PCN–MMT nanocomposites is
in accordance with the results of TGA measurements [223]. On the other hand, DSC
curves registered the development of a relatively slight but discernable, very broad
glass transition with Tg ≈ 80–100◦C and the ΔTg range extending from 40–60◦C to
140–145◦C (Fig. 56b) in the PCN/Cloisite 30B nanocomposites. No transition was
discerned, however, in the PCN/Cloisite 15A nanocomposite.

Thus, three glass transitions in the PCN–MMT nanocomposites are located at
the same temperature, much below and much higher than Tg of the neat PCN.
DMA [223] also showed the development of the higher-temperature and lower-
temperature relaxation peaks in the PCN–MMT nanocomposites at 350–400◦C and
100–250◦C, respectively. The Tg depression down to 140 ◦C was recently observed
in the PCN network when curing dicyanate ester in nanopores of silicate glass [229].

The complicated glass transition dynamics in the PCN–MMT nanocomposites
could be interpreted in the following way. The introduction of Cloisite additives into
the reaction system, with the formation of intercalated/exfoliated structures, did not
affect the part of PCN nanodomains retaining the “usual” Tg. Cloisite nanolayers
prevented total CN → PCN conversion in some of the PCN nanodomains, and this
resulted in decreased Tgs within the broad (40–140◦C) temperature range. Such Tgs
indicate the presence of nanodomains with different PCN cross-linking degrees –
conversions XCN→PCN ≈ (0.65–0.80) (see Sect. 3.3.2).

The highest-temperature glass transition characterizes interfacial dynamics in the
nanocomposites. This “constrained dynamics” is manifested in PCN nanodomains
adjoining to silicate nanolayers, due to strong co-ordinate and covalent bonding
between PCN and nanofiller surface. By registering the DSC curves at different
heating rates it was shown that, unlike the high apparent (cooperative) activation
energies of 700–1100 kJ mol−1 for the main glass transition, non-cooperative acti-
vation energy of 180 kJ mol−1 was obtained for the transition at interfaces in spite
of the higher temperatures of this relaxation [226].

To study the heterogeneity of glass transition dynamics in the PCN–MMT
nanocomposites in more detail, their CR spectra were measured over the temper-
ature range between 20◦C and 330◦C. The tensile stress of 10 MPa was chosen for
the measurements at moderate temperatures for inducing sufficient creep rates to be
measured. At temperatures 200–330 ◦C, the stress of 0.5 MPa was applied to main-
tain a high spectral resolution.

Figure 57 shows the CR spectra obtained for the neat PCN and PCN–MMT
nanocomposites. One can see that a single CR glass transition peak with maxi-
mum at Tg ≈ 280◦C for the neat PCN network transformed for the nanocomposites
into the complicated spectra. The spectra were broken off at ca. 300◦C for PCN
and 330◦C for the nanocomposites due to fracture of the samples. These discrete
spectra are in accordance with the DSC data and directly confirm the pronounced
heterogeneity of glass transition dynamics in the PCN–MMT nanocomposites.



164 V.A. Bershtein and P.N. Yakushev

Fig. 57 Creep rate spectra obtained for the PCN–MMT nanocomposites (solid lines) and neat
PCN (dotted lines) under tensile stresses of 10 MPa at moderate temperatures and of 0.5 MPa at
higher temperatures [226]. The impacts of (a) MMT, (b) ultrasonic treatment (u.t.), and (c) type of
MMT modifier are shown

According to the data [148], Tg = 260–280◦C corresponds to the glass transition
in PCN nanodomains with the degree of cross-linking XCN→PCN = 0.95–0.98. The
introduction of MMT with formation of intercalated/exfoliated nanocomposite
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structure results in incomplete cross-linking in some of the matrix nanodomains
(Tg = 40–140 ◦C characterizes glass transition corresponding to conversion
XCN→PCN = 0.65–0.80), and additionally new spectral constituents appear at 290–
320◦C. The latter may be assigned to the onset of unfreezing constrained dynamics
in the PCN nanolayers at the PCN–MMT interfaces.

Figure 57a–c show separately the influence on dynamics of such factors as dif-
ferent MMT amounts; a role of ultrasonic treatment (u.t.) providing the improved
dispersion of MMT in the matrix, and comparative efficiency of two types of MMT
surface modifiers (Cloisite 30B, Cloisite 15A). The addition of 2% MMT to PCN
provides the better thermal stability (creep resistance) than adding of 5% MMT,
probably due to the improved dispersion (Fig. 57a). Some increase in mobility, both
at moderate and high temperatures, is attained due to using the procedure of ultra-
sonic treatment of the reaction mixture (Fig. 57b). Some difference in the influence
of Cloisite 30B and Cloisite 15A on the glass transition dynamics can also be seen
from Fig. 57c.

Of special interest with respect to the applications are that high thermal stabil-
ity of the PCN matrix is retained and, simultaneously, some microplasticity around
room temperature appears in the PCN–MMT nanocomposites. Figure 57 shows the
total absence of creep ability of the neat PCN network up to 130◦C, but creep
is observed for the nanocomposites in the same temperature range. Much higher
creep rates were observed at higher stresses in the latter case. Consequently, MMT
additives caused the development of some microplasticity at low temperatures in
PCN networks due to locally incomplete cross-linking. Therefore, increasing frac-
ture toughness and crack resistance, observed for the PCN–MMT nanocomposites
[223, 225], might be explained by two reasons: (1) crack hindering by 2D silicate
nanolayers due to the “pinning” effect, and (2) crack tip blunting. The latter is
caused by appearance of some microplasticity in the brittle PCN network leading
to a partial relaxation of overstresses near the tips of cracks.

Figure 58 shows the CR spectra of MMT-containing nanocomposites based on
the hybrid 90PCN–10PTMG network, in comparison with those of unfilled network
and neat PCN. The introduction of 5 wt% of Cloisite 30B results in a decrease of
Tg peak with its shift to lower temperatures. A steep rise of creep rates occurs start-
ing already from ca. 230 ◦C. Unlike that, the introduction of 2 wt% of Cloisite 30B
results in a sharp suppression of matrix dynamics at high temperatures, and a steep
rise of creep rates only above 270◦C, i.e., not far from Tg of the neat PCN. This as-
sumes simultaneously some microplasticity at moderate temperatures and increased
high-temperature performance for this perspective nanocomposite.

3.8 Polymer–Diamond Nanocomposites

Recently, polymer nanocomposites utilizing different carbon nanofillers attracted
special attention. The advances in the science and technology of such nanocom-
posites were reviewed [220, 230–232]. Basic attention was paid to the use of such
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Fig. 58 Creep rate spectra obtained for the hybrid 90PCN–10PTMG network (MPTMG
n =

1000gmol−1), the nanocomposites with 2 or 5 wt% MMT based thereon, and neat PCN at ten-
sile stress of 0.5 MPa (unpublished data)

1D nanofiller as CNTs; however, among the carbon nanostructures only 3D nan-
odiamonds (NDs) have been available on a relatively large scale for the last two
decades [220].

Successful applications of NDs in polymer nanocomposites for electronics mate-
rials [233]; materials having proton conductivity [234] or enhanced thermal conduc-
tivity [235]; for selective membranes, sensors, catalytic systems, nonlinear optical
materials [230, 236], and elastomers of enhanced strength, wear and heat-ageing
resistance [230, 237, 238] can all serve as examples.

In Sect. 3.3.3, a peculiar dynamics in the hybrid PU–PHEMA semi-IPNs was dis-
cussed. In the work described in [239,240], a series of PU–PHEMA–ND nanocom-
posites with different matrix compositions and ND contents of 0.25, 1, or 3 wt%
were studied. Their nanostructure, glass transition dynamics, and elastic proper-
ties were investigated in the combined CRS/AFM/DSC experiments. We revealed a
possibility of large and specific impact of low content of 3D nanofiller on polymer
matrix, without performing a special functionalization of its surface. For prepar-
ing nanocomposites, the NDs obtained by the shock-wave method, with the particle
sizes of 2–100 nm and specific surface area of 220m2 g−1, were used. NDs were
introduced into the reaction mixture at the stage of PU synthesis.

Using AFM analysis, three kinds of ND dispersion/distribution in the PU–
PHEMA matrices were detected: (1) individual nanoparticles 50–100 nm in size;
(2) their agglomerates with the size of 0.2–0.5μm; and (3) their larger aggre-
gates from 0.6μm up to several micrometers in size (Fig. 59). Generally, all these
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Fig. 59 Deflection AFM images, obtained in contact mode, of the 83PU–17PHEMA–ND
(a–d) and 63PU–37PHEMA–ND nanocomposites (e, f) with 0.25% (a, e), 1% (b), and 3 wt%
NDs (c, d, f) [239, 240]
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dispersion states were revealed in the composites studied; however, they contributed
very differently to the composite structures. Thus, in the 83PU–17PHEMA–ND
nanocomposites, after introducing 0.25 wt % NDs, individual nanoparticles, rel-
atively uniformly distributed in the matrix, prevailed in the structure; small ND
aggregates were rather sparse (Fig. 59a). However, at 1% and, especially, 3 wt%
NDs, such nanoparticles were less discernable (Fig. 59b–d), whereas the dispersion
states II and III turned out to be more characteristic of these compositions. The
internal structure of the agglomerates consisting of 5–15 particles could be seen.
Composites with 3 wt% NDs were characterized not only by the presence of ND
agglomerates II and micron aggregates III but also by their sharply non-uniform
spatial distribution (Fig. 59c,d).

Somewhat different AFM images were obtained for the 63PU–37PHEMA–ND
nanocomposites with the same NDs contents (Fig. 59e,f). In this case, more narrow
range of the sizes of ND formations was observed, and agglomeration of NDs did
not increase with increasing ND content (from 0.25 to 3 wt%).

Such differences in the dispersion states of NDs in the PU–PHEMA matrices
had to provide the respective differences in the interfacial area values. It could be
expected that the maximal interfacial area and maximal impact of nanofiller on prop-
erties were to be attained at 3 wt% NDs in the 63PU–37PHEMA matrix but the
largest impact of NDs on the 83PU–17PHEMA matrix might be at 0.25 wt% NDs.

DSC measurements indicated the substantial changes in the glass transition char-
acteristics of PHEMA constituent in the PU–PHEMA networks after adding NDs.
In particular, some suppression of mobility was confirmed by decreasing ΔCp. The
apparent activation energy Q for PHEMA glass transition varied in these nanocom-
posites from 110 to 250kJmol−1, unlike Q = 160kJmol−1 for the neat PHEMA
[240]. Nevertheless, only discrete CR spectra represented more detailed dynamic
pictures for the glass transition in these nanocomposites. Moreover, distinct corre-
lations between the ND dispersion/distribution and segmental dynamics were found
[239, 240].

Figure 60 shows strong changes in the CR spectra caused by the introduction of
small ND additives into the 83PU–17PHEMA and 63PU–37PHEMA networks. The
main effect here is a sharp suppression of PHEMA dynamics (creep rate reduction)
over the temperature range from 90◦C to 180 ◦C. For the 83PU–17PHEMA–ND
nanocomposites, the highest creep resistance at 150–180◦C is observed at the min-
imal ND content of 0.25 wt%, whereas the least effect of suppression of dynamics
by nanofiller is registered at 3 wt% NDs. In contrast, for the 63PU–37PHEMA–ND
nanocomposites, creep resistance at temperatures of 140–180◦C increased with in-
creasing ND content in a nanocomposite from 0.25 to 3 wt%. The introduction of
small ND additives into neat PU and PHEMA affected only slightly their glass tran-
sitions [239]. Much more strong influence of NDs on segmental dynamics in the
PU–PHEMA networks implies some synergistic effect in dynamics.

Figure 60 shows that the addition of ND particles also results in the effect of
increasing creep rates in the temperature range between 20◦C and 70–80◦C, i.e.,
accelerating segmental dynamics in the range between the β- and α-transitions of
neat PHEMA (Tg = 90◦C). This effect was absent, however, at 3 wt% NDs in the
63PU–37PHEMA–ND nanocomposite.
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Fig. 60 Creep rate spectra obtained for the 83PU–17PHEMA and 63PU–37PHEMA networks
and ND-containing nanocomposites based thereon in the temperature region of PHEMA glass
transition, at tensile stress of 0.2 MPa. ND weight contents are indicated [239, 240]

Thus, comparing CRS and AFM data confirms the correlation between the CR
spectra and the dispersion state of NDs in nanocomposites, indicating the leading
role of the value of interfacial area. The largest effect of changing high-temperature
dynamics in the 83PU–17PHEMA–ND nanocomposite was found at 0.25% NDs.
Relatively good dispersion and distribution of nanofiller particles promoted their
largest influence on the matrix due to a maximal interfacial area despite the very
low ND content. In the case of the similar ND dispersion in the 63PU–37PHEMA–
ND composites with 0.25, 1, or 3%NDs, the largest effect was, naturally, at 3% of
nanofiller.
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Two opposite impacts of NDs on matrix dynamics could be explained, as earlier,
in terms of the common notions of constrained dynamics, loosened molecular pack-
ing, and a partial or total collapse of intermolecular cooperativity of segmental
motion in the glass transition. The large effect of suppression of matrix dynam-
ics at high temperatures and the three- to sixfold increase of modulus of elasticity
(see Sect. 6.5) caused by a small additive of 3D nanofiller, in the absence of a special
functionalization of its surface are unexpected and remarkable facts.

Really, according to the calculations [220], polymer matrix is considered to be
entirely nanoscopically confined by 3D nanofiller only in the case when the aver-
age inter-particle distance, L, is close to or less than the dimensions of unperturbed
macromolecular random coil; the latter is estimated by radius of gyration Rg. At
the same time, in our case Rg ≈ 8nm for PHEMA and L > 300–500nm when
0.25% of 3D particles with 50–100 nm size are introduced into the matrix. It means
that the PU–PHEMA–ND nanocomposites exhibit an unexpectedly low percolation
threshold.

According to the results [239, 240], this large impact of small 3D ND addi-
tive could be associated with formation of the peculiarly cross-linked structure in
these nanocomposites, due to the effect of double chemical hybridization between
three network constituents. A simplified scheme of such a structure is represented
in Fig. 61.

PU/PHEMA hybridization was confirmed by IR spectra (Sect. 3.3.3). However,
ND particles were also chemically grafted to the network. The surface of NDs pro-
duced by a shock-wave method is very active and acquires a “functional cover” (OH,
COOH, and other groups) at their high-temperature treatment in air medium before
their introduction into a reaction mixture; the presence of such “cover” was shown
experimentally in spectroscopic and other studies [241,242]. In view of high reactiv-
ity of isocyanate groups towards these surface groups, covalent bonding of forming
PU network with ND “functional cover” inevitably occurs. Therefore, the double

Fig. 61 A scheme of
peculiarly cross-linked
structure of PU–PHEMA–ND
nanocomposite. ND particles
are incorporated via covalent
bonding into a network
[239, 240]
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hybridization in the hybrid PU–PHEMA–ND nanocomposites may be considered
as the second important factor (besides good nanofiller dispersion) resulting in the
strong impact of 3D NDs on the matrix dynamics and properties.

3.9 Polymer–Silica Nanocomposites

Considerable attention has also been paid in recent years to hybrid polymer–
silica nanocomposites prepared mostly via a sol–gel process [219, 243–254] where
10–100 nm size 3D silica domains (clusters) were covalently bound to the poly-
mer. Polymers deprived of groups reactive in the sol–gel process but prone to
hydrogen bonding with silanols of silica nanoparticles have also been success-
fully incorporated into nanophase-separated hybrid materials [246,248–252]. Some
polymer–silica nanocomposites, in particular silica core-polymer shell nanoparticles
[255–258], were prepared using 3D fumed silica nanoparticles.

Since the substantial changes in matrix dynamics were supposed at an average
interparticle distance L ≤ Rg, the impact of 3D particles of ∼10 nm in size on the
dynamics and properties of polymer matrix are expected at their volume content
not below 10–20% [220]. Really, for silica contents of 10–50 wt%, the presence of
second glass transition at higher temperatures [259] or increasing glass transition
temperature Tg and transition breadth ΔTg [245, 246, 248, 260–262], or a partial or
total suppression of segmental motion [263–265] have been observed. Additionally,
the existence of a Tg gradient in the vicinity of silica particles [266] and well-
separated bulk and interfacial glass transition dynamics [267] have been shown
for elastomer–silica nanocomposites. As recently found for silica core–PVP shell
nanoparticles [130], strong interfacial interactions, including hydrogen bonds and
Lewis acid–base interactions, resulted in the multi-modal glass transition dynamics
in the PVP nanoshells at interfaces (see Sect. 3.1.3 and Fig. 23).

In the research [268], we studied the nanocomposites of potential biomedical
and technical applications based on the hybrid PU–PHEMA semi-IPN doped by 3D
nanosilica additives. Proceeding from the results, described in the preceding sec-
tion, only 0.25 or 3 wt% of nanosilica were introduced. The silica dispersion was
characterized by AFM, and the combined CRS/DSC approach was used for analy-
sis of glass transition dynamics and measuring the temperature dependencies of the
elastic modulus in these materials. Three-dimensional fumed silica nanoparticles
of 6–15 nm in size with the specific surface area SBET = 295m2 g−1 were utilized.
Three different surface states (functional groups) of silica nanoparticles provided
selective bonding with the matrix constituents and allowed us to establish the inter-
relationship between the interfacial interactions and dynamics/modulus behavior.

The hybrid PU–PHEMA semi-IPNs were prepared as described previously
[169]. To prepare the nanocomposites, fumed silica nanoparticles were in-
troduced into the polymer system at the stage of PU synthesis. The silica
particles were used (1) without special functionalization of their surface with
initial surface silanol groups (“–OH cover”), (2) after their functionalization by
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3-aminopropylmethylsilyl groups (“–NH2 cover”), and (3) after their functionaliza-
tion by 3-methacryloylpropylsilyl groups (“–CH = CH2 cover”). Functionalization
of nanosilica was carried out by 3-aminopropylmethyldiethoxysilane (APMDES)
or 3-methacryloyl-oxypropyltrimethoxysilane (MAPTMS).

The presence of different functional covers at silica surface led to selective
covalent bonding and different interactions at interfaces. The idea was that highly re-
active isocyanate groups of adduct of trimethylol propane and TDI (see Sect. 3.3.3)
will provide covalent bonding with silanol or amine groups of silica surface during
the process of PU network synthesis. The methacrylic groups of silica surface will
participate in copolymerization with hydroxyethyl methacrylate (HEMA). Other
“pairs” such as PHEMA/amine, PHEMA/silanol, or PU/methacrylic groups might
form only hydrogen bonds at the interfaces.

AFM images showed three kinds of silica dispersion states in the 83PU–
17PHEMA matrix: (1) discernable black “points” of about 20–40 nm in size,
i.e., close to the size of individual nanoparticles or their very small aggregates;
(2) small particle aggregates ∼100 nm in size; and (3) sparse aggregates 200–
400 nm in size (Fig. 62). Unexpectedly, no substantial changes in silica dispersion
after functionalization of its surface were revealed: all three kinds of silica aggre-
gates were detected, irrespective of the type of functionalization. It was a surprising
result because the surface functionalization is typically considered as a route to im-
prove the nanofiller dispersion. Nevertheless, this was explainable in the following
way. Silica nanoparticles were introduced into the reaction mixture, and composite
nanostructure was formed at the initial stage of formation of the PU network, i.e.,
in the presence of a large quantity of isocyanate groups. The latter are chemically
active to both –OH and –NH2 groups, i.e., both untreated and APMDES-treated
silica surfaces. Therefore, it was natural to expect formation of similar nanos-
tructures in the PU–PHEMA-based nanocomposites with no additional impact of
functionalization on the filler dispersion. The surface functionalization of silica
with –CH=CH2 groups, which are not capable of reacting with the constituents of
the PU-forming reaction mixture (before introducing HEMA), could even enhance
silica aggregation to some extent.

Hence, silica dispersion and the value of interfacial area could remain practically
unchanged, in the first approximation, in the 83PU–17PHEMA–silica nanocompos-
ites differing by the kind of silica functional cover. This allowed us to estimate the
impact of changes in the interfacial interactions on the glass transition dynamics.

Figure 63 shows the DSC curves characterizing the PHEMA glass transition
in the stabilized, dehydrated 83PU–17PHEMA network and silica-containing
nanocomposites. Glass transition temperature, Tg, at the half-height of a heat capac-
ity step, transition width ΔTg = T ′′

g –T ′
g where T ′

g and T ′′
g are the temperatures of the

glass transition onset and completion, respectively, and the values of heat capacity
step ΔCp are indicated. A strongly broadened two-step PHEMA glass transition
of the unfilled 83PU–17PHEMA network (curve 1) was discussed in Sect. 3.3.3.
Figure 63 depicts a quite different impact of added nanosilica on this transition
including the total disappearance of the second ΔCp step: a sharp narrowing of the
glass transition range; a large increase of T ′

g, a large decrease in the ΔCp step, and
insignificant changes in the matrix glass transition characteristics.
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Fig. 62 Deflection AFM images, obtained in a contact mode, for the 83PU–17PHEMA–silica
nanocomposites with 3 wt% silica [268]. Samples differed by a type of the functional cover of
silica surface: –OH groups (initial cover), –NH2 or –CH=CH2 groups. Most typical and relatively
rare nanostructure images are shown on the left and on the right, respectively
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Fig. 63 DSC curves obtained
in the temperature region of
PHEMA glass transition for
the 83PU–17PHEMA
network (1) and for the
nanocomposites containing
0.25 wt% silica (2–4) [268].
Curve 2 relates to silica
surface with –OH groups;
curve 3 with –CH = CH2
groups, and curve 4 with
–NH2 groups. The dashed
line designates typical
baseline (reference sample
was used)

Negligibly small changes in transition temperatures and intensity (ΔCp) were
observed in the case of silica nanoparticles with the –NH2 cover (curve 4). Some
suppression of PHEMA dynamics occurred when untreated silica particles with the
–OH cover were used (curve 2). The –OH and –NH2 covers provide only hydrogen
bonding with PHEMA. Interfacial interactions were more pronounced in the case of
the –OH cover since APMDES-modified nanosilica also contained, besides –NH2

groups, non-polar propyl and methyl groups decreasing adhesive interactions at in-
terface. The most pronounced effect was registered by DSC for the nanocomposite
with 0.25 wt% silica particles having the –CH=CH2 cover (curve 3) when one-step
transition as well as threefold reduction of both transition width and intensity were
observed. The –CH=CH2 groups at silica surface were involved in copolymeriza-
tion with HEMA monomer. Thus, PHEMA was connected to both PU network
junctions and silica surface. This resulted in the strongly constrained dynamics.

Figure 64a,b shows the CR spectra obtained for these materials over the tempera-
ture range from 20◦C to 160◦C. The tensile stress of 0.3 MPa was sufficient to obtain
distinct spectra and a satisfactory spectral resolution. The pronounced influence of
silica additives on the PHEMA dynamics and its distinct connection with the interfa-
cial interactions (type of silica functionalization) can be seen. First, the complicated
spectral contours over the 40–140 ◦C range are observed; they include a number
of overlapping peaks indicating multi-modal dynamics within the glass transition
of PHEMA as the constituent of matrix network. This transition covers a tempera-
ture range up to ca.100◦C. Second, suppression of segmental dynamics depending
on the type of surface functional groups is the basic effect of nanosilica on the
CR spectrum. Covalent bonding of PHEMA to silica surface (–CH=CH2 groups)
provided the maximal suppression of dynamics (creep) at 90–160◦C. This effect de-
creased in the case of the untreated silica surface (–OH cover), and especially for the
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Fig. 64 Creep rate spectra obtained at tensile stress of 0.3 MPa in the temperature region of
PHEMA glass transition for the 83PU–17PHEMA network and nanocomposites based thereon,
containing 0.25 wt% (a) or 3 wt% silica particles (b) with different functional groups at their sur-
face [268]

NH2-functionalized surface, i.e., under conditions of hydrogen bonding only at the
silica–PHEMA interfaces. The covalent interfacial interactions (–CH=CH2 cover)
caused the largest displacement of the onset of a sharp acceleration of creep towards
higher temperatures, especially at 3 wt% silica (Fig. 64b).
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For 0.25 wt% silica, the CR spectra also manifested a less pronounced effect
of accelerating segmental dynamics (creep) at ∼ 40–80◦C in the temperature region
between the β- and α-transitions of PHEMA (Fig. 64a). This was explained as above
by a partial or total collapse of intermolecular cooperativity of segmental motions.

Contrary to the majority of papers on polymer–silica nanocomposites, the very
low content of 3D nanosilica particles in the polymer matrix in this work resulted in
average inter-particle distance L larger by an order of magnitude than the radius of
gyration RG of PHEMA. In spite of that, a considerable impact of small 3D silica ad-
ditives on matrix dynamics was found due to double PU/PHEMA and silica/matrix
hybridization.

4 Comprehensive Analysis of Deformation Kinetics in Polymers

4.1 General Approach: Changeability of Kinetic Parameters
as a Common Phenomenon in Polymer Deformation

Descriptions of inelastic deformation of glassy polymers are based on the classi-
cal treatments of Frenkel [269] and Eyring with coworkers [109, 270] who have
considered an elementary plastic flow event as a transition of a particle from one
quasi-equilibrium state to another by means of overcoming a potential barrier under
the influence of thermal fluctuations; it is also assumed that its height is lowered by
stress. Generally, the polymer deformation rate can be described by the expression

ε̇ = ε̇0 exp

(
−Q0 −αtm

RT

)
= ε̇0 exp

(
−Q(tm)

RT

)

= Nε∗0 ν0 exp

(
ΔS
R

)
exp

(
−Q(tm)

RT

)
, (20)

where tm = σ/2 is a maximum tangential stress; Q0 is an effective activation en-
ergy, Q(tm) is an activation enthalpy, α is an activation volume, ΔS is an activation
entropy, N is a number of “flow kinetic units” or elementary shear regions, ε∗0 is the
contribution of each of these units to the total strain, R is the gas constant, T is the
absolute temperature, ε̇0 is the pre-exponential factor, and ν0 ≈ 1013 s−1.

It has also been presumed that the magnitude of the kinetic units corresponds
closely to the activation volume of deformation, as well as to the units in differ-
ent kinds of motion, namely the rotation-translation displacement of a segment or
several neighboring segments in a polymer. In addition to the molecular-kinetic
model of deformation, the disclination [271], “dislocation analogy” [272, 273], or
dislocation-disclination [274, 275] solid-state models of polymer deformation have
also been discussed.

Equation (20) assumes the deformation process with constant values of Q0 and
α that are valid, only within a narrow range of varying experimental conditions (see
below). In the usual determinations of kinetic parameters of deformation, the values
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Fig. 65 Correlation between the temperature dependencies of fracture deformation (1) and mobil-
ity (NMR line width ΔH) (2) in poly(vinyl formal) [277]

of Q(tm) and α are found from the slopes of ln ε̇ against T−1 and ln ε̇ against tm
plots, respectively, which require considerable averaging of the results for the wide
ranges of temperatures and stresses; this procedure is unsatisfactory for polymers
since it may result in large errors.

The non-constancy of deformation kinetic parameters is expected, a priori, for
polymers over the wide ranges of temperatures and stresses (or strains). It has been
shown that the diversity of molecular motions inherent to polymers results in a
peculiar behavior of their mechanical properties with respect to their relaxation tran-
sitions, in particular in non-monotonic temperature dependencies observed for their
fracture deformation or stress [276–278]. As an example, Fig. 65 illustrates the typ-
ical correlation between change in fracture deformation and step-like “unfreezing”
of mobility with temperature, as estimated by the NMR line width, for poly(vinyl
formal).

Another difficulty in the correct estimation of the kinetic parameters of de-
formation is the need to maintain the invariable structure of polymers during
measurement, whereas structural changes are inevitable in the process of consid-
erable changes in deformation values for polymers. Therefore, it is impossible to
learn deformation kinetics as a function of the magnitude of deformation using the
generally accepted techniques for such experiments.

We succeeded in overcoming the above problems by the elaboration of a highly
sensitive method for studying deformation kinetics, based on high-precise record-
ing the creep rates by the LICRM setup combined with the Sherby–Dorn method
[279] of stress or temperature “jumps” for studying deformation kinetics of solids.
The latter method (before using the laser interferometry) showed that the kinetic
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parameters of deformation were approximately constant within certain ranges of
temperatures or strains only; it allowed only rough estimates of the kinetic parame-
ters due to non-precise measuring of creep rates.

Our laser-interferometric technique made it possible not only to increase dramat-
ically the accuracy of the measurements but also to study the deformation kinetics
under formerly inaccessible conditions, namely, to determine activation parameters
under the conditions of practically unchangeable polymer structure and mobility. It
became possible to obtain precise and complete kinetic information on the process
of polymer deformation, in fact at any temperature and at any stage of the deforma-
tion process (at different strain and stress values).

The method of ΔT or Δtm jumps was used to find the values of Q(tm), Q0, and α
at any “point” along the creep curve using the equations

Q(tm) = R
ln(ε̇2/ε̇1)

1/T1 −1/T2
, (21)

α = RT
ln(ε̇2/ε̇1)

Δtm
and (22)

Q0 = Q(tm)+ αtm, (23)

where ε̇1 and ε̇2 are creep rates before and after a jump in temperature ΔT = T2–T1

(at constant stress) or in stress Δtm (at constant temperature). Equation (21) is used
to determine the parameter Q(tm), and then (20) yields

(ln ε̇0)ε,T = ln ε̇ + Q(tm)/RT. (24)

The main point here is the possibility to determine the small changes of creep rate
ε̇ using ultra-small changes in the strain (e.g., 0.005–0.01% only) in the jump of
ΔT = 3–5◦C or Δtm � 0.1tm. It allowed the condition of invariability in polymer
structure and dynamics during the test. Under these conditions, the parameters Q0,
α and ε̇0 in (20) may be regarded as real values inherent to any given “point” of
the creep process. The criterion of constancy of the polymer structure during the
measurement is the reversibility of creep rate ε̇ after a reverse jump, Δtm or ΔT .
A typical interferogram before and after jump in stress is shown in Fig. 66.

Thus, we assumed that all three kinetic parameters of deformation in (20), Q0,
α , and ε̇0, are changeable, being the functions of temperature, strain, and stress.

Fig. 66 Typical interferogram of creep recorded during a stress jump Δσ . One oscillation repre-
sents the strain of 0.3 μm (0.005%)
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However, using the LICRM setup allows them to be constant in each separate mea-
surement due to very small changes in temperature or stress (strain).

Below we consider the results of our systematic research of deformation kinetics
for glassy polymers over the wide ranges of temperatures and deformations, using
the laser-interferometric technique under consideration [11, 278, 280–287]. This re-
search allowed us (1) to study the dependencies of kinetic parameters of creep on
these factors, (2) to reveal the regular relations between the activation parameters of
polymer creep, (3) to demonstrate their intimate connection with the parameters of
relaxation transitions, and (4) to confirm directly the intermolecular physical nature
of potential barriers of polymer “plasticity.”

4.2 Activation Parameters of Creep as ÃČ Function
of Deformation Value

As was shown schematically in Fig. 5, the precise measurements by the LICRM
instrument of ε̇ = f (ε) dependence at constant tm and T show that creep rate ε̇
varies continuously with increasing strain; ε̇ is minimum at the deformation εy cor-
responding to the yield stress σy in the stress–strain curve. The activation parameters
of deformation cited in the literature basically relate only to the region of steady-
state creep with a relatively constant rate. Meantime, our studies showed that the
values of Q0, α , and ε̇0 are not the constants of a polymer material even at constant
temperature, changing in the course of the deformation process.

Figure 67 shows the creep rate value and creep kinetic parameters vs total defor-
mation plots obtained for poly(methyl methacrylate) (PMMA) and PVC. For these
and other glassy polymers studied, the values of Q(tm), Q0, α , and ε̇0 determined
from the various points of the creep curves were found to depend on the strain
value in a similar way. At constant stress and temperature, these parameters reach
their maximum values at deformation εy; thereafter they decrease, and their changes
become insignificant at ε > 10–15%. Over the range ε = 20–40%, the value of acti-
vation volume α remains constant, while the activation energy Q0 decreases slightly.

The values of Q0. and α obtained for seven glassy polymers at ε = εy and
ε = 20% are given in Table 8. At ε � εy, energy Q0. substantially decreases, obvi-
ously due to the structural changes and changes in molecular packing in polymers.
Figure 67b shows that pre-straining of PVC lowers the “peak” values of Q0. and α
at point εy, down to the total disappearance of maxima.

Thus, creep of glassy polymers cannot be described by (20) with invariable val-
ues of the coefficients Q0, α , and ε̇0, but the similarity of the α(ε), Q0(ε) and
lgε̇0(ε) curves is observed that presumes their interrelationship and the integral na-
ture of the potential barrier Q0.

It has been assumed that the barrier Q0 includes a number of “elementary”
energy barriers qi, overcome by a deformation kinetic unit equal to or at least
commensurable with α in its volume. Without considering specific deformation
models, we considered a unit event of a creep process as a displacement (transfer)
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of a macromolecular segment (or a few neighboring segments), equal in volume to
α = mV , over the potential barrier Q0 = ∑qi = mqi [281, 282]. Here, V = M/ρNA

is the volume of one monomer unit, m is the number of monomer units per kinetic
unit of deformation, M is the molecular weight of monomer unit, ρ is the density
of polymer, and NA is Avogadro constant, respectively. The energy barrier qi is a
partial contribution to the creep barrier Q0, being related to one monomer unit.
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Table 8 Activation parameters of creep at 20◦C and their relationship to the cohesion energy in
glassy polymers [11]

Activation
energy Q0
(kJ mol−1)

Activation
volume α , 3

Volume of
monomer
unit V , A3

Number of
monomer units
m = a/V

qi = Q0/m
(kJ mol−1)

Ecoh/3
(kJ mol−1)
[288–290]Polymer ε = εy ε = 20% ε = εy ε = 20% ε = εy ε = 20% ε = εy ε = 20%

PVB 143 75 2,240 1,550 163 14 10 10 7.5 9–11
PMMA 134 67 1,340 840 155 9 6 14 11 10–11
PS 134 75 1,400 1,120 166 9 7 15 11 10–13
PVC 167 105 1,800 1,400 73 25 19 7 5 4–7
PC 252 109 2,700 1,680 363 7 5 33 24 21–29
PAN 210 – 1,400 – 75 19 – 11 – 10–11
PET 278 – 2,800 – 240 12 – 23 – 17–24

Table 8 shows, together with the kinetic characteristics, the values of m = α/V
and qi = Q0/m calculated from the experimental data obtained for glassy polymers
at 20◦C for the deformation ε = εy, when the initial polymer structure remains ba-
sically undamaged by shear, and for ε = 20%, i.e., in the “cold flow” range. The
decreased qi values are observed in the latter case for all polymers.

If the initial assumptions were correct, the partial barrier qi should be determined
by the chemical structure of a monomer unit and depend on the IMI barriers, that
is, the cohesion energy Ecoh as the characteristics of IMI related to one mole of
monomer units. As known, Ecoh is the energy required to break all intermolecular
contacts of a small molecule or chain repeat unit with its environment. According
to Eyring [109], for low-molecular weight substances the effective intermolecular
barrier to motion (flow) of molecule in the medium of the same molecules is equal
to Ef

∼= Ecoh/3.
Table 8 shows that for polymers strongly differing in chemical structure the bar-

rier qi coincides with or is close to the value of Ecoh/3. Inelastic deformation of
glassy polymers somewhat reduces the IMI energy (see Sect. 4.4); decreasing barri-
ers qi at ε = 20% reflects this process.

These data indicate some similarity between the processes of creep in glassy
polymers and flow. The mechanism of the deformation of solid polymers must be
more complicated [271–275]; however, overcoming of IMI barriers is the main point
in the different models of deformation processes.

4.3 Temperature Dependencies of Creep Activation Parameters
and Their Connection with Relaxation Transitions

The LICRM setups have also been used for studying deformation kinetics of poly-
mers over a wide temperature range [278, 280–287]. Large variability in the kinetic
parameters with temperature was observed, although the potential barriers of IMI
in every glassy polymer may vary only slightly within the glassy state. Analysis of
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these experimental results is of great interest for (1) the qi problem and (2) study-
ing the connection between deformation kinetics and relaxation transitions in glassy
polymers.

Figure 68 shows the experimental Q0, m, log ε̇0, and qi values vs temperature
dependencies obtained for PVC and PC at ε = 20%, whereas Fig. 69 presents the
Q0(T ), m(T ), and qi(T ) plots for PMMA.
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Fig. 68 Temperature dependencies of the creep activation parameters, Q0 (1), m = α/V (2),
log ε̇0 (3), and partial energy barrier qi (4), obtained at tension for PVC (a) and PC (b) at ε = 20%
[11, 282, 283]. The dashed line in (a) shows the PVC mechanical loss spectral contour (1 Hz)
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One can see that kinetic parameters of deformation change strongly with tem-
perature and in a symbatic way. The curves exhibit the regions of slight changes in
the parameters and the temperature intervals of their substantial changing. Gener-
ally, the parameters increase over the range from 100–120 K to Tg by several times,
at the limit by an order of magnitude. Similar regularities were observed also for
the other glassy polymers. At the same time, the partial barriers qi ≈ Ecoh/3 remain
almost invariable, within the limits of accuracy of their determination of 10–15%,
throughout the whole temperature range of the glassy state of polymers (Figs. 68
and 69). Only a small tendency for qi to decrease with increasing temperature was
observed that reflected slight decreasing IMI, as estimated in particular by IR spec-
troscopy [291].

Figure 70 shows the common relationship between a partial barrier qi and a co-
hesion energy Ecoh obtained from our creep experiments (at ε > εy) for 14 polymers
with very different chemical structures, when varying Ecoh value up to 30 times. One
can see that all data fit satisfactorily to a linear dependence between qi and Ecoh:

qi = (0.3÷0.4)Ecoh. (25)

Remarkably, this relation turned out to be valid for the deformation (“cold flow”) of
solid amorphous and semi-crystalline polymers, both isotropic and slightly drawn
ones, as well as at any temperature below Tg. The values of kinetic parameters,
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found in tension and compression tests, might differ to some extent but the barrier
qi also remained practically invariable over the broad temperature region [11].

This fundamental result certainly indicates the intermolecular nature of the
energy barrier to deformation in glassy polymers. An additional experimental cor-
roboration of this viewpoint was obtained in the study of a series of poly(styrene-
co-methacrylic acid) (PS-co-MAA) polymers with regularly varied IMI (Sect. 4.4).

Thus, the above data enable us to conclude that, irrespective of the choice of a
specific model for polymer deformation, this process for glassy polymers is associ-
ated mainly with surmounting of IMI barriers. The activation barrier of deformation
to be overcome is governed by the IMI and the scale of the kinetic units under the
given conditions, that is,

Q0
∼= α(T,ε)

V
qi
∼= m(T,ε)Ecoh/3. (26)

As indicated above, the deformability of solid polymers varies with temperature in
a step-like manner due to the abrupt changes in the nature of a dominant type of
molecular motion in the regions of the relaxation transitions. Similarly, Figs. 68
and 69 show that the most substantial changes in the kinetic parameters of de-
formation with temperature occur in the temperature regions of sub-Tg (β and γ)
relaxations and then in the vicinity of Tg (“intermediate relaxations” region). This
is obvious when comparing the kinetic curves obtained for PVC and PMMA with
their mechanical loss spectra (see the broad β-peak for PVC, γ and β-relaxations
around−100◦C and 20 ◦C for PMMA in Figs. 68a and 69, respectively). For PC, the
large step in the plots in Fig. 68b also corresponds to unfreezing mobility within
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Table 9 Comparison of activation energies and activation volumes for sub-Tg relaxations
(Qβ, Qγ, mβ, mγ) and for creep within the same temperature regions (Q0,m) in glassy polymers

Kuhn segment size β-Relaxation region γ-Relaxation region

Qβ Q0 mβ m Qγ Q0 mγ m

Polymer
Nk monomer
units Vk nm3 kJ mol−1

monomer
units kJ mol−1

monomer
units

PVC 12 0.8 60–65 50–80 12 10–13 – – – –
PC 2 0.7 45–52 42–70 2 2–3 – – – –
PMMA 6 0.9 85 80–120 6 5–8 43 45–70 2–3 2–3

the β-relaxation region extending from about −150◦C to−50◦C. If the β-transition
is associated with the rotational motion within a Kuhn segment, the γ-relaxation in
PMMA corresponds to localized torsional motions involving two or three neighbor-
ing monomer units in chain [23, 101].

Table 9 demonstrates the “genetic” conformity between the kinetic parameters of
sub-Tg relaxations in polymers and the parameters of deformation kinetics within
approximately same temperature regions; not only the activation energies but also
the activation volumes could be compared. The latter became possible owing to
the development of the technique for DMA of statically loaded solids [DMA(σ )
method] [91–94]. This allowed us to register the effects of mechanical activation of
mobility in glassy polymers (Figs. 17 and 69) and to estimate, on this basis, the ef-
fective activation volumes of relaxation processes [92,94]. The latter are represented
for three polymers in Table 9 as a number of monomer units (mβ, mγ) forming these
volumes.

Table 9 shows the satisfactory agreement between the activation parameters
of deformation and relaxation transitions. Thus, the activation volumes of both
processes coincide in the temperature region of β-relaxation with Kuhn segment
volume: m = mβ = Nk. For PMMA, the main contribution to creep kinetics below
−100◦C is provided by small-scale kinetic units (m = 1 and Q0 = 10–15kJmol−1)
that corresponds to low-temperature δ-relaxation, namely, liberation of a monomer
unit in PMMA [23, 99]. At T > Tβ , approaching Tg, the kinetic parameters of de-
formation increase by a factor of 3. Curves 4 and 6 in Fig. 69 show that an m vs T
plot practically repeats the plot of the activation volumes of the relaxation processes
over the entire temperature range studied.

Thus, the main contribution to the kinetics of deformation of glassy polymers is
provided by molecular motions prevailing in the given temperature region or cor-
responding to the nearest relaxation transition, due to stress activation of the part
of the relaxation time spectrum that is located just above the temperature of the
deformation experiment.

Let us stress once more that, irrespective of the specific solid-state deformation
model used [271–275, 292], the values of creep activation parameters in polymers
are interconnected and depend on the degree of deformation and temperature. Their
changes are related in a regular manner to structural alterations in polymers and to
their spectra of molecular motions. Due to the changeability of deformation kinetic
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parameters, (20) must be represented in the form

ε̇ = ε̇0(T,ε)exp

[
−Q0(T,ε)−α(T,ε)tm

RT

]
. (27)

4.4 Well-defined Changes in Intermolecular Interactions
and Potential Barriers to Deformation

As was postulated many years ago [293, 294], deformation of glassy polymers
involves overcoming the barriers of inter- and intramolecular interactions; the domi-
nant role of the former has also been assumed in the specific models [271–275,292].
However, the Q0 values obtained for polymer deformation were typically much
higher than the energy of a single “intermolecular bond” or an internal rotation
barrier. Moreover, the activation energies of the processes associated with breaking
of chemical bonds in chains, namely, of mechanical fracture or thermal degradation,
were of the same order of magnitude as for creep processes.

The kinetic data presented above, especially the interrelationship between the
deformation kinetic parameters and the approximate equality qi

∼= Ecoh/3, testify in
favor of the decisive contribution of IMI to the potential barriers of polymer defor-
mation. Nevertheless, the additional, direct experimental information regarding the
connection between IMI behavior and deformation kinetics was needed to come to
the final conclusions on the physical nature of Q0.

This problem has been resolved in two ways.
First, the combined DSC, IRS, and mechanical approaches were employed to

study the relation between the resistance to deformation and the changes in a system
of intermolecular bonds, energetic state (enthalpy changes), and chain conformation
at various stages of deformation in glassy polymers [295–300]. As a result, the direct
correlations between the polymer resistance to deformation and the energy of IMI,
EIMI, were confirmed.

Second, the study of deformation kinetics was performed, using the LICRM
setup, for a series of “model” polymers with the regularly varied and reliably con-
trolled IMI characteristics; that allowed the determination in parallel of the changes
in kinetic parameter qi and energy EIMI [283]. The experiments were performed
for PS, PVC, and a series of amorphous copolymers of styrene with different con-
tents of methacrylic acid (PS-co-MAA). The latter contained 2, 5, 10, 16, 26, 33, or
60 mol% MAA creating double hydrogen bonds as strong intermolecular crosslinks
with the energy EH = 38kJmol−1; their real content and changing with deformation
could be determined experimentally.

It was shown that deformations ε < 50–100% led, like an intense quenching, to
an increase in the internal energy (enthalpy change ΔH > 0). This “stored energy”
was measured by DSC. The values of ΔH themselves, however, did not indicate
the basic factor that caused the energy state of the polymers to change. A priori,
this could be due to three reasons, namely (1) a change in molecular packing and



Laser-Interferometric Creep Rate Spectroscopy of Polymers 187

EIMI, (2) a change in the intramolecular energy at the expense of conformational
trans–gauche (T–G) transitions or distortion of the valence angles and bonds, and
(3) because of breaking chemical bonds.

Combined using DSC and IRS for studying changes in PS and PS-co-MAA al-
lowed us to estimate these contributions to ΔH and to decipher the nature of the
changes in the enthalpy of glassy polymers caused by pre-straining or quench-
ing [295–297]; in particular, the process of mechanical dissociation (breaking) and
restoration of hydrogen bonds was revealed and studied in detail. It was shown that
the enthalpy change ΔH in pre-strained glassy polymers was associated practically
entirely with the changes in IMI, and DSC could serve as the method of quantitative
estimation of the character and value of the changes in IMI in glassy polymers [296].

Figure 71 shows the typical changes in resistance to deformation, energetic state,
segmental mobility, and conformational characteristics of amorphous PS as a func-
tion of its pre-straining on compression at 20◦C. The drop in the stress–strain curve
for annealed PS begins from the yield point εy = 5–7% whereas at ε > 15% the
resistance to deformation changes only slightly. The conformational composition of
PS is barely affected by the transition through yield point (curve 6); a small trend
of growth in the TTTT-isomer content (542cm−1) is observed only at ε = 40–60%.
At the same time, the shape of the stress–strain curve correlates totally with the
changes in enthalpy/IMI: increasing enthalpy (internal energy) (curve 3) and mo-
bility (curve 5) in pre-strained PS are determined by decreasing IMI (curve 4) with
deformation.
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Consequently, the resistance of PS to deformation at the different stages of this
process is controlled, really, with the potential barriers of IMI.

The similar correlations were found also for PS-co-MAA samples [298]. The
common energy EIMI in these copolymers was estimated as the sum of universal
van der Waals, EUN, and specific IMI (hydrogen bonding, EH) in the initial annealed
samples and pre-strained or quenched samples. Total breaking of intermolecular
H-bonds or their partial breaking with transformation of double H-bonds into single
ones during the deformation process were registered by the IR spectra. On this basis,
the specific energy parameter EH was determined [295, 298] as

EH = 38ωβ2 + 19ωβ1, (28)

where ω is the mole fraction of MAA units in these copolymers, while β2 and β1 are
the relative fractions of MAA units joined by double or single hydrogen bonds with
the energies of 38 and 19 kJ mol−1, respectively. The effective energy of universal
interactions in the copolymers studied was determined as

EUN = EPS
coh(1−ω)/3 + EPMAA

coh ωβ0/3, (29)

where β0 is a relative fraction of MAA units free from hydrogen bonding, and Ecoh
PS

and Ecoh
PMAA are the cohesion energies of PS and poly(methacryl acid).

Figure 72 shows the dependence of the yield stress on the common IMI en-
ergy (EIMI) in these model polymers (a), and relative decrease in the resistance to
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Table 10 Kinetic parameters of creep and effective energy of intermolecular interactions in PS
and PS-co-MAA at 20◦C [283]

Polymer α , 3 m Q0 kJ mol−1 qi = Q0/m EIMI [298] EIMIm

PS 1,400/1,120 9/7 130/84 15/12 13/12 117/84
PS-co-MAA (95/5) 1,400/1,120 9/7 130/84 15/12 13/12 117/84
PS-co-MAA (84/16) 1,820/1,330 11/8 176/92 16/12 15/14 165/112
PS-co-MAA (67/33) 1,820/1,120 12/7 200/101 17/14 18/18 216/126
PS-co-MAA (40/60) 1,250/950 9/7 164/122 18/18 21/20 189/140
Note: The values of Q0, α , m, qi and EIMI are given for εy = 6–7% in numerator and for ε = 15%
in denominator. EIMI and EIMIm values are given in kJ mol−1

deformation for pre-strained or quenched polymers as a function of relative decrease
in EIMI (b). Again, a regular growth of the yield stress with increasing EIMI is ob-
served. The distinct correlation between a degree of lowering of both resistance to
deformation and IMI energy in the course of deformation is also registered.

Table 10 compares the creep kinetic information and IMI characteristics for PS
and several PS-co-MAA polymers. Again, increasing IMI (MAA content in copoly-
mers) led, simultaneously, to increasing both the barrier qi and the energy EIMI.
Moreover, the qi values turned out to be rather close by their magnitudes to the EIMI

values, and Q0
∼= E IMIm, with the accuracy of 10–20%.

Thus, all experimental data and relationships, obtained by the laser-
interferometric technique combined with DSC and IRS, confirmed the compli-
cated behavior of deformation kinetics in polymers as well as its direct connection
with the spectra of molecular motions and the intermolecular potential barriers.

5 Jump-Like Creep on the Submicro-, Micro-, and Meso-scale
Levels and Morphology in Polymer Systems

Solids of different classes, including polymers, are characterized typically with a
complex non-uniform structure on various morphological levels and the presence
of different local defects. The theoretical approaches describe the deformation of
solid polymers via local defects in the form of dislocations (or “dislocation analo-
gies”) and disclinations, or in terms of dislocation-disclination models even for
non-crystalline polymers [271–275, 292]. In principle, this presumes the local-
ized character and jump-like evolution of polymer deformation at various levels.
Meantime, the structural heterogeneity and localized microdeformation processes
revealed in solids by microscopic or diffraction methods, could not be discerned typ-
ically in the mechanical (stress–strain or creep) curves obtained by the traditional
techniques. This supports the idea of deformation as a monotonic process with a
smoothly varying rate. Creep process has been investigated in the numerous stud-
ies in terms of average rates (steady-state creep). For polymers, as the exclusion,
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non-monotonic development of deformation was observed for PET crystallizing
under stretching [301], or small-scale jumps in stress at deformation of thin poly-
mer films were observed [302]. Additionally, shear bands are typically observed at
deformation of glassy polymers.

It may be presumed, a priori, that the above-mentioned contradiction can be
resolved and jump-like evolution of polymer deformation may be revealed in the
case of (a) sharp improvement of the sensitivity and resolution of the method for
creep rate measurements, and (b) coherent occurrence of many elementary micro-
shear events (their cooperative or simultaneous manifestation) leading to observable
jump-like creep.

In fact, the laser-interferometric technique allowed us to clarify this situation.
New possibilities for high-precise measurement of creep rates at any “point” of the
process, on the deformation increment of 300 nm (one beat in the interferogram) or
even 150 nm (half a beat), made it possible to study creep on the submicro-, micro-,
and meso-scale levels. This allowed us to reveal and study in detail the jump-like na-
ture of polymer creep as the general phenomenon [11, 303–321]. The simultaneous
development of several jump levels in creep, from submicro- to a hundred micron-
scale, was also registered. Some regularities in the characteristics of jump-like creep
were found: the amplitude and sharpness of the deformation jumps changed in a
regular way in the course of creep. Moreover, the direct connections between the
parameters of jumps and the sizes of structural micro-heterogeneities were shown
for some polymer systems.

5.1 Discontinuous Creep of Amorphous Polymers
at Different Stages of the Process

Figure 73 illustrates the jump-like creep process by the interferograms obtained for
amorphous polymers and the scheme of stepped deformation. Two parameters were
introduced to characterize the stepwise creep: (1) deformation increment L corre-
sponding to the period of creep rate variation (the height of the step in the scheme)
and (2) the ratio h of the maximum (ε̇max) to minimum (ε̇min) creep rates within the
same step L, i.e., jump sharpness. In some cases, the mean value

h =

n

∑
i=1

ε̇max/ε̇min

n
(30)

was determined, where a number of consecutive periods n = 5− 10 was typically
used for a calculation.

It was revealed that both parameters of jump-like creep typically changed with
development of the deformation process. The deformation steps L of submicro-,
micro-, and meso-scale sizes could be observed in polymers and composites de-
pending on material composition and the deformation stage. It was found that the
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Fig. 73 Typical interferograms (a) and a scheme of the stepwise (jump-like) creep (b) in amor-
phous polymers [11, 321]. One oscillation (beat) corresponds to an increase of deformation on
compression by 0.3μm (usually 0.005%), and the creep rate ε̇ is determined by the beat frequency
1/x

strain step L values measured at deformations close to their yield points turned out
to be in direct relation to the activation volumes of deformation (L ∼ α) under the
same conditions[321].

Despite some h scattering, the reproducible regularities for the h(ε) plots were
observed. Generally, h value changed with increasing deformation and was maximal
(1) at the start of the “flow” stage (destroying the initial structure of the system of
intermolecular bonds), i.e., in the vicinity of the yield strain εy in isotropic polymers,
or (2) prior to fracture in oriented polymers (Figs. 74 and 75). Creep rate variation
was observed even at the first stage of creep before reaching the yield point; this
shows directly that micro-plasticity contributes to the polymer deformation, even in
the quasi-elastic region.

The peculiarities of jump-like creep at different stages of deformation may be
illustrated, for instance, for PDMS networks and PDMS–silica nanocomposites with
40 wt% SiO2 [319] studied at room temperature (above Tg). These nanocomposites
were synthesized in situ as described elsewhere [266]. The silica domains formed
had a diameter of about 10 nm.

Because of the rubber-like state of the materials studied, the main deformation
is developed during loading, and creep rate rapidly decreases. Figure 76 shows the
“fragments” of the creep rate vs tension deformation plots obtained for PDMS and
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Fig. 74 Variation of the
creep rate within the narrow
ranges of strains for PC at
different stages of
deformation process
(compression, 20◦C) [304]:
(1) ε = 7.3%, (2) yield point
εy = 10.3%, and (3)
ε = 37%. Here n is a number
of beats in the interferograms
where one beat corresponds
to strain increment of 0.3μm
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Fig. 75 Strain dependence of jump sharpness parameter h: (1) for isotropic PMMA in the vicinity
of the yield point, at compressive stress of 70 MPa, 20◦C [309]; (2) for oriented PE monofilaments,
at tensile stress of 0.4 GPa, 20◦C [316]. The arrow indicates the moment of fracture

PDMS–silica nanocomposite within the narrow strain intervals but at different de-
formation values. Each experimental point in these curves refers to a deformation
increment of 0.3μm. One can see the jump-like development of creep and, simul-
taneously, very different plots in Fig. 76a–d depending on sample composition and
deformation stage.

Figure 76 shows that deformation jumps L can be divided into two groups, Lmin

and Lmax. Their values and maximal amplitudes of creep rate jumps hmax are pre-
sented in Table 11. The smallest deformation jumps Lmin ∼ 1μm are typical of
both PDMS and nanocomposite being slightly higher only for the larger deforma-
tions. The picture changes, however, for the nanocomposite. At first, hmax values
strongly increase (Fig. 76b), and then, with increasing deformation, the small de-
formation jumps are united into the coarse ones when Lmax steps may attain 50μm
(Fig. 76c,d, Table 11). The variety, greater sharpness, and the more complex shape
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Fig. 76 Variation of the creep rate as a function of tensile strain for (a) neat PDMS,
σ = 0.15MPa, and for (b–d) PDMS–silica nanocomposite with 40 wt% SiO2 at (b) σ = 0.2MPa,
(c) σ = 0.35MPa, and (d) σ = 0.55MPa [319]. Each point corresponds to deformation increment
of 0.3μm
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Table 11 Parameters of creep jumps at different stages of the process (upon tension at 20◦C) for
PDMS network and PDMS-silica nanocomposite [319]

Sample σ (MPa) ε (%)
Average values
of Lmin (μm) Lmax (μm) hmax

PDMS 0.15 35 0.9 1.2 3
PDMS–silica composite 0.20 11.3 1.0 1.5 10

0.35 23.4 1.25 9 3
0.55 33.6 1.8 50 7

of deformation jumps of micro- and meso-scale sizes in the nanocomposite could
be attributed to shears not only in polymer matrix but also (perhaps basically) at
polymer–silica interfaces, i.e., in the interfacial nanolayers manifesting the restricted
mobility [266]. The formation of microcracks at interfaces could also contribute, to
some extent, to the complication of jump-like creep picture. Anyway, the data ob-
tained for the nanocomposite reflected, obviously, the morphological and dynamic
heterogeneities in this system.

The interesting result of changing the activation parameters of creep within a
micro-scale deformation jump in glassy polymers is noteworthy [12]. It was sup-
posed that the variation of creep rate over the deformation step L in the jump-like
creep process was determined by changing the activation barriers within microvol-
umes, and it is the cause of the stepped character of deformation. The high accuracy
of the laser-interferometric method allowed us to estimate the parameters Q0, α and
q in two points of a deformation jump (period L). It was revealed that the potential
barriers to creep changed within a micro-scale deformation increment. The higher
creep rates in a deformation jump corresponded to the lower values of activation
energy Q0 but to the larger activation volumes α . As a result, parameter q, charac-
terizing the IMI energy per one monomer unit, substantially decreased in a step L.
Additionally, it turned out that parameter q for the macroprocess of steady-state
creep was close by its magnitude to the q value for the stage of the easiest slip with
increased rate in a deformation jump [12].

5.2 Creep Rate Variability and Interfibrillar Slippage
in Oriented Polymers

Highly oriented flexible-chain polymers, in particular ultrahigh-molecular-weight
polyethylene (UHMWPE) fibers prepared by gel spinning process, as suggested by
Smith and Lemstra [322], exhibit the extremely high mechanical strength and mod-
ulus of elasticity rather close to the theoretical estimates. At the same time, these
fibers reveal decreased creep resistance which substantially restricts their applica-
tion potential.

When using gel spinning and other techniques for preparing fibers, a very compli-
cated hierarchy of their supermolecular structures is generated. First, microfibrillar
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units are typical of oriented materials. They consist of crystalline and disordered
regions alternating along their long axes. Microfibrils are connected by tie molecules
and, as a rule, aggregate into macrofibrils. Such complicated morphology implies in-
evitably the manifestation of a few deformation modes operating simultaneously in
a mechanical field. The most frequently considered modes of inelastic deformation
of oriented polymers are intracrystalline slip, conformational gauche–trans (G–T )
transitions, or chain scissions. At the same time, the interfibrillar slippage is rarely
taken into account, although it was shown that this process occurs, being most pro-
nounced in gel-spun UHMWPE fibers, owing to a weak connection between fibrillar
units [323, 324].

In the series of publications [312–318], the laser-interferometric method has been
successfully used for oriented polymers (basically PE), and it has been shown that
creep developed non-uniformly in oriented PE. These studies were aimed at (a) gain-
ing new information on establishing the true creep mechanism of highly oriented
fibers and films, (b) revealing the correlations between creep at micro/meso-scale
levels and fibrillar structure, and (c) searching a proper route for enhancing such
long-term mechanical property of highly oriented fibers as creep resistance.

In study [316], a series of the gel-spun UHMWPE fibers of the various draw
ratios, with crystallinities of 55–81% and modulus varying from 38 to 131 GPa,
were investigated. Three typical levels of deformation jumps could be distinguished:
of 2–10μm (L1), a few tens of microns (L2), and of about 100μm (L3) in size. The
deformation steps of various magnitudes were observed for all filaments tested but
more clearly for those of higher draw ratio. The larger deformation jumps were
formed from micro-scale jumps. Creep rate variability parameter h, characterizing
the creep jump sharpness, increased with strain and then decreased again before
fiber rupture (Fig. 75).

This phenomenon was discussed in terms of the possible direct correlations be-
tween stepwise creep and fiber morphology, namely, of micro-shear displacements
of various fibrillar elements in a stick-slip mode. It was shown that the fibrillar units
were weakly connected and loosely packed in these fibers; interfibrillar regions con-
tained pores and a small number of tie molecules. The length of microfibrils has
been estimated to be microns, whereas the length of macrofibrils reached 100μm
and more. These sizes correlate satisfactorily with the observed deformation steps.
Of course, this approach (slippage of fibrils upon creep) did not exclude the partic-
ipation of the intracrystalline slip events and the process of scission of overstressed
interfibrillar tie molecules in jump-like creep. Submicro- and microcrack formation
could also contribute, to some extent, to creep heterogeneity and the total deforma-
tion of fibers [314].

To obtain further information on the role of interfibrillar slippage in creep of ori-
ented polymers, LI technique was used in studying of oriented UHMWPE samples
with various connectedness of fibrils, namely, of melt-crystallized and solution-cast
films drawn to various degrees, as well as of modified samples [313, 315]. The fib-
rils in melt-crystallized films were interconnected by a larger amount of molecules.
In addition, increasing the interfibrillar interaction was attained using two methods:
(1) removing low molecular weight fractions and (2) chemical cross-linking.
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It was found that the jumps of creep rate strongly depended on the type of ori-
ented UHMWPE sample. Again, the deformation jumps of various values (microns,
tens and hundred microns) were observed, and the large jumps were formed from the
smaller ones. Both procedures, increasing the interfibrillar interactions, resulted in
reduction of creep rate variability. Moreover, the number of large deformation jumps
L3 reduced with increasing interfibrillar interactions. Thus, it was shown that the
size distribution of the deformation jumps appeared to be controlled by the structure
of interfibrillar regions, and interfibrillar slippage contribution was indeed predom-
inant. The deformation jumps come, obviously, from a coherent (cooperative or
simultaneous) slippage of individual microfibrils, their aggregates, or microfibrillar
layers.

Figure 77 demonstrates different creep behavior in the narrow deformation inter-
vals for ultimately drawn flexible-chain and rigid-chain polymers, melt-crystallized
and gel-cast UHMWPE films, and poly(paraphenylene terephthalamide) (PPTA)
fibers (Kevlar 49, DuPont). Tensile stresses equal to a half of fracture stress σF

were applied. Total deformation to break was equal to 25%, 13%, and 1.32%, re-
spectively, in these samples. To see better a difference in the development of creep
process in the investigated polymers, the inserts in Fig. 77 are presented for very
narrow deformation intervals.

Creep of UHMWPE occurs in a jump-like manner, accelerating and decelerating
periodically. The deviations from the average creep rates may be as large as an
order of magnitude and more frequent and impressive for melt-crystallized films
than for gel-cast UHMWPE films. The small- and intermediate-scale deformation
periods (creep jumps) of about 10 and 50–70μm were typically revealed in both
melt-crystallized and gel-cast films; however, the largest creep jumps of 100μm and
more in size occurred only in the melt-crystallized oriented films. The difference in
creep behavior of these UHMWPE films was explained in terms of different internal
structure of the microfibrils and, especially, their connectivity with each other. The
stepwise creep in the UHMWPE samples was attributed to stick-slip displacement
of fibrils along each other (interfibrillar slippage). In addition, separate molecules
and even whole fibrils could be ruptured in the course of creep; this could be derived
from the SEM observation of kink band generation.

Unlike UHMWPE, creep in Kevlar 49 occurred monotonically (Fig. 77c). No
marked inhomogeneity in a creep rate is detected in this case. The average level of
creep rates is less by two orders of magnitude than that in UHMWPE (see insert).
Strong interactions between rigid chain macromolecules and formation of ribbon-
shape, very densely packed fibrils in these fibers prevented, obviously, interfibrillar
slippage and, therefore, creep jumps were absent in this case. No kinks were gener-
ated also during creep experiments in Kevlar fibers [318]. The absence of jump-like
creep for rigid-chain polymer evidences, additionally, that the creep rate variation is
not caused by the methodological reasons (scattering, noise, etc.).

The above experimental data, including the established correlation between creep
rate variations and structural heterogeneity, gave a better insight into the creep mech-
anism in highly oriented flexible-chain semi-crystalline polymers and allowed to
propose a route for improving UHMWPE creep resistance. Generally, creep of these
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Fig. 77 Creep rate vs deformation for (a) UHMWPE melt-crystallized film (draw ratio λ = 7.3,
σ = 0.5σF = 0.32GPa), (b) UHMWPE gel-cast film (λ = 119,σ = 0.5σF = 1.58GPa), and
(c) Kevlar 49 fiber (σ = 0.5σF = 3.15GPa) [318]

fibers may be controlled, presumably, by slip motion of separate macromolecules
through the crystallites and via slippage of microfibrils along one another. If the sec-
ond mechanism more contributes to slip, interfibrillar chemical crosslinks should be
generated to increase a creep resistance. Really, the experiments with cross-linked
PE show their smallest variability in creep rates and the improved creep resistance.

Highly oriented gel-crystallized UHMWPE fibers contain macrofibrils whose
length reaches tens and hundreds of microns as aggregates of microfibrils of mi-
crometer length; macrofibrilles form layers separated by longitudinal voids of
submicron and micron scale [312]. Figure 78a shows that the creep jumps with de-
formation steps of 1–10 and about 100 microns are observed in this case. In fact,
meso-jumps are formed from micro-jumps similar to formation of macrofibrils from
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Fig. 78 Dependence of the creep rate (at ε ∼ 2% on the creep increment: (a) for oriented gel-
crystallized UHMWPE fibers with draw ratio λ = 45 (creep rate jumps of large strain periods
L ∼ 100μm are observed), and (b) for the same fibers chemically modified for generating
crosslinks between fibrils (the large strain periods are absent) [313]

microfibrils. In the work [313], the same fibers were impregnated with the special
agent (trichloroethylene) followed by UV irradiation for generating crosslinks be-
tween the fibrils. Agent molecules could not penetrate inside the fibrils for steric
reasons. This means that crosslinks could be formed only between the molecular
segments located on the surface of neighboring fibrils; the grafting also occurred
there. Figure 78b shows that cross-linking resulted in suppression of intermacrofib-
rillar slippage since large deformation steps disappeared. In addition, the deforma-
tion, which may be as high as 15% in non-crosslinked fibers, sharply decreased after
cross-linking.

Jump-like creep was also studied for UHMWPE films with intentionally varied
structural organization of interfaces between fibrils at the expense of their different
preparation (gel-casting, crystallization from the melt), various draw ratios λ (from
7 to 119), and the special cross-linking of fibrils [315,317]. The fibrils were weakly
connected and loosely packed, weakly tied but closely packed, or cross-linked by
long molecular segments or connected by short crosslinks, in these samples. As
a result, absolutely different jump-like creep rate vs deformation curves and jump
sharpness parameter h vs strain dependencies were obtained for these “model” sam-
ples with different interfacial structures. Short interfibrillar crosslinks provided the
largest effect on creep behavior. Creep occurred basically through shear of fibrillar
structural units relative to one another in an “acceleration-deceleration” way; decel-
eration was due to slip resistance by some “stoppers.”

The above results evidence the controlling role of interfibrillar slippage for creep
properties of UHMWPE fibers.
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5.3 Controlled Structural Heterogeneities of Micro-scale Sizes
in Polymers vs Micro-plasticity Jumps Correlations

Of special interest are the results of studying jump-like creep on the micro-scale
level when the controlled structural heterogeneities of the same sizes are present
in polymers, namely, for epoxy networks with a globular structure [311], for epoxy
composites containing diabase microparticles [310], for POM plastics with different
spherulite sizes [320], and for PI–graphite composites [320]. These materials can be
considered as models for checking up the micro-plasticity vs structure correlations.
It was possible to compare directly the sizes of heterogeneities (solid microparticles
or densely packed micro-domains of polymers) with the creep micro-jumps, and to
draw the conclusions about their interrelationship.

In [320], jump-like creep was studied for two POM semi-crystalline polymers.
Analysis of their polarizing microscope images showed that homoPOM contained
predominantly spherulites 1–5μm in diameter, whereas poly(oxymethylene-co-
oxyethylene) (95POM/5POE) sample contained both the same small spherulites
and larger ones, up to 25μm in diameter. It might be supposed that the size of
these more dense structural units will be reflected in the character of variation of
the creep rate and the values of deformation jumps L. Then the loosely packed inter-
spherulite boundaries could be considered presumably as the most probable points
for local shear displacements (micro-plasticity).

The results obtained are given in Fig. 79 and Table 12 where the sizes of defor-
mation jumps, including the smallest jumps Lmin, the moderate jumps Lm, and the
largest jumps Lmax, are presented for several macro-strains; the latter were chosen to
prevent essential distortions (breaking) of the initial structure of samples. The Lmin
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Fig. 79 Variation of creep rate within the narrow range of strains for poly(oxymethylene-co-
oxyethylene) (95POM/5POE) (1) and homoPOM (2) [320]. Points were registered in 0.3μm
deformation increments. T = 20◦C, compressive stress σ = 70MPa



200 V.A. Bershtein and P.N. Yakushev

Table 12 The values of micro-scale creep jumps L at different deformations ε for two semi-
crystalline samples with different spherulite sizes (T = 20◦C, compressive stress σ = 70MPa)
[320]

Poly(oxymethylene) (POM) (spherulite size Poly(oxymethylene-co-oxyethylene) (95POM/
of 1–5μm) 5POE) (spherulite size of 1–25μm)

ε (%) Lmin (μm) Lm (μm) Lmax (μm) ε (%) Lmin (μm) Lm (μm) Lmax (μm)

2 0.77 1.5 3.3 2.5 1.0 1.8 3.9
1.5 3.9 2.1 4.8

6.6
5.6 0.82 2.7 3.9 4.2 0.85 3.3 12

2.7 3.9 3.9 5.7
2.1 3.0 6.0
1.8 4.8

7.0 1.0 1.8 4.8 8.5 1.0 3.6 7.8
1.8 5.7 4.5 11.1
2.7 5.7 4.5 10.8
2.7

12 0.93 1.5 5.7 10.5 1.23 4.5 15.6
1.8 4.8 4.5 9.6
1.8 4.3 3.6 25.5
3.6 5.7 4.8 7.2

4.8 8.4

values were determined as mean of the seven creep rate periods, whereas Lm, and
Lmax values corresponded to single deformation jumps. Figure 79 shows that small-
scale periodic variations are combined into the larger deformation jumps, and the
largest ones are composed of the smallest and moderate jumps. More pronounced
variation of the creep rate is observed for the copolymer.

It follows from Table 12 that the smallest deformation jumps Lmin are approxi-
mately equal to each other for both polymers (∼1μm) but the deformation jumps Lm

and Lmax for the copolymer are larger, on average, than those for homopolymer. The
jumps Lm and Lmax also exhibit a tendency towards an increase as the creep strain
increases. For homopolymer, the Lm and Lmax values were less than 6μm, i.e., the
deformation jumps of ∼1–5μm corresponded to spherulite sizes in this polymer.
The larger jumps Lmax = 6–25μm were observed for copolymer, and their appear-
ance corresponded, obviously, to the presence of spherulites of the same scale in
this sample.

The found coincidence of deformation micro-jumps in creep with the sizes of
spherulites may be associated with the fact that creep occurs initially preferably
through micro-shears along the boundaries of spherulites. Of course, at larger strains
the transformation of the structure can result in the manifestation of new structural
units and another deformation jumps on the meso-scale level.

Similar structure vs jump-like creep correlations were revealed for neat epoxy
network [310, 311] and for the composite based thereon and filled with diabase
particles of 5–10μm size (weight ratio of both components was 1:1) [310]. Electron
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Fig. 80 Variation of creep rate within the narrow range of strains for the epoxy composite with di-
abase particles of 5–10μm in size (weight ratio of 1:1). T = 20◦C, compressive stress σ = 60MPa.
The values of large period L of creep rate variation are indicated [310]

microscope images showed that the epoxy network had the globular structure, and
more densely packed globules with different sizes, from 0.2 to about 1μm, could
be discerned. Variation in creep rate at the submicro- and micro-scale levels was
observed, and the deformation jumps L varied from 0.4 to 1.6μm, i.e., practically
coincided with globular sizes.

The other information was obtained for the epoxy-diabase composite. Figure 80
shows that, together with the small deformation jumps equal to 0.6–1.2μm in size,
peculiar to neat epoxy matrix, the larger periodic variations of creep rate arose
with L = 4–6μm. These deformation jumps were associated, undoubtedly, with the
diabase particles of the same size. The presence of solid diabase micro-particles
introduced a new heterogeneity level into the structure. The increased microshears
could occur due to weaker interfacial polymer layers and breaking adhesion between
polymer and diabase.

The most remarkable result has been obtained when comparing the plots for
creep rate in the narrow ranges of deformation for amorphous PI and graphite-
containing composite based thereon [320]. These high-performance materials with
Tg = 400◦C (Vespel�, DuPont) were produced by powder metallurgy techniques
(see Sect. 3.6.2). Figure 81c shows the SEM micrograph of this composite with
graphite particles 5–10μm in size. Rather good mixing of PI and graphite powders
might be attained during preparation of the composite.

Figure 81 demonstrates variation of creep rate within the narrow ranges of strains
for neat PI and its composite. For neat PI with the complicated supermolecular
structure (different local molecular packing, the presence of mesophases, etc.) the
periods and amplitudes of creep rate variations (L and h parameters) are change-
able (Fig. 81a); creep rate jumps h did not exceed mainly 2–3. The microregions
of ∼0.6–1.0μm size with different molecular packing densities may result in such
creep rate–strain plots.
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Fig. 81 Variation of creep rate within the narrow range of strains for the neat amorphous polyimide
(Vespel �, DuPont) (a) and for the same polyimide filled with graphite micro-particles (b) [320].
T = 327◦C, compressive stress σ = 20MPa. In (c), SEM micrograph of the etched cut surface of
graphite-containing sample is shown. Black graphite particles of about 5±2μm in size are seen

The plot dramatically changes for PI–graphite composite. This composite can be
considered as the model material in which crystalline graphite particles of approxi-
mately the same size with the sharp boundaries (interfaces) were relatively regularly
distributed throughout the matrix. Figure 81b shows two peculiarities of the plot
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obtained for this composite. First, in addition to small creep rate jumps, very strong
jumps are observed where creep rate changes (increases and then again decreases)
by many times, e.g., from 5–10 to 200×10−5 s−1. Second, under these experimental
conditions (the temperature 327◦C was not far from the onset of PI glass transition),
periodical variations of creep rate with large amplitude became regular: the value of
deformation step in each jump was practically invariable and equal to about 4μm,
being close to the size of graphite particles. It was concluded that these steps and
the relevant large jumps in creep rate could be caused by overcoming the barriers to
adhesive PI–graphite interactions.

Thus, the experiments with model polymer materials confirm the idea that the
deformation jumps in creep on the micro- or meso-levels are controlled, to a large
extent, by material structure and correspond approximately, by their magnitudes, to
the sizes of structural heterogeneities.

6 Other CRS Applications

6.1 Detection of Fine Changes in Relaxation Dynamics
of Polymers Caused by Different Treatments

High CRS sensitivity allowed registering not only the essential but also fine changes
in the structure and dynamics of materials caused by any external influences.

Figure 8 (Sect. 2.2) illustrated the CRS superiority in resolution to the DMA
and TSDC techniques for characterization of low-temperature dynamics in PC.
Additionally, this figure showed that the cyclic thermal treatment of PC at low tem-
peratures resulted in the substantial changes in the CR spectrum. These changes
included the overall increasing of creep rates, displacement of the peaks to lower
temperatures, and the redistribution of their intensities.

Another example of high sensitivity and discrete character of CR spectra in
the characterization of fine changes in a polymer material is the impact of slight
pre-straining or quenching on semi-crystalline POM. Figure 82 shows the spectra
obtained under compression, demonstrating the influence of such treatments. Due to
very complex morphology of POM [22], the complicated CR spectra are characteris-
tic of this polymer. The better separation of CR peaks is observed under compression
in this case than in the spectra obtained under tension (compare with Fig. 11). Peak
displacements by 5–20 K and some redistribution of the peak intensities take place
with the substitution of tension by compression. In addition, peaks at 120 and 420 K
appear in the compression experiments. The peak at 120 K may be related to small-
angle torsion vibrations of short chain sections typical of γ-relaxation [23]. The CR
peak at 420 K, located close to the onset of the melting range, is associated with un-
freezing the most constrained dynamics modes in the disordered regions, due to the
onset of softening of rigid constraints (lamellae surface or the thinnest crystallites).
Nevertheless, the spectra, obtained under compression, manifest nearly the same set
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Fig. 82 Creep rate spectra of POM obtained under compression for the samples in the initial aged
state and after their quenching from 423 K into liquid nitrogen before the measurements (a), or
after compressive pre-straining at 20◦C with immediate cooling down to 110 K with the rate of
2.5 K min−1 (total deformation 17%, residual deformation 8%) (b) [21]

of peaks as found in the tension tests, namely, at 150–160, 170–180, 200, 230, 260,
280, 320–340, ∼370, and 400 K. Thus, changing the kind of loading affects the re-
sultant CR spectrum to some extent; however, the basic features of a CR spectrum
remain.
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Figure 82a shows large changes in the POM spectrum caused by quenching of
solid polymer from 423 K into liquid nitrogen. One can see a general rise of mo-
bility when the majority of peaks above 160 K increased in height, but the most
pronounced changes occurred at 250–280 K. This implies a more distinct manifes-
tation of cooperative glass transition (Tg).

Figure 82b shows the considerable influence of small compressive pre-straining
of POM (residual deformation 8% only) on the CR spectrum. Pre-straining resulted,
obviously, in a certain disturbance of initial structure, with loosening segmental
packing, since an increase in the intensities of a few peaks, especially of the peak at
180–190 K and the basic peaks above 300 K, is observed.

Creep rate spectroscopy technique was successfully applied also to the study of
changes in creep characteristics of polymers being subjected, preliminarily, to small
doses of γ-irradiation [325, 326].

6.2 Impact of a Static Magnetic Field on Creep in Diamagnetic
Glassy Polymers

The effect of constant magnetic field on the properties of diamagnetic polymer ma-
terials is well-known as the factor resulting in the orientation of molecules due to
the anisotropy of the diamagnetic susceptibility χ of polymer chains. However, the
magnetic treatment is performed typically for polymers in the liquid state or in the
softening region. It has been assumed that the effects of magnetic field are absent
or negligibly small for glassy polymers due to much longer relaxation times of seg-
mental motion in polymers at temperatures T � Tg.

In [305,306,311,327], the effects of a static magnetic field (2 or 4 kOe) on creep
processes at room temperature in linear and cross-linked glassy polymers (basically
within or close to the β-relaxation region) were revealed and studied on the micro-
scopic level. This became possible owing to using the LICRM setup and decrease
in the relaxation times of dynamic processes in solid polymers under the action of
mechanical forces.

The moderate magnetic fields affected creep differently, basically increasing mo-
bility and accelerating creep, presumably due to the change in the potentials of IMI.
The changes in polymer mobility were caused by action of the magnetic field sim-
ilarly to that after slight mechanical orientation at temperatures much below Tg. In
both cases, some loosening of molecular packing took place. Additionally, creep
characteristics of glassy polymers could be modified by their prolonged holding in
the constant magnetic field, e.g., at 4 kOe for 30 days; this effect retained to some
extent even after removal of the field. Interestingly, for glassy PMMA the optical
anisotropy was manifested in the magnetic field; this effect varied with the time
of action of the magnetic field and gradually decreased and disappeared after its
removal [307].

The constant magnetic field affected not only the mean creep rate but also
the jump-like character of deformation on the micro-scale level. It was shown
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[305,306,311,327] that the parameters of periodic variations in the deformation and
creep rate (parameters h and L) substantially decreased at deformation in a magnetic
field. The reaction of discontinuous creep in glassy polymers to a magnetic field
(h changing) was in the satisfactory correspondence with their magnetic suscepti-
bilities [307]. Taking into account that the jump size in creep on the micron-scale
level is associated with the size of structural inhomogeneities (Sect. 5.3), the con-
clusion was drawn that the magnetic field destroyed, to some extent, the structural
aggregates (e.g., globules in epoxy and polyester networks) with their transforma-
tion into the smaller units in the course of deformation on the micro-scale level.

6.3 Non-destructive Tool for the Prediction of Temperature
Anomalies in the Mechanical Behavior of Polymeric Materials

Since CR spectra respond in a discrete manner to unfreezing of different segmental
motion modes, the correlations between the spectrum and temperature peculiarities
(“anomalies”) in the mechanical behavior of polymers could be expected. CRS can
be the non-destructive method for the prediction of temperature points of changing
in the mechanical property-temperature plots. Such points were revealed for the
mechanical strength of polymers (PVB, PVC, PMMA, PS, epoxy networks, and
others) [328].

Two samples of such correlations are presented in Fig. 83 for PVC and poly(vinyl
butyral) (PVB). One or a few bends in the fracture stress σF vs T plots are observed
at low temperatures T � Tg for these polymers. A single CR peak at ∼180 K in
PVB corresponds to the onset of a much more intense drop in fracture stress with
temperature. More complex CR spectrum in the temperature region of β-relaxation
and, simultaneously, three bends in the σF vs T plot may be seen for PVC. In this
case, a pair of the neighboring creep rate peaks at ∼200 and 220 K, and the onset of
a new peak form ∼250 K are observed instead of a broad β-relaxation mechanical
loss peak with maximum at ca. 240 K. The changes in the slope of the σF vs T plot
occur just at the characteristic temperatures in the CR spectrum of PVC. Similar
correlations were also found for PMMA [11], PS [13], and epoxy networks [328].

Consequently, the temperature “anomalies” in strength may be predicted more
distinctly from the CRS data than from the DMA ones.

6.4 Revealing Micro-plasticity and Analysis of Transitions
in Brittle Materials

Unlike the traditional methods of studying plasticity, CRS technique provided the
unique possibility to carry out micro-plasticity investigations, with revealing transi-
tions and measuring creep rate spectra, for materials in their brittle and super-brittle
states such as ceramics and silicone nitride [329–335], silicate glasses [286], brittle
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Fig. 83 Creep rate spectra at low temperatures and tensile fracture stress σF vs temperature de-
pendencies obtained for PVC (a) and PVB (b) [328]. The spectra were measured at compressive
stress of 23 MPa (a) or tensile stress of 28 MPa (b). Dotted line is a contour of mechanical loss
spectrum of PVC at 1 Hz in the β-relaxation region

crystals at moderate and low temperatures [333, 334], or metals at low tempera-
tures [333,336]. Two examples of CRS applications to brittle ceramics are presented
below.

In [329, 330], CRS was applied to YBa2Cu307−x ceramics, single-phase and
multi-phase, with different grain sizes and oxygen contents. At the maximal oxygen
content, ceramics manifested superconducting properties at temperatures below the
superconducting transition temperature TS = 93K. Figure 84 shows the CR spectra
over the temperature range from 80 to 300 K for three types of multi-phase ceramics
with different oxygen content. Their spectra differ from one another but five peaks
are observed in all cases, one of which corresponds to TS. The peak at room temper-
ature corresponds to antiferromagnetic transition. The TS peak has the most stable
position in the spectra of the ceramics studied, while the temperature positions of
the other peaks varied depending on their structure.
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Fig. 84 Creep rate spectra
of the Y–Ba2–Cu3–O7−x
superconducting (a) and
non-superconducting
ceramics (b, c) with different
oxygen deficit: O6.95 (a),
O6.70 (b), and O6.20 (c).
Compressive stress 30 MPa
[329, 330]

The most remarkable fact is that the highest CR peak at TS ∼ 90K was observed
for the superconducting ceramics with the high oxygen content; when the latter de-
creased, superconducting effect disappeared, and this CR peak sharply reduced as
well. In contrast, the CR peak corresponding to antiferromagnetic transition, typical
of oxygen deficit in the crystalline lattice [337], became much more intense. Conse-
quently, an electronic state of ceramics affected the creep rate, i.e., CRS allowed one
to observe the distinct correlation between electronic processes and micro-plasticity.

Figure 85 shows the CR spectrum (micro-plasticity) of brittle porcelain at low
temperatures compared with its fracture stress σF vs temperature dependence. One
can see that the increased micro-plasticity (creep rates) arising at ca. 200 K in porce-
lain corresponds to a bend in the σF(T ) plot towards the higher strength values. Such
an effect is in accordance with a physical model for brittle fracture [278, 338, 339]
that takes the role of micro-plasticity (local shear strains in the loaded brittle solid)
into account. The latter results in some relaxation of dangerous local overstresses
and, therefore, increasing the strength.

Creep rate spectroscopy was also successfully used as the method allowing one
to estimate the ability of steels to be inclined to brittle fracture. The temperature
position and height of the CR peak within the range between −60◦C and 20 ◦C was
the distinct characteristics of their comparative tendency towards the brittle fracture
and was of use for prediction of the critical brittle–ductile transition temperature
[336].

At last, for the first time the total kinetic analysis of micro-plasticity (ε ∼ 0.01%)
could be performed by means of CRS for silicate glasses over the temperature range
from −120◦C to 350◦C [286].
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Fig. 85 Porcelain: the creep rate spectrum (compression, σ = 9MPa), and fracture stress vs tem-
perature dependence [331]

6.5 Precise Measuring of the Elastic Properties as a Function
of Temperature

The laser-interferometric technique provided a convenient route for the precise de-
termination, simultaneously with the measurements of creep rates, of a modulus of
elasticity E as a function of temperature T . Such dependencies can be determined
directly from the number of oscillations in the interferograms characterizing the
deformation value obtained for 1–2 s after loading and using (10).

As an example, Fig. 86 shows the tensile modulus of elasticity E vs temperature
T plots, as measured for the 83PU–17PHEMA network and ND-containing com-
posites based thereon (their CR spectra were described in Sects. 3.2 and 3.8). One
can see a considerable and various (by a sign and magnitude) influence of small ND
additives on the elastic properties of polymer matrix; additionally, these changes are
different in the different temperature regions.

The largest effect of increasing nanocomposite modulus is observed in the broad
temperature region of PHEMA glass transition, when the En/E0 ratio reaches 3. The
modulus changes very differently depending on ND content: the maximal effect of
increasing modulus is observed at the minimal ND content of 0.25 wt%; the effect
strongly decreases at introducing 1% and especially 3% NDs. Moreover, in the latter
case the modulus became much lower than that of unfilled polymer matrix.

This result became understandable after the AFM analysis of nanocomposites
since modulus changes turned out to be in a good accordance with the disper-
sion state of NDs in the matrix. As indicated in Sect. 3.8, three kinds of ND
dispersion/distribution were revealed in this matrix but individual ND particles
with 50–100 nm size prevailed and were relatively uniformly distributed only in



210 V.A. Bershtein and P.N. Yakushev

Fig. 86 Modulus of elasticity
vs temperature plots obtained
using the laser interferometer
for the 83PU–17PHEMA
hybrid network (E0) and its
nanodiamond
(ND)-containing composites
(En) with 0.25, 1, or 3 wt%
ND in the temperature region
of PHEMA glass transition
[240]. The interrupted lines
show En/E0 ratios

the nanocomposite with 0.25 wt% NDs. For this reason, the minimal ND content
resulted in the largest interfacial area in the composite, increased contribution of
interfacial layers and maximal influence of NDs on the matrix modulus.
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Polymer Nanocomposites for Electro-Optics:
Perspectives on Processing Technologies,
Material Characterization,
and Future Application

Katarzyna Matras-Postolek and Dariusz Bogdal

Abstract This review concentrates on semiconductors and carbon nanotubes as the
inorganic component of organic–inorganic nanomaterials. One of the cornerstones
of the current push towards future improvements in electronics and in optics technol-
ogy is the decrease in size of the various components used for device manufacture.
This paper discusses the character of nanocomposites for optics and electronics,
their preparation, and the properties of semiconductor nanoparticles such as ZnS,
ZnO, ZnS:Mn, TiO2, CdSe, and CdS. Research in this area has shown the great
potential advantages of novel materials composed of semiconductor nanocrystals
and a polymer matrix. A short characterization of the nature of carbon-based ma-
terials (i.e., fullerenes and nanotubes) is given to provide a brief review of these
materials. Then, the characterization of non-conjugated (PMMA, PS, and PVDF)
and conjugated (PT, PVK, PPV, and PANI) polymer matrices and nanocompos-
ites is described. Finally, the most advanced applications of the nanocomposites
are presented.

Keywords Conjugated polymer · Fullerene · Nanocomposites · Nanocrystals ·
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MMA Methyl methacrylate
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MOCVD Metal–organic chemical vapor deposition
MPA 3-Mercaptopropionic acid
MPTMS γ-Ethacryloxypropyltrimethoxysilane
MWCNT Multiwall carbon nanotube
p-MWCNT Purified multiwall carbon nanotube
n Refractive index of the matrix
n′ Refractive index of the particles
NaAOT Sodium bis(2-ethylhexyl)sulfosuccinate
NC Nanocrystal
OLED Organic light-emitting diode
PAA Poly(acrylic acid)
PANI Polyaniline
PCBM [6,6]-Phenyl-C61-butyric acid methyl ester
PC Photonic crystal
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PCO Photocatalytic oxidation
PEDOT Poly(3,4-ethylenedioxythiophene)
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P3HT Poly(3-hexylthiophene)
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PLD Pulsed laser deposition
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Po Incident power
PPV Poly(p-phenylene vinylene)
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PS Polystyrene
PSS Polystyrene sulfonic acid
PT Polythiophene
PTU Polythiourethane
PU Polyurethane
PUMM Poly(urethane-methacrylate macromer)
PV Photovoltaic
PVA Poly(vinyl alcohol)
PVB Poly(vinyl butyral)
PVDF Poly(vinylidene fluoride)
PVK Poly(N-vinylcarbazole)
PVP Poly(vinylpyrrolidone)
QD Quantum dot
QY Quantum yield
SAM Self-assembled monolayer
SC Semiconductor
SSG Solution–sol–gel
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SWCNT Single-wall carbon nanotube
SQ Size quantization
TDPA Tetradecylphosphonic acid
TFEL Thin-film electroluminescence
Th Thorium
TOPO Tri-n-octylphosphine oxide
TPDA N,N′-Diphenyl-N,N′-bis(3-methylphenyl)-1,1′-biphenyl-4-4′-

diamine
TTAB Tetradecyltrimethylammonium bromide
Tween 20 Poly(oxyethylene) (20) sorbitan monolaurate
W Wurtzite structure
UMM Urethane-methacrylate macromer
UV Ultraviolet
V Volume of single particles
VB Valence band
Voc Open circuit voltage
Vmpp Voltage in the maximum power point
ZB Zinc blende
ΔWf Work functions of electrodes
ε Dielectric constant
εr Relative dielectric constant
λ Wavelength of light
δd Dispersive contribution
δp Polar contribution
δh Hydrogen bonding contribution
ηeff Overall efficiency of a solar cell
ρ Density dimensions of quantities of particles

1 Introduction

In recent years, great progress has been achieved in the preparation of various types
of polymer nanocomposites and in understanding the basic principles that determine
their optical, electronic, and magnetic properties. As a result, nanocomposite-based
devices such as light-emitting diodes (LEDs), photodiodes, and photovoltaic (PV)
solar cells have been fabricated and their properties characterized.

Composites are defined in a IUPAC (International Union of Pure and Applied
Chemistry) technical report as “multicomponent materials comprising multiple dif-
ferent (non-gaseous) phase domains in which at least one type of phase domain is
a continuous phase” [1], whereas elsewhere the notation “the components as well
as the interface between them can be physically identified” is added [2]. Polymer
nanocomposites are a group of materials defined as polymers in which a small
amount (i.e., a few wt%) of nanofillers (1–100 nm in size) are homogeneously
distributed. Hybrid materials consist of both organic and inorganic components;
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however, they are not easy to classify because of the large variety of different types
of hybrids. Thus, inorganic–organic hybrid materials are divided into two major
classes [3]. In class I materials, the inorganic and organic components interact only
weakly through hydrogen bonding or van der Waals interactions. In class II ma-
terials, the organic and inorganic building blocks are strongly linked through the
formation of covalent or ionic bonds [4].

The idea of an improvement in conventional materials through the formation of
multiphase composites is not an invention of the last few decades. Materials pos-
sessing such structural complexity are very common in nature; for example, bones
[5], the enamel of the mature human tooth (composed of hydroxyapatite and pro-
teins) [6], and the aragonitic nacreous layers of the abalone shell [7]. Biological
systems can create these materials at ambient temperature and aqueous environ-
ments, whereas most synthetic protocols need high temperature or pressure and
very reactive chemicals. At present, it still remains an exciting challenge to find
novel methods for the preparation of synthetic nanocomposites that have properties
comparable to materials found in biological systems.

Nanoparticles can posses a variety of sizes and morphologies (amorphous, crys-
talline, spherical, needles, etc.) and different kinds of nanofillers are classified
depending on size and shape. Nanofillers are grouped into four categories: zero-
dimensional (e.g., embedded clusters), one-dimensional (e.g., nanowires), two-
dimensional (nanoscale coatings, layered materials such as clays, metal oxides,
metal phosphates), and three-dimensional (framework system such as zeolites).
Nowadays, semiconductor nanocrystals (NCs) dispersed into a polymeric matrix,
thus forming an inorganic–organic nanocomposite, are of great interest due to their
unique electronic and optical properties. Organic–inorganic nanocomposite struc-
tures have been used to develop optically functional materials; for example, to
enhance the photoconductivity of host polymers by charge and energy transfer or
to modify their refractive index. Due to these physical properties, the nanocompos-
ites can be viewed as promising materials for many applications such as LEDs, PV
devices, sensors, and catalysts.

A number of books and review articles cover selective aspects of nanocompos-
ite preparation and properties [8–12], trying to answer the fundamental questions:
What is so special about polymer nanocomposites? What is the motivation for us-
ing polymer nanocomposites in optics and electronics? What kind of devices would
benefit from having polymer nanocomposites as the active components? What are
the advantages of the nanocomposite-based devices that have attracted so much in-
terest from the fields of electronics and optics?

These are a few of the important issues that are discussed in this paper. A com-
prehensive review is presented of current research activities that concentrate on
polymer nanocomposites based on conducting and non-conducting polymers and
semiconductor NCs like ZnS, ZnO, TiO2, CdSe, and CdS and their doped variants.
Carbon-based materials such as fullerene are also shortly described. The review is
divided into ten parts, with the introduction as the first. In the second and third
parts, the fabrication methods and types of semiconductor-based nanocomposites
are reported. In the fourth part, we characterize the nanocomposites on the basis
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of their optical and electronic properties, while in the fifth part, we describe semi-
conductor NCs. The sixth part discusses carbon-based materials as nanofillers. In
the seventh and eight parts, conjugated and non-conjugated polymers as a base for
nanocomposites are discussed in detail. In the final sections, we present nanocom-
posite applications in optics and electronics, and outline prospects for the future.

2 Fabrication of Polymer Nanocomposites

There are four common approaches for the synthesis of polymer nanocomposites
that have been adopted so far. The first approach is an in-situ polymerization of var-
ious monomers in the presence of nanoparticles, which are dispersed in a monomer
or monomer solution. The advantages of this technique are subtle dispersion of the
filler in formed polymer matrix and the potential to graft the polymer onto the parti-
cle surface, which often requires a modification of the particle surface. Moreover, a
modification the surface of nanoparticles prior to polymerization makes them more
dispersible in organic solution. The second approach involves both in-situ formation
of the nanoparticles and in-situ monomer polymerization. This method is very often
used for the manufacture of polymers filled with metal nanoparticles. The forma-
tion of metal particles from suitable metal precursors occurs in the presence of a
protective polymer, which limits the size of the particles. Then, the composite can
be cast together with a monomer of the same or a different polymer type and poly-
merize. The third method, so-called direct mixing, involves dissolving a polymer
in solvent and then mixing with nanoparticles in dispersion. The fourth approach is
melt intercalation, i.e., heating a polymer above its glass transition temperature and
then mixing it with nanoparticles. Some of the limitations of melt intercalation can
be overcome if both polymer and nanoparticles are dissolved or dispersed in solu-
tion. This allows modification of the particle surface without drying, which reduces
particle agglomeration [11].

3 Types of Semiconductor-Based Composites

The electrical and optical properties of polymer–inorganic nanocomposites de-
pend on the characteristics of the semiconductor NCs and degree of interaction
between the nanofillers and polymer matrix. To obtain desirable properties, organic–
inorganic nanocomposites usually require fine-tuning of the size, topology, and
spatial assembly of individual domains and their interfaces.

Rajeshwar et al. have classified nanocomposites based on semiconductors (SCs)
into four groups, in which the SC phase is the key building block in nanocomposite
structure (Fig. 1) [12].

The SC nanoparticles can be dispersed directly in a continuous matrix as schema-
tized in Fig. 1a. Alternatively, the composite could consist of stacked layers of
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Fig. 1 Four types of semiconductor-based composite architectures: (a) semiconductor/matrix;
(b) layered configuration of two semiconductors, A and B; (c) coupled semiconductors; (d) core–
shell geometry; SC denotes the semiconductor [12]

various components (Fig. 1b). Layer-by-layer assembled polyelectrolyte and inor-
ganic SC “sandwich” films belong to this group of composites. In other instances,
the SC might be simply in physical contact with another particle in a “coupled”
geometry (Fig. 1c, d). Obviously, the distinction between the two configurations in
Fig. 1c, d is the degree of coating, i.e., whether the second phase partially or com-
pletely engulfs the other SC. An interesting aspect of composite systems such as
those depicted in Fig. 1c, d is that photogenerated electrons and holes may be spa-
tially confined in either the same particle or in different particles, depending on the
interfacial energetics. Alternatively, the hole might be confined to the core, while the
electron is delocalized throughout the (core) shell structure. The two types of semi-
conductor NC assembly depicted in Fig. 1c, d can be dispersed in a suitable matrix
(e.g., polymer) to form the final composite. Often, the SC nanoparticles are coated
with another (nominally wider band gap) SC in a core–shell geometry (Fig. 1d).
This is done for passivating the initial nanoparticle surface and enhancing its light-
emissive properties [13–17].
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4 Optical and Electronic Characteristics of Nanocomposites

The term “nanocomposites” was used by Roy et al. during the period 1982–1983 to
describe the major conceptual redirection of the sol–gel process to the solution–sol–
gel (SSG) process for preparation of maximally heterogeneous instead of homoge-
neous materials [18]. Nowadays, nanocomposite refers to composites of more than
one solid phase, where at least one dimension of solid is in the nanometer range,
i.e., 1–100 nm. The solid phase can be crystalline, semicrystalline, amorphous, or a
combination thereof.

One of the most important advantages of the polymer nanocomposite-based de-
vices is the relatively low cost of preparation of materials used for the device
fabrication and the availability of totally new material morphologies and device
geometries, unattainable by traditional electro-optic technology and methods. More-
over, it is possible to realize a nanoscale size for the device structural elements
without significant effort, especially when using self-assembly techniques. Another
advantage of polymer nanocomposites is the creation of p–n heterojunctions; in
particular, junctions with highly doped SC particles, interpenetrating networks of
nanoparticles and other valuable properties for device operation, and peculiar mate-
rial morphologies. In addition, due to the change in the size of nanoparticles, one has
the opportunity to tailor the band gap and its positions, which leads to such physical
objects as quantum dots (QDs). Furthermore, polymer nanocomposites can be trans-
parent because the size of nanoparticles can be much smaller than the wavelength of
visible light. As a result, scattering can be very low (in the Rayleigh regime), lead-
ing to virtually completely transparent objects [11]. Thus, a wide range of polymer
nanocomposite devices have been developed and intensively studied [19].

4.1 Nanofiller–Polymer Interface

One of the most important features of nanocomposites is the large interfacial area
between nanofillers and polymer. The interfacial area can be defined as the zone be-
tween nanofillers and polymer, characterized by altered chemistry, altered polymer
chain mobility, altered degree of cure, and altered crystallinity [11]. In comparison
with conventional micrometer-sized fillers, the same volume fraction of nanofillers
contains a billion-fold number of nanoparticles [9], and the surface-to-volume ratio
of nanoparticle atoms can increase up to 90% [20]. The interface controls the degree
of interaction between the nanofillers and polymer and thus determines many of the
properties of nanocomposites. Therefore, a huge challenge in developing polymer
nanocomposites is to have control over the interface [11]. The synergistic combina-
tion of nanoparticles and polymers can lead to the sum of the properties of organic
and inorganic materials, but also to creation of new functionalities that do not exist
for either material alone.

A further difference between nanocomposites and conventionally filled polymers
is the amount of filler. Conventionally filled polymers usually contain a large
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amount of filler, sometimes more than 50 wt%, whereas the nanocomposites
typically include less than 10 wt% of nanoparticles. In the case of nanofillers,
only a small amount of filler is required to obtain an improvement in the physical
and chemical properties of the material, e.g., to increases the yield stress, tensile
strength, Young’s modulus, or chemical resistivity as compared to pure polymer.
Another interesting difference originating from the size of particle and nanoparticle
is the distance between neighboring fillers. In the absence of ordering or segrega-
tion, the distance between neighboring fillers is larger in nanocomposites than in
conventionally filled polymers [9].

4.2 Nanocomposites Can be Optically Transparent

Since small nanoparticles cannot scatter light significantly, it is possible to make
nanocomposites with improved electrical or mechanical properties that retain their
optical transparency. Usually, for a transparent polymer, modification of the ma-
trix by dispersing an inorganic component into the polymer results in a significant
loss of transparency due to scattering from large particles or agglomerates. A novel
approach for the functionalization of transparent plastics is the use of nanoparti-
cles. The scattering power for light propagation through a collection of very small
isotropic scatterers can be predicted by Rayleigh scattering (1) [21]:

Pscat = 24π4Poρ(n′ −n/n2)(V 2/λ 4) (1)

where Po is the incident power, ρ is the density dimension of quantities of particles,
n′ is the refractive index of the particles, n is the refractive index of the matrix, V
is the volume of single particles, and λ is the wavelength of light [21]. Therefore,
to minimize scattering, the particles must be as small as possible with an index
of refraction as close as possible to that of the matrix material [11]. However, a
challenge is to avoid agglomeration inside the matrix, which would result in turbid
composites, and thus techniques need to be developed that allow for the integration
of particles with a high external surface area into polymers [16]. The small size of
nanofillers can also lead to unique properties of the particles themselves. Good opti-
cal clarity has been obtained in many nanocomposites, particularly with poly(methyl
methacrylate) (PMMA) [16] and polythiourethane (PTU) [22].

In contrast to homogenous materials, the optical properties (e.g., refractive in-
dex) of nanocomposites can be tailored simply by changing the concentration of
nanoparticles in the polymer matrix. It is possible to prepare transparent nanocom-
posites with refractive indices over the entire range of about 1 to >3.9, which are by
far the lowest and highest ever achieved for any polymer system [11]. These mate-
rials have attracted considerable attention for their potential applications in optical
filters, lenses, reflectors, optical waveguides, and antireflective films [22]. Among
SC nanoparticles, TiO2 is especially known as a material of high refractive index,
so it was most often used to increase the refractive index of a system.
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4.3 Electrical Properties of Nanocomposites

Understanding of electronic properties is necessary for selection of suitable polymer
matrix and nanofillers for the fabrication of electronic devices. In many cases, p–n
heterojunctions play an important role both in modern electronic applications and
in understanding of other SC devices.

Two regions of p- and n-type SC materials that are uniformly doped and physi-
cally separated before the junction is formed are shown in Fig. 2. Note that Fermi
level (EF) is near the valence band (VB) edge in the p-type material and near the
conduction band (CB) edge in the n-type material. Consequently, a negative space
charge forms near the p-side of the junction and a positive space charge forms near
the n-side. This space charge region creates an electric field that is directed from
the positive charge toward the negative charge [23]. Such an effect is observed in
PV solar cells as well as in emitting light devices, when, for example, conjugated
polymers contact nanocrystal SCs. Light emission from the forward-biased SC p–n
heterojunction is a result of electronic injection from the n-region into the p-region,
where electrons recombine with their counterparts and generate light-emitting ex-
cited states [24].

4.3.1 Photoluminescence and Electroluminescence Effects
in Polymer Nanocomposites

The electroluminescence (EL) process is defined as light generation by an ap-
plication of an electric field. Two types of EL behavior can be distinguished
according to the voltage applied: low-field EL, called direct current electrolumines-
cence (DC EL), and high-field EL, called alternating current electroluminescence
(AC EL) [19].
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Fig. 2 Energy-band diagram of p–n heterojunction. (a) Uniformly doped p-type and n-type semi-
conductors before junction is formed. (b) The energy-band diagram of p-n heterojuntion in the
equilibrium, after merging the n-type and p-type regions [23]
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The high-field EL is realized under the action of strong electric fields
(∼106 Vcm−1) and is further divided into two types: powder (phosphor) EL and
thin-film EL (TFEL). The active layer can consist of a doped SC of II–VI groups
and an organic or inorganic thin film [25]. Typical AC TFEL devices are made
by encapsulating large band gap SCs such as ZnS:Mn by two insulating layers,
typically yttrium oxide (Y2O3), on both sides of the SC layers [26].

Nowadays, organic light-emitting diodes (OLEDs) based on charge-transporting
organic molecules or polymers have gained much attention, in both academic and
commercial fields, because they are potential candidates for the next generation of
flat panel color displays [27]. The typical OLED consists of two electrodes and
an active layer sandwiched between the electrodes. The active layer is composed of
conducting polymer, e.g., poly(p-phenylene vinylene) (PPV), polythiophenes (PTs),
poly(N-vinylcarbazole) (PVK), or polyaniline (PANI). For the standard device
structure, one of the electrodes needs to be transparent, and indium tin oxide (ITO)
is usually used as transparent anode. A great effort has been made to modify the
ITO surface to improve hole injection from its side, and it was found that the deposi-
tion of very thin buffer layers such as poly(3,4-ethylenedioxythiophene):polystyrene
sulfonic acid (PEDOT:PSS) between the ITO and the hole transport layer signifi-
cantly enhanced OLED performance. At present, this field is rapidly progressing,
so that the currently available OLEDs for color application are highly advanced in
terms of lifetime (100,000 h), operation voltage (below 5 V) and efficiency (above
20lmW−1), and most of these record performances have been reported by commer-
cial companies [28, 29].

Preparing polymer nanocomposite OLED devices containing semiconductor
NCs still remains a challenge. However, a few EL devices have been fabricated
successfully [30–38]. For instance, Liu et al. investigated the properties of diode
structures fabricated from PVK conducting polymer and luminescent Au-CdSe/ZnS
core–shell nanocrystals. A series of double-layered EL devices with structures as
represented in Fig. 3 were designed and fabricated [30].

The active layer of three of these devices contained orange-emitting iridium(III)
triplet emitter and green-emitting Au-CdSe/ZnS nanocrystals in the molar ratios

Fig. 3 EL device structure
with Au-CdSe/ZnS NCs
and Ir-complex in PVK
matrix as emitting
material [30]
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1:0 (blank), 1:1, and 1:3 in PVK. The emitting components were spin-cast onto
PEDOT:PSS-coated ITO. Tris(8-hydroxyquinolinato)aluminium(III) (Alq3) was
subsequently spin-cast onto the emitting layers and LiF/Al cathode was vacuum-
deposited. Dependence of the intensity of PL and EL on the molar ratio of the
Ir complex to Au-CdSe/ZnS nanocrystals in the polymer matrix was observed.
PL intensity emission was at maximum when the molar ratio of Ir complex to
Au-CdSe/ZnS was 1:3 and was approximately ten times greater than that of the
blank. EL performance was found to be maximal in the device that contained Ir
complex and Au-CdSe/ZnS nanocrystals in the ratio of 1:1. At a fixed current den-
sity (44.5mAcm−2) and applied voltage (5.9 V), EL was found to be 521cdm−2;
this was the best device. When the ratio of Ir complex to Au-CdSe/ZnS was 1:3,
EL decreased, which was attributed to quenching in the device with a higher
concentration [30].

QD nanocrystals, CdSe/ZnS and PEDOT:PSS have been used by Hikmet et al. to
produce EL devices [31]. The diodes were produced by depositing a layer of QDs
on top of a layer of conducting polymer, PEDOT:PSS, followed by the deposition of
a metal electrode. Light emission was induced at about 5 V of applied voltage when
PEDOT was at positive bias, and 7 V when it was at negative bias. However, all the
devices showed very low efficiencies [31].

In turn, Yang et al. demonstrated DC EL from a hybrid CdS:Mn/ZnS and con-
jugated polymer [32]. EL devices were prepared from multilayer structures of
ITO/PEDOT:PSS/conjugated polymer/CdS:Mn/ZnS NCs/Al, using two different
conjugated polymers (PVK and PPV). Nanocrystal hybrid EL devices with PVK and
PPV are characterized by orange and green EL emission, respectively, which means
that electron–hole recombination is confined to the CdS:Mn/ZnS nanocrystalline
layer in PVK-based devices, but occurs in the PPV layer in PPV-based devices [32].

Elsewhere, Manzoor et al. reported AC EL devices based on ZnS nanocrystals
doped with Cu+ and Al3+ or with Cu+, Al3+, and Mn2+, which emit in blue, green,
and orange-red [35]. The uniform layer of highly packed nanocrystals (emissive
layer) was spray-coated over ITO/Y2O3 substrate and over-coated with a high-
dielectric cyano resin. Finally, an aluminium back electrode was formed by e-beam
evaporation. EL emission was observed from the nanocrystal layer at low voltages
of ∼10VAC at 100 Hz. Current–voltage characteristics showed a proportional in-
crease in current density with the applied voltage. The mechanism of ACEL in ZnS
nanocrystals has been explained, and the excitation was attributed to the electric-
field-assisted injection of electron–hole pairs from the surface regions into the
interiors and their subsequent recombination therein causing emission [35].

EL emission from ZnO nanoparticles/N,N′-diphenyl-N,N′-bis(3-methylphenyl)-
1,1′-biphenyl-4–4′-diamine (TPD):PMMA nanocomposite devices was also investi-
gated by Lee et al. [36]. For fabrication of the ZnO–organic nanocomposite EL de-
vices, the phase-segregation method was used, and the ZnO NCs and TPD:PMMA
were separated into two layers. The method improved the probability of recombi-
nation of electrons and holes within the ZnO nanoparticles. Maximum EL emission
peak was observed at 392 nm, which corresponded to the band-gap energy of ZnO
nanocrystals at a drive voltage of 7 V [36].
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Recently, the synthesis of polymer nanocomposite OLEDs based on a new series
of sulfide-containing polyfluorene homopolymers and copolymers and CdSe/ZnS
nanocrystals was described by Yang et al. [38]. CdSe/ZnS nanoparticles were
grafted to sulfur atoms by a ligand-exchanging reaction. The EL efficiency of
nanocomposite OLEDs was effectively improved by QD nanocrystals incorporated
in the polymers [38].

More examples of the application of polymer nanocomposite for the fabrication
of OLEDs are presented in Chaps. 7 and 8.

4.3.2 Photovoltaic Effect in Polymer Nanocomposites

Composites of semiconductor NCs with conjugated polymers are promising candi-
dates as active “bulk heterojunction” (BHJ) layers in organic PV cells [23]. During
last decade, there has been an explosion of academic and industrial interest in the
photovoltaic application of molecular thin films [39–54]. A subclass of BHJ is
formed by hybrid cells, using semiconducting polymers like regioregular poly-3-
hexylthiophene (P3HT) as hole-conducting component and a small molecule such
as phenyl-C61-butyric acid methyl ester (PCBM) [39–44] or inorganic semiconduc-
tor NCs (e.g., ZnO, CdSe, TiO2, carbon nanotubes) [45–54] as an electron acceptor.
The main advantage of hybrid nanocrystal–polymer blend PV devices is the ease of
fabricating a highly interpenetrating network of donor and acceptor materials from
solution. For soluble media, the large interfacial area is achieved spontaneously by
blending the acceptor and donor components together in a solution, which is then
cast into thin films [55].

A typical hybrid nanocrystal–polymer blend PV device is composed of one active
layer deposited usually onto ITO anode and covered with a material with compa-
rable low work function (e.g., Al cathode). The structure of hybrid nanocrystals–
polymer blend PV devices, essentially a single layer device, is shown in Fig. 4.

The conversion of solar light into electric power requires the generation of both
negative and positive charges as well as a driving force that can push these charges

Fig. 4 Typical structure of hybrid nanocrystal–polymer blend photovoltaic devices
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Fig. 5 Energy-level diagram
of photoinduced electron
transfer at a
polymer–nanocrystal
interface [56]

through an external electric circuit. Crystalline and nanocrystalline inorganic SCs
have several advantages as electron acceptors, including relatively high electron mo-
bility, high electron affinities, and good physical and chemical stability [56].

Under illumination, charges are separated between the two components at the in-
ternal interface of the BHJ and collected on asymmetric electrodes. In organic SCs,
absorption of photons leads to the creation of bound electron hole pairs (excitons)
rather than free charges. In turn, excitons can subsequently diffuse to dissociation
sites where their charges can be separated. In the case of organic solar cells, the
process can be divided into following stages (Fig. 5) [56]:

– Excitation of the light absorber, i.e., transference of an electron from the highest
occupied molecular orbital (HOMO) to its lowest unoccupied molecular orbital
(LUMO)

– Formation of an exciton
– Exciton diffusion
– Charge separation at the donor–acceptor interface
– Selective charge transport through the composite layer to the appropriate elec-

trodes [electrons to the cathode (Al) and holes to the anode (ITO)]
– Charge collection

A simple model of band location in polymer solar cells is shown in Fig. 6. The
term Fermi level (EF) is used as synonym for the chemical potential of the elec-
trons. Since this level, even as a virtual one, is defined only for an equilibrium
situation in the dark, the term quasi-Fermi level is used to describe the situation
under illumination. On illumination, and if no current flows, the light-induced car-
riers split the quasi-Fermi levels, where the electron EF, EF,n, is essentially that in
the polymer, while the hole EF, EF,p, is in the semiconductor NCs. If the system is
short-circuited, there will be a gradual variation in EF,p, and EF,n across the absorber
(blend layer) [57].

The electrical behavior of a solar cell can be seen in the fourth quadrant of the
current–voltage curve presented in Fig. 7.
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Fig. 6 Simplified schematic
of the Fermi level (EF)
positions of photovoltaic
devices at equilibrium in the
dark and under illumination
at open circuit and short
circuit [57]

I

P

V

(I*V)max

Isc Ip Vp Voc

Fig. 7 Current versus applied voltage of a solar cell. The fourth quadrant (negative current) repre-
sents the voltage and current that is generated by the cell [55]. Voc, open circuit voltage; Isc, short
circuit current density descriptions of Ip, Vp and P
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The overall power efficiency ηeff of a solar cell is calculated by the following
formula (2):

ηeff = VocIscFF/Plight. (2)

where Voc is the open circuit voltage in V , Isc the short circuit current density in

Am−2, FF is the fill factor and Plight is the incident solar radiation in Wm−2. The
FF of solar cells is defined(3):

FF = ImppVmpp/(IscVoc). (3)

with Impp and Vmpp as the current and the voltage in the maximum power point of
the I/V curve in the 4th quadrant (Fig. 7).

One of the highest power conversion efficiencies in hybrid cells (up to 5%) under
air mass (AM) 1.5 simulated solar light illumination (80mWcm−2) were recently
reported for BHJ organic solar cells made of blends of P3HT and a substituted
fullerene, PCBM [43]. A number of studies have focused on the use of fullerene
derivatives as acceptors, because of the high e− mobilities in these materials and
their high electron affinities compared to other molecular acceptors. In particular,
the combination with poly(3-hexylthiophene) (P3HT), as a good h-transporter,
was successful [39–44]. For instance, Wong et al. studied solar cells composed of
P3HT/fullerene derivatives and platinum/conjugated polymer/fullerene derivatives.
The cells reached efficiencies in the range of 4.4–5.0% under AM 1.5 simulated
solar light illumination (100mWcm−2) [39]. Alternatively, conjugated polymers
have been combined with n-type inorganic SCs such as ZnO, TiO2, and CdSe. A
number of hybrid polymer solar cells with such semiconductor NCs and conjugated
polymers have been reported recently [45–50, 52–54]. More details on the applica-
tion of polymer nanocomposites for the fabrication of PV cells are reported in the
Chaps. 7 and 8.

5 Semiconductor Nanocrystals for Optics and Electronics

5.1 Introduction

In this chapter, we present a background and overview of semiconductor NCs, which
have been used as nanofillers for the formation of nanocomposites for optics and
electronics. However, it is difficult to discuss all nanocrystals that are currently being
investigated. Thus, we decided to focus only on the most important that are most
frequently met in the literature, i.e., ZnS and ZnS:Mn, ZnO, CdSe, CdS, and TiO2.
Such compounds, with band-gap energies as large as 2 eV, are the best candidate
materials for phosphors that emit visible luminescence, and ZnS is among the most
important in this context. In fact, electron affinity and, in turn, emission color can be
finely controlled within a single synthetic route, not only by the choice of material,
but also by size of nanocrystal [58].
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5.2 Physical and Electrical Properties of Semiconductor
Nanoparticles

The optical response of an SC is critically controlled by its energy band gap (Eg),
which gives the threshold energy for an electronic transition from the VB to the
CB [59], which in molecular terms can be consider as a transition from HOMO to
LUMO [60]. The values of Eg and the corresponding wavelength cutoff limits for
the SCs under consideration in this article are listed in Table 1.

On the other hand, SCs are divided into two types, depending on the kind of band
gap: direct-gap materials and indirect-gap materials (Fig. 8). Direct-gap materials

Table 1 Some elemental and compound semiconductors and their optical characteristics

Type of
semiconductor

Band-gap energy
(289 K)

Approximate
threshold,
wavelength Refractive

index References(eV) (nm)

Elemental
Si 1.12 1107 3.52 [61]
Oxides
TiO2 (rutile) 3.00 413 3.87 [11, 62]
TiO2 (anatase) 3.5 394 2.5–3.0 [11, 62]
ZnO 3.35 370 2.0 [63]
Chalcogenides
CdS 2.5 512 2.35 [64]
CdSe 1.7 729 2.56 [65]
ZnS 3.68 388 2.36 [66]
ZnSe 2.71 481 2.6 [67]

Fig. 8 Electron energy (E) in (left) direct band gap (e.g., GaAs, InP, CdS, ZnS) and (right) indirect
band gap (e.g., Si, Ge, GaP) [68]. Eg, energy band gap; k, propagation vector
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are materials for which the top of the VB and the bottom of the CB are at the same
value of k (e.g., GaAs, InP, or CdS). In free space, both electrons and photons are de-
scribed by a propagating plane wave whose amplitude is constant throughout space,
and by a propagation vector, k, which describes the direction of the propagation; the
magnitude of k is related to the momentum.

Indirect-gap materials are the materials for which the top of the VB and the bot-
tom of the CB are not the same value of k (e.g., Si, Ge, GaP). In the case of an
indirect-gap SC, the transition of an electron between the VB and CB involves a
substantial change in the momentum of the electron. Therefore, silicon, for instance,
in the bulk form is not a luminescent light emitter, in contrast to direct-gap mate-
rials, which are mostly efficient emitters [68]. This difference between direct and
indirect band structures is very important for LEDs, SC lasers, and PV cells.

SCs with delocalized electrons and holes, as well as conjugated organic
molecules containing delocalized π electrons, exhibit strong effects on optical
properties at the nanoscale. When particles such as electrons and holes are con-
strained by potential barriers to regions of space that are comparable or smaller
than their de Broglie wavelength, energy states become discrete (i.e., quantized)
rather than continuous. This manifests itself in absorption (or emission) spectra as
discrete lines that are reminiscent of atomic (line) transitions; these sharper features
often appear superimposed on a broader envelope. Another manifestation for SCs
is that Eg increases or, equivalently, the absorption threshold exhibits a blue shift.
The critical dimension for size quantization (SQ) effects to appear in SCs depends
on the effective mass of the electronic charge carriers. In general, charge carriers in
SCs can be confined in one, two, or three spatial dimensions, giving rise to QDs,
quantum wires, or quantum wells, respectively. There is much scientific and tech-
nological interest in SQ effects in SCs. One underlying reason is that the optical,
electrical, and redox properties of SCs can be tuned simply by manipulating their
physically dimensions rather than their chemical composition [60].

5.3 ZnS Nanocrystals

ZnS, an SC with large Eg of 3.68 eV at 25◦C (Table 1), possesses a direct-band gap,
which makes optical transitions very probable. Pure ZnS is characterized byn-type
conductivity. ZnS is chemically more stable and thus technologically easier to ma-
nipulate than other compound SC materials [69]. ZnS is a luminescent material well
known for its PL, EL, and cathodoluminescence. ZnS-based phosphors exhibit ex-
cellent conversion efficiencies for fast electrons into electron–hole pairs and are,
therefore, among materials with the highest overall cathodoluminescence efficiency
[70]. Because of its wide-band gap, ZnS has become one of the most applied active
layers in TFEL devices [26].

ZnS crystallizes either in the cubic zinc blende (ZB) structure (traditionally called
α-ZnS) or the hexagonal wurtzite (W) structure (traditional called β-ZnS). The ZB
structure corresponds to the low-temperature phase; it transforms into W structure
with a transition temperature of about 1020◦C [58]. In both structures, each anion
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is surrounded by four cations at the corners of a tetrahedron, and vice versa. This
tetrahedral coordination is typical of sp3 covalent bonding, but these materials also
have a substantial ionic character.

Nanoparticles of ZnS activated by a metal ion form a special class of luminescent
materials. The incorporation of impurities or defects into SC lattices is the primary
means of controlling electrical conductivity and may also have an immense effect
on the optical, luminescent, magnetic, or other physical properties of the SC [71].
Usually, most of the doped ZnS nanocrystals reported have a low luminescence
quantum yield (QY), especially those synthesized in aqueous solution, compared
with microcrystals. A number of papers have reported on the luminescence of
nanocrystalline ZnS doped with different ions, such as ZnS:Mn [72–75], ZnS:Eu,
ZnS:Er and ZnS:Tb [76, 77], ZnS:Ag [78, 79], ZnS:Au [80], ZnS:Cu [81–83],
ZnS:Sm and ZnS:Pb [84, 85].

5.3.1 Structure and Properties of ZnS:Mn

The orange emission of ZnS:Mn crystal has been known since the early days of
luminescence research because of its high quantum efficiency at room temperature
and chemical stability. The highest value of quantum efficiency, ca. 38% for isolated
ZnS:Mn nanopowder stabilized by acrylic acid (AA), has been reported by Althues
et al. [16].

The radiative lifetime of ZnS:Mn depends on the crystal structure and its value
is approximately equal to 1.5 ms. ZnS:Mn possesses deep-lying levels that can be
approximately described by the states of the free divalent ion [85]. The valence
electrons (3d5) of Mn2+ in ZnS remain at their ion in the highest fields encountered,
without shifting spectrally or changing their transition probabilities. Therefore, they
appear to be ideal centers for EL. Since both zinc and manganese ions are isovalent
and are of comparable ionic radii, manganese is very soluble in ZnS, and Mn2+

does not change the electrical properties of the host lattice significantly, even at
concentrations of several percent. The emission corresponds to the 4T1→6A1 tran-
sition that explains all the spectral properties: broad band due to different slopes of
the energy levels; a long decay time due to the spin selection rule; and dependence
of the emission color on the host lattice due to the dependence on crystal field [86].

The luminescence properties of ZnS:Mn nanocrystals have attracted a great deal
of interest for a number of years [71]. However, the luminescence spectroscopy is
complicated by energy transfer and nonradiative relaxation processes, which might
lead to selective observation of a subset of dopant ions that are capable of emitting
light.

5.3.2 Preparation and Surface Chemistry of ZnS:Mn

Nowadays, there are many methodologies available for the synthesis of nanostruc-
tures, such as molecular beam epitaxy (MBE) [87], metal–organic chemical vapor
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deposition (MOCVD) [88], laser-assisted vapor deposition (LAVD) [89], certain
physical methods (e.g., solution growth), and chemical techniques. For example,
due to the development in the cluster source technologies in chemical vapor depo-
sition (CVD), it is now possible to produce intense beams of virtually any material
for a wide range of sizes from a few atoms to a few thousand atoms [90]. All these
methods are reviewed elsewhere in detail [68, 91].

Another useful, synthetic technique for nanomaterials is the chemical approach
using wet chemistry. This group of methods has been used not only for grow-
ing nanostructured inorganic SCs but also to produce core–shell-type nanoparticles
(ZnS:Mn/ZnS [92]), and organic–inorganic hybrid systems [93]. The advantage of
these methods is that surface-functionalized nanoparticles and nanorods of inorganic
SCs, dispersible in a wide variety of media (e.g., water, alcohols, polymer, biologi-
cal fluids), can be easily prepared. To achieve the fabrication of nanostructures, wet
chemistry is performed in a number of ways, such as chemistry in nanoconfined ge-
ometries (as in micelles and reverse micelles) or termination of reaction at a precise
point of growth by chemical capping (arrested precipitation). Reverse micelles are
often called “microemulsions” or “nanoreactors”. This system is composed of two
immiscible liquids, (water and oil), where the aqueous phase is dispersed as nano-
sized water droplets by a monolayer film of surfactant molecules in a continuous
nonpolar organic solvent [68, 94].

The first report on the luminescence properties of Mn-doped ZnS nanocrystals
prepared at room temperature by a chemical process was given by Bhargava et al.
[84, 95]. Precipitation of ZnS in the presence of Mn2+ can result in incorporation
of Mn2+ in the ZnS structure. Mn2+ substitutes the Zn2+ ion and is tetrahedrally
coordinated by the S2− ion. One can observe that the precipitation rates of ZnS
and MnS are different and that the Mn2+ ionic radius (91 pm) is slightly bigger
than the radius of the Zn2+ ion (83 pm). Most reports on nanocrystalline ZnS:Mn
describe Mn2+ incorporation at levels of up to 5–15% at most [96, 98]. Peng et al.
reported that nanocrystalline powder of ZnS:Mn with an average size of about 3 nm
was synthesized using a co-precipitation method with different Mn2+ concentrations
(Mn:Zn = 5, 10 and 15% in atom ratio). The increase of Mn2+ concentration has
resulted in the luminescence enhancement of such two emission bands and a red
shift of the ZnS emission band [97].

Different kinds of surfactants have been used in the preparation of ZnS:Mn; both
long-chain organic molecules with functional groups such as –SH, –CN, –COOH,
–NH2, and polymer ligands. ZnS:Mn nanoparticles are prepared by mixing aque-
ous solutions of metallic salts and sodium sulfide, which leads to co-precipitation.
The process is carried out in the presence of a surface modifier with a func-
tional group, e.g., carboxylic acid, acrylic acid (AA) and methacrylic acid (MA)
[99–101], poly(vinyl alcohol) (PVA) [102], poly(vinyl butyral) (PVB) [103, 104],
poly(vinylpyrrolidone) (PVP) [105], 1-dodecanethiol in the presence of sodium
hydroxide [104], 3-mercaptopropionic acid (MPA) [106], sodium hexametaphos-
phate [107], and thioglycerol [108]. In particular, the PL intensity of the ZnS:Mn
nanocrystals increases remarkably using a capping agent with carboxyl or phosphate
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groups. Toyoda et al. compared PL signal intensities of ZnS:Mn nanocrystals with
and without AA. Due to addition of surface passivators such as AA, the PL signal
intensity significantly increases [101].

In turn, Konishi et al. [100] showed that using either poly(acrylic acid) (PAA)
polymer or AA monomer as a starting material, differences in optical and chemi-
cal properties of hybrid nanocrystals could be observed. The enhancement of PL at
580 nm is larger for ZnS:Mn nanocrystals modified by monomer AA and then in
situ polymerization, than for those modified by PAA. The carboxyl groups (C=O)
were simultaneously excited by light of 350 nm together with ZnS, followed by
energy transfer to Mn2+ ions. Further, the authors explained how energy transfer
from C=O groups to Mn2+ ions depends on the degree of polymerization and the
chemical states of carboxyl groups. In the case of the sample modified by AA, oxy-
gen atoms of C=O groups form –S–O–C(=O) bonds and the valence number of
sulfur increases from −2 to +6. As a result, electrons of sulfur atoms are pushed
towards C=O groups to enhance the emissions. By contrast, the sample modified by
polymer PAA exhibits predominant interaction of C=O groups with metallic ions
to form –C–O–Me– bonds. This decrease in the amount of C=O groups reduces
energy transfer to Mn2+ ions [100]. In both cases, the co-precipitation method has
been used for the synthesis of ZnS:Mn nanocrystals [100, 101].

Recently, Kubo et al. reported that nanocrystal powder of ZnS:Mn was synthe-
sized in sodium bis(2-ethylhexyl)sulfosuccinate (NaAOT) reverse micelles modified
by surfactants based on phosphates [polyoxyethylene(1)laurylether phosphoric acid
(PHOS)] or carboxyl groups [polyoxyethylene(4..5)laurylether acetic acid) (AKY)]
[109]. In consequence, the modification of ZnS:Mn nanocrystal suspension by a sur-
factant containing carboxyl groups brings about similar effects to modification by a
surfactant containing phosphate groups, i.e., an increase in emission and quantum
efficiency (from 1.7 to 8.1%). However, a larger amount of AKY (by one order of
magnitude) is required to increase the emission intensity, as compared with PHOS.
Therefore, PHOS is more effective for increasing emission intensity and quantum
efficiency than AKY [109].

5.4 ZnO Nanocrystals: Synthesis, Structure and Properties

Zinc oxide (ZnO), similarly to ZnS, is well known to the SC field, with studies of its
lattice parameter dating back to 1935 [110]. ZnO is a direct semiconducting oxide
with a wide Eg of 3.35 eV (Table 1) at room temperature and a large exciton binding
energy of 60 meV. Some optoelectronic applications of ZnO are similar to those of
GaN, another wide-gap SC with Eg of 3.42 eV at 18◦C (Table 1). GaN is widely
used for the production of green, blue-ultraviolet, and white light-emitting devices.
However, ZnO has some advantages over GaN, among which are the availability of
fairly high quality ZnO bulk single crystals and a large exciton binding energy. ZnO
also needs much simpler crystal-growth technology, resulting in a potentially lower
cost for ZnO-based devices [111].
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ZnO, like most of the group II–VI SCs, crystallizes in either a cubic ZB or hexag-
onal W structure. In addition to these structures, one more crystallographic phase
for ZnO is known: the rock salt (NaCl) structure, which is formed as a result of
transformation of the W structure at high external hydrostatic pressures. At ambi-
ent conditions, the thermodynamically stable phase is W. The ZB ZnO structure
can be stabilized only by growth on cubic substrates. ZnO is generally an n-type
SC because oxygen vacancies or non-stoichiometric Zn ions serve as donor states.
In consequence, the electrical properties of ZnO can be changed from insulator,
through n-type SC, to metal by controlling the doping level. Pure stoichiometric
ZnO is an insulator; the conductivity of ZnO can be tuned over ten orders of magni-
tude with only relatively small changes in the concentrations of native or non-native
defects such as interstitial zinc or aluminum [71].

ZnO is an efficient phosphor and nanocrystals emit light in the visible (trap emis-
sion) and UV ranges (exciton emission).Thus, ZnO exhibits UV, blue, green, yellow,
and red color emissions and therefore could be a good candidate for the next gen-
eration of laser diodes and LEDs [112, 113]. A green band in the luminescence of
ZnO appearing at about 2.5 eV has been observed in nearly all samples, regardless
of growth conditions, and has also been obtained in undoped ZnO due to copper
impurities. Schirmer et al. have prepared doped ZnO with Li acceptor, resulting in a
yellow luminescence band with a peak at about 2.2 eV [114]. In contrast to the green
band, the yellow band decays very slowly after switching off the excitation source
and can also be observed in the thermoluminescence spectrum. A red luminescence
band emerged at ca. 1.75 eV in the PL spectrum of undoped bulk ZnO after it was
annealed in air at 700◦C [111].

Other important properties of ZnO that make it preferable over other wide-
band-gap materials are: high catalytic activity, effective antibacterial and bactericide
action, stability and amenability to wet chemical etching [115], and resistance to
high-energy radiation, which make it a very suitable candidate for applications in
the space industry [116]. ZnO can find potential application in devices such as
resonators, chemical absorbents [117], gas and pressure sensors [118], transpar-
ent thin-film transistors [119, 120], and as catalysts for photocatalytic degradation
[121]. Piezoelectric ZnO can be used to build surface and bulk acoustic wave de-
vices. Transparent and conductive ZnO thin films are finding application in solar
cells and energy-efficient windows [112]. In particular, ZnO has been widely stud-
ied for organic–inorganic solar cells because of its very high electron mobility and
high electron affinity [122, 123].

Many techniques have been used to prepare ZnO-based thin films and nanostruc-
tures, such as CVD, electron beam evaporation (EBE), MBE, pulsed laser deposition
(PLD), sol–gel, spray pyrolysis, sputtering, and vapor phase growth. To prepare ZnO
films or nanostructures, thermal oxidation of Zn and ZnS in air has also been used
[124]. However, as for ZnS nanocrystals, wet methods, in this case wet oxidation,
are still important techniques for SC processing [112].
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5.5 TiO2 Nanocrystals: Synthesis, Structure and Properties

Titanium dioxide (TiO2) is an n-type SC with a wide Eg of 3.0–3.5 eV, it is
well-known for its potential applications in the field of photocatalysis and photo-
electrochemistry because of its excellent optical transmittance and high refractive
index (2.5–3.87) (Table 1) [11]. TiO2 is of outstanding importance as a white pig-
ment because of its scattering properties, chemical stability, biological inertness,
and lack of toxicity. Applications are found in paints, papers, fibers, cosmetics, sun-
screen products, toothpaste etc.

TiO2 exists in three crystallographic forms, namely anatase, rutile, and brookite,
but the first two are the most important. However, the optical and electrical proper-
ties of anatase and rutile are different. Rutile is the most thermodynamically stable,
and exhibits the highest refractive index. Nevertheless, the lattice energies of the
other phases are similar and hence metastable over long periods of time. Rutile and
anatase are produced industrially in large quantities and used as pigments and cata-
lysts, and in the production of ceramic materials [125].

In addition, in recent years TiO2, like ZnO, has been highly interesting for hybrid
organic–inorganic PV devices and dye-sensitized solar cells (DSCs) [56]. Nano-
sized TiO2 has been studied as a photovoltaic material since the 1980s, when the
first observations of efficient photoinduced charge injection from dyes into TiO2

were reported [126]. The voltage generated under illumination corresponds to the
difference between the EF of the electron in the SC electrode and the redox poten-
tial of the electrolyte. Along with these processes, electrons in the CB of the SC can
recombine with the oxidized dye sensitizer or other electron-acceptor species in the
electrolyte solution [127]. The highest conversion efficiency reported so far for this
kind of device is about 10% under AM 1.5 (100mWcm−2) irradiation when liquid
electrolytes containing I−/I−3 redox couples were used as conjunction [128].

During the last decade, a number of reports have been published on PV de-
vices based on conjugated polymer and SC TiO2 nanocrystals [129,130]. Compared
to DSCs, solid nanostructured polymer–TiO2 solar cells offer the potential advan-
tage of useful photocurrents at much smaller device thicknesses because the entire
polymer-filled pore volume is available for exciton generation, rather than only a
dye monolayer at TiO2 [56].

Kumazawa et al. used TiO2 as an SC gas sensor that was able to distinguish alco-
hol and benzene compounds at low concentrations. It was found that the sensitivity
of the sensor increased almost one order of magnitude under monochromatic light
(at 700 nm) at an intensity of 50mWcm−2 [130].

Many efforts have been made to develop and use TiO2 as photocatalyst in hetero-
geneous photocatalytic oxidation (PCO) processes [130–132]. Gogate et al. defined
PCO as a photocatalytic process that generates hydroxyl radicals for the degrada-
tion of organic chemicals present in water [133]. In the anatase and rutile crystalline
form, TiO2 behaves as a classic photocatalyst in which illumination of less than
385 nm promotes a redox environment. In turn, redox reaction takes place due to
the presence of positive holes at the VB and negative electrons at the CB. These
charge carriers might recombine, but if not, they diffuse rapidly to the surface for
reduction or oxidation processes [131].



Polymer Nanocomposites for Electro-Optics: Perspectives on Processing Technologies 245

Different methods have been used for the preparation of TiO2, such as hy-
drothermal methods [134], sol–gel processes [135], emulsion precipitation [136],
and solvothermal methods [137, 138].

5.6 CdSe, CdS, and CdSe/ZnS Quantum Dots: Synthesis,
Structure and Properties

Cadmium-based systems (CdSe, CdTe, and CdS) with direct-band gap have been
extensively investigated during the last decade due to their nanocrystallites (QDs)
and potential application in nonlinear optics, biological labeling and diagnostics, EL
and PV devices, and sensors. SC QDs are nanocrystals that exhibit radii smaller than
the bulk exciton Bohr radius, and they constitute a class of materials intermediate
between molecular and bulk forms of matter. Recently, a number reviews concern-
ing selective aspects of CdSe, CdS, and CdSe/ZnS QDs were published [139–141].
In the early 1980s, the blue shift of the band gap and a strong nonlinear response of
nanoparticles of CdS and CdSe in glass samples was reported for the first time [140].
The representative samples of CdSe nanocrystals under room lights and UV illumi-
nation are presented in Fig. 9 [139]. The CdSe nanocrystals have been synthesized in
TOPO/HDA/DPA (tri-n-octylphosphine oxide, hexadecylamine and dodecylphos-
phonic acid).

The structure of CdSe and CdS nanocrystals exhibits a phase transition of
wurtzite to rock salt structures [141]. During illumination with UV light, the color
of emission varies according to nanocrystal size with a complete color spectrum
from blue to red. CdSe, CdTe, and CdS systems have drawn much attention as a
consequence of the development of several synthetic methods for the preparation

Fig. 9 Series of highly fluorescent CdSe nanocrystals synthesized in TOPO/HDA/DPA. CdSe
nanocrystals under room light (top) and under UV illumination (bottom). The emission can be
tuned from blue to red depending on the size of the CdSe nanocrystal [139]
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of monodispersed samples. Nowadays, by using modern methods it is possible to
synthesize gram quantities of nanocrystals with exquisite control of size (±20A◦)
[142]. Originally, the synthesis of nanoparticles relied on salts as precursors and
micellar methods to attempt to control the size. Murray et al. reported for the first
time a quantum leap in the quality and size control of CdSe nanocrystals with the
development of high-temperature pyrolysis of organometallic precursors in a sur-
factant (i.e., dimethylcadmium (CH3)2Cd in, TOPO) [143]. Further, TOPO on the
surface allows the nanocrystals to be soluble in organic solvents or dispersed in
a polymer film. Ligand exchange reactions can be performed to put polar groups
on the surface of the nanocrystals and enable their dispersion in polar solvents
[144]. Because (CH3)2Cd has some disadvantages, such as toxicity and the need
for airless techniques, Qu et al. elaborated a new procedure of synthesizing QDs
using cadmium acetate Cd(CH3CO2)2 as the precursor [145]. In this technique, a
stock selenium solution of TOPO:Se is added to a mixture of TOPO/HDA/TDPA
(tetradecylphosphonic acid) at 120◦C. Then, the mixture was heated to 300◦C and
a stock solution of cadmium acetate in TOPO rapidly injected. In order to improve
the yield and quality of the nanocrystals, co-solvents such as DPA and HDA have
been added to TOPO. Typical PL QYs of CdSe nanocrystals were reported in the
range 1–15% [145].

Overcoating nanocrystallites with higher-band-gap inorganic materials (e.g.,
ZnS, ZnSe, CdS) has been shown to improve PL QYs by a passivation of the sur-
face against nonradiative recombination sites [146]. In the case of the core–shell
QD nanocrystals such as CdSe/CdS or CdSe/ZnSe, they can show high fluorescence
QYs in the range of 68–85% with initial surface ligands [147, 148]. In many cases,
ZnS is the most important shell material because both photogenerated electrons and
holes are efficiently confined in the nanocrystal core. The benefit of such QD-based
OLEDs is that each recombination of a hole and an electron generates a photon,
resulting in a possible 100% quantum efficiency at any visible wavelength [149].

6 Characterization of Carbon-Based Nanomaterials

6.1 Introduction

A great number of reviews concerning selective aspects of fullerenes and carbon
nanotube (CNT) chemistry and physics have been published. The fundamentals of
carbon nanostructures connected with fullerenes and CNTs were summarized by
Kratschmer [150], Dresselhaus et al. [151] and Bernholc et al. [152]. The elec-
tronic and structural properties of CNTs were described by Mintmre et al. [153].
An overview of the synthesis and application of CNT–polymer nanocomposites
can be found in recently published reviews [154–162] and in a comprehensive re-
view with over 250 references cited in a tabular format [158]. Recent results on
electrochemical formation of polymers containing fullerenes, and studies of their
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properties and applications were critically reviewed by Winkler et al. [163]. Also,
a review that summarized the latest theories of geological fullerenes was published
by Buseck et al. [164]. In turn, important issues from the point of view of the prepa-
ration of polymer nanocomposites, such as functionalization reactions of fullerene
(C60) with aliphatic amines and acenes as well as Diels–Alder cycloaddition reac-
tions, have been summarized by Miller [165] and Briggs et al. [166], respectively.

In this chapter, we present a very short background and overview of carbon-based
nanomaterials such as fullerenes and CNTs that have been used as nanofillers for the
formation of nanocomposites for optics and electronics. However, their functional
incorporation and utilization have been limited due to some processing difficulties.
In general, there are two ways to incorporate CNTs into such a device configuration:
layered assembly at desired locations or as a blend with the organic species. The
success of the latter approach depends on appropriate chemical functionalization,
individualization, and length-shortening of tubes, in addition to optimization of their
concentration in organic composites [51].

6.2 Fullerenes

Various kinds of polymeric fullerenes can be prepared by using functional polymers
to react with fullerenes, or by synthesizing polymers in the presence of fullerenes.
From a structural point of view, these polymer are divided into four main categories:
(1) polymers with fullerenes physically incorporated into the foreign polymeric
network without forming covalent bonds, (2) fullerene homopolymers formed via
[2 + 2] cycloaddition, (3) “pearl necklace” polymers with fullerenes mutually linked
covalently to form polymer chains, and (4) “charm bracelet” polymers containing
pendant fullerene substitutes. All these polymers have been critically reviewed by
Winkler et al. [163].

Doping of polymeric systems with fullerenes is also a very important research
area, especially for preparation of PV and EL devices. Since C60 is an electron
transport material with high carrier mobility, which is a good electron acceptor
capable of accepting as many as six electrons [167], a promising approach con-
sists of blends of strongly light-absorbing conjugated polymers and soluble C60
derivatives deposited on transparent conductive substrate by a simple solution
processing technique [168–170]. Fullerenes are hardly soluble in ordinary sol-
vents; however, derivatives such as [6, 6]-phenyl-C61-butyric methyl ester (PCBM)
are soluble in common organic solvents such as chloroform, chlorobenzene, and
1,2-dichlorobenzene. The most commonly used semiconducting polymer for the
fabrication of BHJ PV devices is regioregular P3HT. With optimized device struc-
ture and fabrication conditions, P3HT/PCBM BHJ solar cells can reach efficiencies
as high as 4.4–5.0%, which is one of the highest efficiencies for blend organic solar
cells [39,171]. On the other hand, Hutchison et al. used C60 for fabrication of LEDs
with white emission, which were prepared from a blended film of the C60 adduct
Th-hexapyrrolidin (PVK) and 2,5-bis-(4-naphthyl)-1,3,4-oxadiazole [172].
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6.3 Nanotubes

CNTs are characterized by extraordinary mechanical, thermal and electronic
properties, and CNT–polymer composites possess a broad range of potential appli-
cations such as digital data storage, PV cells, field emission displays, photodiodes,
batteries, and sensors [156]. A number of reviews have been published on the syn-
thesis and application of CNTs and their polymer composites [154–162]. CNTs are
predicted to have high stiffness and axial strength as a result of the carbon–carbon
sp2 bonding. There are two main types of nanotubes available today. Single-wall
carbon nanotubes (SWCNTs) consist of a single sheet of graphene rolled seam-
lessly to form a cylinder with diameter in the order of 1 nm and length of up to
centimeters. Multiwall carbon nanotubes (MWCNTs) consist of an array of such
cylinders formed concentrically and separated by 0.35 nm, similar to the basal
plane separation in graphite [154]. Nowadays, MWCNTs are more than 500 times
cheaper than SWCNTs at a similar purity (>95%). The electronic properties of
perfect MWCNTs are known to be similar to those of SWCNTs owing to the
one-dimensional electronic structure and electronic transport characteristics [173].
For example, their capacity to carry an electrical current is 1000 times higher than
that of copper wires [174]. The electronic properties have proved to be especially
unique, with capabilities of acting as either metal or SC, depending on the tubule
diameter and chiral angle [155].

Recently, various methods used to produce CNTs, i.e., condensation–vaporization
densation (CVD), a thermal chemical vapor deposition, and an arc method have
been summarized by Paradise et al. [155]. It has been reported that the strength and
thermal conductivity of polymers increase by about 3.5 and two times when 1–2%
of CNTs is added in a conducting polymer matrix [175]. In this context, special
attention has been paid to the following conducting organic polymers: PANI,
polypyrrole (PPy), PTs, PEDOT, PPV and poly(m-pheneylenevinylene-co-2,5-
dioctoxy-p-phenylene) (PmPV). Furthermore, the diameter of CNTs at nanoscale
enables these nanocomposites to be transparent when the CNTs are well dispersed.
Usually, CNTs are very difficult to disperse in a polymeric matrix because they
possess a large surface area and have large van der Waals forces between tubules;
due to this effect they can create strongly bound aggregates. In order to solve this
problem, Liu et al. thoroughly investigated the dispersibility of SWCNTs in PMMA
in eight different solvents by varying solubility parameters in three dimensions
such as dispersive contribution (δd), polar contribution (δp), and hydrogen bonding
contribution (δh) [176]. The results showed that for achieving good dispersion,
the polar component (δp) of the solubility is very important, whereas the other
components were less critical. The best SWCNT/PMMA dispersion was achieved
in nitromethane, the most polar solvent used in this study [176].
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7 Inorganic Nanoparticles in Non-conjugated Polymer Matrices
for Optics and Electronics

7.1 Introduction

In this chapter, we describe nanocomposites based on non-conjugated polymers and
the SC nanoparticles characterized in previous chapters. Recently, much effort has
been devoted to the development of novel flexible and high dielectric constant (ε)
dielectric materials that are processable and amenable to printing techniques. Poly-
mers, however, posses relatively low dielectric constants; e.g., polystyrene (PS) and
PMMA have relative dielectric constants (εr) of 2.6 and 3.5, respectively (Table 2).
In turn, ceramics such as inorganic oxides are well known for their high dielec-
tric constants; for instance, TiO2 can have a dielectric constant of up to 330. Thus,
polymer–inorganic nanocomposites are promising materials that can combine the
high dielectric constant of the inorganic component with the processability and flex-
ibility of polymers [179].

Inorganic–polymer nanocomposites characterized by exceptional dielectric con-
stant are often called “artificial dielectrics”. Artificial dielectrics are created when
isolated particles become polarized due to the presence of an applied electric field.
These novel nanocomposite artificial dielectrics have the potential to posses high
dielectric constants (>100) at high frequencies and the low processing tempera-
ture associated with polymers. Such a combination of properties is not found in
other capacitor materials [180]. Polymer matrices like PMMA, poly(vinylidene
fluoride) (PVDF), PS, and polyurethane (PU) have been used. Owing to their physic-
ochemical properties, they represent suitable polymer components for embedding
nanoscopic functional inorganic fillers (Table 2).

Table 2 Non-conjugated polymers and their physical characteristics

Type of
polymer

Dielectric
constant
(frequency)1

Refractive
index

Glass
transition
temperature

Specific electrical
resistivity

(K) (Ω cm)

Poly(methyl
methacrylate)
(PMMA)

3.5 (50) [177] 1.49 [177] 379 [177] 1014 [177]

Poly(vinylidene
fluoride)
(Kynar)
(PVDF)

8.4 (102) [178] 1.46 [177] 337 [177] 2×1015 [178]
7.7 (103) [178]

Polystyrene (PS) 2.6 (102–106) [178] 1.59–1.6 [177] 373 [177] >1017 [178]
Polyurethane

(PU)
4.2 (60) [178] 1.879 [177] 295 [177] 7×1013–1×1015 [178]
2.75 (110) [178]

1Frequency in Hz is given in parentheses
Relevant references for each entry are shown
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7.2 Poly(methyl methacrylate)

Poly(methyl methacrylate) (PMMA) has been one of the most widely studied
non-conducting polymers during recent decades due to its unique combination of
good mechanical properties with excellent optical properties such as clarity and
transparency from the near UV to the near IR. The fundamental electrical properties
of PMMA and hybrid organic–inorganic composites of this polymer have been sum-
marized by Gross et al. [4]. PMMA shows specific electrical resistivity that makes it
an appealing starting material for the development of dielectric films. In turn, high
resistance has resulted in its use in high voltage applications.

A further advantage of PMMA relies on its availability. Uniformly sized PMMA
spheres are prepared by polymerization of methyl methacrylate (MMA) in water.
The product of the polymerization then takes the form of a colloidal suspension of
solid particles that are so small that they tend not to settle. By centrifugation, the
PMMA particles are forced to settle and pack into a solid, often called a colloidal
crystal. In such colloidal crystals, the PMMA spheres are arranged in a close-packed
fashion in the same manner as the silica spheres that make up natural opal [178].
Therefore, these materials can be referred to as synthetic opals. Several textbooks
cover selective aspects of the physicochemical properties of PMMA [181, 182].

7.3 Poly(methyl methacrylate) Nanocomposites

In this section, organic–inorganic nanocomposite materials in which PMMA is used
as matrix are surveyed. Some reasons exist for the choice of PMMA as host matrix:
PMMA can be easily obtained starting from a liquid low-cost monomer. The use
of a liquid precursor allows molecular mixing with the inorganic nanoparticles al-
ready in the starting solution, thus ensuring a uniform distribution of the filler in the
organic backbone. A further advantage of using PMMA as matrix polymer is that
PMMA can be easily polymerized by means of a wide range of photoinitiators. Its
use is thus encouraged by the most recent evolution of the coating industry, which is
moving towards UV curing as a more flexible and energetically efficient technique.
In addition, PMMA can be easily cast into film, thus allowing the final material to
be shaped according to device requirements [4].

PMMA modified by inorganic nanoparticles such as TiO2, ZnS:Mn, CdSe,
CdSe/ZnS, ZnO, and CNTs has led to enhanced optical [16], thermal [149], and
electrical properties, as compared to pure polymer. For example, Althues et al. [16]
reported an efficient method for generation of completely transparent and strongly
luminescent ZnS:Mn/PMMA nanocomposites. They used in-situ bulk polymeriza-
tion of transparent dispersions containing ZnS:Mn nanoparticles in a mixture of
MMA and AA; the effective diameter of nanoparticles in the monomer dispersion
was 22 nm. Two factors were responsible for the stability of the ZnS:Mn/monomer
dispersion, i.e., coordination of AA, which modified the surface of the nanoparti-
cles and led to hydrophobization, and adsorption of ions leading to a surface charge
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causing electrostatic repulsion. As mentioned before, adsorbed AA molecules
are known to increase the PL intensity of ZnS:Mn nanoparticles. Therefore,
ZnS:Mn/PMMA nanocomposites are characterized by strong luminescence with an
emission maximum at 590 nm and a QY of 29.8%, one of the highest reported [16].

In turn, Pedone et al. [183] fabricated CdS/PMMA nanocomposites by a pho-
tocuring process. CdS nanoparticles capped with NaAOT and synthesized by using
water-in-oil microemulsions were embedded in PMMA matrix. As a result, transpar-
ent yellow, solid nanocomposites of CdS/PMMA were obtained. It was found that
during the embedding process, CdS nanoparticles were homogeneously dispersed
in the polymer matrix and did not change their size [183].

In recent decades, PMMA has been used for modification of the optical proper-
ties of semiconductor NCs by using gamma (γ) radiation [184]. For instance, Wang
et al. reported that the surfaces of TiO2, ZnO, Al2O3, and SiO2 nanoparticles were
modified by PMMA through γ irradiation [184–186]. The treated nanocrystals were
mixed with MMA monomer solution and were put into an ampoule, and then sealed.
The samples were irradiated with a dose of 10, 20, 30, 50, 70, or 90 kGy by radiation
from a 60Co source. The Fourier transform infrared spectroscopy (FT-IR) spectrum
showed strong interactions between PMMA and nanoparticles. It was suggested that
strong PL was caused by the carbonyl adjacent to the surface of the nanoparticles.
Moreover, the nanocrystals modified by polymers showed changes in the PL spec-
tra; for instance, ZnO exhibited strong blue luminescence (420 nm) [184], whereas
emissions usually reported by many researches were at about 550 nm.

The example of PMMA-grafted nanoparticles was reported by Hong et al.
[187]. First, ZnO nanoparticles were synthesized by homogeneous precipita-
tion. In order to reduce the agglomeration of ZnO nanoparticles, the surface
of ZnO nanoparticles was initially treated with the silane coupling agent
γ-methacryloxypropyltrimethoxysilane (MPTMS), which introduces functional
double bonds onto the surface of ZnO nanoparticles. The introduction of reactive
groups onto the surface of ZnO nanoparticles was achieved through the reaction
between the silane coupling agent and the hydroxyl groups on the nanoparticle
surface, which was followed by radical polymerization in a non-aqueous sys-
tem whereby PMMA chains were grafted onto the surface of ZnO nanoparticles.
Finally, the modified ZnO nanoparticles were used as nanofiller for preparations of
PS nanocomposites. The ZnO/PS nanocomposite was prepared by adding PMMA-
grafted ZnO into styrene monomer, followed by radial grafting polymerization. The
grafting polymerization did not change the crystalline structure of ZnO nanoparti-
cles. Due to the grafting process, the dispersibility of ZnO nanoparticles remarkably
improved in organic medium and aggregation was reduced [187].

Next, nano-ZnO/PMMA composite latex microspheres were fabricated by in-situ
emulsion polymerization [188]. In order to avoid the aggregation of ZnO nanoparti-
cles in the polymerization and to ensure effective encapsulation, nano-ZnO was also
treated with a silane coupling agent, MPTMS, before the polymerization. MPTMS,
which offers steric hindrance between inorganic nanoparticles and prevents their ag-
gregation, was grafted to the surface of nano-ZnO by reaction with hydroxide groups
and later copolymerized with MMA monomer. Transmission electron microscopy
images indicated that ZnO nanoparticles (20–70 nm in size) were present in the
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sphere and were completely encapsulated in the PMMA phase. The absorbance
spectrum of the nanocomposite polymer suggested that increasing the amount of
ZnO nanoparticles in composite particles could enhance the UV-shielding proper-
ties of the polymers [188].

The interest in using CNTs as nanofillers in a PMMA matrix is increasing
[188–193]. For instance, Jin et al. reported on the electrical conductivity and elec-
trorheological (ER) properties of MWCNT-adsorbed PS and PMMA microspheres
prepared by a simple and potentially scalable process [191]. First, homogeneous
aqueous dispersions of MWCNTs were obtained with various surfactants and then
dispersions of PS and PMMA microspheres were dropped into a beaker containing
the nanotube dispersions. The PS and PMMA microspheres with adsorbed nan-
otubes underwent slow sedimentation. Adhesion of the nanotubes to the PS and
PMMA microsphere surfaces was believed to be related to the hydrophobic inter-
action. The electrical conductivity of these nanotube-adsorbed microspheres was
investigated; the DC conductivity of samples was in the range of 1.9× 10−4 to
6.2×10−5 Scm−1 at room temperature, based on the cross-sectional area, whereas
the electron conductivity of the pure MWCNTs was 2.3 × 10−1 Scm−1. Next,
ER fluids were prepared by sonication using the dried nanotube-adsorbed micro-
spheres dispersed in silicone oil. The behavior of the particle chain in silicone oil
was demonstrated under an applied electric field of 1.4kVmm−1. The nanotube-
adsorbed PMMA microspheres formed thin chains of particles under the applied
electric field within 1 s, and the structure remained stable as long as the field was
applied. ER fluids have been used in many fields using electromechanical devices,
including engine mounts, shock absorbers, clutches and so on [191].

Park et al. [144] conducted a study in which PMMA/MWCNT nanocomposites
were prepared via both in-situ bulk polymerization and suspension polymerization,
using the radical initiator 2,2-azobis(isobutyronitrile) (AIBN). The electrical and
electrorheological (ER) properties of the nanocomposites were investigated. The
conductivity of pure PMMA and MWCNT/PMMA nanocomposites were measured,
and it was shown that the conductivity of MWCNT/PMMA composites rapidly
increased when MWCNTs were added to the PMMA matrix, i.e., 3.192× 10−4,
2.163 × 10−2, and 1.693 × 10−1 Scm−1 for 1.5, 5 and 10 wt% of MWCNT in
the composites, respectively. The conductivity of insulating PMMA was about
1×10−13 Scm−1 [144].

Recently, the thermal and mechanical properties of MWCNT/PMMA or
SWCNT/PMMA nanocomposites have been thoroughly investigated [145, 146].
For instance, Lee et al. [146] reported the fabrication and characterization of
MWCNT/PMMA by using both injection molding and film-casting processes.
The tensile strength of the MWCNT/PMMA nanocomposite increased by more
than 15% and tensile stiffness also increased by about 17.5%, compared to pure
PMMA. It was confirmed that a combined fabrication process efficiently dispersed
MWCNTs in the PMMA matrix and also maintained the well-dispersed state more
effectively [146].

Similarly, Dai et al. reported on the electrical conductivity and mechani-
cal properties of SWCNT/PMMA composites fabricated in a stretching process.
The composite films showed higher conductivity and higher mechanical draw ratios
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along the stretched direction than perpendicular to it. Compared to pure PMMA,
the electrical conductivity of nanocomposite containing 3 wt% aligned SWCNTs
increased by nine orders of magnitude, up to 10−3 Scm−1, and the maximum draw
ratio was higher (up to 5000) than that of pure PMMA (3500). The authors also ob-
served improved thermal stability of nanocomposites compared to a PMMA matrix
[193]. Also, the dielectric properties of PMMA nanocomposites were thoroughly
investigated. Clayton et al. reported that the dielectric constant increased in the com-
posite samples as compared with the pure PMMA samples prepared by the same
methods. SWCNT/PMMA composites were fabricated via in-situ polymerization
induced by heat, UV light, or ionizing (γ) radiation [194].

PMMA nanocomposites were used to fabricate vertical microcavities having a
well-defined resonance wavelength. However, in all these samples, the active layer
of the NCs was deposited by spin-coating, without any control on the in-plane
positioning. The possibility of selectively localizing the NCs on a substrate is a
very challenging task, because it can lead to fabrication of two-dimensional active
photonic crystals (PC). For instance, Martiradonna et al. [195] reported the suc-
cessful and precise localization of colloidal nanocrystals (CdSe/ZnS) through the
nanopatterning of colloidal nanocrystals dispersed in a PMMA matrix. To enable
the fabrication of active PMMA-based optical devices embedding localized col-
loidal nanocrystals as the gain medium, a blend of PMMA and nanocrystals was
directly exposed by means of an electron beam lithography process. Monodimen-
sional periodic stripes and bidimensional periodic pillars were patterned on a thin
film of CdSe/ZnS/PMMA nanocomposite deposited on a silica substrate. The inves-
tigation of PL properties of the patterned samples showed a complete removal of
active material from the regions exposed to the electron beam without affecting the
emission spectrum of nanocrystals in unexposed regions [195].

CdSe/PMMA nanocomposites have also been used as chemical sensor for detec-
tion of aromatic hydrocarbons [196]. In that study, a series of surface-modified QDs,
which utilized both TOPO and carboxylic acids attached to the surface of CdSe SC
QDs, were developed. Unmodified QDs and surface-modified nanocrystals were
incorporated into PMMA matrices, and the PL of nanocomposites was studied as
a function of a series of exposures to toluene and xylene vapors ranging in con-
centration from ppm to percent levels. It was reported that reversible enhancement
and quenching of the PL on film exposure to toluene and xylene vapors were both
observed for the QDs modified by carboxylic acid systems. PL enhancement was ob-
served at low target gas concentrations, with the onset of the quenching process for
each of the films being dependent on the target gas type and its concentration [196].

7.4 Polystyrene

PS is an important non-conducting polymer that belongs to the most common
polymer matrix used for the synthesis of inorganic–organic nanocomposites. The
dispersion of SC QDs within the polymer can be achieved by both ex-situ and
in-situ methodologies. Monolithic spherical colloids from PS were self-assembled
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into high-order face-centered cubic (FCC) PCs. Both theoretical and experimental
work indicates that homogeneous spheres assembled into traditional FCC lattices
yield incomplete photonic band gaps, or stopgaps, regardless of high dielectric con-
trast. However, coated spheres or core–shell colloids in a simple FCC lattice were
calculated to exhibit a significantly enhanced L-stopgap width, by as much as 50%
over their monolithic counterparts [197].

7.5 Polystyrene Nanocomposites

Recently, PS nanocomposites have been extensively reported and various inor-
ganic nanomaterials including C60, nanotubes, CdS, CdSe/ZnS, and ZnS have
been used as nanofillers [197–206]. For instance, the structure and electrical trans-
port properties of C60 PS structures were investigated by Adamopoulos et al.
[198]. The C60-containing PS materials were prepared by cycloaddition reaction
of azidomethyl-substituted polystyrene with C60. The values of the dielectric con-
stant of the nanocomposite increased with increasing the content of C60 from 2.4
for pure PS up to 2.7 for a C60 content of 60 wt%. The PS–C60 organic SC was
used as an electron acceptor in PV systems [198].

Modification of the electrical properties of PS by the introduction of SWCNTs
was described by Wang et al. [199]. The SWCNT/PS nanocomposites with
0–1.0 wt% content of SWCNTs were successfully fabricated by an in-situ sus-
pension polymerization method. DC resistivity and AC impedance measurements
performed on the nanocomposites showed that the presence of SWCNTs sig-
nificantly modifies the electrical impedance of the composites. For instance, for
a loading of 1.0 wt% CNT, the resistivity value dropped by over ten orders of
magnitude [199].

Several reports related to CdS nanocrystals incorporated in PS matrix have been
reported in the literature [200–202]. Zhao et al. described preparation of small
nanoparticles of CdS by a hydrothermal procedure in an aqueous solution that yields
transparent CdS/PS nanocomposite films [200]. CdS/PS nanocomposites were also
prepared successfully using in-situ thermolysis synthesis of a cadmium thiolate
precursor dispersed in the polymer [201, 202]. The preparation of CdS/PS via a
thermolysis method has several interesting advantages with respect to the common
methods of precipitation; for example, the CdS precursor is easy to prepare and is
stable under normal conditions. The thermal and structural properties of CdS/PS
nanocomposites also were broadly investigated [201, 202].

Antolini et al. found that CdS nanocrystals could be obtained by regioselective
thermal decomposition of metal alkanethiolates in a PS matrix by selective heat-
ing of a polymer foil filled with the cadmium-(bis)-thiolate precursor by means of
focused laser beam irradiation. The nanocomposites were characterized by strong
PL with an emission maximum at 535 nm, which confirms the presence of CdS
nanocrystals. These materials can be use for preparation of nanoelectronic devices
or conductive plastics [203].

Submicrometer fluorescent colloidal PS beads have been used in medical and
biotechnological fields, where they are utilized as fluorescent probes for diagnosis,
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imaging, and optical tracking, making them very valuable tools. The preparation
of fluorescence submicrometer polymer particles exhibiting a narrow particle size
distribution (the emission wavelength being size-dependent) improved the photo-
stability. Some of the most frequently studied systems are composed of CdSe, or
of a CdSe core passivated with ZnS, and great progress in this field has been ob-
served in the last decade [204–206]. For instance, Riegler et al. reported a facile and
fast method of fabricating CdSe/ZnS/PS nanocomposite beads [204]. The nanocrys-
tals were immobilized within the PS beads by demixing two nonmiscible solvents.
In this method, nanocrystalline CdSe/ZnS stabilized by TOPO was dissolved in a
substance (toluene) that dissolves PS beads, and then added to beads dispersed in
an nonmiscible solvent (water). The solvent and nanoparticles were quickly trans-
ferred to the polymer phase (demixing). Next, all solvents were removed. Finally,
it was observed that the CdSe/ZnS/PS nanocomposite beads exhibited strong and
differently colored luminescence. CdSe/ZnS/PS nanocomposite beads found an
application as a model sterptavidin–biotin binding system and demonstrate the ap-
plicability of this technique to enzyme-linked assays [204].

Another synthetic method for submicrometer fluorescence CdSe/ZnS/PS
nanocomposite particles was developed by Joumaa et al. [205]. Submicrometer-
sized particles were synthesized via a mini-emulsion PS process and CdSe/ZnS
was coated by PS. Styrene emulsion and mini-emulsion polymerizations were per-
formed in the presence of either TOPO-coated or vinyl-functionalized CdSe/ZnS
nanocrystals. Both emulsion and mini-emulsion processes were first applied to the
incorporation of TOPO-coated CdSe/ZnS nanoparticles. Then, the concentration
and type of QD as well as the surfactant concentration were varied in order to
investigate the influence of these parameters on the mini-emulsion polymerization
kinetics and PL properties of the final particles. The final particle size could be
tuned between 100 and 350 nm by varying the initial surfactant concentration. The
intensity of luminescence properties increased with the number of incorporated
TOPO-coated CdSe/ZnS nanoparticles, and the slight red shift of the emission
maximum, induced by the polymerization, was correlated with modification of
the medium surrounding the nanoparticles. TOPO-coated CdSe/ZnS nanoparticles
showed higher fluorescence intensity than those with a vinyl moiety [205].

Sherman et al. fabricated CdS and CdSe/CdS nanoparticles/PS latex composite
materials [206]. The nanocrystals were stabilized with poly(cysteine acrylamide)
and then bound to polystyrene latex by two different methods. First, anionic 5-nm
diameter CdS particles were electrostatically attached to 130-nm surfactant-free
cationic PS latexes to fabricate stable dispersions. The PL spectrum showed that
the luminescence properties of the latex composite did not depend on the amount
of CdS nanoparticles, and that the emission did not change. Another approach to
forming CdS and CdSe/CdS nanoparticles/PS latex composites was performed in
surfactant-free PS latexes by in-situ polymerization in the presence of nanocrystals.
This method was simple and effective, and the size of the latexes was easily tunable.
All of these nanocomposite particles were dispersed in water and have a potential
application as colloidal crystals for photonic band-gap materials, biological label-
ing, and optical tracking [206].
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More recently, ZnS-coated PS nanocomposite colloids were synthesized by the
chemical bath deposition technique of thioacetamide in the presence of PS seed
particles and metal salt [197]. It allowed deposition of high refractive index ZnS
shells of controlled thickness onto sulfate-modified and plain PS cores of size of
about 200–500 nm. In order to prevent aggregations of PS particles, PVP was added
during the reaction. The effective refractive index of the ZnS shell–PS core (PS/ZnS)
composite particles varied between 1.73 and 1.98 at wavelengths above the optical
absorption edge of ZnS. The porosity of the shells was between 12 and 19%, and
the core–shell colloids served as building blocks for self-assembly at the submicron
length scale [197].

7.6 Poly(vinylidene fluoride)

Poly(vinylidene fluoride) (PVDF) is a semicrystalline commercially available poly-
mer with outstanding electrical properties. The dielectric constant is unusually high
compared with other polymers, i.e., 7.7–8.4 (Table 2). The glass transition tempera-
ture is typically ca. 40◦C, so the polymer is glassy with good mechanical properties
at room temperature [177, 207]. Usually, PVDF is synthesized by radical polymer-
ization in an emulsion or suspension of the gaseous monomer (CH2 = CF2). The
reaction has been preferentially performed in water at elevated temperatures (up to
150◦C) and pressures (1–100 MPa) with organic peroxides (e.g., benzoyl peroxide
or diisopropyl peroxidicarbonate) as initiators [208, 209].

PVDF has a complex crystalline polymorphism not observed in other synthetic
polymers. It has four known polymorphs, called α, β, γ, and δ. The most common
form and most thermodynamically stable form of PVDF is obtained from melt with
α-polymorph monoclinic unit cell. The β-phase is usually used in pyro- and piezo-
electric applications because of the chain structure of the polymer, which consists
of all the fluorine atoms on one side of the chain and the hydrogen atoms on the
other side (“zigzag” chain structure). This structure is the key to high piezo- and
pyro-activity because the net dipole momentum is very high and perpendicular to
the chain direction. The β-phase is generally obtained by drawing PVDF α-phase
films at a temperature of 70–87◦C [210]. The γ-phase is obtained by high tempera-
ture melt crystallization. The δ-phase is obtained by a distortion of one of the other
phases under high electric fields [207].

7.7 Poly(vinylidene fluoride) Nanocomposites

In contrast to studies on PMMA and PS nanocomposites, limited information has
been available concerning the fabrication of PVDF nanocomposites. PVDF has
been used as a solid polymer electrolyte for attaining high solar energy conversion
in DSCs [132, 211, 212]. Moreover, PVDF has become a favorable choice as the
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polymer matrix for solid polymer electrolytes due to its appealing properties, such
as a high dielectric constant and strongly electron-withdrawing fluorine atoms.

Anandan et al. reported that PVDF was used as a component in fabrication of
DSCs [211]. For such a purpose, heteropolyacid was impregnated in PVDF poly-
mer with iodine/iodide as a solid polymer electrolyte for DSCs in order to effectively
decrease the back-electron transfer reaction; TiO2 nanoparticles were used as dye-
adsorbants. The solar cell, composed of new polymer electrolyte (PVDF), TiO2

nanoparticles (photoanode) and conducting carbon cement, was cemented on con-
ducting glass (photocathode). An overall energy conversion efficiency of up to 8%
was reported [211].

In turn, nanocomposite polymer electrolytes composed of PVDF, lithium per-
chlorate (LiClO4), and TiO2 nanoparticles were fabricated by a solution-cast
method. TiO2 nanoparticles were synthesized in situ within the polymer host by
a sol–gel process. The analysis of mechanical properties showed that the Young’s
modulus of the PVDF/LiClO4/TiO2 nanocomposites increased with an increasing
amount of TiO2 nanoparticles. The ionic conductivity of the solid polyelectrolyte
system PVDF/LiClO4/TiO2 was strongly related to the TiO2 content. The max-
imum conductivity was observed for nanocomposites containing 10 wt% of TiO2

nanoparticles and the optimal value was 7.1 × 10−4 Scm−1. For a wet system
of PVDF/LiClO4/TiO2 nanocomposites, conductivity was increased more than
twofold to 1.8× 10−3 Scm−1. This kind of nanocomposite can be used to create a
new generation of rechargeable solid-state lithium batteries [213].

Losit et al. reported the preparation and characterization of the TiO2/PVDF
nanocomposite films by X-ray photoelectron spectroscopy. TiO2/PVDF nanocom-
posites were deposited on glass by the spin-coating method and by casting. The
optimized TiO2/PVDF composite was adopted successfully in a preliminary pho-
tocatalytic test on the phenylurea herbicide known as isoproturon, and showed a
significant increase in its degradation rate, compared to simple photolysis under the
same conditions. The TiO2/PVDF nanocomposites appeared promising substrates
for pesticide degradation under solar UV radiation [132].

Recently, PVDF has been intensively studied by many authors as a polymer
matrix for ceramic nanopowders such as BaTiO3 [212, 214–216], PbTiO3 [217],
CaCO3 [218], and Pb(Zr0.5TiO0.5)O3 [215] because they combine the excellent
ferroelectric properties of ceramics with the flexible mechanical properties of the
polymer. The PVDF polymer composites with electroactive ceramic nanoparticles
were prepared by sol–gel processes [214, 217], a natural adsorption action between
the nanosized BaTiO3 and PVDF particles, and then a hot press process [216].

Lijie et al. reported the fabrication and characterization of BaTiO3/PVDF
nanocomposites via the sol–gel method, in which nanosized BaTiO3 particles
with an average size of 50–100 nm were grown in situ in the PVDF matrix. BaTiO3

is a ferroelectric ceramic widely used in capacitors and ultrasonic transducers. It
was observed that the relative dielectric constant of nanocomposites increased in
the frequency range of 5 × 104 to 3× 106 Hz with increasing weight fraction of
nanosized ceramic in the polymer matrix [214].

Yan et al. used CaCO3/PVDF nanocomposites for the fabrication of super-
hydrophobic coatings for water-repellent application [218]. In the last decade,
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there has been a continuous demand for water-repellent coatings in industry, and
especially for super-hydrophobic coatings that present water contact angles greater
than 150◦. A simple mixing method for the preparation of CaCO3/PVDF nanocom-
posite solutions was used, and then coatings were obtained by casting of the
resulting solution on clean glass substrates. The obtained CaCO3/PVDF nanocom-
posite coatings were extremely hydrophobic. Water droplets were unstable on these
surfaces and were observed to be constantly rotating while resting on the stable hor-
izontal coating surface. The contact angle of water on these surfaces was ca. 153◦
whereas the contact angle of water on pure PVDF is 108◦ [218].

7.8 Other Non-conducting Polymer Nanocomposites

There have been only a few reports on the fabrication of PU or PU copolymers
nanocomposites with SCs inorganic nanoparticles [22, 215, 219].

Lu et al. studied the optical properties of ZnS/poly(urethane-methacrylate
macromer) (PUMM) [219]. First, ZnS nanoparticles were synthesized using
thiophenol-4-thiomethylstyrene as capping agent. Next, nanoparticles were dis-
solved in DMF and then a UV-curable urethane-methacrylate macromer (UMM)
macromer was introduced in the nano-ZnS solution. The ZnS nanoparticles were
immobilized into the polymer matrix via copolymerization of the macromer
with 4-thiometylstyrene bound on the surface of ZnS particles. The ZnS/PUMM
nanocomposites were characterized by high optical transparency, good distribution
of ZnS nanoparticles in polymer matrix, a relatively smooth surface of nanocom-
posite films, and high refractive index (ranging from 1.645 to 1.796 at 632.8 nm
as the content of ZnS nanoparticles increased from 0 to 86 wt%). This material
can be successfully used for producing highly refractive optical coatings for such
applications as lenses and antireflective films [219].

In a subsequent study, PTU was used as a polymer matrix and ZnS nanoparti-
cles were stabilized by thiophenol/mercaptoethanol [22]. Like in the previous report
[219], the investigated ZnS/PTU nanocomposites exhibited good thermal stability,
well-dispersed ZnS nanoparticles in the polymer matrix, high optical transparency,
and a high refractive index in the range 1.574–1.848 at 632.8 nm, which linearly
increased with the content of ZnS nanoparticles from 0 to 97 wt% [22].

8 Inorganic Nanoparticles in Conjugated Polymer Matrices
for Optics and Electronics

8.1 Introduction

The conjugated polymers discussed in this paper have a bonding pattern consisting
of alternating single and double carbon bonds along the backbone of the chain. After
30 years of maturation, the world of conjugated polymers and oligomers has become
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Table 3 Conjugated polymers and their physical characteristics

Type of
polymer

Dielectric
constant
(frequency)

Refractive
index

Glass
transition
temperature

Specific electrical
resistivity

(K) (Ωcm)

Poly(3-hexyl-thiophene)
(P3HT)

2.6 (1) [238] 1.7 [239] 370 [240] 3.7×105 [238]

Poly(N-vinyl-carbazole)
(PVK)

3 (1) [241] 1.69 [177] 423 [241] 1012 [241]

Poly(p-phenylene vinylene)
(PPV)

3.2 (0.5) [177] 2.1±0.2 [177] 423 [242] 102–103 [243]

Polyaniline (PANI) 8.9 (1) [244] 1.85 [177] 474 [177] 103 [245]
1Frequency in MHz is given in parentheses
Relevant references for each entry are shown

established as an important branch of materials science with many opportunities
for applications in electronics and photonics [220]. In recent years, a number of
reviews on application of conjugated and conductive polymers have been published
[221–230]; however, in this paper we concentrate on the application of conjugated
polymers for the preparation of polymer nanocomposites and their applications.

In contrast to inorganic SCs, photoexitation of organic SCs results in a strongly
bound electron–hole pair, called exciton. An important consequence is that for pho-
tovoltaic p–n junctions, such bound electron–hole pairs in organic SCs are only
effectively separated at an interface between a p-type (electron-donating) and n-type
(electron-accepting) material. In general, the exciton life time and mobility within
organic SCs are limited by radiative and nonradiative decay, which results in short
exciton diffusion lengths (10 nm) in these polymeric materials. Further challenges in
achieving an optimized phase separation for an improved exciton-dissociation limit
the thickness of the active layer in a number of applications [231]. Only excitons
generated in close vicinity of a p–n interface will give rise to separated charges.
In BHJ solar cells this limitation is circumvented by intimately mixing the p- and
n-type materials, thus creating junctions throughout the bulk of the material and
ensuring quantitative charge generation from photogenerated excitons [232].

High performance electrical or optoelectrical devices, such as LEDs, field ef-
fect transistors (o-FET), and PV cells, fabricated from conjugated polymers have
been demonstrated [233–236]. Also, a number of important prototypes have been
demonstrated in this emerging “plastic electronics” technology such as multi- and
full-color displays and radio-frequency transponders [237]. The properties of the
conjugated polymers discussed in this chapter are presented in Table 3.

8.2 Polythiophenes

Among conducting polymers, various derivatives of polythiophenes (PTs) have been
investigated extensively because of their interesting semiconducting, electronic,
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and optical properties, combined with processing advantages and good mechanical
characteristics [246]. A number of comprehensive reviews have been published on
PTs; for example, Roncali surveyed electrochemical synthesis and the electronic
properties of substituted PTs [247], while McCullough focused on chemical synthe-
sis of conducting PTs [248]. Compared with other conjugated polymers, PTs show
sufficient stability for practical applications [46, 249].

To improve the solubility of PTs, many different R groups have been explored,
ranging from alkyl, alkoxy, acid, ester, and phenyl groups. For such applications, the
most important group is P3HT. For instance, as an electron donor in solar cells,
P3HT can be blended with many acceptors such as fullerene derivatives and inor-
ganic nanocrystals. For this reason, P3HT is one of the most-studied conjugated
polymers, with the low band gap of 1.9 eV (650 nm) [227].

8.3 Polythiophene Nanocomposites

Solar cells based on P3HT : TiO2 nanocomposite films were investigated by Kwong
et al. [47]. The device structure was ITO/PEDOT : PSS/P3HT : TiO2/Al. For low
nanoparticle concentrations (20–30%), the device performance was worse than that
of pure P3HT, whereas for higher concentrations (50 and 60%) significant improve-
ments were obtained. The best result was for 60% TiO2, with open circuit voltage
(Voc) of 0.44 V, short circuit current density (Isc) of 2.76mAcm−2, FF of 0.36, quan-
tum efficiency up to 15%, and power conversion efficiency (PCE, η) of 0.42%.
Recently, P3HT/titanium hybrids were also synthesized by the sol–gel process us-
ing titanium(IV) isopropoxide as a precursor in the presence of silane-bearing P3HT
[250]. It was demonstrated that the presence of the silane group effectively prevents
the macroscopic aggregation of TiO2 during sol–gel reaction, and that the effective-
ness of photoinduced charge transfer from polymer to titanium in Si−P3HT/TiO2

is approximately twice that of P3HT/TiO2.
In turn, a composite of PTs and nanoscopic TiO2, possessing a core–shell

structure, was prepared via Sugimoto’s oxidative polymerization of thiophene by
iron(III) chloride in the presence of TiO2 particles [251]. It was found that elec-
trophoretic deposition was a feasible method for the preparation of thin nanocom-
posite layers, with highly porous structure, on various conductive substrates (e.g., Pt,
ITO). Thin layers prepared in such a way were applicable for the investigation of
electrochemical and photoelectrochemical properties of the nanocomposites. Cyclic
voltammetry confirmed that the PT was still electrochemically active after elec-
trophoretic deposition, showing the oxidation potential of the PT to be+0.8VSCE.
Finally, a direct transition (with band-gap energy of 1.95 eV) and a flat band poten-
tial (0.6VSCE) were obtained via photocurrent measurements [251].

Blending inorganic nanorods with polymers has the potential of bridging the
efficiency gap between organic and inorganic photovoltaic materials in the perfor-
mance of solar cells [252]. Shape control of nanocrystals from spherical to rod-like
forms allows for efficient one-dimensional electrical transport that can reach carrier
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mobilities comparable to those of bulk inorganic SCs [253]. For instance, charge
transport in composites of inorganic nanorods and a conjugated polymer was investi-
gated using a PV device structure [254]. PV devices were fabricated by spin-casting
a solution of CdSe nanocrystals and P3HT in a pyridine and chloroform solvent
mixture onto an ITO or PEDOT layer with PSS on ITO-coated glass substrate in
an inert atmosphere. By improving the efficiency of 7× 60-nm CdSe nanorods,
polymer blend devices at high intensity and achieving the same external quantum
efficiency (EQE) and FF as at low intensity (54% and 0.62, respectively) a PCE of
3.6% can be reached under AM 1.5G illumination, which is about double the value
that is currently achieved. Moreover, replacement of CdSe with CdTe to absorb a
higher amount of solar radiation would enable these hybrid devices to reach a solar
PCE beyond 5%.

In another paper, it was demonstrated that CdSe nanocrystals can be dispersed
efficiently in P3HT matrix by the use of binary solvent mixtures, in which one of
the components is a ligand for the nanocrystals [255]. Optimization of the morphol-
ogy of nanocrystal–polymer blends with solvent mixtures and thermal treatment to
remove interfacial and excess of the solvents yielded high efficiency PV devices.
A device fabricated from 90 wt% (7× 60 nm) nanorods of CdSe in P3HT spin-
cast from 4 vol% pyridine in chloroform and thermally treated at 120◦C achieved a
maximum EQE of 59% under 450 nm illumination at an intensity of approximately
0.1mWcm−2, which is one of the highest EQEs observed in polymer blend PV
devices [255].

Recently, nanorod–polymer composites consisting of intimately connected re-
gioregular P3HT and CdSe nanorods also showed promise for applications in PV
devices [48]. A synthetic route to chemically attach P3HT to CdSe nanorods was
elaborated, and transmission electron microscopy of the P3HT-functionalized CdSe
nanorods showed excellent nanorod dispersion in the P3HT matrix. The solid-state
PL emission of thiophene-covered CdSe nanorods (8 nm in diameter and 40 nm in
length) was centered at 660 nm, with peak width at half-height of 35 nm. It was
noted that PL from the CdSe nanorods is relatively weak compared to that from
P3HT, and that PL spectra of the nanorods and P3HT overlap. Thus, PL characteri-
zation performed on thin films of the P3HT-covered nanorods showed PL quenching
of P3HT, making these hybrid materials good candidates for PV applications [48].

By controlling the size, shape, and distribution of nanoparticles, control of
the efficiency of optical excitation to create electron–hole pairs as well as conse-
quent radiative decay is possible due to the quantum size effect [252]. Combining
electron-transporting nanocrystals with a good hole-transporting polymer, such as
P3HT, enables the good transport characteristics of inorganic SCs to be exploited
without sacrificing the solution processability of organic materials [256]. In order
to compare the behavior of CdS and CdSe, QDs in P3HT-based nanocompos-
ites were prepared [50]. Morphological studies showed that nanocomposites with
ordered QDs having an average particle size of 3–5 nm were formed. UV results
suggested that the conjugation present in the polymer matrix causes increased over-
lapping between electron–hole pair wave functions, while comparison of cyclic



262 K. Matras-Postolek and D. Bogdal

voltammograms for pure polymer, CdS/P3HT, and CdSe/P3HT nanocomposites in
the presence and absence of light showed that QDs immobilized in polymer can trap
the intermediate radical cation at a given potential.

In turn, the Langmuir–Blodgett (LB) technique was used to deposit composite
multilayers of poly(3-octylthiophene) (P3OT) with cadmium arachnidate (P3OT-
CdA), zinc arachnidate (P3OT-ZnA) and copper arachnidate (P3OT-CuA). These
composite multilayers were used as precursors to develop the respective semicon-
ducting CdS, ZnS, and Cu2S nanoclusters in the P3OT-arachnidic acid matrix. The
formation of sulfide nanoclusters in the multilayer was determined, and X-ray re-
flectivity measurements showed a drastic reduction in the layered structural order on
sulfide formation. Single-layer LED structures were fabricated using P3OT-CdA,
CdS-P3OT-arachnidic acid, and ZnS-P3OT-arachnidic acid composites as active
layers. The EL peaks from these structures are attributed to P3OT and nanoclusters
of CdS and ZnS, respectively. The electroluminescent devices with nanoclusters
containing emitter layers exhibited low turn-on voltages of ca. 5 V. Finally, blue
EL was observed at room temperature from ITO/ZnS-P3OT- arachnidic acid/Al
devices [257].

Blends of nanocrystalline ZnO nanoparticles and regioregular P3HT were used
to construct hybrid polymer metal-oxide solar cells [53]. These PV devices provide
an estimated AM 1.5 G energy conversion efficiency of 0.9% and an EQE of 27%
at 480 nm. However, it was found that the charge recombination in the structure
containing vertically aligned ZnO nanorods treated with an amphiphilic molecular
interface layer is remarkably slow, with a half-life of ca. 6 ms and is over two orders
of magnitude slower than that for similar structures based on randomly oriented
ZnO nanoparticles [54]. The best ZnO nanorod:P3HT device using the molecu-
lar interface layer yields a Isc density of 2mAcm−2 under AM 1.5 G illumination
(100mWcm−2) and a peak EQE of over 14%, resulting in a PCE of 0.2%.

Another alternative approach in the direction of introducing nanoscale structures
into a polymer matrix is the addition of nanostructures like C60 and CNTs, which
hold promise as exciton-dissociating centers and ballistically conductive agents with
high carrier mobilities, in addition to being optically transparent, flexible, and envi-
ronmentally resistant [258].

The properties of a device structured of SWCNTs and P3OT composites were
investigated by Kymakis et al. [259]. Composite films were dropped or spin-
cast from solution onto ITO and quartz substrates and studied using absorption
spectroscopy and electrical characterization methods. It was found that diodes
of Al/polymer–nanotube composite/ITO with a low nanotube concentration (1%)
showed photovoltaic behavior, with an open circuit voltage (Voc) of 0.7–0.9 V. The
Isc increased by two orders of magnitude compared with the pristine polymer diodes
and the FF also increased from 0.3 to 0.4 for the nanotube–polymer cells. It is pro-
posed that the main reason for this increase is the photoinduced electron transfer at
the polymer–nanotube interface. Thus, the conjugated polymer–SWCNT compos-
ite represents an alternative class of organic semiconducting material. However, in
a subsequent paper, it was shown that Isc increased with light intensity, while Voc

remained constant at 0.75 V, which is larger than the theoretical limit calculated by
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the metal–insulator–metal model [260]. Moreover, high Voc is weakly dependent on
the negative electrode work function, which suggested that EF pinning between the
negative electrode and the C60 could be the origin of the ohmic-like behavior of the
C60-negative electrode contact [261].

Later, the interaction between SWCNTs and P3HT was investigated, and forma-
tion of P3HT microcrystals on the sidewall of CNTs was observed. SWCNTs were
dispersed in the active layer homogeneously, which resulted in a large interface
for photoinduced exciton formation and exciton dissociation. In addition, SWCNTs
served as an additive reagent to elevate the crystallinity for P3HT based on local
order of the polymer chain along the sidewall of CNTs, which accounts for the per-
formance improvement of PV devices. The work-function-modulated reduction of
the HOMO level for SWCNTs based on electron transfer from sulfur atoms on the
polymer chain to SWCNTs explains the occurrence of high open circuit voltage.
Sulfurs in the thiophene ring on the polymer chain are electron-rich due to the lone
electrons. Therefore, strong interaction exists between thiophene segments of the
polymer chain and pentagon defects on the CNTs. A similar binding was reported
between an alkoxy phenylene segment on a PmPV chain and a pentagonal defect on
CNTs [262].

In turn, the realization of controlled placement of a SWCNT monolayer net-
work at four different positions in polymer–C60 BHJ solar cells was demonstrated,
and their optoelectronic performance was investigated. Several devices were fab-
ricated by precisely placing SWCNTs at different hierarchical levels in the device
with structure P3HT/PEDOT/ITO. Dip-coating from an additive-free suspension of
mildly purified SWCNTs in DMF was utilized for this purpose. It was found that
SWCNTs on the cathodic side of the active layer lead to increased PCE from 4
to 4.9% under AM 1.5 G illumination; this being the highest value achieved for
polymer-based solar cells incorporating CNTs [51].

Recently, a new method for the preparation of active layers of polymeric solar
cells without the need for thermal post-treatment to obtain optimal performance was
presented by Berson et al. [263]. P3HT nanofibers were obtained in highly concen-
trated solutions, which enabled the fabrication of nanostructured films on various
substrates. By mixing the nanofibers with a molecular acceptor such as PCBM in
solution, it was possible to obtain in a simple process a highly efficient active layer
for organic solar cells with a demonstrated PCE of up to 3.6%, which was achieved
with an optimum composition of 75 wt% nanofibers and 25 wt% P3HT.

8.4 Poly(N-vinylcarbazole) Nanocomposites

Since the photoconductive properties of poly(N-vinylcarbazole) (PVK) were
revealed, carbazole-based polymeric materials have been extensively studied
[264–266]. Recently, there has been a renewed interest in the study of photo-
conductive polymer composites. Photoactive dopants capable of charge injection
into the polymer matrix are normally employed. Of these photoactive dopants, C60
and CNTs as well as inorganic SCs have been shown to be among the most efficient
to date [267].
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Because hole mobility is larger than that of electrons in most organic materials,
some attempts have been made to fabricate organic–inorganic heterostructures, in
which electrons have higher mobility than that of holes. For instance, the influence
of PVK on the emission properties of ZnSe thin film in heterostructure devices was
investigated by Yu et al. [268]. To obtain a hybrid device, PVK was spin-coated
onto ITO to give a layer with thickness of about 130 nm. ZnSe film was then de-
posited by electron-beam evaporation at a rate of 1 Å s−1 under high vacuum, with
the thickness of the ZnSe layer at ca. 100 nm. Next, it was found that the EL emis-
sion at 466 nm came from the ZnSe layer. The threshold voltage was about 10 V, and
a brightness of 12cdm−2 was obtained at 17 V. In a subsequent paper, the roles of
ZnSe sandwiched between organic layers (i.e., organic/ZnSe/Alq3) were studied by
varying the device structure [269]. A broad band emission peaking at 443 nm with
shoulders at 520 and 595 nm was observed from the device under electric fields;
these corresponded to emissions from PVK, ZnSe, and Alq3 layers. Finally, it was
concluded that holes can transport through ZnSe into the Alq3 layer and that elec-
trons transport through ZnSe into the PVK layer. Oppositely charged carriers were
encountered in ZnSe bulk and recombined to emit light [270].

The EL properties of PVK multilayered EL devices doped with ZnS:Mn and
based on nanocrystalline particles were also investigated and compared with bulk
thin film materials [271]. The PVK double layer was fabricated by successive spin-
coating of PVK and PVK:NCs, and the film thickness of each layer was about
100 nm. It was found that multilayer EL devices that exhibited luminance up to
thousands of cdm−2 [272] in the case of the application of nanocrystalline particles
only reached a luminance of the order of 0.1cdm−2, probably due to an aggrega-
tion of nanoparticles. In turn, the properties of ZnS:PVK nanocomposites confined
in the MCM-41 silicate were studied [273]. To prepare PVK:ZnS nanocomposites
confined in the silicate, MCM-41 was modified with ethylenediamine followed by
introduction of ZnS into their mesopores. Finally, N-vinylcarbazole was mixed with
the obtained ZnS/MCM-41 and polymerized at 85◦C for 6.5 h. In the PL spectra, an
emission peak at 468 nm was observed. Further analysis indicated that the emission
could be attributed to the exciplex of excited-state PVK molecules and ground-state
ZnS clusters [272].

Furthermore, PVK:ZnS and PVK:CdS nanocomposites were synthesized via
an in-situ microwave irradiation method [274], and their PL spectra studied by
He et al. [275]. As many publications previously reported, these nanocompos-
ites showed a strong emission from PVK and a weak one from metal sulfide
nanoparticles. However, if ethylenediamine was employed as solvent to prepare
the nanocomposites, two emission peaks attributed to PVK and exciplex could be
observed when the nanocomposites were irradiated by light with wavelength of
355 nm. The existence of the emission from PVK should be assigned to the poorly
mixed PVK matrix. Additional experiments indicated that no exciplex emission
could be observed in the absence of any component of the ethylenediamine-modified
nanocomposites.

A subsequent paper described the photoconductive characteristics of an inorganic–
organic hybrid composite, in which PVK serves as a polymeric charge-transporting
matrix, and in which QDs composed of surface-passivated cadmium sulfide serve as
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a charge-generating sensitizer [267]. The PVK:CdS nanocomposites were directly
compared with a similar composite composed of PVK and C60. The PVK:CdS-
nanocrystal composite exhibited the greatest value for primary quantum efficiency
(Φ0 = 0.60) at 514.5 nm and likewise exhibited the maximum achievable pho-
tocharge generation efficiency under conditions of high electric field (>80Vμm−1).
Similarly, the PVK:C60 composite showed the greatest photocharge generation effi-
ciency below 80Vμm−1. From the comparison of the magnitudes of the dark current
densities associated with the PVK:C60 composite and the PVK:CdS-nanocrystal
composite, it was evident that they are of almost identical magnitude for the entire
range of electric field that was studied, which is an important parameter for practical
applications such as photorefractivity [267].

In turn, the interfacial charge separation process in these chemically hybridized
CdS:PVK nanocomposites by steady-state and picosecond time-resolved PL and
photoconductivity measurements was investigated by Cheng et al. [276]. The mo-
lar ratio of CdS to PVK was 1:80 and 1:34 for the PVK-10-CdS and PVK-15-CdS
samples, respectively. The average particle size of Q-CdS was estimated to be ca.
3.0 nm for PVK-10-CdS and 3.8 nm for PVK-15-CdS. The photoconductivity was
evaluated by the ratio of δσ/σ0; where δσ is the difference of the photocurrent of
the device upon white light irradiation (σ) and the photocurrent of the same device
without irradiation (σ0). It was found that the samples doped with CdS nanoparti-
cles exhibited photoconductivity enhancement and shorter response time than pure
PVK. Moreover, PVK-10-CdS showed a higher photoconductivity than PVK-15-
CdS although it contains less CdS.

Recently, cadmium selenium (CdSe) nanocrystals in aqueous system were syn-
thesized after addition of mercaptoacetic acid as a stabilizer [277]. Then, a film
of PEDOT:PSS was spin-coated on ITO glass and dried at 80◦C for 10 min. Emit-
ting materials, CdSe:PVK at a ratio of 2:1 by weight, were dissolved in chloroform
and spin-coated onto the substrates. A surfactant was used to transfer the nanocrys-
tals from the aqueous solution to organic solvent so that both CdSe and PVK were
able to mix sufficiently in organic solvent. The thickness was about 50 nm. The or-
ganic films were grown in a high vacuum in the following sequence: a 10 nm thick
film of bathocuproine, followed by a 10 nm thick film of Alq3. In EL spectra, there
were emission peaks at 405 and 560 nm,which came from PVK and CdSe QDs, re-
spectively. Compared with the PL spectra, PVK emission was restrained in the EL
spectra, and a strong EL band from CdSe QDs was observed. In the PL process,
the incident light excites both PVK and CdSe QDs. Therefore, the PL spectra show
characteristic features of both PVK and CdSe nanocrystals. The strong CdSe QD
emission in the EL spectra indicates that the direct charge injection and formation
of exciton on the CdSe QDs is the dominant excitation process in EL [277]. In a
similar paper, it was shown that the doping of PVK with organic dyes (DCJTB) at
1 wt% and ZnO nanorods enhanced hole current density, which made EL devices
more efficient [278].

As stated in the Chap. 7, manipulation and processing of CNTs have been
blocked by their insolubility in most common solvents and by their tendency to ag-
gregate. It has been found that one of the most promising approaches to effectively
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resolve these problems is the covalent functionalization of CNTs with polymer. For
this reason, PVK-grafted MWCNTs were synthesized via free-radical reaction in
the presence of AIBN as an initiator [279]. The final product, in the form of a grey
powder, was soluble in common organic solvents like chloroform and dichloroben-
zene. The optical limiting properties were quantitatively compared by the measuring
the limiting threshold, defined as the input fluence at which the transmittance falls
to 50% of the linear transmittance. The limiting thresholds of all PVK-grafted
MWCNT samples were about 1Jcm−2.

Blends of PVK and CNTs were investigated as well. For example, the photo-
conductivity of PVK–CNTs blends was studied by Wu et al. [280]. To prepare
PVK (1.6 wt%) blends with purified MWCNTs (p-MWCNTs) or didecylamine-
solubilized CNTs (MDDA) for the photoconductivity measurements, a predeter-
mined amount of p-MWCNTs or MDDA was added into a chloroform solution of
PVK (25 mg/ml) and sonicated. The resulting mixture was spin-coated onto alu-
minum substrates covered with a thin layer of nylon film to ensure a full charge for
the sample film. Both samples showed significant dark discharges, indicating a good
dark conductivity [280].

The irradiation effect on the PL spectrum of PVK–C60 form nanocomposite
films was also studied [281]. The physical jet deposition technique [282] was ap-
plied to fabricate the PVK–C60 form composite films, including multilayer and
mixed films. Multilayer PVK–C60 form films were fabricated by alternatively de-
positing PVK and C60 materials on the fused silica substrate with nearly equal
layer thickness. It was found that lengthy irradiation with a 532 nm picoseconds
laser beam steadily increased the intensity of PL emission of PVK at 630 nm in the
mixed film, reflecting that the population of the triplet state of the C60 molecule has
a great effect on the excitation transfer process in the nanocomposite films.

Recently, the PL and EL properties of a polymer LED containing PVK–C60
form nanocomposite was described by Park et al. [283]. The device with ITO/PVK-
C60/PVK/CPDHFPV/LiF/Al structure was fabricated as follows: a 40 nm-thick
PVK-C60 film was spin-cast from chlorobenzene solution onto ITO. On top of the
PVK-C60 layer, a PVK layer of ca. 10 nm thickness and an emitting CPDHFPV
layer of 40 nm thickness were successively deposited by spin-casting from cyclo-
hexanone and trichloroethylene solutions, respectively; finally, a 1 nm-thick LiF
layer was vacuum-deposited. The properties of such a diode were compared with
the diode without a PVK-C60 layer. The EL spectrum of the former diode showed
a blue-shift compared with the diode without PVK-C60. The diodes with the PVK-
C60 and PVK layers for hole transport gave a much stronger optical output than
other diodes. Compared with the diode of ITO/PVK/CPDHFPV/LiF/Al structure,
the diode with a PVK-C60 layer produced approximately threefold stronger optical
output. Finally, it was concluded that PVK and C60 can form a group-state charge-
transfer complex that provides improved balancing of electron and hole currents,
resulting in an increase in EL efficiency.

SWCNTs were also used for the construction of OLEDs with the struc-
ture ITO-coated glass/PEDOT:PSS/SWCNT–PVK nanocomposites/DCM-doped
Alq3/Li:Al [284]. The SWCNT–PVK nanocomposite was spin-coated onto the
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PEDOT:PSS/ITO-coated glass and then DCM-doped Alq3 was deposited using
cluster beam deposition methods [285]. Studies of PL, EL, and device characteris-
tics demonstrated that whereas the EL of the devices with SWCNTs show the same
characteristic emission as those without SWCNTs, the device qualities such as EQE
were improved two- to threefold for SWCNT concentrations up to 0.2 wt% [284].

Finally, PV cells containing PVK and C60 built by using the physical jet de-
position technique [282] were prepared and investigated [286]. The steady and
transient photovoltage data were obtained for five kinds of photocells formed be-
tween ITO and aluminum electrodes. From the steady photovoltaic data, it was
found that the PV signal of two-layer composite film structures was significantly
enhanced compared with those of single-layer and multilayer films. The steady pho-
tovoltaic quantum efficiency of this photocell of two-layer composite structure, at
50mWcm−2, Voc = 5.7mV and Isc = 2× 10−6 Acm−2 was evaluated to be about
0.5% electron/photon. Moreover, it was found that the PV signal of PVK/C60 two-
layer composite is enhanced by five orders of magnitude compared to that of a single
layer of pure PVK or its mixed (with C60) films. The experiments demonstrated
that the significant enhancement of PV signal in two-layer composite films is at-
tributed to the efficient charge separation at the PVK–C60 interface, which results
from photoinduced electron transfer from PVK to C60. It was shown that there are
two parts to the photovoltage contribution to the transient photovoltaic response of
the two-layer composite films: the faster contribution is from the PVK–C60 inter-
face and the slower is from the C60–Al interface. The time constants of these two
response mechanisms correspond to 20 and 480 ns, respectively [286].

8.5 Poly(p-phenylene vinylene)

PPV and its derivatives are known to exhibit excellent PL and EL (green–yellow
region) and nonlinear optical properties as well a high electrical conductivity
(10−4 Scm−1). Thus, PPV is one of the most investigated organic materials and
is favorable for application in EL and laser materials, solar energy cells and photo-
conductors. Due to its electrical properties (Table 3) and high thermal stability, PPV
is still one of the most attractive materials for OLEDs [287]. The optical and elec-
trical properties of PPV can still be improved by combination of this polymer with
different inorganic SCs nanoparticles.

PPV can be prepared using standard electrochemical oxidation and simultaneous
polymerization of monomers, which react at the anode of an electrochemical cell.
An electrochemical synthesis of p-PPV and o-PPV has been reported by Peres et al.
[288], who obtained thin polymer films on Au electrodes, by the cathodic reduction
of α,α,α′α′-tetrabromo-p-xylene and α,α,α′α′-tetrabromo-o-xylene.

Like most conjugated polymers, PPV exhibits poor solubility, and its decom-
position before melting makes it difficult to be processed, which can limit the
applications. One strategy for solving this problem is to process the soluble sul-
fonium precursor of PPV and then convert it into the conjugated form by a thermal



268 K. Matras-Postolek and D. Bogdal

elimination reaction. This provides easy processability and a pure material with
high molar mass. Another way to solve this problem is an application of substituted
derivatives PPV, e.g., poly[2-methoxy-5(2-ethyl-hexyloxyl)-p-phenylene vinylene]
(MEH-PPV); such derivatives are soluble in common organic solvents and can be
processed from solution into a uniform large area [288, 289].

8.6 Poly(p-phenylene vinylene) Nanocomposites

PPV is currently intensely studied by many authors as a polymer matrix for the
preparation of hybrid inorganic–organic nanocomposites, and various inorganic SCs
nanomaterials have been used as nanofillers, such as TiO2 [290–295], SiO2 [289,
296], CdSe [297–299], and fullerenes [300, 301].

Zhang et al. studied the relationship between the confined environments of the
TiO2 matrix and the optical properties of PPV/TiO2 nanocomposites, prepared from
mixtures of PPV precursor and titanium butoxide ethanol solution in a sol–gel pro-
cess [292,293]. It was found that the emitted light of the PPV/TiO2 nanocomposites
was blue-shifted without fine structure, and the PL intensity enhanced, when the
TiO2 network formed. These phenomena suggested that the optical properties of
the PPV/TiO2 nanocomposites were dependent on the interfacial structure between
PPV and the TiO2 nanocrystals [293]. In recent years, it was observed that TiO2,

CdSe, and C60 nanocomposite blends with PPV and MEH-PPV could result in im-
proving PV efficiency [295,297,301,302]. For instance, Salafsky et al. showed that
in a nanocrystalline TiO2/PPV composite, excitons photogenerated in the polymer
can be dissociated at the interface between the components, with the electrons trans-
ferred to the nanocrystals [291].

Gao et al. reported the fabrication and characterization of photodetectors and
PV cells from conjugated polymer MEH-PPV (donor) and C60 (acceptor) blend
[301]. As solvent for both components, 1,2-dichlorobenzene has been used to
prepare ITO/MEH-PPV:C60/Ca PV cells by spin-coating. By optimizing the donor–
acceptor ratio, a PCE of 2.5% and a collection efficiency of 26% were achieved for
solar cells. Under reverse bias, a photosensitivity of approximately 0.26AW−1 has
been achieved at 430 nm. The excellent photoresponse has been attributed to effi-
cient charge separation and collection by the donor–acceptor BHJ of the composite
films [301]. Similarly, the photovoltaic effect of photodiodes based on nanocompos-
ites of water-soluble CdSe nanocrystals and MEH-PPV was studied by Tang et al.
[297]. They observed that the intensity of PL of the nanocomposite decreased with
an increasing weight ratio of CdSe nanoparticles to MEH-PPV. By comparing the
photocurrent action spectra of the nanocomposite device and pristine MEH-PPV
device, it was found that the nanocomposite device exhibited a wider photocurrent
action range [297].

PPV nanocomposites have also received attention as EL materials, and there are
several reports in the literature [294,298,299]. For instance, Yang et al. investigated
the optical and electrical properties of PPV/SiO2 and PPV/TiO2 nanomaterials,
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made by incorporation of SiO2 or TiO2 nanoparticles of different concentrations
and sizes into PPV [294]. The absorption and PL spectra showed a large blue-shift
trend with SiO2 nanoparticles, but only a small difference with TiO2 nanocrystals.
Additionally, the intensity of PL spectra for PPV/SiO2 exhibited an increase in in-
tensity of the high-energy shoulder (515 nm) when the concentration of nanocrystals
increased. Results of the investigation suggested that, in contrast to TiO2 nanopar-
ticles, SiO2 nanoparticles reduced the PPV conjugation length. Finally, EL cells
were prepared by depositing the active layer (PPV/SiO2 and PPV/TiO2) thin film
onto ITO glass, followed by thermal evaporation of Mg/Ag cathode. For devices
using PPV/SiO2 composites, different current variations depending on the particles
size were observed. The conductivity of the composites for small particles (20 nm)
decreased with increasing concentration, whereas for larger particles (100 nm), it
increased with the concentration [294].

Taylor et al. used the hybrid organic–inorganic CdSe/MEH-PPV nanocomposite
as an efficient lumophore layer in order to tune the color emission in alternating cur-
rent TFEL displays [298]. The flexible TFEL devices were composed of a plastic
substrate (Mylar)/ITO//CdSe/MEH-PPV//phosphors (ZnS)//Ag layers. It was ob-
served that CdSe nanocrystals can effectively absorb blue-green light produced by
ZnS phosphors and re-emit the light in the red spectrum. The emission wavelength
of the display was found to be directly related to the emission of CdSe QDs. A de-
vice emitted light when an AC voltage of approximately 100 V in a frequency range
of 60–20,000Hz was applied. In contrast to DC TFEL, AC TFEL devices do not
need electrodes with different work functions and can be fabricated with chemically
and physically stable electrodes. In recent work, ITO and Ag have been used to con-
struct the devices. These devices were stable for six months at room temperature
and ambient conditions [298].

In turn, Gao et al. studied thin films of CdSe/PPV nanocomposites that were
prepared from a water-soluble precursor of pre-PPV and CdSe nanoparticles using
a self-assembly deposition method [299]. The pre-PPV was converted to PPV by
heating the whole sample at 130◦C under 10−5 bar for at least 10 h. EL diodes were
prepared from 20 double layers of PPV/CdSe deposited onto ITO glass and cov-
ered by Al electrodes. EL devices exhibited stable EL with a turn-on voltage below
5 V, and the emission of EL was only from CdSe nanoparticles. The current–voltage
curves show inversion symmetry, but light emission was observed only under for-
ward bias. The broad emission spectra are related to exciton trapping at the particle
surface, which was confirmed by temperature-dependentmeasurements of PL [299].

8.7 Polyaniline

PANI has been applied for many practical fields such as energy storage, alternative
energy sources, nonlinear optics, shielding of electromagnetic interference, anti-
static coating, catalysts, indicators, sensors, corrosion protection, supercapacitors,
etc. A number of articles and reviews covering selective aspects of PANI synthesis,
properties and application were published recently [296, 302–312].
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PANI and its derivatives can be synthesized by the electrochemical polymerization
or chemical polymerization of aniline; although some other approaches have also
been reported such as solid-state polymerization [313], electroless polymerization
[314], plasma polymerization [315], and emulsion polymerization [307]. Various
oxidants were used for oxidation of aniline monomer, such as ammonium peroxy-
disulfate, sodium peroxydisulfate, potassium bichromate, and hydrogen peroxide.

The processability of PANI is relatively poor because it is infusible and insoluble
in common solvents. In order to improve processability, an alternative approach is
to prepare PANI nanoparticles and disperse them uniformly in a mixture of aqueous
and organic solvents. The PANI nanoparticles have been synthesized using polymer
surfactant, and the diameter of the PANI was controlled by using different surfac-
tants [303]. The preparation of PANI dispersions is one of the methods for increasing
the processability. Preparing the polymer in the dispersion form has many attractive
features. For example, the dispersion can be spread over surfaces to help dissipation
of static charge. The dispersion can be blended with latexes or solutions of commod-
ity polymers to yield conducting composites that can be easily processed [304,309].

8.8 Polyaniline Nanocomposites

PANI nanocomposites have been extensively reported in the literature [316–337].
In the case of nanocomposites of inorganic nanoparticles and conducting poly-
mer, various inorganic nanomaterials including TiO2 [316–321], CdS [322–324],
Au [325], Fe3O4 [326], ZnSe [327], ZnO [328], and CNTs [329–337], have been
formed via inclusion techniques using both chemical and electrochemical ap-
proaches. In general, the key issue for preparation of PANI nanocomposites is the
good dispersion of nanoparticles in the PANI matrix, which is difficult to obtained
with conventional methods due to the agglomeration caused by the high surface
energy of the nanoparticles.

At the present time, several approaches to preparing PANI/TiO2 nanocomposites
have been reported. For instance, metal oxide (TiO2) particles were encapsulated
into a shell of PANI, giving rise to a host of nanocomposites. Li et al. prepared a
hybrid nanocomposite of PANI with a self-assembled monolayer (SAM) of amino-
propylsilane (PANI/SAM-TiO2) that possessed better thermal stability, chemical
stability, and photocatalytic activity in photodegradation of methyl orange under
sunlight than neat TiO2 nanoparticles without any surface modification [316]. In or-
der to prepare hybrid PANI/SAM-TiO2 composites, γ-aminopropyltriethoxysilane
was used as a coupling agent to form a dense aminopropylsilane SAM with active
sites for the graft polymerization of aniline. After TiO2 nanoparticles were surface-
modified, the conductive PANI layer was chemically grafted onto the surface of the
SAM-coated TiO2 nanoparticles, resulting in PANI/SAM-TiO2 composites [316].
A similar method for preparation of PANI/TiO2 nanocomposites was also presented
in another paper [319].
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Another interesting fabrication method of PANI/TiO2 hybrid microwire nano-
composites in the microchannels of a template has been developed by Xiong et al.
[320]. Hybrid PANI/TiO2 microwires with diameter of 160–180 nm were success-
fully prepared via sol–gel process of TiO2 and in-situ polymerization of aniline in
the microchannels of anodic aluminium oxide (AAO) template. The PL character-
ization of PANI/TiO2 microwires exhibited a blue shift of the emission peaks of
hybrid microwires due to the quantum effects of TiO2, and an energy band between
PANI and TiO2 [320].

Yavuz et al. reported the in-situ polymerization and characterization of
PANI/TiO2 nanocomposites in the presence of TiO2 nanoparticles and three dif-
ferent surfactants: anionic sodium dodecylbenzenesulfonate (DBSNa), cationic
tetradecyltrimethylammonium bromide (TTAB), and the nonionic surfactant
poly(oxyethylene) (20) sorbitan monolaurate (Tween 20) [321]. All the composites
were characterized by different thermal, electrical, and morphological properties.
Electrical conductivity measurements indicated that the conductivity of PANI/TiO2

synthesized in the presence of the cationic surfactant had the highest conductivity
(2.27Scm−1), whereas that in the presence of the anionic DBSNa had the lowest
(0.14Scm−1). All the composites showed negative mass magnetic susceptibility
values. Moreover, the nanocomposites exhibited different morphological structure
with changing type of surfactant, and the strongest interaction with composite
matrix was with TTAB cationic surfactant [321].

Elsewhere, Tai et al. used PANI/TiO2 nanocomposites prepared by in-situ chem-
ical oxidation polymerization synthesis in the presence of TiO2 nanoparticles to
fabricate a gas sensor [317]. The responses of the PANI/TiO2 nanocomposite thin
film to toxic NH3 and CO gas were investigated. It was found that the response,
reproducibility, and stability of nanocomposite thin film to NH3 were superior those
for CO gas. The gas-sensing properties of the PANI/TiO2 thin film to NH3 and CO
indicated that the PANI/TiO2 thin film was an excellent candidate for NH3 detec-
tion, but not for the fabrication of a CO gas sensor [317].

PANI/TiO2 nanocomposites have been also used by Sathiyanarayanan et al.
to protect magnesium alloy from corrosion [318]. The ability of the PANI/TiO2

nanocomposite coating to protect against corrosion was found to be more than that
of the pure PANI coating, because the uniform distribution of PANI can protect the
metal surface more uniformly [318].

In recent decades, there have been many attempts to fabricate CNT/PANI
composites [329–337]. The incorporation of nanotubes into PANI can result in
novel composite materials with enhanced electrical, electrochemical, and mechan-
ical properties. For example, Yu et al. prepared MWCNT/PANI nanocomposites
through in situ inverse microemulsion synthesis [334]. Such nanocomposites are
characterized by very strong interaction between MWCNTs and conducting poly-
mers. Moreover, MWCNT/PANI core–shell nanowires exhibited better thermal
stability and electrical conductivity than the pure PANI. The electrical conduc-
tivity of MWCNT/PANI composite containing 1 wt% of MWCNTs increased
by one order of magnitude (pure PANI∼0.02Scm−1, MWCNT/PANI composite
∼0.20Scm−1) [334].



272 K. Matras-Postolek and D. Bogdal

In turn, Konyushenko et al. obtained MWCNT/PANI composites during in-situ
polymerization in the presence of MWCNTs, which were uniformly coated with
protonated PANI [330]. The electrical properties of nanocomposites were investi-
gated, and similar effects as in previous work [334] were observed, i.e., the electrical
conductivity increased with increased concentration of nanotubes in composite
materials. The maximum conductivity, 25.4Scm−1, was recorded for composites
containing 70 wt% of MWCNTs [330]. Likewise, Wu et al. reported the increase of
electrical conductivity for MWCNT/PANI composites [329]. The electrical conduc-
tivities of MWCNT/PANI composites containing 0.5 wt% functionalized MWCNTs
are about 60–70% higher than of net-PANI [329].

Due to the outstanding electrical and electrochemical properties of CNT/PANI,
composite materials have also been applied as anode for a microbial fuel cell [335],
high performance supercapacitors [333,336,337], and as modified electrode for the
reduction of nitrite [331].

9 Application of Nanocomposites

In this survey, we are focusing particularly on organic–inorganic hybrid nanocom-
posites applied in electro-optic devices as photovoltaic and light-emitting materials.
Therefore, the state of the art concerning the PV, PL, and EL properties of inorganic–
organic nanocomposites has been outlined. Other applications of polymer hybrid
nanocomposites have also been broadly reviewed in the literature [10, 28, 56, 156].

In recent decades, many examples of heterojunction organic–inorganic PV de-
vices have been studied [39–54, 254, 255, 259–263, 291, 295, 297]. BHJ polymer
PV devices and photodiodes have been constructed with composite films of con-
ducting polymers as electron donors, and semiconductor NCs or carbon compounds
as electron acceptors. The most common compounds used to fabricate such solar
cells are the semiconducting polymer P3HT and functionalized fullerene (PCBM)
as electron acceptor. These devices show the highest PCE (∼4.4–5.0%), which has
been recently reported for BHJ organic solar cells. The main step in these devices is
an ultrafast photoinduced electron transfer reaction at the donor–acceptor interface,
which results in a metastable charge-separated state. However, the overall conver-
sion efficiency of these devices is limited by the collection efficiency, which is
greatly influenced by the morphology of the active film. Other advantages of hy-
brid nanocrystal–polymer blend PV solar cells are: easy and fast production at room
temperature and mild conditions, low material cost, large interfacial area between
acceptor and donor compound, and flexibility.

Nowadays, hybrid organic–inorganic polymer nanocomposites with luminescent
semiconductor NCs are also of interest for their potential applications in electronic
devices such as OLEDs. Unfortunately, polymer nanocomposite EL LEDs contain-
ing semiconductor NCs have remained a challenge. Only a few EL devices have
been so far fabricated successfully [30–38, 294, 297–299]. Common EL devices
are composed from a few layers, with one of them containing SC nanoparticles.
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Usually, an addition of semiconductor NCs into conducting polymer ensures im-
provement of charge transport, stability characteristics, and EL efficiency of these
devices as compared to pure conducting polymer.

Organic–inorganic nanocomposites can also be used for the preparation of elec-
trochemical capacitors, also known as supercapacitors. They are important devices
in energy storage and conversion systems, and are considered for a variety of ap-
plications such as in electric vehicles, support for fuel cells, uninterruptible power
supplies, memory protection computer electronics, and cellular devices. The most
widely used material for supercapacitors are nanocomposites of CNTs and a con-
ducting polymer, especially composites based on MWCNTs and PPy, PANI, or PVK
[333,336–338]. The introduction of CNTs into a polymer matrix improves the elec-
tric conductivity as well as the mechanical properties of the original polymer matrix,
while possibly providing active material for capacitive energy storage.

Recently, gas sensors based on organic–inorganic nanocomposite materials have
also been investigated [196,317]. The gas-sensing properties of the PANI/TiO2 thin
film to NH3 and CO indicated that PANI/TiO2 thin film was an excellent can-
didate for NH3 detection, but not for the fabrication of a CO gas sensor [276].
CdSe/PMMA nanocomposites have been also used as a chemical sensor for de-
tection of aromatic hydrocarbons [196].

Nanocomposite polymer electrolytes composed of PVDF, lithium perchlorate
(LiClO4), and TiO2 nanoparticles have been used to create a new generation
of rechargeable solid-state lithium batteries [213]. Also, the electrochemical
preparation of PVK-functionalized CNT composites for rechargeable lithium bat-
teries has been described [339]. Using the PVK/CNT composite as a positive
electrode and an electrolytic solution containing LiPF6 during the 20th charge-
discharge cycle, higher specific discharge capacities of the rechargeable lithium
cells (ca. 45 and 115mAhg−1) were reported for PVK-functionalized SWCNTs
and MWCNTs, respectively.

10 Conclusions

In this review, a great number of aspects and examples that apply to the prepara-
tion and utilization of organic–inorganic hybrid nanocomposites have been raised.
Among other things, the methods and properties of inorganic SC nanoparticles and
carbon-based materials (fullerenes and nanotubes), stressing the surface chemistry
of those compounds, have been presented. Also, characterization of non-conducting
and conducting polymer matrices and their nanocomposites have been described.
Finally, we have reported some of the applications of the hybrid inorganic–organic
nanocomposites in optics and electronics, which have been demonstrated in many
successful laboratory-scale applications.

It can be seen that there are many factors influencing the synthesis and ap-
plication of hybrid organic–inorganic polymer nanocomposites. Nanocomposites
containing semiconductor NCs dispersed into a polymeric matrix can greatly
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benefit from new properties such as unique large organic–inorganic interfacial area,
optically transparency, possibility of controlling the refractive index, better elec-
tric conductivity, and obtaining p–n heterojunctions and, in particular, junctions
with highly doped SC particles. Another advantage is the possibility of realizing
a nanoscale size for the device structural elements without significant effort, espe-
cially when using self-assembly techniques. In addition, due to the possibility of
changing the size of nanoparticles, nanomaterials have the opportunity to tailor the
band gap and positions, leading to such physical objects as QDs. Moreover, hybrid
polymer nanocomposites have been shown to possess exceptional mechanical and
thermal properties, while the inherent advantages of organic technology (i.e., low
cost production, low cost of the materials used, and the possibility of fabrication of
large area devices) are preserved.

In the past few years, it has been demonstrated that vast potential exists for the
discovery of novel nanocomposite materials as well as for the development of new
technology centered on functional nanocomposites, which can result in fast progress
of these materials on the consumer market. Nowadays, our ability to control the
structures and properties of nanocomposites is limited only by our knowledge of
manipulation of these nanoscale structures. This area of research will clearly lead to
further commercial applications with meaningful economic effect driven by materi-
als with new combinations of properties.
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Poly(ethylene terephthalate) (PET) 147
Poly(3-hexylthiophene) (P3HT) 234, 237
Poly(hydroxyethylmethacrylate) (PHEMA)

121, 134
Poly(imide-amide)–poly(ethylene adipate) 122
Poly(methyl methacrylate) (PMMA) 179, 230,

250
Poly(methylphenylsiloxane) (PMPS) 110
Poly(α-methylstyrene) (PMS) 104
Poly(3-octylthiophene) (P3OT) 262
Poly(oxymethylene) (POM) 90
Poly(oxymethylene-co-oxyethylene)

(95POM/5POE) 199
Poly(oxypropylene glycol) (PPG) 114
Poly(paraphenylene terephthalamide)

(PPTA) 196
Poly(m-pheneylenevinylene-co-2,5-dioctoxy-

p-phenylene) (PmPV) 249
Poly(p-phenylene vinylene) (PPV) 232, 267
Poly(phenylsilsesquioxane) (PPSSO) 136
Poly(styrene-co-methacrylic acid)

(PS-co-MAA) 184
Poly(tetrafluoroethylene) (PTFE) 92
Poly(tetramethylene glycol) (PTMG) 120
Poly(urethane-methacrylate macromer)

(PUMM) 258
Poly(vinyl butyral) (PVB) 206
Poly(N-vinylcarbazole) (PVK) 232

nanocomposites 263
Poly(vinylidene fluoride) (PVDF) 249, 256

Poly(vinyl chloride) (PVC) 101, 179
Poly(vinyl pyrrolidone) (PVP) 112
Polyaniline (PANI) 232, 269
Polycarbonate, β-relaxation 89
Polycyanurate (PCN) 119
Polycyanurate–poly(tetramethylene glycol)

126
Polyimides 155
Polymer blends 140
Polymer creep 73
Polymer networks 114
Polymer semiconductor 221
Polymer–diamond nanocomposites 165
Polymer-layered silicate nanocomposites 159
Polymer–polymer hybrid networks 119
Polymer–silica nanocomposites 171
Polystyrene (PS) 104, 187, 253
Polystyrene–polybutadiene (PS–PB) 109, 136
Polythiophenes (PTs) 232, 259
Polythiourethane (PTU) 231
Polyurethane, tensile stresses 90
Polyurethane–poly(2-

hydroxyethylmethacrylate)
(PU–PHEMA) 120, 134

Polyurethanes (PUR) 120
POM 147, 149
Potassium bromide 4
Potential barriers 186
PS/PVME 141
PU/BMA copolymer IPNs 114
PU–PHEMA 166
PVK–C60 266
Pyromellitic dianhydride–oxydianiline

(PMDA–ODA) 155
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changes 203
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Semiconductor lasers 79
Semiconductor nanocrystals (NCs) 226,
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Shear, director orientations 53
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structure/orientation 14

Shear banding transition 20
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Shear-banding 1
Shear-induced transitions 5
Shear-thickening 1
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Shear-thickening surfactants 8
Shock waves 79
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Single-wall carbon nanotubes (SWCNTs) 249,
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Steel 208
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Stress relaxation 4
Stress-wave propagation 79
Superconducting ceramics 208
Surfactant 1
Surfactant solution, light scattering 3

Temperature anomalies, prediction,
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Temperature dependence 13

Tetradecyltrimethylammonium bromide
(TTAB) 8, 271

Thermally stimulated depolarization currents
(TSDC) 89

TiO2 nanocrystals 244
p-Toluenesulfonate 9
Toluylene diisocyanate (TDI) 114
Tooth enamel (hydroxyapatite/proteins) 226
TPD:PMMA 233
Triazine ring-aryl junction 121
Trimethylolpropane (TMP) 114

Ultrahigh-molecular-weight polyethylene
(UHMWPE) 194

Ultrasonic velocimetry (USV) 30
Urethane-methacrylate macromer (UMM) 258

Valence band (VB) edge 231
Velocimetry 30
Velocity 6

gradient 6
Viscoelasticity 1
Vorticity axes 6

banding 29, 37, 45

Waveguides, optical 230
Wormlike micelles 1, 4

nematic phases 48
Wurtzite 239

Yttrium oxide 232

Zinc arachnidate (P3OT-ZnA) 262
ZnO nanocrystals 242
ZnS:Mn 240
ZnS nanocrystals 239
ZnS/poly(urethane-methacrylate macromer)
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