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Preface

As earth’s population continues to grow and the detrimental aftereffects of
industrialization and environmental negligence become more apparent, society
has become more aware of, and concerned about, stewardship of the natural
environment — water, soil, and air. Sustainable development has become more
widely received and promoted in many parts of the world. The need is now
critical for earth and environmental scientists and engineers to work together
to implement technologies that can preserve our environment.

The Earth’s population was 6.6 billion as of April 2007 according to the
U.S. Census Bureau. This number is expected to rise to 9.4 billion by 2050.
The population is increasing the demand for natural resources and energy, and
increasing stress on the environment. Thus, protection of the environment and
remediation of damage to the environment must be a priority. It is also
important to develop procedures that will help to avert further damage to the
environment and to recognize as early as possible the risks associated with
changes in the environment.

Many methodologies and technologies have become more advanced in the
past few decades, and new technologies and approaches have been developed,
all to address the growing need for environmental assessment, monitoring, and
remediation. As these technologies have grown, the need for interdisciplinary
cooperation has also become more apparent. Specialists in remote sensing,
geophysical methods, hydrogeology, geology, and geochemistry must
maintain current awareness of developments within their sister disciplines in
order to formulate effective overall approaches for environmental issues.

Too often, resolution of environmental problems is constrained by political
or economic boundaries. In many parts of the world, standards for acceptable
air, water, and soil quality must be compromised in order to meet more
pressing human needs. It is therefore important that cost-effective
interdisciplinary solutions be developed, in order to allow all nations and
socio-economic groups to benefit from a clean, sustainable environment.

Economic development is ultimately limited by environmental quality.
Water is needed for all aspects of life. All social and economic activities
depend on having a reliable supply of high quality water. As populations grow
and economic activity increases, many countries are rapidly confronted with
the problem of water scarcity, which limits economic development. More than
1 billion people, mainly in the developing countries, lack an adequate supply
of safe drinking water. By 2050, 25 percent of the people on Earth will live in
countries in which water is permanently scarce. Contaminated drinking water
is a major cause of disease and death in developing countries. An adequate
water supply is a prerequisite for human existence, not only for drinking, but
also for agriculture. Degradation of soils also poses a direct threat to food
production in developing countries. The availability of arable land is
decreasing. Population growth is complicating the situation. According to the
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United Nations Environment Programme (UNEP), there are more refugees
from a deteriorating environment than from war. Others warn that water
quality will play a growing role in regional conflicts and wars. High quality
water and uncontaminated soil must be given greater priority throughout the
world.

This book, Environmental Geology - Handbook of Field Methods and
Case Studies, is intended to enable progress toward these challenging goals.
It provides a broad spectrum of investigatory methods in several disciplines to
support cross-fertilization among experts in those disciplines and others.
Methods that are treated in this book include remote sensing, geophysics,
geology, hydrogeology, geochemistry, and microbiology. Most of the
methods described in this handbook are available and used in developing
countries. Information is provided about the principle of the method, possible
applications, fundamentals, instruments, survey practice, processing and
interpretation of the data, quality assurance, personnel, equipment, and time
needed. Examples are given, as well as references and sources for further
reading. Besides geoscientific methods, the procedures for stepwise site
investigations are described, as well as common problems encountered in field
operations.

This handbook is not intended to be used as a textbook, but instead as a
reference, providing insights into the fundamentals, application and limits of
methods. Interdisciplinary case studies from different parts of the world have
been selected as examples for extrapolation to other geoenvironmental
concerns. With this structure the handbook can be used as a practical guide for
training students.

The descriptions of the methods and case studies also illustrate the
advantages of interdisciplinary geoscientific site investigations to decision-
makers who deal with environmental investigations. This applies to both
remediation assessments and preventative measures. Thorough and
knowledgeable application of such an approach will enhance its reliability,
credibility, and value to future generations.

William E. Doll
Oak Ridge, 2007
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1 Introduction

KLAUS KNODEL, GERHARD LANGE & HANS-JURGEN VOIGT

Increasing population density and industrialization are creating a high strain
on the natural environment and resources of many countries. Therefore,
precautionary measures to protect the environment and remedial action to
repair the damages of the past have high priority. Resources to be protected
are surface water and groundwater, soil and air. Hazards to these resources are
landfills and industrial sites as well as mining facilities, including tailings,
conditioning plants, and smelters, oil refineries, distribution facilities and
pipelines, gas stations and other areas used by humans (e.g., military training
sites).

Waste disposal, mining, and industrial sites are an absolutely necessary
part of the infrastructure of an industrial society. Suitable new sites must be
found for the disposal of waste and for mining and industrial facilities. It is
often very difficult to obtain political approval and this is possible only if
state-of-the-art methods are used to show that such sites have layers that can
function as barrier, preventing entry of contaminants into the environment.
Areas of both consolidated and unconsolidated rock can be suitable sites for
landfills and industrial facilities.

Knowledge and experience with the disposal of waste and the operation of
mines and industrial facilities in an ecologically nondetrimental way have
been acquired only gradually during the past several decades. On the basis of
this knowledge, numerous abandoned landfills, mining, and industrial sites
must now be regarded as hazardous.

Impermeable layers at such sites are the most important barrier for
impeding the spread of pollutants. It must be assumed that this geological
barrier is always of importance, since the currently used techniques for
preparing sites for landfills, mines and industrial plants will prevent the spread
of pollutants for only a finite time.

A site investigation stepwise is usually carried out in at least two phases:
(1) a orientating investigation and (2) a detailed investigation. A flow chart of
the stepwise procedure for site investigations is shown in Figure 1-1. Some
references to chapters of this book are given in the flow chart. Field and
laboratory work as well as data processing, data presentation and
interpretation of the data from individual methods are described in the
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chapters of Parts 3 to 5. Solutions to common problems are treated in Part 2.
For more details of site investigation procedure see books with strategies and
recommendations for site investigations (e.g., WILKEN & KNODEL, 1999,

VOIGT et al., 2006).

Specification of objectives for the orientating
investigation (phase 1)

"
+

h 4

Collection and use of existing data,
if possible (Chapter 2.2)

:

Choice of method(s)

F 3

:

Field and laboratory work

Specification of objectives for the
detailed investigation
(phase 2)

F 3

!

Data processing, data presentation and

interpretation of the data from individual methods

:

Investigation objectives satisfied?

no

yes

r

Data fusion, reprocessing and new data
presentation if necessary (Chapter 6.1)

|

Joint interpretation (Chapter 6.2)

!

Reporting (Chapter 2.6)

|

Assessment of results by the
institution responsible

Are there other objectives to consider?

Approval for action by the
institution responsible

Fig. 1-1: Flow chart for site investigations
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In the orientating investigation, the following information is obtained from
maps and other archived data sources:

e topography, land use and vegetation, settlements, roads and railways,

e climate: precipitation, temperature, evapotranspiration, direction and
velocity of the wind, as well as the frequency of strong winds,

e hydrological and hydrogeological conditions: streams, lakes and ponds,
springs, wells, use and quality of surface and groundwater, runoff, water
balance, aquifer/aquiclude properties and stratigraphy, groundwater table,
groundwater recharge and discharge,

e geology: soil, geological structures, stratigraphy and lithology,

e ccological aspects: e.g., nature reserves, protected geotopes, water
protection areas.

This is accompanied by a reconnaissance survey in the field and by a historical
review of earlier use of the site (interviews of persons who lived or worked
around the site during the time of mining or industrial operations).

The following aspects or parts of them must be taken into account for a
detailed site investigation and assessment:

e geology: thickness and lateral extent of strata and geological units,
lithology, homogeneity and heterogeneity, bedding conditions and tectonic
structures, fractures, impact of weathering,

e groundwater: water table, water content, direction and rate of groundwater
flow, hydraulic conductivity, value of aquifer,

e geochemical site characterization: chemical composition of soil, rocks and
groundwater, estimation of contaminant retention,

e geotechnical stability: The geological barrier must be capable of adsorbing
strain from the weight of a landfill, slag heap or industrial building.

e geogenic events: active faults, karst, earthquakes, subsidence, landslides,

e anthropogenic activities: mining damage, buildings, quarries, gravel pits,
clay pits, etc., and

e changes in soil and groundwater quality.

An interdisciplinary geoscientific program is required for a site investigation.
Numerous methods are available for such studies. The geological and
hydrogeological conditions as well as the surface conditions (e.g., vegetation,
surface sealing, buildings) at the site must be taken into consideration when
the investigation methods are selected. There are some rules of thumb for site
investigations: Start with the less expensive methods, expanding as necessary
to more expensive methods for detailed investigations, i.e., remote sensing
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before geophysics, geology and hydrogeology before geochemistry and
modeling. Mapping should be carried out before sounding and drilling,
investigations of the area as a whole before point data. First, a representation
of the data is made, it is then interpreted, and an assessment of the conditions
at the site is made. Not only the geological structures immediately below a
landfill, slag heap or industrial site has to be examined, but also the
surrounding area. The investigation of the surrounding area must include that
part of the geological barrier that is expected to be needed for contaminant
retention and that part of the regional groundwater system that will possibly
become contaminated. Each landfill, mining or industrial site, whether in
operation or abandoned, is within a groundwater system of several tens of
square kilometers. A general survey of this area has to be made. A detailed
study must be carried out in an area of 0.1 - 1 km? around the site itself. The
structures down to a depth of 50 m are relevant to a study of abandoned and
planned waste disposal sites. It is often necessary to extend the investigations
down to 150 m to obtain information on the groundwater system. In some
cases, the geology and the groundwater system below groundwater protection
areas also have to be investigated in order to assess their vulnerability to
pollution.

The following methods and tools can be used to assess a geological barrier
and the potential for the spread of contaminants: Remote sensing methods can
provide geoscientific data for large areas in a relatively very short time. They
are not limited by extremes in terrain or hazardous conditions that may be
encountered during an on-site appraisal. In many cases aerial photographs and
satellite images should be used to prepare a base map of the investigation area.
Remote sensing methods can enable a preliminary assessment and site
characterization of an area prior to the use of more costly and time consuming
techniques, such as field mapping, geophysical surveys and drilling. The data
obtained from satellite-based remote-sensing systems is best suited for
regional studies as well as for detecting and monitoring large-scale
environmental problems. However, for detailed site characterization, satellite
data is sometimes of limited use due to relatively low spatial resolution.
Mapping scales of 1:10000 or larger are required for a detailed
geoenvironmental assessment of landfills, mining, and industrial sites. High-
resolution aerial photographs, airborne scanners, and some satellite-based
remote-sensing systems provide data at the required spatial resolution (e.g.,
70 cm and better). Aerial photographs made at different times can reveal the
changes at sites suspected to be hazardous.

Geophysical methods are used to develop a model of the geology below the
site, to locate fracture zones, to investigate the groundwater system, to detect
and delineate abandoned landfills and contamination plumes, as well as to
obtain information on the lithology and physical parameters of the ground.
Necessary condition for a meaningful use of geophysical methods is the
existence of contrasts in the physical parameter values (magnetization,
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susceptibility, density, electrical resistivity, seismic velocities, etc.) of soil and
rock. The parameter values to be expected at the site must be considered
before a geophysical survey is conducted. Geophysical methods supplement
each other because they are sensitive for different physical parameters.
Seismic methods are used to investigate structures and lithology. Electrical
and electromagnetic methods are very sensitive to changes in electrolyte
concentrations in the pore water. Ground-penetrating radar can be used in
areas with dry, low-conductivity rocks. Both magnetic and electromagnetic
mapping have proved useful for locating and delineating concealed landfills.
Both methods are fast and easy to conduct, enabling large areas to be
investigated in a short time. Seismic, dc-resistivity, electromagnetic and
gravity methods are used to investigate groundwater systems on a regional
scale. Geophysical surveys help find suitable locations for drilling
groundwater observation wells and provide information between boreholes
and for areas where it is impossible to drill. Well logging is absolutely
necessary. Logging data are not only necessary for processing and
interpretation of surface geophysical data but also as a bridge between
geophysical surveys and hydrogeological modeling.

Geological and hydrogeological studies are used to investigate lithological
structures, to determine the homogeneity of the rock, to locate fractures, to
determine the permeability of the rock with respect to water, gases and various
contaminants, to assess the mechanical stability of the ground, and to obtain
data on the groundwater system. Flow and transport models must be
developed to estimate groundwater recharge and the potential for groundwater
contamination. The main tasks of geological and hydrogeological surveys are
to gain information directly by examining outcrops, digging trenches and
drilling boreholes, conducting hydraulic tests (e.g., pumping tests and tracer
tests) in wells to determine hydraulic properties in situ. This work 1is
augmented by geological mapping, examination of drill cores, construction
and expansion of a network of groundwater observation wells. Rock, soil and
groundwater samples are taken to determine physical, chemical, petrographic
and mineralogical parameters. Special laboratory experiments can be carried
out to estimate migration parameters and the texture of rock and soil samples.
Data from cone penetration tests and other field and laboratory methods are
used to assess the stability of the ground.

Geophysical and geochemical methods can be used to delineate and
monitor operating and abandoned landfills as well as to determine the spread
of contaminants. Geochemical methods are necessary to obtain information
about the capacity of the rock to retain contaminants seeping from a landfill,
as well as about the degradation of the hazardous substances.

The objectives of the site investigation must be well defined. Additionally
important is for suitable methods to be chosen to accomplish the objectives.
The sections “Possible Applications” and “Examples” in the chapters of
Parts 3 to 5 of this book can aid the selection of suitable methods. Suitable
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methods are recommended in Tables I-1 to 1-3, for example, for geological
investigations, investigations of landfill waste bodies, and the evaluation of
groundwater conditions. These tables should not be considered as a substitute
for the advice of an experienced specialist.

This handbook is designed to provide geoscientific methods to investigate
landfills and mining and industrial sites. It describes methods in the fields of
remote sensing, geophysics, geology, hydrogeology, geochemistry, and
microbiology. Most of the methods described in this volume are also available
and used in developing countries. The descriptions provide information about
the principle of the method, possible applications, fundamentals, instruments,
survey practice, processing and interpretation of the data, quality assurance,
personnel, equipment, time needed, examples, as well as references and
sources for further reading. Most of the remote-sensing and geophysical
methods are subdivided in this way (see Table of Contents). The geological,
hydrogeological, and geochemical methods are subdivided in other ways,
owing to the different way they are applied in site surveys.

The handbook is not intended to be used as a textbook, but, instead, to
provide insights into the fundamentals, application and limits of methods, as
well as case studies, selected as examples for extrapolation to other
geoenvironmental concerns. This handbook cannot replace consultation with
an experienced remote-sensing expert, geologist, geophysicist and/or chemist.
Involvement of experts insures that the most up-to-date methods and
techniques are applied. Prior starting a project, it is beneficial to first define
the objectives and goals of the study so that the most suitable techniques and
methods can be used.

The Federal Institute for Geosciences and Natural Resources (BGR),
Germany, in cooperation with scientists from universities, research institutes,
and industry, has carried out two projects entitled "Methods for the
Investigation and Characterization of the Ground below Waste Disposal Sites"
and “Recommendations for Site Investigations of Waste Disposal Sites and
Contaminated Sites in Thailand” funded by the German Federal Ministry for
Education and Research (BMBF). The primary objective of these studies was
to increase the understanding of the characteristics of the ground below waste
disposal sites using geoscientific methods. Eight volumes of the German
Handbuch zur Erkundung des Untergrundes von Deponien und Altlasten
(Handbook for Investigation of the Ground below Landfills and Sites
Suspected to be Hazardous) (Springer-Verlag) were prepared in the first
project. The handbook “Site Investigation Methods” presented here is a
product of the second project. This book contains numerous examples from
both of the above-mentioned projects.
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Table 1-1: Geoscientific methods for site investigations: geology
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Table 1-2: Geoscientific methods for site investigations: landfill
operating and abandoned)

waste body (both

Fuiapow [Ronuayo0ad

KsaBeun ay1[[aies

SQOHLAW

1 - occasionally used for this purpose
for this application/objective

3 - method is well suited to this application

4 - preferred method (can be more than one)

2 - suitable method

APPLICATIONS/OBJECTIVES

identification of concealed abandoned landfills

investigation of anthropogenic structures below landfills

determination of the thickness of the landfill, mapping the

base of the landfill

internal structure of the landfill
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investigation of temporal and spatial development of a

landfill

observation of destabilization processes

werification and delimiting contarminant emission
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Table 1-3:

Geoscientific methods for site investigations: groundwater conditions
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10 1 Introduction

The authors and editors of this volume believe that the method descriptions
and case studies in this volume will illustrate the advantages of applying
remote-sensing, geophysical, geological, hydrogeological, geochemical, and
microbiological methods to decision-makers faced with their own
environmental investigations. The consistent and knowledgeable application
of methods will improve the timeliness, cost-effectiveness, and thoroughness
of most environmental site assessments. Site investigation is active
environmental protection. Money for effective site investigations is well
invested. This is an investment in our future and that of our children.

References and further reading

Voigt, H.-J.,, NoLL, U., KNODEL, K., JENN, F., RADSCHINSKI, J., GRISSEMANN, C. &
LANGE, G. (2006): Recommendations for Site Investigations of Waste Disposal Sites
and Contaminated Sites in Thailand. Bangkok, Berlin, Hannover, Cottbus. (contact:
u.noell@bgr.de)

WILKEN, H. & KNODEL, K. (1999): Handbuch zur Erkundung des Untergrundes von
Deponien und Altlasten, Band7: Handlungsempfehlungen fiir die Erkundung der
geologischen Barriere bei Deponien und Altlasten (Handbook for Investigation of the
Ground below Landfills and Sites Suspected to be Hazardous, vol 7: Recommendations
for the Investigation of Geological Barrier below Landfills and Sites Suspected to be
Hazardous). Springer, Berlin.
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2 Preparatory Steps and Common Problems

KLAUS KNODEL, GERHARD LANGE & HANS-JURGEN VOIGT

The procedures for investigating planned, operating, or abandoned landfills,
mining or industrial sites and the available methods are introduced in Part 1.
The geoscientific methods are described in more detail in Parts 3 to 5. Certain
preparations are required for any site investigation using ground-based
methods in order to ensure the efficient implementation of field operations.

2.1 Placing of Orders and Order Handling

The "rules" for commissioning site investigations differ from country to
country, very often depending on national or international regulations (e.g., for
World Bank or EU projects). The "rules" must be well formulated and known
and accepted by both customer and the contractor. Invitations to tender must
contain a specification of the investigation aims and detailed terms of
references for the commissioned work. The bidding contractor has to prove
that he is able to carry out the requested work. Before a bid is submitted the
site should be inspected by all prospective contractors. Thus, the bidders can
become acquainted with the local conditions and the customer can be
questioned in detail about the proposed investigation. The situation at the site
(e.g., noise sources, sealed ground surface) can hamper the application of
some methods and method combinations. On the other hand, information
about the terrain, accessibility and plant cover in the area to be surveyed are
important for estimating the length of time needed of the field work and thus
for cost calculations. Not only is information about the survey conditions
important for conducting a geoscientific survey, but attention must be paid to
operational safety. The opinion of an operational safety specialist may be
needed to rule out any hazards for the field team. In the case of a military or
abandoned ammunition site, a specialist for the removal of explosives has to
be consulted. This will entail additional costs. It has to be kept in mind — that
the lowest bid is not always the best one! The contract awarded to the best
bidder should include a listing of the rights and duties of both customer and
contractor, a description of the work to be carried out, quality assurance
measures, time schedule for the work, including the delivery of the reports and
data, as well as the terms of payment.
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The quality of the work should be checked (e.g., well logging to check the
placement of screens in groundwater observation wells) by the customer. If
the customer is not able to do so, the geological survey and/or the
environmental protection authorities will provide advice and can help with the
quality assurance of such work. Quality assurance is discussed in Chapter 2.6
and the corresponding sections in the method descriptions. The same base map
(see Chapter 2.2) and the same benchmarks at the site or near it have to be
used for all work carried out at a site. It is very important that the local
authorities and residents be informed about the field work (see Chapter 2.3). It
is also important for the investigation results to be available and transparent to
the local people. Details of the rights and duties of the customer and the
contractor, as well as on operational safety, are not subject of this volume. The
objective here is to sensitize authorities, customers and contractors to these
problems.

2.2 Collection and Use of Existing Data

The most basic requirement for successful site investigations is the availability
of maps and documents which facilitate a general overview of the
investigation area and its surroundings and provide as much detailed
information as possible.

Topographic maps

Topographic maps mainly display the morphology, the vegetation cover, the
drainage system, and infrastructure. Scales of official maps vary between
1:100000 and 1:10000. A widely used scale is 1:50 000. Map content,
however, can be rather outdated if map revisions are made only at long time
intervals. While the 1 : 50 000 scale appears to be appropriate for an overview,
site investigations usually require the most up-to-date maps at a considerably
larger scale (1: 10 000 to 1 :2000). Such a large-scale map is needed as the
base map for all field operations, as well as for the subsequent data
documentation and interpretation. In many countries, large-scale topographic
maps are not available. Therefore, base maps have to be prepared from aerial
photographs or high resolution satellite images (e.g., IKONOS and QUICK
BIRD). Cloud cover on the images should be less than 20 %. A ground check
of the maps with a handheld GPS instrument can provide coordinates with a
precision of about 10 m. This is sufficient for site investigations in most cases,
however. If higher precision is necessary, maps constructed from large-scale
aerial photographs (greater than 1 : 10 000) have to be geocoded and rectified
by ground checks in the field (see Chapter 3.2).
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Geoscientific maps

Geoscientific maps are a further necessary tool for site investigations. They
generally depict a variety of information about geology, hydrogeology,
mineral exploration, soil, natural hazards, and land use. Although the scale of
the available geoscientific maps might not always be suitable to obtain the
needed information in the necessary detail, the maps nevertheless place the
investigation area in its regional context and permit the survey data to be
interpreted with respect to its geological, hydrogeological and structural
setting.

Aerial photographs and satellite images

Aerial photographs and satellite images are very useful tools for planning and
implementing field operations. They provide the best overview and impression
of the topography and infrastructure of the investigation area. In certain cases
they allow a three-dimensional evaluation. They can provide information
about lineaments, geomorphological structures, and flood-prone areas, as well
as land use. Aerial photographs taken at different time are helpful for
reconstructing the history of a site, often with immediate relevance to
environment-related problems (see Part 3).

Point data compilation

An important preparatory step for a geoscientific site investigation and data
interpretation is the collection of already existing information about the
subsurface (desk studies). This task mainly comprises the compilation and
assessment of available data from boreholes for groundwater or mineral
exploration. These point data are a valuable source of information and are
indispensable for the interpretation of geophysical results and calibration of
hydrogeological models. Results of desk studies on the geology at the site
should be verified in the field. Quarries, road cuts and other outcrops provide
information about the stratigraphy, lithology and structures in the investigation
area. The data should be easily accessible in an appropriately prepared and
documented database (e.g., GIS).
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Document review

For the investigation of abandoned landfills, industrial and mining sites, it is
necessary to obtain the history of the site as completely as possible. For this
purpose, a review of all documents on the site facilities, their construction,
length of operations, as well as waste composition, quantity, and treatment
methods. These documents will be normally available from the relevant
authorities or the site owners. This information not only aids the interpretation
of geophysical survey data and hydrogeological observations, but it is also
essential for any assessment of the risk present at the site and for
recommendations of remediation measures and further use of the site. As not
all or even any such information may be available, it is highly useful to
interview persons who lived or worked around the site during the time of
landfill, mining or industrial operations.

2.3 Information Campaign and Permit Application

Investigation of an operating, abandoned and planned landfill, mining or
industrial site requires the approval of the relevant authorities at the state,
district and/or local levels and of the affected private property owners. The
objectives of the investigations, the estimated duration, and the scope of the
work, as well as the methods and their likely impacts, should be explained in
detail to those affected before approval for the operations is requested.
Recommendations and information from public and private sources should be
integrated into the working concept.

As geophysical surveys and likely follow-up shallow drilling have to
extend beyond the immediate investigation site, a large number of private and
public landowners may be affected. Before field work is begun, permits must
be applied for in order to ensure the work will be undisturbed during the site
investigation. Before a permit is applied for, the customer should give the
contractor a letter requesting support for the field work. The customer should
also provide a site map showing the coordinates of survey lines and/or the
boundary of the survey area. Depending on nature and extent of the
investigation area, as well as the authorities and organizations concerned, e.g.,
municipal administrations, police stations and other relevant institutions must
be informed on the impending field work (see check list in Table 2-1). If the
investigation area includes nature, landscape, or water protection areas or
other restricted areas, the governmental and/or private organizations involved
must be provided information about possible impacts of the survey method(s)
that will be used in order to obtain an exemption to the restrictions.
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Table 2-1: Check list for the preparation of site investigations

customer

provides the contractor with a letter
authorizing the implementation of the work

customer (if possible)

provides plans and maps

land surveying offices, land registry
offices, map distributors

provides topographic and geological maps
(also as digital maps), general and detailed
maps, land register maps, and names of
property owners, information about
topographic benchmarks

district authorities

to be informed and, if necessary,
authorization is requested

municipal authorities

to be informed and, if necessary,
authorization is requested

local authorities

to be informed and, if necessary,
authorization is requested

police stations if necessary

to be informed and, if necessary,
authorization is requested

mining authorities if necessary

to be informed and, if necessary,
authorization is requested

water management authorities if necessary

to be informed and, if necessary,
authorization is requested

forestry offices if necessary

to be informed and, if necessary,
authorization is requested

road authorities if necessary

to be informed and, if necessary,
authorization is requested

railway operators if necessary

to be informed and, if necessary,
authorization is requested

occupants/leaser and/or owners of the
premises

provides name, address, designation of the
premises involved, private roads that may be
used, authorization to use the premises,
description of any damages

utilities operators (long-distance and local
operators may be different):

— freshwater

— waste water

— electricity (including street lighting)
- gas

— telecommunications

provides information on the location of
utility lines

specialists for the removal of unexploded
ordnance (UXO), if necessary

would involve a subcontractor

contractor secures office and lodgings in the field
(address, telephone and fax numbers,
number of rooms, price)

contractor allocates human resources and equipment,
hires local manpower if necessary

contractor provides the field team with road maps

showing the way to the investigation area
and the meeting point
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It is important to collect all available information on existing surface and
subsurface installations (e.g., power lines, water mains, oil and gas pipelines,
and sewer lines). If no official maps are available, local people generally know
about these installations. As the locations of power lines and pipelines in an
area often differ from the records provided by the operators, it is advisable to
check the information on the maps with a cable/pipeline detector before
starting the work. If public roads or railway tracks are crossed by survey
cables it is necessary to discuss safety precautions with the road authorities or
railway operators and procure written authorization. In some cases, the field
investigations should be announced in local newspapers, stating time and area
concerned.

When the ownership of the premises has been determined, the owners or
occupants must be contacted. The persons affected by the planned survey are
given leaflet containing information on the site investigation and a
questionnaire to obtain information about the locations of drainage ditches and
other drainage facilities, private roads, power and water supply lines etc. so
that appropriate measures can be taken to avoid damage. In farming areas, the
contractor should meet with property owners and/or leasers to discuss the
avoidance of disruptions of the field work and damage to survey equipment by
agricultural machines.

Immediately after termination of the survey, owners and occupants/leasers
have to be contacted in order to assess any crop damage etc. Indemnity for
crop damage depends on the season, on the anticipated harvest, and on the
kind of damage to the land.

2.4 Mobilization and Demobilization

Field work generally starts with the mobilization of a survey party or a survey
group and ends with its demobilization. This involves the following work and
is part of the contract:

— Preparation of the survey equipment and transport to the survey site,
— transport of the working party to the survey area,

— establish a field office and preparation of the field work,

— disassembly and loading of the equipment at the end of the field work,
— transport of the working party back to the home base, and

— unloading and maintenance of the equipment.

The personnel and time required depends on the methods, the distance to the
location, and the size of the investigation program.
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2.5 Land Surveying

Additional geotechnical measures, for example, drilling and cone penetration
tests, or supplementary geophysical investigations are often planned within the
scope of site investigations. These are carried out on the basis of the results of
a geophysical survey campaign. Thus, the exact determination of measuring
points and profiles is very important in order to document consistently all
investigations in a site map of an appropriate scale.

To properly interpret the geophysical data, it is often necessary to relate the
surveyed profiles and measured points to the country's national topographic
grid. The coordinates and elevation of benchmarks in or near the area to be
surveyed have to be obtained from the land surveying office before the fixed
points are surveyed at the investigation site. A map of the site and
surroundings at a scale! appropriate for the aims of the survey should be made
available by the customer. This will make it possible to compare the results of
several contractors working in the same project area.

Position determination

The fixed points (benchmarks) near the investigation area must be inspected
and their coordinates must be expressed in the units of the country's geodetic
reference system (WGS 84, GRS 80, Universal Transverse Mercator Grid
System - UTM, Gauss-Krueger system) so that the survey results can be
related to the official maps.

Table 2-2: The required accuracy of the geophysical measuring points and boreholes as a
function of the scale of the field and presentation maps

Scale of the field and presentation maps | Required accuracy
1:10000 +10m
1: 5000 +75m
1: 2000 +5m
1: 1000 +2m
1 500 +1m

The required accuracy of the geophysical measuring points and boreholes, as
shown in Table 2-2, depends on the working and presentation scale. The
tolerable error in the relative positions measured within the survey area
depends on the applied geophysical method. It must be smaller than + 1 m. For
quality assurance, the accuracy of the position and height measurements
should be documented in the report.

! The scale should be chosen so that the density of measuring points in maps and profile
plots is not less than three measuring points per centimeter.
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If there are several benchmarks in the investigation area, the locations of the
geophysical measuring points and profiles can be determined by "free
positioning". The instrument (e.g., tachymeter) is positioned at a point where a
line-of-sight view of the profiles to be measured geophysically and at least
two, better three, fixed points is possible. The coordinates of this point can be
determined from these measurements. The measurement to three or more
benchmarks provides an indication of the precision of the coordinate
determination for the standpoint. This method cannot be used if there is an
insufficient number of fixed points. In this case, measurements must be made
at several points along the profile and subsequently connected to the fixed
points.

In some site investigations, a local base grid is used and permanent
markers placed at three base points of the grid. The locations of these base
points must be marked on the maps or sketch maps included in the technical
and scientific reports. The locations of the measuring points and profiles are
determined with respect to this base grid using measuring tapes, an optical
square and ranging poles. If possible, the local grid can be connected to the
country’s grid.

Altimetry

The required precision for altimetry measurements is given in Table 2-3
according to the purpose they are used for. If there are no geodetic points with
an elevation value near the survey area, measurements to tie the local
benchmarks with remote benchmarks must be carried out. The most exact
method for this objective is geometric leveling, which, however, takes a
considerable amount of time, especially in rugged terrain. Measurements must
be made to at least two remote points as a control on each other. This can
result in long topographic leveling paths.

Table 2-3: Required precision for altimetry measurements

Method/object Precision
gravity methods + 0.03 m, for special measurements + 0.003 m
seismic methods +0.1m
geoelectrics, geomagnetics +0.5m
groundwater observation wells | £0.01 m

The measurements can be made much more quickly if electronic tachymeters
are used. The possibility of direct transfer of the data from the tachymeter to a
computer also facilitates the data processing. The precision of the tachymeter
measurements is less than that of geometric leveling, but sufficient for
geophysical investigations. Because benchmarks often give only elevations or
only coordinates, separate altimetry measurements are then necessary to tie the
local benchmarks to the official grid.
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Satellite supported positioning

The American Department of Defense completed the Navigation Satellite
Timing and Ranging — Global Positioning System (NAVSTAR-GPS) in
1993. This system consists of 24 operating and 3 extra satellites, with at least
4 satellites being visible from any place on the Earth at any time. Each satellite
transmits modulated navigation information on two carrier frequencies (L1,
L2). This information includes the orbit parameters of the satellite
(ephemerides), a refraction model, a clock parameter, as well as the orbital
data (in simplified form) of all satellites in the space segment. Two positioning
signals (C/A code?, P code?) are modulated on frequency L1. With the P code
modulated on L2 and the navigation information, the signal traveltime from
the satellite to the receiver can be determined. The P code is encoded as a
safeguard against falsification (“anti-spoofing”, A-S) and is accessible only by
authorized users, especially military. From the traveling time of the signals, a
GPS receiver calculates its three-dimensional position (longitude, latitude and
altitude). Longitude and latitude can be calculated from the data of at least
three satellites and using the signals of a fourth satellite the altitude can also
be determined.

“Selected Availability” (SA), which reduced the attainable precision by
random signal falsification, was deactivated in May 2000. When that was
done, measurements could be made by nonprivileged users with greater
precision. Thus, using simple GPS receivers, a precision of + 5 to 20 m can be
reached for the latitude and longitude. The precision for altitude is generally
lower by a factor of 1.5 to 2. Maximum precision, however, can only be
attained with an optimum constellation of the satellites. How optimal the
constellation is is indicated by the PDOP factors* of the GPS display.
Multipath effects, generated at the walls of buildings, can lead to a decrease in
precision.

Precision can be enhanced, for example, by using differential GPS
(DGPS). The error in each satellite signal is calculated from the signals
received by a GPS base station with coordinates known from a non-GPS
source. The correction data is then transmitted to the portable DGPS station.
The precision in the GPS measurements can be within a few centimeters when
both the L1 and L2 carrier frequencies are used. There are three ways to
transmit this information:

— Direct transmission is possible if the base station and the mobile station are
only a few kilometers apart and there are no significant barriers between
them. This is due to the limited range of the radio in the GPS instruments.

2 C/A code stands for Clear/Acquisition, Clear/Access or Coarse/Access

3 P code: Precise Code

4 PDOP: Position Dilution of Precision: the smaller the value the better the results that may
be expected.
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— As the correction signal of a reference station, however, can be used for
distances up to several hundred kilometers (depending on the required
precision) powerful commercial transmitters are being increasingly used
for transmission of the correction data.

— The third possibility is to send the correction signal via satellite. Some
companies offer reference signals from geostationary satellites for a fee.
Required is line-of-sight contact between the GPS instrument and the
satellite. This kind of reference data transmission is of interest in non-
European countries.

Use of satellite positioning for geoscientific purposes is a relatively new
development. Besides the NAVSTAR-GPS and the Russian GLONASS
systems, which can be used worldwide, the EU is installing the GALILEO
system, for which more than 30 satellites will have been launched by 2008.
Especially multifunctional “satellite positioning services” will increase the
importance of satellite-supported positioning and navigation. These systems
can be used without problems in open land, difficulties may occur in
woodland or urban areas. A precision of about 1 cm to several millimeters is
attainable by post-processing. The coordinates and altimetry data determined
by GPS must be converted to the national or local frame of reference.

Personnel, equipment, time needed

How long it takes a surveying crew to execute a land survey depends on the
precision required by the geoscientific methods that will be used. The survey
progress is determined by topography, vegetation, visibility conditions, the
distance to fixed points (benchmarks) and the survey method. High-
performance GPS systems and electro-optical tachymeters are now available,
allowing precise survey data with relatively few personnel. In favorable cases,
e.g., dc resistivity soundings or gravity and magnetic surveys, a land survey
can be carried out by the geophysical personnel together with the data
acquisition. The personnel, equipment and time needed in comparison with
geophysical measurements are given in Table 2-4.
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Table 2-4: Personnel, equipment and time needed in comparison with geophysical
measurements

fab
Survey 3 Tlm_e
15 Equipment needed | required
ersonne
P [in %]
?(:ggkgj?a%) E}f,zggli;;); the basis of the 0 measuring tape 5-10
marking of points on the basis of the position
topography and map and subsequent ) . )
determination of position and I-2 determination by 20-50
clevation tachymeter or GPS
preparation of map showing the computer with
positions and elevations of the 1-2 appropriate 50-100
profiles and points in the survey area software for maps

2.6 Quality Assurance and Reporting

Quality assurance is an important part of the field work, the data processing,
the interpretation, and the reporting. It must be documented in field protocols
as well as summarized in the reports. Quality assurance includes

e instrument checks before, at certain time intervals during, and after the
measurements;

e careful maintenance and calibration of equipment;

e entry of all relevant occurrences and possible noise sources (e.g., passing
cars during the geophysical measurements, heavy rain, storm, steel fences,
power lines) in the field protocols;

e daily data check and plotting of results during the field campaign;

e repetition of a certain percentage of the measurements in order to estimate
measurement errors;

e documentation of all steps and parameter values used in the data
processing and interpretation.

e The report must contain all information needed to understand the report.

e The figures and maps must be clear, understandable, and convincing.

5 Land survey personnel in addition to the personnel needed for the geophysical survey.

6 Time needed for the land survey compared to the time needed for the geophysical survey.
100 % means that the same time is needed for the land survey as for the geophysical
measurement.
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e The conclusions of the report must answer the question whether and how
far the tasks and targets were achieved, must list remaining problems, and
must be understandable for non-experts.

e All measured data, relevant intermediate results, as well as figures and
maps of the final report must be submitted to the customer in well
documented form in both hardcopy and machine-readable form (e.g., CD
or floppy disk) for later use as evidence in possible legal dispute and/or
reinterpretation together with results of other investigations and, if
necessary, with supplementary measurements.

For the specific aspects of quality assurance of methods, see the “Quality
Assurance” sections in Parts 3 to 5.
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3 Remote Sensing

PETER HERMS, BERNHARD HORIG, FRIEDRICH KUHN, DIETMAR SCHMIDT &
ANKE STEINBACH, with a contribution by TILMANN BUCHER

3.1 Aerial Photography

DIETMAR SCHMIDT & FRIEDRICH KUHN

3.1.1 Principle of the Methods

Despite all technical progress in digital imaging, interpretations of standard
aerial photographic images remain an important remote-sensing tool. Aerial
photography can address a multitude of geoscientific questions and can be
highly effective when used for logistics and planning (BOKER & KUHN, 1992).
The cost of aerial photography is rather low. The data are informative, easy to
manage, and the film does not require special image processing resources for
analysis.

Cameras for aerial photography, also referred to as metric cameras and
frame reconnaissance cameras, are analog to standard photographic cameras
using lenses, shutters, and film. These cameras, however, are more expensive,
and mechanically and electronically complicated since they need to adjust the
orientation of the camera during data acquisition. Ideally, aerial photography
equipment is coupled to a Global Positioning System (GPS) to ensure better
precision and accuracy.

Photographic multispectral cameras have been widely used in planes and
satellites in the 1970s and 1980s (COLWELL, 1983; KUHN & OLEIKIEWITZ,
1983). Since then, the application of such cameras has decreased for several
reasons: their complicated operation mode, spectral distortion depending on
the angle of incidence on the camera lenses and filters, and the complicated
and imprecise evaluation procedures. They have been replaced by
multispectral digital imaging systems (see Chapter 3.3).

Although there are avariety of types of film available for aerial
photography, three kinds are used in almost all situations. These commonly
utilized films are panchromatic (black and white), color and color-infrared
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(CIR) film. The latter one is able to serve most environmental and geological
tasks.

Vertical aerial photographs provide a three-dimensional impression of an
area. Interpretations of stereo-pair photographs require an overlap of 60 - 90 %
between two images along the flight line. An overlap of approximately 35 %
is needed between adjacent flight lines to allow for flight irregularities. As the
distance between any two consecutive images is greater than the distance
between the human eyes, the topography of the target area appears strongly
enhanced and exaggerated when the images are viewed stereoscopically. This
enhancement commonly provides detailed information for geological and
environmental analysis. Aerial photographs can be used for, but are not
limited, for detection of man-made features.

In addition, aerial photographs can often be analyzed to identify rock
formations and types of soil, typical relief forms, distinctive vegetation types,
drainage patterns and specific types of land use via changes in color or gray
scale. In general, as the frequency of man-made features increases in an area,
it becomes more difficult to extract geologic information from aerial
photographs.

Even older aerial photographs provide proper spatial resolution and often
document changes in an area of interest over a period of several decades. They
allow the evaluation of geological and initial environmental situation.
Archives of aerial photographs are maintained worldwide, e.g., in
governmental survey offices, and can provide aerial photographs at low cost.

A thematic interpretation of a specific site using aerial photographs is
usually carried out at scales between 1:2000 and 1: 10 000. A topographic
base map at the selected scale is necessary. The preparation of topographic
maps is described in Chapter 3.2. Regional analyses (e.g., lineament analyses)
are carried out at scales between 1 : 25 000 and 1 : 100 000.

3.1.2 Applications
e Chronological analysis of the development of land use, waste disposal,
mining, and industrial sites and their surroundings,

e assessment of the previous geological and environmental situation at sites
now covered by waste disposal, mining, and industrial facilities,

e scarch for seepage of water at the edges of landfills and mining waste
heaps,

e Jlocating springs and moisture anomalies,
e investigation of natural and artificial drainage systems,

e Jlocating areas of high and low permeability to water,
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e recognition and monitoring of areas of destabilization,
e investigation of vegetation vitality,

e assessment of surface water conditions,

e delineation of fractures and lineaments,

e inventory of sites suspected to be contaminated,

e mapping of land use patterns and biotops, and

e search for potential new waste disposal sites.

3.1.3 Fundamentals

Remote sensing utilizes electromagnetic (EM) radiation in the ultraviolet,
visible, infrared, and microwave portions of the EM spectrum to obtain
information about the Earth’s surface with sensors carried by either an aircraft
or satellite. Active and passive methods are used for remote sensing. Passive
methods (see Chapters 3.1 - 3.3) use reflected solar radiation and radiation
emitted from a surface. Active remote-sensing systems (Chapters 3.2 and 3.3)
have their own source of radiation (e.g., radar or laser).

Interaction of electromagnetic radiation with the Earth’s surface provides
information about the reflecting or absorbing materials. Due to the small
wavelengths of EM radiation used (nanometer to micrometer range) there is
limited penetration of the targeted (optically thick) land surface objects. Given
the proper atmospheric transmission, remotely sensed data represent the Earth
surface conditions. Because EM radiation is the carrier of the remote-sensing
information, it is important to define the different ranges of the EM spectrum.
In the literature, it is difficult to find an unambiguous division of the
electromagnetic spectrum, since it is of continuous nature. Divisions are
commonly based on type of sensor and response of natural materials, etc. We
have decided to use the divisions of the spectrum of ERB (1989). In addition to
ERB’s divisions, we will use a further subdivision of the middle infrared
(MIR) into MIR-I and MIR-II (Table 3.1-1) for remote-sensing purposes.

The sun is the primary source of the Earth’s incident EM radiation. The
energy spectrum of the sun is almost identical to that of a black body at
5900 K. Solar radiation reflected from the Earth’s surface is in the NUV to
NIR-II (0.315 - 3.0 um). However, there are gaps in this spectral range due to
scattering, absorption, and reflection by gases, particles, and other atmospheric
constituents. Major atmospheric absorption bands appear at 1.4 pm, 1.9 pm,
and 2.5 - 3.0 um resulting from atmospheric water vapor and carbon dioxide
(KRONBERG, 1985; KUEHN et al., 2000). Little or no solar radiation reaches the
Earth’s surface at these wavelengths and they cannot be used for land remote-
sensing purposes.
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Table 3.1-1: Spectral range of electromagnetic radiation utilized by remote-sensing
sensors; spectral divisions by ERB (1989)

Wavelength A
Radiation Abbreviation
[in pm]
near ultraviolet NUV 0315 - 0.38
visible light VIS 038 - 0.78
near infrared NIR-I 0.78 - 1.4
NIR-II 1.4 - 3.0
middle infrared MIR 30 - 500
(thermal infrared) MIR-I 30 - 55
MIR-IT 80 - 150
far infrared FIR 50.0 — 1000
microwave (radar) MW 1000 - 10°

Solar radiation is either transmitted, absorbed or reflected at the surface.
Reflections can be either direct or diffuse. The proportions of reflection,
absorption, and penetration of the incident radiation at the Earth’s surface
depend on the physical, chemical, structural, and textural properties of the
surface. Molecules and chemical bonds (which make up all materials,
including soils, rocks, water, and plants) are characterized by a specific energy
level. The absorption of the incoming radiation provides the energy required
for the transition from one energy state to another. Remote-sensing systems
record the reflected radiation that reaches the sensor after its interaction with
the Earth’s surface. Hence, the properties of the soil, rock, and other materials
at the Earth’s surface are indirectly recorded in the data or images.

The maximum energy of solar radiation is within the visible part of the
spectrum (VIS) at 0.48 pm. The maximum radiation from the Earth is at about
9.7 um. Thus, the best range for recording thermal radiation from the Earth’s
surface is between 8 and 12 pm.

Within this spectral range, slight temperature variations resulting from
differences in the type of soil, soil moisture, or the presence of specific
pollutants can be identified. Therefore, thermal scanners (Chapter 3.3) are
designed to be most sensitive in the spectral range of 8 - 12 um. To investigate
hot surfaces (e.g., radiation from a blast furnace or the structure of alava
flow), a spectral range of 3 - 5 pm is more suitable.

Radiation in the visible and infrared portions of the spectrum is absorbed
by certain constituents of the atmosphere. Major absorption bands lie between
5 and 8 pm and between 13 and 30 pm. These spectral regions are usually not
used for land remote sensing. Applications of thermal remote sensing are
described in Chapter 3.3.

Vertical aerial photographs are commonly produced at scales of 1 : 20 000
(sometimes 1 : 50 000) to 1 : 5000 for applications in environmental geology.
Using a lens with a focal length of 150 mm, the flight altitude required to
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produce these scales is between 3000 m and 750 m above ground,
respectively. Standard film size of 23 cm x 23 cm then will capture an area of
4600 m x 4600 m (at a scale 1 : 20 000) or 1150 m x 1150 m (scale 1 : 5000).
The basic parameters of aerial photography, i.e., the scale (S) of the aerial
photograph, the field of view (4) of the camera, and the ground resolution
(Ry), can be calculated using the following equations (BORMANN, 1981a):

c
§=-Lt=—, 3.1.1
o (3.1.1)
h, k
A=t (3.1.2)
1
P (3.1.3)
g RL > ..
where c¢¢ is the focal length of the camera lens,
Sh scale constant,
hg flight altitude above ground,
k film frame size (usually 23cm x 23 c¢cm), and
Ry line resolution (Ipi) of the film according to the manufacturer.

Equation 3.1.3 gives an estimate of the spatial resolution, R,. To precisely
calculate the resolution of a given “film-lens” system, a contrast modulation
function has to be used which describes the relation between the degree of
contrast in the terrain and in the image as a function of object size for a given
spatial frequency domain (BORMANN, 1981b).

3.1.4 Instruments and Film

Aerial photographs are wused for both thematic interpretation and
photogrammetry. The equipment and quality standards are mainly the same.
They differ only in the films used. The following equipment and materials are
required for aerial photo surveys:

e Large format aerial cameras (7able 3.1-2) are available with different
focal lengths (Table 3.1-3). Modern survey cameras (Table 3.1-2) are fully
equipped for movement compensation (IMC-—Image Motion
Compensation). Blurring caused by the forward movement of the aircraft,
can be compensated by FMC (Forward Motion Compensation). Fuzzy film
images resulting from vibrations of the aircraft are prevented by using
a gyroscope mount.

e The “Flight Management System” (corresponds to IGI’s CCNS-4,
T-FLITE of ZUZIMAGING or Ascot of LH-Systems), which was specially
developed for survey flights on the basis of GPS, enables higher precision
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in flight management and more accurate shutter release for the specified
areas.

e DGPS (Differential Global Positioning System, see Chapter 2.5) receiver
in the aircraft and on the ground, as well as GPS for terrestrial surveying.

e Suitable film (see below in this section).

e Equipment for the developing of black and white, color and/or CIR aerial
film.

Table 3.1-2: Technical specifications for a large format aerial camera

ZEISS RMK TOP LEICA RC 30
manufacturer Z1/Imaging LH — Systems
format 23 cm x 23 cm 23 cm x 23 cm
film magazine capacity 152 m 152 m
exposure cycle time 1.5s 1.5s
weight ca. 150 kg ca. 150 kg

Table 3.1-3: Lens types for aerial cameras, ALBERTZ (2001)

Lens Type Focal length [cm] Maximum angle

narrow angle 61 33 gon (30 degrees)
normal angle 30 62 gon (56 degrees)
intermediate angle 21 83 gon (75 degrees)
wide angle 15 104 gon (94 degrees)
super wide angle 9 134 gon (122 degrees)

Depending on the task and the desired results, different kinds of film can be
used for aerial photography:

Panchromatic black-and-white film

In many countries the most common film used for aerial photographs is black
and white panchromatic film. This film is frequently applied for geodetic and
cartographic purposes, but may also be used for specific thematic mapping
tasks. The high spatial resolution allows for identification of minor fractures.
Phenomena such as changes in rock and soil type, soil moisture, or secondary
effects related to contamination can also be detected with this film.
Stereoscopic techniques using pairs of aerial photographs allow an
experienced interpreter to characterize objects at the surface of a site in detail.
SCHNEIDER (1974), KRONBERG (1984) and CICIARELLI (1991) show
a multitude of applications for panchromatic film. Updates of topographic
maps are in many countries made with panchromatic black-and-white film
(Fig. 3.1-1).
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Fig. 3.1-1: Black-and-white aerial photograph taken by the Royal Thai Survey Department
on November 11, 1995, showing the more than 35 m deep Nong Harn borrow pit near
Chiang Mai in northern Thailand. The pit is being filled with waste from the west along
a road to the bottom of the pit. The pit has steep slopes and was previously about 45 - 50 m
deep. The western part of the pit floor is covered by more than 10 m of waste. The
southern, western, and eastern slopes are covered by a plastic liner. The fine white lines on
these slopes are ropes to hold down the strips of the liners. The northern slopes have the
ropes too, but no plastic liner cover, as indicated by the brighter gray color and by the
micro-topography of the uncovered slope.

Infrared film

Black-and-white film can be sensitized to extend beyond the visible range of
light (VIS) into near-infrared wavelengths (NIR-I). This part of the near-
infrared spectrum, also referred to as the photographic infrared, ranges from
wavelengths of 0.78 um to about 0.9 um. EM radiation detected by near-
infrared film is reflected solar radiation and should not be mistaken with
thermal infrared radiation. The latter is the EM range between 8 and 15 pm
and is used for thermal imaging. Due to the intense absorption of infrared
radiation by water, near-infrared film is highly sensitive to changes in soil
moisture content. Also, near-infrared film can be used to detect changes,
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extent, and state of vegetation cover. Healthy vegetation intensely reflects
radiation in the same range. Color infrared film (CIR) has largely replaced
black-and-white infrared film for investigations of damage to forests and other
environmental conditions.

Color and CIR film

Color aerial film is used to depict a terrain in natural colors. Color film has
three light-sensitive layers for the visible wavelengths of blue, green, and red.
By substituting a near-infrared-sensitive layer for the blue-sensitive layer,
a false-color photograph can be produced. This near-infrared-sensitive layer
reacts to the intense reflection of NIR-I radiation by vegetation. As a result, if
areversal process is used for developing the film, the chlorophyll-rich
vegetation will be represented by intensive red colors and low chlorophyll
content by pale grayish red. Because there is less scattering of infrared
radiation in the atmosphere than that in the visible range, CIR film (Fig. 3.1-2)
yields sharper images with greater contrast from high altitudes than normal
color film. The increase in contrast is enhanced by the use of a yellow filter to
suppress the blue parts of light.

CIR film has proven indispensable for a broad range of thematic mapping
objectives. Environmental mapping relies on CIR aerial photography because
of its high sensitivity to changes in plant type and vitality. Methods for
mapping the vitality of trees in the vicinity of a waste disposal site using CIR
images are described in Section 3.1.6.
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Fig. 3.1-2: CIR photograph, taken by Hansa Luftbild (German Air Survey) together with
Sky Eyes (Thailand) on December 22, 2000, showing the refilled Nong Harn borrow pit
near Chiang Mai in northern Thailand. The site is surrounded by a forest of several species
of trees, recognizable by different colors and shapes of the crowns. Compaction of the
45 - 50 m thick waste in the pit creates a depression cone, visible by the blue round pond in
the middle. Usually, water in CIR photographs appears dark or black. The blue color
indicates relatively high turbidity. Chemical reactions within a landfill produce gas, which
carries water with it as it ascends and escapes at the surface. The red arrows show the flow
direction of surface water towards the pond at the surface.

Archival aerial photographs

Generally, any characterization of hazardous sites starts with an archival
search for aerial photographs to reconstruct the historical development of the
site and its surroundings. These photographs are commonly panchromatic
black-and-white. Archives of aerial photographs are maintained by
governmental survey offices, municipal administrative offices, commercial
aerial photography firms, military institutions, private archives, and users of
aerial photographs.
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Fig. 3.1-3: World War Il aerial photograph (March 24, 1945) of a destroyed industrial
complex in the Dortmund area (Ruhr district, Germany). Damaged industrial plants, from
which pollutants may have seeped into the soil, and bomb craters and pits, which may have
served as dumps, are potential hazardous sites (courtesy of Luftbild-Datenbank, Ing.-Biiro
Dr. Carls, Estenfeld).

Most wartime aerial photographs were taken during World War II. More
rarely, photographs from times before are available as well. Target
Information Sheets exist for most wartime reconnaissance flights; these define
the rationale for and the outcome of each bombing. In general, it is possible to
use these sheets to deduce which potentially toxic substances seeped into the
soil after bombing an ordnance plant or a chemical factory. These sites should
be considered to be potentially hazardous. Although aerial photographs taken
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as part of aland survey usually cover large areas, military photographs are
generally taken on linear traces with sudden direction changes (DECH et al.,
1991). The archives of the American and British governments are additional
sources of historical aerial photographs. There are also archives of aerial
photographs which were taken during military actions by the American or
British army since World War II. Figure 3.1-3 shows an archival aerial
photograph taken in 1945. In general, private consulting companies are
specialized in archive searches for these wartime aerial photographs.

Oblique aerial photographs

Geo-environmental assessments may require oblique aerial photographs, when
overviews of large areas are needed (Fig. 3.1-4). Oblique photographs may
prove particularly valuable in the early phases of a project when the overall
site is being characterized.

Fig. 3.1-4: Oblique aerial photograph taken on May 11, 1993, looking westward across the
waste incineration facilities at Gallun, south of Berlin, Germany, (foreground) and the
northern part of the Schoneiche landfill (middle ground) to the Schoneicher Plan landfill in
the background. (Photo: F. BOKER and F. KUHN, BGR).
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Interpretation instruments

The thematic evaluation and interpretation of aerial photographs can be
carried out using a mirror stereoscope or a digital stereoplotter. Stereoscopes
are available in various shapes and sizes.

3.1.5 Survey Practice

Important aspects in planning and carrying out an aerial photography survey
are selection of the camera, objective and navigation system, scale, ground
resolution and flight altitude, flight path and spacing of flight lines, selection
of a suitable film, choice of season and time of day, weather conditions, and
ground check and logistics. For scale, ground resolution and flight altitude see
Section 3.1.3. State-of-the-art instruments and films are described in
Section 3.1.4. Aerial photography surveys, which now are semi-automated
with modern navigation and camera systems, require extensive sophisticated
equipment and techniques. As already mentioned in Section 3.1.1, aerial
photographs should be taken with 60 - 90 % overlap in the direction of flight
for stereoscopic restitution to be carried out. An overlap of approximately
35 % is needed between adjacent flight lines to allow for flight irregularities
(Fig. 3.1-5). Current aerial film has different spectral sensitivities and
geometric resolution (see Section 3.1.4). The film must be transported from
the flight area to the photo lab and developed strictly following manufacturer’s
instructions.

Ground control point coordinates for rectification of aerial photographs
may be determined after a flight and the film has been developed in a separate
GPS survey if no reference data set is at hand. For this task it is necessary to
select and carefully mark control points in the aerial photographs as well as
some additional points that can be used if the selected ones are inaccessible on
the ground. During the ground survey it is helpful to carry out photographic
documentation or sketches of the terrain at the control point to confirm the
relationships between the images at later stages. Coordinates of ground control
points must always be determined at ground level in order to avoid a shift
between the on-site measurement and the control points on the aerial
photograph (e.g., roofs and masts). Particularly suited for control points are
geometric man-made features such as street intersection and trail crossings,
junctions, bridges, and the corners of buildings and walls.
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Fig. 3.1-5: A 60 % forward overlap and a 35 % flight-path overlap (sidelap) are necessary
for effective stereoscopic evaluation (3-D) of photo pairs, after SCHNEIDER (1974)

The time of acquisition of the aerial photography is acritical factor in
maximizing the value of aerial photographs for interpretation (BOKER &
KUHN, 1992). Vegetation often covers geological features. Therefore,
photographs for geologic interpretation should be taken during seasons with
minimum vegetation. In temperate climate zones for example, aerial
photographs taken in early spring after the snow has melted and the surface
has dried up, and before the vegetation has fully emerged, are well suited for
separating different kinds of soils and rocks and for detecting fractures and
permeability anomalies. On the other hand, the existence of pollutants in
specific areas may be recognized on the basis of certain vegetation patterns. In
this case, and for mapping land use patterns and biotopes, it is better to use
aerial photographs taken during the summer. Data about damages to
vegetation caused by contamination should be acquired during the second half
of the growing season in the late summer to early autumn. Taking photographs
during this season avoids both the springtime vegetation burst, when small or
moderate changes in vitality are hard to detect, and the rapid seasonal decay in
late autumn.

In the climates of the subtropics and tropics, the alternation between the
temperature and moisture conditions of rain and dry seasons determines the
time of aerial photo acquisition. For investigations of barren soils, rocks, and
geological structures the best time is at the end of the dry season, when the
vegetation cover is at its minimum. If the vegetation itself is the object of
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evaluation, e.g., for land use or biotope mapping, forest inventory and vitality
evaluation, the beginning of the dry season is the best time for the
photographic survey. The vitality of the vegetation is commonly still high at
this time and visibility from the air is good for taking aerial photographs.

Weather conditions are an important factor when acquiring images for
geologic interpretation because soil moisture can greatly affect the quality of
data interpretations. In some instances, it will be even useful to acquire data at
a low altitude of the sun (10° to 30° above horizon), since low-relief forms
appear enhanced by the more pronounced shadows on the ground. This
increases the chance of detecting subtle geologic features, such as fractures.
Consequently, the experience of the remote-sensing specialist is crucial in
determining the appropriate strategy for acquisition and interpretation of aerial
photographs.

The interpretation should be combined with at least two ground checks,
one just before the survey —to establish a classification scheme, i.e.,
interpretation key — and one at the end of the survey.

3.1.6 Interpretation of Aerial Photographs

The most important image characteristics and landscape factors used in
mapping vegetation, soil, rocks, and geologic structures from aerial
photographs are:

e photographic gray scales,
e morphology,

e vegetation,

e drainage systems,

e geologic structures, and

e patterns related to land use.

Fig. 3.1-6 (next page): Generalized schematic of a landfill with a permeable base and
without a drainage water collection system (top is a plan view and bottom is a cross
section) showing structures, features, and properties that may be identified with remote-
sensing techniques, depending on the site conditions (examples in Section 3.1.9)
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These features are described, discussed and illustrated by MILLER & MILLER
(1961), KRONBERG (1984) and SABINS (1996).

An evaluation of the environment using remote-sensing data requires
consideration of further aspects (example in Fig. 3.1-6). Indicators of tectonic
fractures, potential pathways for pollutant migration, and the water retention
potential of soil layers, as well as anthropogenic features of a landscape, need
to be considered. The most practical features for identifying anthropogenic
components of a landscape in aerial photographs include the following (DODT
etal., 1987):

e anomalous topography that may indicate waste disposal sites, mine spoil
heaps, excavation work, etc.,

e anomalous gray-scale patterns that might indicate contaminated soils,
filled-in depressions, spread of leachate from waste disposal sites,
abandoned industrial sites, etc., and

e vegetation anomalies that might indicate contaminated soil and
groundwater.

Conventional and digital processing methods are used for the interpretation of
aerial photographs with digital processing having become more important in
the last years.

Digital mapping and interpretation systems use the original aerial
photographs, which are interpreted using a high quality stereoscope with a
zoom lens, as well as computer hardware and software to calculate image
coordinates and parallax for precise determination of distances and terrain
elevations. Such systems allow mapping and GIS-related recording of terrain
features.

Photogrammetric mapping systems use a pair of stereoscopic orthophoto-
graphs on the screen, where they can be viewed and interpreted through
a special pair of glasses.

It has to be evaluated before starting a project, whether the objectives of
the interpretation can be achieved with the available aerial photography.
Generally, detrimental impacts on water, soil and vegetation can be better
understood and evaluated when previous events or the initial conditions are
known. Therefore, if human activity at the site occurred over a long period of
time, historical photographs of the site and its surroundings should be
incorporated as much as possible. Color or better CIR aerial photographs are
especially suitable for such a site investigation.

Chronological development of waste disposal, industrial or mining sites
In order to assess the contamination potential of waste disposal, industrial or

mining sites multi-temporal analyses of archival aerial photographs
(Figs. 3.1-7 and 3.1-8) have been proven to be auseful tool. This method
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requires aerial photographs taken frequently over a relatively long period of
time to investigate spatial and temporal changes in natural and man-made
features. Historical photographs reveal the kind of activities at the site, where
and how the waste disposal started, the type of waste (liquid, scrap, dust, etc.),
and disposal of dangerous waste in barrels or as mud. These investigations are
even more important when no documents or only fragmented records about
the activities exist. Multi-temporal analyses of archival aerial photographs are
also useful for an inventory of sites suspected to be hazardous. The results can
be stored and updated in a geographical information system (GIS — see Part 6).

Evaluation of the former environmental and geological situation at the
location of a current landfill

Many old waste deposits are in natural or excavated holes, such as sinkholes,
caves with openings at the surface, abandoned quarries, and clay or gravel
pits. Remote-sensing data predating a landfill can be used to estimate its
present subsurface characteristics (Figs. 3./-9 and 3./-10). Under certain
conditions, current remote-sensing data of the surroundings might be
extrapolated to zones below the landfill, but archived aerial photographs are
normally the best source of such information. Shallow geophysical methods
can also be used to estimate the subsurface characteristics, but at greater
expense and more limited capability to characterize the layers below the
landfill. For the investigation of such sites the following aspects are relevant:

e surface characteristics prior to landfill operations,

e spatial distribution of impermeable and permeable soil and rock (to
determine potential areas for spreading of leachate),

o formerly waterlogged areas now underlying present landfills,

e natural and/or artificial drainage systems that provide pathways from the
waste disposal site into the surrounding area.

Springs, permeability and soil moisture anomalies, indications of water
seepage, and natural and artificial drainage systems

Springs and moist areas associated with a lack of ground cover usually appear
darker in black-and-white aerial photographs. In CIR images, areas of high
moisture content can also be recognized by the associated vegetation shown as
intense reddish colors. Signs of wetness on the surface may be associated with
slight changes in topography or with the presence of impermeable, near-
surface beds. Anomalous plant growth, discoloration of soil, or visibly wet
areas at a landfill’s edges indicate possibly contaminated seepage water and
potential groundwater contamination (Fig. 3.1-11). Plant growth depends,
among other factors, on the permeability of the soil and the underlying beds.



40 3.1 Aerial Photography

The lighter colored areas in Figure 3.1-12 correlate with areas of poor plant
growth due to the sandy soil and the permeable beds there. Precipitation and
leachate from the neighboring landfill can migrate through this permeable
material directly into the aquifer. If wet areas are detected near to a waste
disposal site, as shown in Figure 3.1-13, chemical analysis of surface and
groundwater samples is recommended. Natural surface and subsurface
“channels”, like frost cracks in glacial till and erosion trenches in boulder clay
filled with sandy, permeable material can act as pathways for leachate from
landfills, industrial and mining sites. An artificial drainage system and
drainage ditches may have to be installed when the water flow is blocked by
impermeable rocks and soils or when the water table is high (Fig. 3.1-13).
During deposition of the waste, drainage ditches are often filled with
permeable materials, such as excavated soil, building rubble, or waste. In
contrast, irrigation ditches have to provide, for example, agricultural fields
with additional water during dry seasons or when the water table is too deep
for the plant roots to reach it. A dense network of irrigation ditches through
cultivated land, in rice paddies for example, may later be covered by a landfill
(Fig. 3.1-14). Waste disposal and other sites suspected to be hazardous have to
be investigated for signs of artificial or natural drainage systems. The results
of these investigations help to determine the pathways for the migration of
contaminated leachate and identify potential hazards.

Recognition and monitoring of destabilization of the ground

Knowledge about the stability of the ground is necessary for risk assessments
of waste disposal, industrial and mining sites. Recent and historical aerial
photographs often contain indications for destabilization of the ground, e.g.,
subsidence caused by subrosion and mining, landslides or sinkholes. Terrain
features indicating destabilization of the ground are fracturing, subsidence of
the land surface, caving to the surface, slippage along bedding planes on
slopes, breaks, as well as tensions and relaxation indications. These features
can also be seen in the aerial photographs as changes in topography, soil
moisture, roughness, water permeability and vegetation. If the slope angle of
landfill or mining spoil heaps and/or other geotechnical parameters are not
suitable, collapses of the deposited material can be expected. Such features
can also be observed and monitored by aerial photography (Fig. 3.1-15).

Vitality of vegetation

Plants, in particular trees are very good indicators of the presence of hazardous
substances in the air, soil, and groundwater if they are in contact with the
contamination via roots or leaves. CIR film is a good tool for evaluating such
damage because of its sensitivity to the near infrared (NIR-I) wavelengths.
This part of the electromagnetic spectrum indicates the condition of vegetation
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that is not observable to the human eye. The appearance of atree under
environmental stress is different from that of a healthy tree. The red color of
healthy vegetation in CIR aerial photographs results from the strong reflection
of near-infrared radiation by the chlorophyll in leaves. In general, lower
chlorophyll content, causes less reflection of NIR-I radiation. Thus, the color
of unhealthy leaves and needles in the photographs will become less red in
proportion to the degree of vegetation “greenness”. Different tree species often
show different color changes in CIR photographs in response to stress, e.g.,
damaged oaks and willows turn black, birches, alders, and willows turn
brown, linden trees (7ilia) turn bluish-green, and silver willows become
whiter. In addition, a decrease in tree vitality is also recognizable by the
typical thinning of the crown, caused by the loss of leaves and small branches.
In the photograph, a decrease in vitality turns a crown into a more open shape
with visible branches. A vitality scale with 4 to 5 steps can be worked out for
each species on the basis of changes in the color, interior structure and shape
of the crown. These three criteria were developed during forest inventories
using appropriate interpretation keys (MURTHA, 1972) and have also used in
tropical forests (DE MILDE & SAYN-WITTGENSTEIN, 1973; TIWARI, 1975;
MYERS, 1978). Such forest surveys in Thailand using aerial photographs have
been described by TANHAN (1989). A color key for photo interpretation
developed immediately after the aerial CIR photographs are taken can
eliminate potential errors due to seasonal or weather-related changes in
vitality. Areas with a shallow groundwater table, where the transport of the
pollutants and contact with the roots is ensured for a long period of time and
over a large area, are best suited for detection of contamination. In contrast, if
a waste site is situated on top of ahill, where there is a deep groundwater
table, the method might not work. Wind causing movement of the vegetation
at the time the aerial photographs were taken reduces the applicability of the
method. The following issues must be considered for an assessment of vitality:

e only trees of the same species and similar age are comparable and

e Jlocal and biological characteristics for differences in vitality (e.g., local
dryness or moisture, parasites, diseases) should be excluded.

This is especially important in regions with a distinct separation of wet and
dry seasons. Even during the dry season, changes in topography and
associated groundwater levels, springs or different permeability of underlying
deposits play an important role. Except for the evaluation of isolated trees, the
analysis of a wood’s edge may reveal trees which have been more intensively
damaged by frequent exposure to toxic substances transported by wind than
the trees deep inside the forest. Thus, by including information about
prevailing wind direction, the toxic emissions may be traced back to their
origin.

Suitable scale to evaluate trees in a CIR photograph is between 1 : 2000
and 1 : 10 000. Because shadows can disturb the interpretation, the sun should
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be high above the horizon during photo acquisition. Figures 3.1-16 and 3.1-17
show the influence of contaminated water seeping from a landfill towards
nearby trees in an area with a high groundwater level.

Assessment of surface water conditions

Surface water and groundwater from waste disposal, industrial, mining or
agricultural sites may contain contaminants. Such contamination in receiving
streams, ponds and lakes is indicated in CIR aerial photographs as cloudiness
and changes in the color of surface water. Water bodies are normally black in
CIR photographs since water absorbs most of the radiation. In this context,
color photographs including shorter wavelengths of the visible blue and green
are more suitable since they are less absorbed and penetrate deeper into the
water surface. The Fig 3.1-18 photograph indicates blue colors for water
bodies emphasizing the stronger reflection in shorter wavelengths due to
higher concentrations of insoluble contaminants and algae.

Lineaments

Fractures are often easily detected in aerial photographs (Fig. 3.1-19). They
are recognizable as linear changes in topography, drainage patterns or patterns
of vegetation, as well as by different colors of rocks and soils (MILLER &
MILLER, 1961; KRONBERG, 1984 and SABINS, 1996). If morphologically
expressed, fracture systems can be best observed in images obtained at low
sun angles. Additionally, fractured rocks show signs of enhanced weathering
and erosion. Based on information about fractures obtained from the
evaluation of aerial photographs, further geophysical investigations can be
assisted and better planned.

Biotope and land use mapping

Aerial photographs are a primary source for the mapping of biotopes and land
use, because of their excellent spatial detail they provide. Because different
kinds of plants can be better distinguished in CIR photographs than in normal
color or even panchromatic aerial photographs, they are essential for this kind
of problem. Such surveys are carried out worldwide for planning and regional
natural resource management. Figures 3.1-20 and 3.1-21 show an example of
apoorly chosen location of an industrial plant and its disposal site
immediately next to Esch-sur-Alzette in Luxembourg. The legend and key for
interpretation depend on the legal requirements, standards for regional
planning documents and the pattern of land use. The standard system for land
use mapping in Thailand was designed by the Department of Land
Development in 1982, based on black and white aerial photographs at a scale
of 1:15 000 (WACHARAKITTI, 1982).
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The mapping of biotopes differs from land use mapping. The botanical and
forestry classification is more detailed. The quality of such an inventory
depends on the expertise of the remote-sensing specialist to recognize all
categories of the rather sophisticated classification system. Nevertheless, the
interpretation results need to be confirmed by ground checks. The time
required for interpretation depends on the complexity of the classification
scheme. Classification systems for biotopes with hundreds of different types
are common in Central Europe.

Search for new waste disposal sites

Remote-sensing data, particularly when combined with more traditional
geologic and geophysical tools, can be used during the planning and
development of new disposal sites. Information on the following features can
be derived from aerial photographs:

a) impermeable rocks at the location of the planned waste disposal site,

b) existence of natural and artificial drainage systems,

¢) substrate with a high permeability,

d) fractures,

e) shallow groundwater table at the site of interest, springs and marshy areas,
f) indications of landslides, and

g) previous human activities (e.g., former gravel pits, quarries, mining) which
might have increased permeability of the underlying rocks.

3.1.7 Quality Assurance

For high quality aerial surveys in site investigation, the basic technical
standards must be met (SCHWEBEL, 2001). In Germany, these standards are
obligatory in accordance with the DIN standard (DIN 18740 -1) and
European standards at a similar level are in preparation (BALTASAVIAS &
KAESER, 1999). The quality of site investigations by aerial photography
depends on:

e the equipment and the technology used,
e the conditions when the aerial photographs are being taken, and

e the quality of the film processing and photo interpretation.
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Equipment and techniques:

1. Large format aerial cameras must be recalibrated every two years in
accordance with ISPRS guidelines (ISPRS = International Society of
Photogrammetry and Remote Sensing).

2. The camera should be mounted on a gyroscope.

3. The focal length of the camera lens must be selected on the basis of the
topography in the area of investigation. As a rule, the focal length should
not exceed that of a wide angle lens.

4. Aerial photographs should be taken with full IMC (Image Motion
Compensation) and FMC (Forward Motion Compensation).

5. High-precision DGPS must be used based on ground reference stations
closer than 50 km from the project area.

6. High-resolution aerial film that yields at least 30 Ip/mm (Ip = visual line
pair) must be used.

7. Storage and usage of film: Experience is needed if good results are to be
obtained with film for aerial photography, especially CIR film. The film’s
age and how it is stored before and after exposure influence the quality of
the photographs. The film should be stored according to the manufacturer’s
instructions (e.g., at -18 °C). A film stored at very low temperatures should
be defrosted before use and should be kept cold during transport to the
photo laboratory. The film must be developed following the
manufacturer’s instructions. For quality assurance, sensitive CIR film
should be handled according to the VDI guidelines (VDI-GUIDELINE 3793,
1990).

8. Appropriate filters must be used to obtain images with optimum color
differentiation. This means a blue filter is required for CIR film.

9. Photographic scales between 1 : 2000 and 1 : 10 000 are recommended.

10. Forward overlap of 60 % and a sidelap of 35 % are necessary for
stereoscopic processing (Fig. 3.1-5).

11. It is important that the maximum deviation from the planned flight line
does not exceed 100 - 150 m.

12. The preferred flight direction is north—south.
Conditions while taking aerial photographs:

1. A cloudless sky and a minimum visibility of about 10 km are required.
There should not be any ground haze.
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2.

The timing of an aerial photo survey depends on the weather and seasonal
development of the vegetation within the investigation area, thus, the
objective of the survey determines the time of the survey.

Processing and interpretation:

1.

For most thematic surveys, at least two groundchecks are necessary: one
for preparing the interpretation key, the other one to confirm the results of
the interpretation. The ground control points for the aerial photographs and
in the terrain must be recorded with comprehensive documentation; the
more detail the better.

. For interpretation, aerial photographs have to be viewed stereoscopically.

For most applications, misinterpretation can be expected if the photographs
are viewed only two-dimensionally.

3. High-precision aerial photo scanners should be used.

A rectification program for elimination of geometric image shifts must be
used.

. If results from previous investigations or other methods exist, they should

be incorporated into the interpretation. An interdisciplinary approach
improves the recognition and understanding of details in aerial
photographs.

Aerial photo interpretation is limited by the specifications of the film used
in the aerial photo survey, by vegetation cover, and poor weather
conditions.
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3.1.8 Personnel, Equipment, Time Needed

Time
Personnel Equipment needed
[d]
special survey aircraft with
taking acrial photographs 2-3 techr.nc'lans flight management system, 1
or specialists aerial metric camera,
aerial film
film development 1 technician | 1 roller transport processor 1
search for archived aerial | archivist 3.14
photographs
scanning of the aerial photographs 1 technician I photogrammetric 0.5
scanner
evaluation of development of | specialist 1 stereoscope 2.5
a landfill, industrial or mining site P 1PC
evaluation of the available data about
environmental conditions and | specialist 1 stereoscope 515
geology of a landfill, industrial or P 1PC
mining site
mapping of seepage water at the - 1 stereoscope
edges of landfills I specialist 1 PC 03
eva'luatlon of springs and soil I specialist 1 stereoscope 05-5
moisture anomalies 1PC
investigation of natural and artificial . 1 stereoscope
. 1 specialist 1-2
drainage systems 1PC
fracture analysis 1 specialist I stereoscope 5-15
1PC
evaluation of destabilization of | specialist 1 stereoscope 1-5
landfill or mining waste heap slopes p 1PC
mapping of vegetation vitality 1 specialist ! stelreI()) écop ¢ 5-15
assessment of surface-water | specialist 1 stereoscope 1.2
conditions p 1PC
mapping of land-use patterns and i 1 stereoscope )
biotopes 1 specialist 1 PC 5-15
inventory of other suspected 1 stercoscone
contaminated sites in the area around | 1 specialist p 3-15
. . L 1 PC
a landfill, industrial or mining site
search for a new waste disposal site 1 specialist ! stelrelg)écop ¢ 3-15
ground check 1 specialist 1 4WD vehicle 1-5
digitalization of one thematic map 1 technician 1 PC 05-5
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3.1.9 Examples

Development of a waste disposal site

Two aerial photographs of the Schoneicher Plan waste disposal site near
Berlin, Germany, are shown in Figures 3.1-7 and 3.1-8a. They were taken in
1992 and 1967, respectively. An interpretation of the 1967 photograph by
KRENZ (1991) is given in Figure 3.1-8b. These aerial photographs allow
a chronological investigation of the disposal site. The areas where waste was
dumped and the technology used can be identified in good quality aerial
photographs, and the risks of these waste deposits can be evaluated.

Fig. 3.1-7: Panchromatic aerial photograph (photomosaic) taken on May 15, 1992, showing
the areal extent of the Schoneicher Plan waste disposal site (courtesy: Luftbildsammelstelle
der Landesvermessung und Geobasisinformation Brandenburg)
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Legend

Topography after topographical survey sheet TK 10
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Fig. 3.1-8: (a) Aerial photograph taken on June 23, 1967; (b) Interpretation by KRENZ
(1991) on a topographic base map from 1982 (source: Bundesarchiv (Federal Archives of
Germany)



Environmental Geology, 3 Remote Sensing 49

Evaluation of the previous environmental and geological situation at the
location of an operating landfill

An aerial photograph from 1991 (Fig. 3.1-9) depicts an abandoned waste
disposal site southeast of Ludwigslust in Mecklenburg-Vorpommern,
Germany. The stereo-pair from 1953 (Fig 3.1-10) shows that the site was
a gravel pit that has been filled with waste. Leachate from the waste site has
direct access to the uppermost aquifer, which is exposed at the sides of the pit
without the benefit of any natural filtering through soil. This would have
occurred if the waste site had been placed on the natural surface instead of in
a man-made depression.

The depth of the pit (and thickness of the waste), the areal extent of the old
activities and the quantity of waste were determined by interpretation of the
1953 stereo-pair. If the archived photographs had not been available, the
subsurface characteristics of the waste site could have been determined using
shallow geophysical techniques, such as dc resistivity and shallow seismic
methods, but at much greater expense and time.



50 3.1 Aerial Photography
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Fig. 3.1-9: Aerial photograph (stereo-pair) taken on July 7, 1991, showing a disused waste
disposal site (arrow) southeast of Ludwigslust in Mecklenburg-Vorpommern, Germany.
The presently covered and partially overgrown waste site slightly rises above the
surrounding terrain (printed with courtesy of the Amt fiir Geoinformationswesen der
Bundeswehr in Euskirchen, Germany). Luftbild © AGeoBw, 1991 - Lizenz B - 7A004
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Fig 3.1-10: Archive aerial photograph (stereo-pair) taken on May 28, 1953, showing a deep
gravel pit (arrow) at the location of a now abandoned waste disposal site southeast of
Ludwigslust (Fig. 3.1-9). Direct dumping of waste into the pit provides direct pathways for
contaminated leachate into the uppermost aquifers (source: uve GmbH Berlin)
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Seepage of water at the edge of a waste disposal site

Anomalous plant growth, discoloration of the soil, and visible wet areas at the
edge of alandfill indicate seepage of water from the landfill and potential
groundwater contamination at the site (Fig. 3.1-11). In general, water seeping
from of alandfill is likely to be highly contaminated. Once leachate from
a landfill is identified, further action is needed to characterize the leachate and
control or restrict its movement.

Fig. 3.1-11: CIR aerial photograph taken on August 2, 1990, showing signs of water
leachate (within the dashed rectangle) near the edge of an abandoned disposal site which
was transformed into apark in Berlin (aerial photograph: Eurosense GmbH, printed
courtesy of the Senat Department for Urban Development, Berlin)
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Areas of high and low permeability to water

Plant growth depends, among other factors, on the permeability of the soil and
the underlying beds. The lighter colored areas in Figure 3.1-12 correlate with
areas of poor plant growth due to the sandy soil and the permeable beds there.
Precipitation and leachate from the neighboring landfill can migrate through
this permeable material directly into the aquifer.

Fig. 3.1-12: CIR aerial photograph taken on July 3, 1993, of an area west of the Schoneiche
waste disposal site. Extensive sandy soil substrates responsible for impaired plant growth
can be recognized by the lighter colors, (Aerial photograph: WIB GmbH for BGR).
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Soil moisture anomalies, natural and artificial drainage systems

It is often acoincidence if archived historical aerial photographs can
contribute to the clarification of site-specific problems. Seasonal conditions
and the weather at the time the aerial photographs were taken determine their
usability. Weather conditions during areconnaissance flight in the
Mittenwalde area south of Berlin on April 10, 1945 have been optimal
(Fig. 3.1-13). New vegetation growth patterns delineated substrate and
moisture conditions in the area at the time the data was acquired. Currently,
the area of faint stripes recognizable in Figure 3.1-13 is covered by the
northern part of the Schoneiche landfill. The stripes may indicate long-term
agricultural use (old field patterns) or the existence of abandoned drainage
systems (see SCHNEIDER, 1974). Although no old drainage systems were
documented in this area, it cannot be excluded that the faint linear features
(arrow) indicate an old artificial drainage system. A ground check of such
features is recommended if they are observed within the area of a landfill. An
abandoned drainage system may still function and may transport waste
leachate away from the landfill. In this particular case, damaged plants and
slightly discolored water were observed in CIR aerial photographs of the areas
where the feature joins the Gallun Canal (Fig. 3.1-16).

The area marked by the blue circle in Figure 3.1-14 attracted attention
during a ground check because of an abnormal phenotype of a large tree. At
this time every other tree of the same species around the site had brown, ripe
fruits with only small water content. But, the fruit on this tree were still green
and juicy. The tree is at the top of the slope at the edge of the landfill. Closer
inspections revealed water seeping from the slope even during the dry season.
Interviews with the residents of anearby village, together with the
interpretation of the archival aerial photographs taken at the end of World
War II, confirmed the existence of former irrigation ditches. Obviously the
ditches are, at least to some extent, still functional beneath the covering waste.
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Fig. 3.1-13: Wartime aerial photograph taken on April 10, 1945, showing cultivated land
now covered by the northern part of the Schoneiche landfill (within dashed line). The high
contrast reveals differences in moisture content and lithology. Faint stripes (arrow) suggest
the presence of an old drainage system or long-term agricultural use (old field patterns).
(Courtesy of Luftbilddatenbank, Ing.-Biiro Dr. Carls, Estenfeld)
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Fig. 3.1-14: Archive aerial photograph taken on February 1, 1945, showing a rice field near
the city of Chiang Mai in northern Thailand. Irrigation ditches can be observed in the
photograph within the rice field, which is now a waste disposal site. The ditches act as
drainage system leading contaminants to the edge of the present-day landfill.
Dashed red line: boundary of the waste disposal site. Arrow: direction of flow in the rice
field’s irrigation ditches. Blue circle: wet area at the edge of the waste site with assumed
leachate. Archives research and acquisition by Luftbilddatenbank, Ing.-Biiro Dr. Carls,
Estenfeld, for BGR

Destabilization of mining spoil and tailings heap slope

Under certain geological conditions, the potential risk is not limited for soil
and groundwater contamination. The stability of waste disposal sites and
mining spoil and tailings heaps may be threatened as well. The stereo-pair of
aerial photographs in Figure 3.1-15 shows part of a tailings heap south of
Magdeburg, Germany. This heap (the white area on the left) contains waste
from potash production. A sinkhole caused by collapse in the potash mine
appeared near the heap in 1975 (LOFFLER, 1962 and BRUCKNER et al., 1983).
Stable conditions apparently prevail on the opposite side of the sinkhole from
the heap (no concentric collapse fractures). However, the terrain surface is
gradually collapsing along concentric fractures in the direction of the heap.
Aerial photographs taken over a period of time can be interpreted to determine
the stability of the area and predict additional collapse (KUHN et al., 1997 and
1999).
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Fig. 3.1-15: Panchromatic aerial photographs (stereo-pair) can be interpreted to predict
whether a waste heap will become unstable. Circular features at the edge of the collapse
area (diameter about 270 m) indicate ongoing collapse in the direction of the heap
(Photograph taken May 8, 1994, by Berliner Spezialflug, Luftbild GmbH for BGR).
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Vitality of vegetation

A CIR photograph and map depicting the state of health of trees in the vicinity
of the Schoneicher Plan and Schoneiche landfills are shown in Figures 3.1-16
and 3.7/-17. The landfills are 0.5 m below and 1.5 m above the groundwater
level, respectively. The uppermost, unconfined aquifer consists of sand and is
in hydraulic contact with a number of streams. Runoff from both sites mainly
passes through numerous ditches and finally flowing into the Notte Canal, to
the north of the sites. The lack of an impermeable layer, e.g., clay, acting as
a seal at the base of the landfills, allows the leachate to enter the aquifer and,
thus, the surface drainage system. The CIR image shows the area north of the
Schoneiche landfill with several rows of trees growing along both the open
and silt-filled ditches. Most of the trees are willows, black poplars, and alders.

The map (Fig. 3.1-17) was compiled using only CIR aerial photographs
from July 2, 1993, and ground check information. This map supports the
earlier assumption that contamination spreads northward from the landfill. It
can also be seen that the black poplars along the Gallun Canal northeast of the
landfill are considerably stressed. This indicates that seepage water from the
landfill infiltrates the ground via an old drainage system. However, an impact
on the health of the black poplars by the neighboring waste incineration plant
cannot be excluded.
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Fig. 3.1-16: CIR aerial photograph taken on July 2, 1993, showing an area north of the
Schoneiche landfill. The road along the northern edge of the landfill is just visible at the
right bottom of the photo (photo taken by WIB GmbH Berlin for BGR).
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Fig. 3.1-17: Map of tree vitality near the Schoneicher Plan and Schéneiche landfills;
mapped at a scale of 1 : 5000 (simplified)
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Assessment of surface water conditions

In many cases, pollution of surface water is indicated by changes in the color
of the water in the CIR photographs. The blue of the water body in the CIR
aerial photograph of Figure 3.1-18 indicates intensive turbidity. This turbidity
was determined by a ground check to be caused by illegal discharge of liquid
manure from a nearby farm.

N

Fig. 3.1-18: CIR aerial photograph of water-filled clay pits of a former brickyard north of
Ketzin, Brandenburg, Germany. The blue color indicates the discharge of liquid manure
(water bodies are normally dark or black in CIR photographs). Photograph taken
July 28, 1990, by Berliner Spezialflug, Luftbild GmbH; printed with courtesy of FUGRO
Consult GmbH, Berlin.
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Fractures

Disturbed ground and fractures are often easy to detect in aerial photographs.
The surface expression of such features is marked by changes in topography,
drainage patterns, vegetation growth patterns, and rock and soil color
differences.

A laser image (Chapter 3.3) and CIR aerial photograph of the same area
are shown in Figure 3.1-19. The CIR aerial photograph was taken on
April 21, 2000, and shows a field of young cereal (Fig. 3.1-19B). Due to the
spectral sensitivity of the film, the red color indicates healthy vegetation. In
this photograph, the intensive red indicates advanced growth of the young
plants. The vitality of the plants is due to the fertile soil, composed of thick
loess, accumulated in open fractures. The red lines in the aerial photograph
mark the individual fractures. Narrow linear depressions visible in the laser
image (Fig. 3.1-194) suggest that the ground is already subject to
displacement. The two images in Figure 3.1-19 corroborate the existence of
a fracture zone, which was also verified in the field. Since this area is still used
for farming, potential hazards to people, road traffic, and farm machinery have
to be taken into consideration.

Fig. 3.1-19: “Laser Image” (A, shaded relief map — sun elevation: 45°, azimuth: 45°) and
B Color-infrared (CIR) aerial photograph of the same part of a fracture zone north of the
lake “Suesser See” near Eisleben, Germany. Faint linear features in the laser image and
linear to curvilinear features in the CIR aerial photograph (yellow arrows) are surface
expressions of fractures.
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Mapping of land use pattern and biotopes

In many countries, land use maps are used to assist planning and decision-
making at the regional scales. The CIR photograph in Figure 3.1-20 depicts an
industrial plant and its waste disposal site. The landfill was established for
temporary storage of ferruginous dust and mud. Two mud ponds and a thin
vegetation cover are present in the southern part of the landfill. No vegetation
can develop where the dust was deposited. The land use interpretation in
Figure 3.1-21 documents the problematic location of the waste disposal site
with respect to the nearby settlement. Residential buildings are less than
100 m away from this source of dust emission (red area). Dust transported by
southerly and easterly winds may have negative affects on the health of the
residents and the agriculture fields in the vicinity of the waste site. Proper
information and planning prior to the establishment of a waste disposal site
helps to avoid such problems.

e

Fig. 3.1-20: CIR aerial photograph of an industrial plant (lower right corner) and its waste
disposal site (in the center) near the city of Esch-sur-Alzette in Luxembourg. The photo was
taken on May 27, 1999, at a scale of 1: 15000 by Hansa Luftbild (German Air Survey),
Miinster
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Fig. 3.1-21: Interpretation of aerial photographs with regard to land use as a basis for
regional planning, Hansa Luftbild (German Air Survey), Miinster

Land use mapping

Land use was mapped during an investigation of the abandoned Nong Harn
landfill near Chiang Mai (northern Thailand) using the classification system of
WACHARAKITTI (1982) adapted to the objectives of the site investigation
and using 1: 7500 CIR aerial photographs (Fig. 3.1-22). The classification
system distinguishes six hierarchic levels of land categories. The first
hierarchical level is labeled by letters, e.g., “a” for agricultural land, ™u” for
urban land, and “f” for forest land; the sublevels are labeled by numbers,
separated by periods. If in one level an attribute cannot be assigned to an area,
ablank is used instead of anumber. The more attributes that can be
recognized, the better the land use of the area can be specified.
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= Line of frees.
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Water (well)

Fig. 3.1-22: Land use map of the Nong Harn area containing the codes of all objects
recognized in the interpretation of aerial photographs



66 3.1 Aerial Photography

Inventory of sites suspected to be hazardous

An inventory of sites suspected to be hazardous in the surroundings of the
abandoned Mae Hia landfill, Chiang Mai, Thailand was performed using
historical aerial photography. The goal was to assess the different possible
sources of contamination. Due to the poor records available, the interpretation
scheme was limited to two classes. Sites and facilities with likely existence of
hazardous substances have been assigned to class 1. Less dangerous sites were
mapped as class 2. Table 3.1-4 and Figure 3.1-23 show the results of the
inventory.

Table 3.1-4: Overview of the sites suspected to be hazardous in the Mae Hia investigation
area

Class 1 Class 2

Abandoned industrial sites

motor vehicle garage 2
gas/petrol station
workshop in which wood is impregnated or is worked 1
other 19

Waste deposits
landfills 2

small sites with buried and/or heaped waste 9
litter 89

Fig. 3.1-23 (next page): Sites in the Mae Hia area of northern Thailand suspected to be
contaminated on the basis of interpretation of aerial photographs
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3.2 Photogrammetry

DIETMAR SCHMIDT, PETER HERMS, ANKE STEINBACH & FRIEDRICH KUHN

3.2.1 Principle of the Methods

Photogrammetric techniques provide reliable measurements of geometric
characteristics of Earth surface features from photographic images taken from
remote sensing platforms. These remote measurements not only include the
size, shape, and position of objects, but also their color or tone, texture, and
spatial patterns and associations. Hence, such observations can be interpreted
and analyzed with regard to their geoscientific information (Chapter 3.1) and
with regard to their geometric structures (Chapter 3.2).

Photogrammetry techniques are used to prepare maps and digital elevation
models (DEM) from remote-sensing data. Other tasks are the preparation of
orthophotographs, photomosaics, terrain cross-sections, and vector data (e.g.,
the height of a terrain slope, length of a stream, volume of a waste heap or
landfill). Most photogrammetric products derived from aerial photographs
have been used for decades. These comprehensive experiences have
developed to standards and rules assuring the quality and consistency of the
mapping products (SCHWEBEL, 2001; STUTTARD & DOWMAN, 1998).

There are alternative approaches to traditional photogrammetry. For
obtaining topography data airborne laser scanning has proven to be a
successful method (Chapter 3.3). Optical-electronic cameras (Chapter 3.3)
have also been developed for photogrammetric purposes. These sensor
systems provide geometric resolution down to the centimeter range. Digital
cameras that meet the requirements for photogrammetry processing are in an
experimental stage but are expected to widely replace conventional aerial
cameras in the near future (Chapter 3.3).

The major objective of photogrammetry is to relate the pixel coordinates
measured by the sensor as exactly as possible to the geographic coordinates
(longitude, latitude, height) of terrain points. This process involves the
removal of distortions caused by the data acquisition system (aerial camera or
scanner), perspective, and motion of the aircraft or the space-borne platform.
This processing, called rectification of the image, requires the specifications of
the camera and precise coordinates from ground control points (GCP). Two
types of digital processing are used in photogrammetry:

e Geometric correction: This interpolation method uses northing and easting,
(latitude and longitude respectively) of known terrain points and their
corresponding image coordinates in the aerial photographs to obtain a
"true-to-position" representation without consideration of location
differences in the third dimension (topography).
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e Orthorectification: A mathematical process in which transformation
parameters, including the sensor specifications (interior orientation) and
position during the acquisition of the photograph (exterior orientation), are
used to obtain the geometric relationships in the aerial photographs and
elevation data and thus remove all geometric distortions caused by the data
acquisition process.

In both cases, ground checks are essential to determine the geometric
relationship between point measurements in the photographs and the true
location on the ground. Ground control points should be well defined in the
photograph and easy to find and accessible on the ground. Points marked by
reflective foil, fabric, plastic or paint, called ground targets, may be applied
during the data acquisition to provide such control points if landscape
characteristics (e.g., large uniform agricultural areas, steppe or desert) are not
appropriate. The coordinates of the ground control points have to be surveyed
on the ground if they cannot be accurately extracted from topographic maps.
These field surveys are usually quickly and inexpensively accomplished using
GPS technology (Chapter 2.5).

Orthophotographs, photomosaics, thematic maps, terrain cross-sections,
and vector datasets derived from photogrammetry are widely used for site
investigations in conjunction with other geological, hydrological, geophysical,
and remote-sensing data. Topographic measurements acquired at different
times can be used to observe changes of landfills, waste heaps and slopes
suspected to be instable, as well as for planning and decision-making by
governmental agencies and in the business world.

3.2.2 Applications

e Preparation of orthophotographs and photomosaics,
e development of topographic maps,
e derivation of digital elevation models (DEM),

e derivation of terrain cross-sections and vector data (e.g., determination of
the height of a terrain slope, length of a stream, volume of a waste heap or
landfill).

3.2.3 Fundamentals

The most common task for photogrammetry is the preparation of maps and
comparable products, e.g., orthophotographs. While all points on a map are
usually depicted at their true relative horizontal positions (parallel projection),
an aerial photograph is distorted in a regular geometric manner. Because of
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these inherent geometric distortions aerial photographs cannot be directly used
for mapping purposes. However, the geometric distortions can be removed or
at least minimized with specific rectification procedures.

The geometric distortions result from the data acquisition process as the
Earth surface is being viewed from a single point (central projection), and
changes in terrain elevations, as well as, the instability of the aircraft causing
dislocations of image pixel coordinates. The ladder, rather irregular distortions
are minimized by compensation systems mounted on the sensor platform, e.g.,
Image Motion Compensation (IMC) and Forward Motion Compensation
(FMC), and neglected in routine investigations.

Geometric distortions of vertical aerial photographs

Distortions resulting from a non-vertical position of the optical axis in vertical
aerial photography (rarely greater than 5 gon (4.5°) and usually much smaller)
is neglected in most cases (LILLESAND & KIEFER, 1994; ALBERTZ, 2001).

Because of the nature of central projection, any variation in terrain
elevation will result in scale variations and displaced positions of ground
objects in a vertical aerial photograph.

Corresponding to Equation (3.1.1) the scale of an aerial photograph is
directly proportional to the focal length ¢; of the camera lens and inversely
proportional to the height /4, of the camera above ground. Therefore, aerial
photographs taken over terrain of varying elevation will have a continuous
range of scales associated with changes of 4, due to variations in terrain
elevations.

The location displacement of a ground object in a vertical aerial
photograph due to variations of terrain and/or object height (topography) and
central projection is called relief displacement (SABINS, 1996; GUPTA, 2003).
The amount of relief displacement d in an aerial photograph is directly
proportional to the difference A/ in terrain elevation and/or the object height
with respect to the reference plane (map plane), directly proportional to the
radial distance r from the principal point, i.e. the optical center of the
photograph, and inversely proportional to the height 4, of the camera above
the terrain:

_ Ahr

hy

d

(3.2.1)

The maximum displacement is at the corners of the photograph. Figure 3.2—1
demonstrates how elevation differences are reflected in a horizontal
displacement. Terrain depressions such as valleys and pits are shifted towards
the principal point N of the image. In contrary, elevated areas such as hills,
mountains, buildings, towers or walls are displaced away from the principal
point.
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Fig. 3.2-1: Radial distortion caused by relief, SCHNEIDER (1974)
Determination of object heights from radial distortion or shadow length

Equation (3.2.1) can be used to determine the height of an object after solving
for Ah. If the base and top of an object (building, tower, steeple, tree) are
visible in the image, the object height A% can be determined from the radial
displacement Ar' (Fig. 3.2-2) using Equation (3.2.2) (ALBERTZ, 2001).
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Fig. 3.2-2: Radial distortion due to differences in the height of the objects, ALBERTZ (2001)
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§

Fig. 3.2-3: Determination of the heights of objects from shadow length. Left: in the case of
a known sun elevation angle «. Right: if the object height A, is known, ALBERTZ (2001)
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(3.2.2)

The height of the object can be estimated from the length /' of its shadow if the
angle o with respect to the position of the sun (sun elevation angle) is known
(Fig. 3.2-3, left) (SCHNEIDER, 1974; ALBERTZ, 2001). S, is the scale constant
(Equation 3.1.1).

Ah = 1'S, tano (3.2.3)

If the height A%, of one object is known, the height Ak, of other objects
(Fig. 3.2-3, right) can be determined using Equation (3.2.4) (ALBERTZ, 2001):

15 Ahy

Ah, =
2 3

(3.2.4)

Simple rectification of vertical aerial photographs

A simple rectification procedure can be applied in case of flat terrain. As a
rule of thumb, a terrain can be regarded as flat if the elevation differences are
less than the scale constant S, (Equation 3.1.1) divided by 500. Table 3.2-1
gives the elevation differences for which terrain can be regarded as being flat,
and the resulting position errors as a function of map scale.
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Table 3.2-1: Permissible elevation differences for which a terrain can be regarded being
flat and resulting position errors as a function of map scale (LUSCHER, 1944; SCHNEIDER,
1974)

Map scale Pern'lissible elf:vation Resulting'position
difference in m error in m

1: 1000 2

1: 2000 4 2

1: 5000 10

1:10000 20 10
1:25000 50 25
1:50000 100 50

Graphical, optical-photographic, and digital image processing methods are
available for rectification of aerial photographs in areas with flat terrain
(ALBERTZ, 2001). The perspective relationship between the plane of the image
and the ground surface can be unambiguously determined from four ground
control points with known coordinates (e.g., from GPS measurements) that
can be accurately located in the photograph. In digital image processing the
relationship between the point locations on the image plane and on the ground
surface can be expressed by two equations. The coefficients in the equations
are determined from the ground control points and solved respectively.

Stereometric processing of vertical aerial photographs

Acrial photographs successively taken along a flight line usually overlap by
approximately 60 %. The area of overlap allows for stereoscopic viewing, i.e.,
viewing the two images simultaneously using stereoscopic instruments.
Viewed with the proper spacing of the images, the area is presented in three
dimensional perspective. The photographs must have about the same scale, i.e.
they must be taken from a similar sensor flight elevation. Satellites, e.g.,
IKONOS and QuickBird-2 have the capability to tilt the line-of-sight in either
the along-track or the across-track direction to generate both along-track and
across-track stereo pairs of photographs (GUPTA, 2003).

Stereoscopic viewing and measurement is based on the “principle of
parallax”, which is fundamental to photogrammetric processing. Parallax is
the apparent displacement of the position of stationary objects caused by a
shift in the position of the viewer, e.g., apparent location difference of a target
in two consecutive, overlapping aerial photographs. In vertical aerial
photographs, parallax displacements only occur parallel to the flight line.
Distortions due to aircraft instabilities affect the compatibility of photographs
for stereometric processing. Figure 3.2-4 illustrates the concept of parallax
and the geometric relations in stereoscopic viewing for overlapping vertical
aerial photographs.
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Fig. 3.2—4: Concept of Parallax: sterecoscopic viewing of overlapping aerial photographs
and geometric relationships, SCHNEIDER (1974)

For stereoscopic processing, the first photograph in the flight direction has to
be aligned on the left side of the stereoscope and the overlapping photograph
on the right side. The image centers (nadir points) N'; and N", of the aerial
photographs have to be determined and the nadir point in the left photograph
is marked on the right one and vice versa (Fig. 3.2-4). The flight line axis can
be found by connecting the nadir points N'; and N";.

Point A on the ground is represented in the stereo pair of photographs as A'
and A". The distances from nadir points N'; and N", to the image points A'
and A" are x' and x". The difference p = x' - x" is called the parallax of point A.
For the parallax p the Equation (3.2.5) can be established:

% _ % _ (3.2.5)
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The focal length of the camera lens is £, the height of the camera above a point
on the ground is 4. The horizontal distance b between the exposure points N;
and N, is called the air base. Equation (3.2.5) can be solved with respect to #,
as shown in Equation (3.2.6), and be used to estimate the elevation of the
terrain:

hetb (3.2.6)
p

The height A% (in meters) of an object can be determined from measurements
of the parallax difference Ap in the positions of the top and base of the object
measured in hundredths of a millimeter:

hy Ap

Ah:-—’
b — Ap

(3.2.7)

where /' is the horizontal distance between points N'; and (N',) in Figure 3.2-4
measured in hundredths of millimeter range, and 4 is the flight elevation
above ground in meters.

Measurements of object height and elevation differences are made with
stereoscopic instruments. Numerous instruments such as lens stereoscope,
mirror stereoscope, and analytic data processing systems are available but
differ in their technical capabilities. In stereometric processing the three-
dimensional coordinates with respect to a reference plane can be calculated for
any terrain point and/or object. These relative coordinates are transformed
using ground control points into the (absolute) coordinates of the national or
international topographic reference system!. Photogrammetric processing is
predominantly carried out in a digital environment.

Automatic digital stereoscopic restitution is carried out in three steps:

1. Calculation of the spatial coordinates and parallax: An automatic
recognition process for image correlation searches for and determines
identical (corresponding) points in a pair of scanned stereoscopic images.
Corresponding image points are identical terrain points in both images of a
stereo pair. The spatial coordinates of these points and their parallax are
calculated.

2. Introduction of ground control point coordinates and development of a true
position model: The parallax values only reflect relative height differences.
Thus, ground control point coordinates (from GPS measurements,
topographic maps, etc.) are to be included in the dataset. They allow

! The most important reference systems for worldwide applications are the UTM-system
(Universal Transverse Mercator system), the MGRS (UTMREF) for military operations
and the UPS-system for polar regions.
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determination of absolute heights and are used to derive a true position
elevation model.

3. Interactive modifications: The elevation model is improved interactively
by editing areas with no or incorrect data. Objects which are not required
(e.g., houses, trees) are eliminated.

Further detail for photogrammetric processing is given, e.g., by HALLERT
(1968); ALBERTZ & KREILING (1989); WOLF & WITT (2000); EGELS &
KASSER (2001).

Digital elevation models (DEM) can also be prepared by digital
stereoscopic restitution. Figure 3.2-11 illustrates the results of the digital
stereoscopic restitution of a landfill.

Differential rectification of vertical aerial photographs

If displacements caused by large elevation differences exceed a specified
tolerance (see Table 3.2-1), differential rectification has to be applied to
transform the data and correct for these distortions. This process eliminates
displacement caused by topography resulting in an orthophotograph. Such
rectification is more complex and more expensive than simple interpolation
and requires detailed elevation data, typically an elevation model. Detailed
elevation data are usually derived by digitizing contour lines from existing
topographic maps. If such maps are not available or are insufficient, elevation
information has to be determined by stereo photogrammetric restitution of the
aerial photographs or by other methods such as airborne laser scanning.
Ground control point coordinates and the camera specifications described in a
calibration certificate (provided by the company that conducts the aerial
photographic survey) are required in addition to elevation data.

3.2.4Instruments

Common remote sensing instruments used in photogrammetry are described in
Section 3.1.4. Table 3.2-2 gives an overview of the technical specifications of
photogrammetric scanners. Photogrammetric scanners are used for digitizing
analog aerial photographs for digital image processing. In addition, airborne
laser scanners are used as an alternative to traditional aerial photography for
three-dimensional imaging of terrain.
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Table 3.2-2: Types of photogrammetric scanners, modified after BALTSAVIAS & KAESER
(1999)

LH Systems/DSW Z1/Imagin
Name *500 ISMXLA10 |yl Sean 2001
Swissphoto 71 Imaging
manufacturer LH Systems, USA | Vermessung AG, ?
. Germany
Switzerland
scan pixel size [um] 4-20 10 - 320 7-224
radiometric resolution
[bit] (10 bit internal/ 10/8 or 10 10/8 10/8
8 bit output)
scanning format x/y [mm] 265/265 254/254 275/250
roll film width/length 35-241/152 211 245/150
[mm/m] manual, automatic | manual, automatic | manual, automatic

3.2.5 Survey Practice

Aerial photographic survey practice is described in Section 3.1.5 and survey
practice of nonphotographic imaging systems is described in Section 3.3.5.

3.2.6 Processing and Interpretation of Data
Derivation of orthophotographs, photomosaics and topographic maps

Orthophotographs are determined from aerial photographs using a perspective
projection where displacements from the tilt and topography have been
removed. Once projected, orthophotographs have a consistent scale
throughout the image and can be used as for mapping purposes. An assembly
of several overlapping and/or adjacent aerial photographs, satellite or scanner
images joined together to a continuous spatial representation is called a
photomosaic.

The preparation of orthophotographs and photomosaics starts with the
scanning of aerial photographs and ground checks of control points using GPS
or other reference data. Aerial photographs with scales finer than or equal to
1: 15000 should be used. The resolution of photographs at coarser scales is
usually too low. Optimal definition of the scanning resolution has to consider
that at least four pixels are needed to clearly identify an object. As a rule of
thumb, this means: scan resolution < (scale x desired resolution of an
orthophotograph)/2, with the “scan resolution” (pixel size) in pm and the
“desired resolution of an orthophotograph” in m. For example, if the
orthophotograph is to resolve details of 0.5 m in size and the scale of the aerial
photograph is 1 : 7500, then 1/7500 x 0.5 m = 66 um. To adequately satisfying



Environmental Geology, 3 Remote Sensing 83

the rule of thumb, the pixel size for scanning should be 30 um resulting in a
square of four pixels that is 60 um for a side.

In order to obtain sufficient accuracy, the aerial photograph should be
rectified by simple rectification, stereometric processing or differential
rectification (Section 3.2.3). The decision for which rectification method to be
used depends on the elevation differences in the area of interest. The limits for
simple rectification are given in Table 3.2-1. For areas with greater
topographic differences, differential rectification with an elevation model is
the appropriate method to prepare precise orthophotographs and thematic
maps.

Rectification procedure

Digital image processing is commonly used in photogrammetry. In its basic
form of understanding, an input image is processed by a transformation
function into an output image. The processing can involve changes in the
geometric relationships and the radiometric content of the image. Radiometric
transformations change the gray values of the pixels, e.g., in order to improve
the spectral quality or contrast of the image. The geometric projection of an
image onto a horizontal reference plane is called rectification or restitution.
The spatial relationship between image coordinates and reference plan
locations (e.g., the Earth's surface) is determined by ground control points.
These points are used to rectify the output image into a topographic reference
system.

A (difficult problem in the rectification is the determination of the
transformation functions. Quadratic equations are suitable but require at least
six control points to determine the equation coefficients. A location precision
of less than one pixel can be obtained. Two approaches are commonly used to
transform to original pixel values to the rectified image using these equations
(ALBERTZ, 2001):

e Direct transformation: The location of each point in the input image is
mapped to the output image and the value of the input pixel is assigned to
the output pixel. Due to the geometric distortion of the input image this
can lead to heterogeneous pixel occupancy in the output image.
Interpolation to a regular pixel distribution is necessary after the
transformation.
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e Indirect transformation: For each pixel of the output image, an inverse
transformation function is used to determine the location of the
corresponding pixel in the input image to obtain the desired pixel data.
The coordinates of data points in the input image will not map to pixel
centers. This procedure is commonly used.

In this context, different rules have been introduced to obtain “suitable”
estimations of gray values for the pixel matrix of the output image (GOPFERT,
1991; MATHER, 1999; ALBERTZ, 2001):

e The nearest neighbor takes the pixel value of the input image closest to the
calculated coordinate value.

e Bilinear interpolation: The relevant pixel value is calculated by linear
interpolation from the values of the four closest pixels around the
calculated coordinate value.

e Bi-cubic interpolation: interpolation using the 4 x 4 pixels neighborhood
around the calculated coordinate value?2.

Before rectified aerial photographs can be merged to a photomosaic, the
radiometric differences between the individual images in terms of brightness,
contrast, and color are minimized by radiometric balancing. The available
image processing software can be used for individual images or groups of
images.

Digital elevation models derived from stereo processing of aerial
photographs

A digital elevation model (DEM) can be produced by digital photogrammetric
processing of overlapping aerial photographs or by other methods such as
laser scanning or radar interferometry. The quality of the digital restitution of
pairs of aerial photographs depends on the quality of the image correlation, as
the most important part of stereoscopic restitution (FOLLER & GERTLOFF,
1998). After scanning the aerial photograph and determination of the ground
control points, the area of interest is divided into subareas with uniform terrain
characteristics. The procedure for image correlation has to be selected for each
subarea. Criteria for the selection of processing procedures are terrain texture,
steepness of slopes, degree of urbanization, vegetation, terrain breaks, and
raster width of the digitized image.

For the automatic processing of a pair of aerial photographs, a raster cell
size of one meter has proven to be suitable. Smaller raster sizes do not
increase accuracy, while larger grid cells can lead to a loss of both detail and
small land features. An alternative consists of closely spaced elevation
measurements along terrain breaks and a more widely spaced grid in areas

2 More information for the gridding/interpolation algorithms is given in Part 6.
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with only minor elevation changes. Before calculation of elevation contour
lines, errors caused by disturbing objects such as trucks, single trees and
hedges and forested areas should be eliminated interactively.

Digital elevation models derived from airborne laser scanning

Laser scanning (Chapter 3.3) can be used to prepare highly accurate digital
elevation models. These models can also be combined with other products of
photogrammetry, such as orthophotographs, photomosaics, topographic maps
and DEM from stereometric processing.

The coordinates of the laser reflection points are calculated after data
acquisition. These data are combined and compared with coordinate values
from DGPS, the flight data, and the inertial navigation data from the aircraft.
Disturbing objects, such as trees, buildings and cars, should be eliminated
from the digital elevation model.

3.2.7 Quality Assurance

On the commercial market, aerial photogrammetry is influenced by pricing
pressures with possible negative impacts on the quality. On the other hand,
photogrammetric products are increasingly used by organizations which do
not have photogrammetric know-how. Therefore, quality control standards are
a necessity. A number of companies have developed quality management
systems. Different aspects of quality assurance for aerial photograph surveys
are described in Section 3.1.7.
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3.2.8 Personnel, Equipment, Time Needed

Personnel Equipment Time needed

special survey aircraft with

2-3 technicians a flight management
aerial photography survey or system, 1 day
specialists aerial metric camera,

aerial film

film development 1 technician roller transport processor 1 day
;%iigigtip%f;wo acrial 1 technician photogrammetric scanner 1 hour
terrestrial GPS/DGPS 1 driver 1 4WD vehicle,

pomas a0, | v | Grsorpors | 1790

preparation of
orthophotographs or aerial 1 specialist PC, plotter, software 1 day
photomosaics

preparation of digital
elevation model using

aerial photographs: 1 specialist PC, plotter, software

for 10 km? 5 - 10 days
for 100 km? 4 - 6 weeks
updating of existing map 1 specialist PC, plotter, software 1 - 3 weeks
preparation of new 1 specialist PC, plotter, software 4 - 8 weeks

topographic map

3.2.9 Examples

Preparation of orthophotographic base maps from aerial photographs
and IKONOS data

Up-to-date topographic maps (base maps) at a scale of 1:5000 or less are
required for site investigations. Topographic maps at a scale of 1:50 000
published by the Royal Thai Survey Department are usually available for
applications in Thailand and have proven to. However, these maps are
insufficient as base maps for site investigations. Therefore, for the
investigation of the area of the Dan Khun Thot landfill in the Nakhon
Ratchasima province of Thailand, base maps had to be prepared from aerial
photographs or high-resolution satellite images. IKONOS satellite images
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(UTM projection, zone 47N, 1 m pixel size, datum WGS84, panchromatic)
and aerial photographs at a scale of 1: 15000 from the Royal Thai Survey
Department were used. Cloud coverage of the IKONOS images was 1 % for
site 1 and about 20 % for other sites. A ground check of the prepared maps
with a handheld GPS revealed deviations in the coordinates for site 1 between
3 and 13 m. This accuracy is sufficient for site investigations. The proposed
waste disposal site 1 (Fig. 3.2-5, red line) is located approximately 17 km
southwest of Dan Khun Thot with an area of about 135 000 m”. The terrain is
undulating with elevations between 235 and 265 m above sea level.

Stte 1

Waterbodies for irrigation

1676000

Settlements
Sandstone mining
Site boundary
Road 2266

| I OCHE

1675500

1675000

E e i r T\
781500 782000 782500 783000
1} 500 Meter

Fig. 3.2-5: Base map of the proposed Dan Khun Thot waste disposal site 1 (Thailand)
prepared from IKONOS images from Nov. 27, 2002, coordinates: easting 0781750 to
0782750 and northing 1675000 to 1675750, Thai-Viet projection, UTM zone 47
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D Assumed posilion ol sie 2

I water bodies tor irigation
- Sattlamants

Fig. 3.2-6: Orthophotograph of the proposed Dan Khun Thot waste disposal site 2
(Thailand) prepared from aerial photographs, coordinates: easting 0782600 to 0785200 and
northing 16672080 to 1669100, Thai-Viet projection, UTM zone 47

Figure 3.2-6 shows an example of an orthophotograph prepared from aerial
photographs at a scale of 1 : 15 000.

Preparation of an aerial photomosaic and a topographic base map for site
investigations

CIR aerial photographs at 1 : 7500 scale were acquired to provide a base map
for the Mae Hia waste disposal site near Chiang Mai in northern Thailand and
for remote-sensing site investigations. The aerial photomosaic (Fig. 3.2-8) is
the result of rectifying and geo-referencing individual aerial photographs
(Fig. 3.2-7), merging and joining them. First, the CIR images were scanned
with a 28 pm pixel size. A differential rectification was carried out
considering elevation differences in parts of the investigation area. Contour
lines from the official 1 : 50 000 topographic map and DGPS control points
were used for this purpose. Thailand’s 1975 reference ellipsoid and the
coordinate system of UTM zone 47 formed the geodetic reference system. The
individual images and their joining were processed and merged as a mosaic.
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Fig 3.2-7: CIR-aerial photographs of the area around the Mae Hia waste disposal site in
Chiang Mai, northern Thailand

034 2036

Legend ® control points by GPS
— topographic contour line

Fig 3.2-8: Rectified aerial photomosaic with contour lines and control points in the area of
the Mae Hia waste disposal site
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Fig 3.2-10: Topographic map of the area around the Mae Hia waste disposal site
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The aerial photographic map of Figure 3.2-9 was produced from the rectified
and geo-referenced aerial photomosaic in Figure 3.2-8. On the basis of this
aerial photographic map, a topographic base map (Fig. 3.2-10) at a scale of
1:5000 was prepared by on-screen digitizing and mapping using the GIS
ArcView 3.2a interpretation software. This base map was used for the
geological, geophysical, geochemical and remote-sensing site investigations of
the Mae Hia waste disposal site. Only selected topographic elements, such as
the perimeter of the disposal sites, streets, paths, rivers, canals, villages and
towns, were plotted as a topographic base map on the maps with other
geoscientific data.

Development and updating of a digital elevation model of a landfill

A digital stereo restitution of 1 : 5000 color aerial photographs was carried out
to prepare a digital elevation model of a landfill. During digital stereo
restitution, elevations were determined using a 15 m grid for most of study
area and in more detail along terrain breaks (Fig. 3.2-11).

Aerial photographs were taken annually and used to update the elevation
model of the landfill. This is done to document changes in the surface of the
landfill, to estimate the increase in volume of waste, and observation of
shrinkage (compaction). Monitoring the relief and changes in volume informs
the operating agency about the condition of the landfill over a period of time
and about how long the site can be used before the limits are reached, as well
as, supports planning efforts for new necessary sites.

Fig 3.2-11: Perspective view of a digital elevation model of a municipal landfill in
Germany, Hansa Luftbild (German Air Survey), Miinster
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Preparation of a regional digital elevation model from airborne laser
scanning

Laser scanning observations can be used to monitor natural and manmade
changes in relief. The area of investigation is located in a region of intense
subrosion leading to caving to the surface and subsidence. Mining activities in
the area have reinforced and intensified this process. A cone-shaped tailings
and slag heap, rising about 150 m above the surrounding area, can be seen in
the center of the derived digital elevation model (Fig. 3.2-12).

5714500 Altitude in Meter
292.00
282.00
272.00
5714000 262.00
252.00
242.00
232,00
22200
5713500 212.00
202.00
192.00
182.00
5713000 s
162.00
152.00
142.00
132.00
5712500 =2

4469000 4469500 4470000 4470500 4471000

Fig 3.2-12: Regional digital terrain elevation contour model (system: GauB3-Kriiger) of part
of the Eisleben mining area in Germany from airborne laser scanning, BGR
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3.3 Nonphotographic Imaging from Aircraft and
Space-borne Platforms

FRIEDRICH KUHN, BERNHARD HORIG & DIETMAR SCHMIDT, with a
contribution by TILMANN BUCHER

3.3.1 Principle of the Methods

Instead of using light-sensitive film, nonphotographic imaging systems detect
the incoming electromagnetic (EM) radiation with semiconductor detectors or
special antennas. While photography is limited to a spectral range from 0.3 to
0.9 um, multispectral scanners (MSS) can operate in wavelength regions from
0.3 to approximately 14 um (LILLESAND & KIEFER, 1994; GUPTA, 2003). This
range includes radiation in the near ultraviolet, visible light, near, middle, and
thermal infrared (7able 3.1-1). MSS can work in rather narrow spectral bands
of a few nanometers. Thus, such remote sensing can focus on specific spectral
features to identify detailed physical and chemical characteristics of the land
surface objects of interest.

The basic operating characteristics and image geometry of multispectral
and thermal scanners are similar. Both passive and active methods are used for
nonphotographic imaging. Passive methods sense the natural electromagnetic
radiation reflected or emitted from the Earth’s surface. Active sensors contain
their own source of EM radiation (e.g., laser or radar). They transmit a
coherent signal and receive the reflected radiation to obtain geometric,
geological, and environmental information from the Earth’s surface.

The most important nonphotographic imaging systems for geoscientific
site investigations are:

e opto-mechanical line scanners or whisk broom scanners,

e opto-electronic line scanners, using charge coupled devices (CCD) basic
sensor unit and are also refered to as linear scanners or push broom
scanners,

e digital cameras (CCD array),

e imaging spectrometers,

e microwave sensors, mainly radar-based systems, and
e laser scanners.

They are operated from aerial platforms and from space-borne platforms.
During last decades, the technical development of nonphotographic imaging
sensors has been and continues to be very rapid. The theoretical background
and technical principles of nonphotographic remote-sensing systems are
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described in more detail in COLWELL (1983), KRONBERG (1985), GUPTA
(1991 and 2003), ALBERTZ (2001), and SABINS (1996).

Technically, space-borne imaging systems operate similarly airborne
systems. Differences arise from the longer distance between the sensor and the
object on the Earth surface (affecting spatial resolution and observation noise),
the methods of data transfer, the temporal resolution, and costs for operation
and data. There are some limitations on the use of space-borne data. Because
of the greater distance there is more atmospheric interference during image
capture. This can result in more radiometric distortions in the image data, e.g.,
object boundaries can be blurred compared to aerial photos with similar spatial
resolution (KERSTEN et al., 2000). For geologic applications, data acquisition
is sometimes restricted to a particular season and the study area must be free
of clouds. Thus, the chances of adequate data capture are somewhat reduced,
because the Landsat Thematic Mapper, for example, covers the same site on
the Earth only every 16 days, which may not coincide with optimum weather
conditions. Bad weather results in a delay in the acquisition of the data or
makes the use of archival material necessary.

Satellite images and aerial photographs can be interpreted using the similar
analytical methods. Sophisticated processing and interpretation of
nonphotographic data require special advanced software and appropriate skills
of the human analysist. Satellite images differ from aerial photographs in that
they normally have a lower spatial resolution with larger area coverage. The
first Landsat sensors in the 1970s had pixel resolutions of about 80 by 80 m.
The Landsat-TM sensors of the 1980s produced images with a spatial
resolution of 30 by 30 m, and the panchromatic band of the Landsat-ETM+
(launched in 1999) even provides 15 by 15 m. Similar to aerial photographs,
overlapping satellite images can be analyzed stereoscopically. Data from
nonphotographic systems (Landsat Thematic Mapper, SPOT, ERS-1, ERS-2,
RADARSAT, IKONOS 2, etc.) may be obtained in digital form on magnetic
tape, optical disk, CD-ROM or as hard copy prepared according to
standardized image processing.

Nonphotographic remote-sensing systems have the following basic
advantages over conventional aerial photographic cameras:

e the ability to detect reflected or emitted radiation from objects on the
Earth's surface over a wider wavelength range (near-infrared, thermal
radiation, microwaves, e.g., radar),

e the ability to measure electromagnetic (EM) radiation in narrow bands
simultaneously with the same optical system,

e higher radiometric and spectral resolution,

e the ability to directly record data in digitized form supporting more rapid
data processing,

e clectronically generated data are more amenable to calibration, and
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e the ability to transmit data from the sensor to a ground-based receiving
station providing immediate availability of the data.

Images from satellite-based remote-sensing systems are primarily used to
obtain data for large areas. For a long time, the spatial resolution of a satellite-
based remote-sensing system was usually insufficient to delineate and identify
small objects on the Earth’s surface. During the last several years, new
satellite-based remote-sensing systems, e.g., IKONOS 2 and QUICKBIRD-3,
have improved spatial resolution comparable to aerial photography. These
high-resolution commercial satellite images can be used to generate or update
topographical maps for a site of interest and for investigation of the region
around the site being investigated. After rectification using a digital elevation
model (DEM) and ground control points, IKONOS and QUICKBIRD data can
be used to produce orthorectified images with a geometric accuracy of 1 - 5 m.
However, airborne sensors with spatial resolutions of several centimeters are
still more suitable for detailed investigations, e.g., the evaluation of the vitality
of trees or the search for leachate water, springs, ground destabilization,
thermal features. For multi-temporal analysis, aerial photographs are still
indispensable (Chapter 3.1) due to the extensive historical archives. To obtain
most appropriate information for a specific purpose, it is recommended to
combine photographic and nonphotographic data and analyze them
synergistically.

3.3.2 Applications

e Analysis of the development of waste disposal, mining, and industrial sites
and their surroundings,

e preparation and/or updating of orthophotographs and topographic maps,

e preparation of digital elevation models,

e cvaluation and assessment of environmental and geological conditions
using methods similar to aerial photograph interpretations,

e assessment of previous geological and environmental conditions at a waste
disposal, mining, and industrial site,

e secarch for seepage of water at the edges of landfills and heaps,
e Jlocalizing seepage, springs, and soil moisture anomalies,

e investigation of natural and artificial drainage systems,

e Jlocalizing high and low permeability areas for water,

e recognition and monitoring of destabilization processes (horizontal and
vertical land movement),
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e analysis of the vitality of vegetation,

e assessment of surface water conditions,

e delineation of fractures and lineaments,

e inventory of sites suspected to be contaminated,

e mapping of land use patterns and biotopes,

e search for new waste disposal sites,

e Jlocalizing heat sources inside landfills (“hot spots™),

e detection of gas emission and surveillance of gas emission ducts in
landfills,

e assessment of mining disposals and associated weathering products in
mining districts, and

e detection of hydrocarbons or materials containing hydrocarbons on the
ground at oil fields, refineries, chemical factories, petrol depots, airports,
coking plants, gas works, along or close to transport ways and near waste
disposal sites.

3.3.3 Fundamentals

The term “image” is used as a general term for a picture representation of a
scene or object recorded by a remote-sensing system. It is usually restricted to
representations acquired by nonphotographic methods. Nonphotographic
imaging systems consist of an optical component, a detector, a data recording
system, and in space-borne applications a telemetric system for transmitting
the data to the ground base stations. The optical component contains lenses
and mirrors to collect the incoming radiation, and filters, prisms, and/or
gratings to split the signal into different wavelengths. The detector includes
devices transforming optical energy into electrical signals, such as photo-
emissive detectors, photo-conductive detectors, and photodiodes. The
frequently used charge-coupled devices (CCD) are photodiodes.

The efficiency of nonphotographic imaging systems and the possible
applications depend on the following basic parameters and system-related
conditions: The quality of images depends on the aperture, the opening in a
remote-sensing system that admits electromagnetic radiation to the film or
detector, and the instantaneous field of view (IFOV), the solid angle in which
the detector is sensitive to radiation. The IFOV is normally expressed as the
cone angle £ within which the incident energy is focused on the detector. The
angle fis determined by the optical component and the size of detectors and is
measured in radians. Spatial or ground resolution is directly related to the
IFOV and describes the ground area sensed by one of the sensor/detector
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elements and determines smallest terrain features to be recognized in the
resulting images. All energy (from the land surface) arriving at the detector
within the IFOV contributes to the detector response at any instant. A larger
IFOV results in more energy being caught by the detector. This improves the
ability of sensor systems to discriminate gentle differences in radiation
intensity (radiometric resolution). The smaller the IFOV gets, the smaller is
the size of the minimum resolvable scene element and the finer the ground
resolution, but with the less radiation arriving at the sensor. Thus, there is a
trade-off between spatial and radiometric resolution.

A similar trade-off exists for width of spectral bands. In general, the
spectral resolution is the ability of sensor systems to discriminate spectral
differences and is determined by the number of spectral bands, their
bandwidths, and the spectral region covered. The amount of radiation arriving
at the sensor decreases for narrower spectral bands. Given a constant system
noise, a lower amount of acquired radiation signal causes the signal-to-noise
ratio to decrease and ultimately lowers abilities to analyze the spectral signal.
The signal-to-noise ratio is an essential parameter for characterizing the
capabilities of imaging spectrometers.

The dwell time is the time required for a detector IFOV to sweep across a
ground resolution cell. The angular field of view is the angle subtended by
lines from a remote-sensing system to the outer margins of the strip of terrain
that is imaged by the system. The width of the strip of terrain that is imaged by
a scanner system — called ground swath — is determined by the total angular
field-of-view (FOV).

Depending on the nonphotographic system, the images show distortions,
i.e. changes in shape and position of objects with respect to their true shape
and position on the Earth’s surface. In general opto-electronic scanners have
images with more simple geometric properties than opto-mechanical line
scanners. Opto-mechanical line scanner images have a panoramic distortion.
The constant angular velocity of the rotating scanner mirror results in a scale
distortion perpendicular to the flight direction. The width of ground resolution
cells (IFOV) increases with the lateral distance from the nadir to the edge of
the swath. The image scale in the direction of flight is constant. Images taken
by optical-electronic scanners have no panoramic distortion. In opto-
mechanical line scanner images vertical features are displaced at right angles
from the nadir line (one-dimensional relief displacement). Flight parameter
distortions have to be corrected for both scanner types, particularly in the
processing of images from airborne systems.

Opto-mechanical line scanners
Opto-mechanical line scanners sense the Earth's surface by scanning across a

swath of land. This scanner system is often referred to as a "whisk broom"
scanner or “across-track” scanner. Opto-mechanical line scanners have been
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frequently used in the last several decades because they can be operated
multispectrally at a wide range of wavelengths from 0.3 to 14 um. Opto-
mechanical line scanners are used for both airborne applications, e.g., the
Daedalus-AADS scanner (Fig. 3.3-2), and space-borne applications, e.g.,
MSS, TM, and ETM+ scanners on Landsat, MTI and ASTER (TIR part)
satellites (Section 3.3.4). The principle of this type of scanner — consisting of
opto-mechanical line scanning system, detector unit, and data recording
system — is shown in Figure 3.3-1. It is similar for both aerial and space-borne
applications. A moving mirror tilted at 45° is the basic element of an optical-
mechanical line scanning system.

It scans the area by rotating or oscillating perpendicular to the flight
direction. Due to the forward motion of the sensorcraft a two-dimensional
data array (image) is obtained.

The size of the smallest discrete area indentifyable in an image (pixel)
depends on the flight altitude and the IFOV. The spatial resolution of most
scanners is between 1 and 2.5 mrad. A scanner with an IFOV of 1.5 mrad,
equivalent to 0.086°, will scan with a pixel size of 1.5 m x 1.5 m at a flight
altitude (/) of 1000 m. These figures are for the center of a scanned swath. As
a rule of thumb, to be recognizable on a scanned image an object on the
Earth’s surface should have a minimum size about 2.8 times the pixel
size (ALBERTZ, 2001). For the preceding example (pixel: 1.5 mx 1.5 m;
hy, =1000 m), an object would be at least 4.2 m across to be clearly
identifiable. Airborne opto-mechanical line scanners are operated at flight
altitudes between 300 and 12 000 m.
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Fig. 3.3-1: Principle of opto-mechanical line scanners, modified after GUPTA (1991)
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There often is a compromise between spatial resolution and swath width that
has to be considered for mission planning. The margins of the scanned image
usually show distortion of the pixels (panoramic distortion). They have to be
geometrically corrected later. Because of inherent aircraft instability,
geometric rectification of aircraft data is a major problem if the data needs to
be georeferenced. Also, specific areas on the edges of the swath may be not
acquired. With satellite-borne scanners, these distortions are usually irrelvant.

A scan line is the result of a single scan (moving mirror) across the width
of the swath. The length of one scan line, i.e., the width of the swath, is
defined by the angular field of view (FOV) of the scanner. This angle is
usually between 90° and 120°. Due to the forward motion of the aircraft (or
satellite), the terrain is scanned line by line resulting in a continuous image.
Only if the synchronization is not properly adjusted overlaps or gaps will
appear between the scan lines. The acquisition of high-quality images requires
a perfect synchronization between the scan frequency of the mirror and the
speed of the aircraft or satellite.

Fig. 3.3-2: Daedalus-AADS scanner image of the Miinchehagen waste disposal site in
Lower Saxony, Germany. The image was taken on July 6, 1989, by DLR Oberpfaffenhofen
for BGR (channel 3 =red, 4 = green, and 5 = blue).
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The reflected or emitted signal from the Earth surface reaches the scan mirror
and passes through the optical system to the detector unit. The detectors
transform the optical signals into electrical signals. The intensity of the
electric signal largely depends on the intensity of the incoming radiation and,
thus, on the spectral properties (absorption, reflection, or emission) of the
ground surface. Multispectral scanners with hundreds of spectral channels
have been developed and applied. The radiation is divided by a system of
gratings and prisms into partial spectra and then passed to specialized
detectors. Usually, it is necessary to use several different detectors because
different parts of the electromagnetic spectrum between the visible part of
spectrum and thermal radiation require different semiconductor crystals. It is
common to employ Si detectors for the visible range and NIR-I and PbS
detectors for the NIR-II part of the electromagnetic spectrum. InSb detectors
for thermal radiation in the mid-infrared (MIR-II) range require cooling with
liquid nitrogen (77 K). A temperature resolution on the order of 0.1 °C is
attainable (LILLESAND & KIEFER, 1994). The electrical signals from the
detectors, commonly measured as voltage, are stored digitally in the data
recording system.

In addition to the relatively low ground resolution, the major disadvantage
of optical-mechanical line scanners is their sensitivity to mechanical failure.
Numerous moving parts must be adjusted very precisely and are subject to
aging and wear. In addition, previously mentioned distortions related to
movement of the aircraft and panoramic distortion at the edges of the scanned
swath, require computer correction. Related processing and interpretation of
the data requires access and capabilities for operating a digital image
processing system.

To obtain optimum results, a geologic interpreter should be involved in the
processing of the data so they are aware what processing has been done with
the original data. Geographical and geological knowledge about the target
study area and a well-focused, goal-orientated approach are prerequisites to a
successful study. A more detailed explanation of the construction and
performance of opto-mechanical scanners can be found in KRONBERG (1985),
GUPTA (1991 and 2003), LILLESAND & KIEFER (1994), SABINS (1996) or
ALBERTZ (2001).

Although being technologically outdated by opto-electronic scanners, the
primary reason opto-mechanical line scanners are still in use is their ability to
record thermal radiation. Furthermore, such sensors are quite effective
including a larger number of spectral bands. In the course of technological
development, however, it is assumed that future generations of opto-electronic
scanners will be capable of routine data acquisition in the thermal wavelength
ranges.
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Information on the composition of surface materials and identification of
temperature anomalies in and around a landfill can be obtained from thermal
scanner images. The detected thermal properties of an object are determined
both by the material of the object and by the character of the surrounding
environment. The intensity of thermal radiation is dependent on both the
surface temperature and the emissivity of the materials. The following
physical and environmental parameters influence the thermal behavior of an
object at the Earth’s surface (after KRONBERG, 1985):

Physical parameters Environmental parameters

e color e topographical position in the field

e composition e orientation of the surface with respect to the sun
e surface properties e meteorological conditions

e density e microclimate

e porosity or pore volume e humidity

e permeability e time of day, season

e water content e type and extent of vegetation cover

Remotely sensed radiation temperatures have to be calibrated against
temperatures measured at the ground surface. Thus, calculation of surface
temperatures requires considerable field work; an effort only necessary for
specific applications. Any given object in a thermal image can be identified as
“warm” or “cold” relative to its surroundings (Fig. 3.3-3). Environmental
influences can cause confusing overlap or even mask thermal radiation
emitted from natural or artificial objects, creating false anomalies in the
thermal images. The diurnal temperature cycles of two very different materials
show that it is impossible to generalize about “warm” or “cold” characters of
materials on the basis of their physical characteristics. According to
GEBHARDT (1981), physical and environmental factors may act independently
of each other or they may be synergetic or antagonistic to each other. In
addition, the environmental factors are difficult or impossible to determine
only on the basis of the images.

A landfill, mining or industrial site usually covers an area smaller than
1 km®. Thus, highly sophisticated scanning systems designed for thermal
mapping of larger areas may not be economically feasable in every case.
Simple thermographic images often fit the requirements of site
characterization best (Fig. 3.3-3, Tables 3.3-2 and 3.3-3).
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Fig. 3.3-3: Thermal image of the western rim of the Schoneicher Plan landfill and the
adjacent area. The margin of the deposit (right) is warmer than the field to the left. Relief,
groups of trees, and local winds generate exogenic thermal anomalies. Temperatures shown
in °C (image taken on May 13, 1993, at 05:19 CET by F. BOKER and F. KUHN, BGR).

Optical-electronic scanners

Optical-electronic scanners are often referred to as CCD (Charge Coupled
Device) linear array scanners, push-broom scanners, or along-track scanners.
In principle, they are similar to photographic cameras. Instead of film, CCD
arrays are installed in the focal plane. CCD arrays consist of a large number of
detector elements, e.g., silicon-based photo detectors. Several thousand
detectors may be placed on a single 1.5 cm” chip. Each individual spectral
band, or channel, requires its own linear CCD array. This usually limits the
number of spectral bands to be put on one sensor.

The CCD chips are mounted in the focal plane of an optical electronic
scanner. The optical system focuses the incoming radiation on the surface of
the light-sensitive chips. The radiation on each detector is integrated over a
short time interval (dwell time) and transformed into electrical signals and
recorded. The intensity of each signal depends on the spectral response of the
related landscape feature. The detector chips are in a line perpendicular to the
direction of flight. The swath is scanned due to the forward motion of the
sensorcraft line by line in the manner a push-broom is used (Fig. 3.3-4). Opto-
electronic scanners are operated from airborne platforms as well as from
space.
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Ground resolution
element

Fig. 3.3-4: Principle of an optical-electronic scanner (CCD linear array scanner, often
called a push broom scanner), modified after GUPTA (1991)

The size of the ground resolution element of an opto-electronic scanner
depends on the size of the detector cell as projected through the optics onto the
ground surface. The ground resolution is, thus, dependent on the flight altitude
hg, the dwell time 7 of each scan, and the velocity v of the aircraft. The ground
resolution element is defined by a line L; parallel to the direction of flight
(Equation 3.3.1) and L, perpendicular to this direction (Equation 3.3.2) as
follows:

L =vr (3.3.1)
ah

L, = —%, (3.3.2)
Ct

where « is the distance between the centers of adjacent detector elements on
the chip and c¢ is the focal length of the optical system.

The major advantages of opto-electronic scanners compared to opto-
mechanical scanners are their better reliability (due to the lack of moving
parts), higher geometric precision along a scan line, and a longer durability. A
longer dwell time enables a much stronger signal with better radiometric
resolution and poorer spatial resolution. Disadvantage of this scanner type is
the need to calibrate many more detectors. It is still difficult to produce chips
with rows of detectors that are sensitive in the thermal infrared, are close
enough together and can be individually cooled during flight. But, it is only a
matter of time until the technology extends detection capability beyond the
range of visible light (VIS) and parts of the near infrared (NIR-I and II)
spectrum.
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In multispectral opto-electronic scanners, the incoming radiation is splited into
its spectral components by a grating, prism or color filters. It is possible to
scan the surface over a selected wavelength interval by arranging several rows
of detectors. The CASI scanner (described in the following section) is a
multispectral recording system which exclusively uses an opto-electronic
scanning system.

A more detailed explanation of the construction and performance of opto-
electronic scanners can be found in GUPTA (1991 and 2003), LILLESAND &
KIEFER (1994), SABINS (1996) or ALBERTZ (2001).

Digital cameras

The principle of remote-sensing systems known as digital cameras is quite
similar to CCD linear array scanners (push-broom scanners) except that a two-
dimensional array (matrix) is used instead of a linear array. At present array
sizes of 4 k x4k to 9 k x 9 k are common. Digital cameras with 20 k x 20 k
CCD matrix sensor chips will be available soon. It is expected that in the near
future digital cameras will be used for most topographic mapping surveys. It is
easier to develop digital elevation models from digital camera images than
from aerial photographs. The spatial resolution of digital cameras depends on
the number and size of the sensor elements on the chip, flight altitude, and
optical sensor parameters (e.g., focal length and aperture). The spectral
sensitivity of silicon sensor chips limits digital cameras to the spectral range
0.4 —1.0 um. Space-borne multispectral systems usually provide images in
the four spectral bands: blue, green, red and near-IR (GUPTA, 2003).

The high resolution stereoscopic camera HRSC (7able 3.3-12) has the
capabilities of both CCD linear array scanners and digital cameras. The HRSC
contains nine CCD lines in the focal plane of the camera. Five lines are used
to acquire panchromatic stereoscopic-images from different view angles and
four lines are used to obtain multispectral data. Further examples of digital
cameras are the Digital Modular Camera DMC (Table 3.3-13) and the
ADS 40. They are suitable for photogrammetric surveys because their
accuracy in the horizontal and vertical planes is of the order of centimeters,
similar to a “metric” camera. Besides for airborne missions, CCD array
technology is used on space platforms such as IKONOS, QuickBird, OrbView
and ISI-EROS (GUPTA, 2003). An example of an IKONOS image is given in
Section 3.2.9.

Imaging spectrometers

Airborne Imaging Spectrometers (AIS), also called hyperspectral scanners,
operate on the principle of the push broom or whisk broom. The term
hyperspectral is used to indicate the large number of contiguous spectral
bands. Whereas opto-mechanical and opto-electronical scanners commonly
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used for multispectral sensing have 4 - 10 spectral channels with bandwidths
of 100 - 200 nm, hyperspectral scanners record images of the Earth’s surface
in 50 - 300 narrow bands with bandwidths between 1 - 20 nm in the visible
and near-infrared parts of the electromagnetic spectrum. Thus, a quasi-
continuous spectral signature for each pixel or ground resolution cell can be
obtained (GUPTA 1991 and 2003, SABINS 1996). Radiation-splitting optics,
CCD linear, and two- and multi-dimensional detector arrays are used to
measure the radiation intensity as described above.

Imaging spectrometry is based on reflectance spectroscopy — the study of
the reflection, absorption and scattering of the solar radiation using laboratory
and/or field spectrometers. The spectral features of minerals, rocks, vegetation
types, manmade materials, water and dissolved organic compounds and
environmental contaminants are recorded in digital spectral libraries. If these
materials have unique and identifiable absorption features, they can be
mapped by analysis of the imaging spectroscopy data. The wavelength region
of interest is the portion of the electromagnetic spectrum in solar reflection
band from 0.4 to 2.5 pm.

Airborne imaging spectrometers provide data with a ground resolution
from 0.5 - 20 m. In general, pixels may represent a spectral mixed signal of
various materials inside this elementary mapping area. This limits the ability
to clearly identify specific materials on the basis of the pixel spectra, e.g.,
comparison with standard spectra from a reference library. The same is true
for classification of the pixels to map materials from spectral data. However,
there are a suite of image analysis techniques focused on sub-pixel spectral
characterization of the material compositions, i.e. spectral unmixing or
matched filter analysis.

In the 1990s, several German remote-sensing companies have explored the
Canadian Compact Airborne Spectrographic Imager CASI. This sensor
measures VIS to the NIR signals, ie. 0.43 um-0.87 um (Fig. 3.3-9).
Theoretically, CASI contains 288 spectral channels, each with a bandwidth of
1.8 nm. Due to the large data volumes, not all of the 288 channels were used
for data acquisition. The German Aerospace Center (DLR, Deutsches Zentrum
fiir Luft- und Raumfahrt) has been developing and applying a digital airborne
imaging spectrometer (GER-DAIS-7915) since 1995.

NASA's hyperspectral AVIRIS scanner (Airborne Visible InfraRed Imaging
Spectrometer) has been used mainly by U.S. agencies and companies to
investigate mining districts in North America and to evaluate the hazards of
the mining waste to ground and surface water (PETERS & PHOEBE, 2000; KING
et al., 2000).
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0 Vegetation index 1

Fig. 3.3-5: CASI image taken on June 26, 1993, showing the SW corner of the Schoneiche
landfill (right) and adjacent area. The image shows the vegetation index
NDVI = (NIR - red) / (NIR + red) obtained using one recording channel each in the red and
near infrared (NIR-I). The green/blue color of the zone in the center indicates poor growth
on soil above permeable near-surface beds. (Images and image processing: WIB GmbH,
Berlin, for BGR)

The Australian HyMap™ (Hyperspectral Mapping) system and its predecessor
model Probe-1 (Table 3.3-16) is known for its outstanding signal-to-noise-
ratio of about 500:1, hence it provides clear and reliable spectral information.
HORIG et al. (2001) and ELLIS et al. (2001) detected hydrocarbons and
materials containing hydrocarbons on the ground using a HyMap
(Table 3.3-16) or Probe-1. The Ekwan system (Table 3.3-17) is a new
instrument with an even higher spatial and spectral resolution. Only the
Modular Optoelectronic Scanner MOS of the German Aerospace Center
(DLR) is operated on a satellite (ALBERTZ, 2001).

Imaging spectrometers are sophisticated and rather expensive instruments.
They are usually produced as individual instruments or in small numbers by
technical laboratories or specialized companies. Because of the rapid
technological development of remote-sensing devices, the number of
manufacturers and new instruments has increased considerably. A summary of
current and planned imaging spectrometers is given in 7able 3.3-18. The cost
of acquisition and operation of modern and technically advanced imaging data
remains high. If possible, cost and data should be shared among different users
or agencies.
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Microwave remote-sensing methods, mainly radar-based

Active and passive remote-sensing systems have been used for measuring
microwave electromagnetic radiation in wavelengths of 1 mmto 1.0 m
(Table 3.1.1).

Passive microwave sensor systems (radiometers) are commonly used to
measure the intensity of natural radiation in the wavelength range 1 mm to
30 cm for mapping purposes (GUPTA, 2003). The signals recorded by passive
microwave sensor systems represent surface temperature, emissivity, electrical
and structural properties of the ground objects. Therefore, microwave
radiometers can be used for geological and environmental investigations.
However, the rather small amounts of natural spectral emissions in this
spectral range only allow for coarse spatial resolution data to be acquired.
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Fig. 3.3-6: Principle of side-looking airborne radar (SLAR), GupTA (2003), (a) terrain
illuminated with one transmitted radar impulse, (b) received back-scattered signal from the
ground as an amplitude-time function
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Most microwave remote sensing activities have been focused on active
microwave systems particularly radar-based methods. Radar (acronym for
Radio Detection and Ranging) illuminates an area with its self-produced
coherent radiation in the cm-wavelength range. The long-wave
electromagnetic radiation of radar penetrates clouds and is independent of
natural radiation, e.g., can also be used at night. This all-weather and any-time
capability is one of the distinct advantages of radar. Due to the oblique
illumination angle of the transmitted radar signal to the Earth’s surface
(Fig. 3.3-6), radar images are especially useful for detecting slight changes in
topography due to the radar shadowing effect. This property is useful for
mapping topographically expressed faults. Radar measurements are also
sensitive to differences in soil moisture content. Common disadvantages of
radar data are the complexity of data acquisition, geometric distortions,
usually lower spatial resolution than optical systems and challenges in data
interpretation. Figure 3.3-6 shows the principle of side-looking airborne radar
(SLAR).

In SLAR systems, a transmitter and receiver is mounted on an aircraft
platform. A microwave pulse generated by the transmitter is obliquely send
from the antenna to the Earth's surface illuminating narrow strips on the
ground. The antenna is mounted on the side of the fuselage with a radiation
direction perpendicular to the azimuth direction or flight direction and with a
given look angle (look angle — angle between the line to the nadir from the
antenna and the transmitted ray, depression angle — compliment of the look
angle). The back-scattered signals (radar echoes) are acquired by the receiver
antenna and converted to an amplitude-time function. Echoes from points on
the ground closer to the antenna are recorded earlier as those further away.
After the echo from the far range of the swath is received the next radar
impulse is emitted. Strip by strip, the ground is scanned along the flight line,
and a radar image is generated. In common radar systems the same antenna is
alternately operated as transmitter and receiver antenna. The ground resolution
of SLAR images is different in the range direction and the flight direction
(azimuth). The range resolution is related to the duration of the transmitted
radar pulse and to the look angle. Short pulses and a smaller look angle
improve the range resolution. The resolution in the direction of flight (azimuth
resolution) depends on the antenna characteristics and, therefore, on antenna
length and on the wavelength of the transmitted radar wave. Shorter
wavelengths and a longer antenna improve the resolution in the direction of
flight. This resolution decreases from the near range to the far range. The
possible antenna length is limited. With respect to azimuth resolution, radar
systems are subdivided into real-aperture radar (RAR) and synthetic-aperture
radar (SAR). In RAR systems, the azimuth resolution is determined mainly by
the physical length of the antenna. In SAR systems, the azimuth resolution is
determined by processing Doppler shift data for multiple return pulses from
the same object to create synthetically longer antenna. Consecutive antenna
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positions are treated as if they were elements of one large antenna. This results
in a better azimuth resolution than obtained with RAR systems without
physically changing the length of the antenna. Sophisticated algorithms are
necessary for SAR data processing. Current aerial and space-borne systems
use SAR technology. Besides ground resolution, radar wavelength, beam
polarization, the most important parameters for SAR systems are look angle
and swath width. Table 3.3-1 gives the most frequently used radar bands.
Microwaves with shorter wavelengths are more attenuated in the atmosphere.
The penetration depth and the interaction of radar waves with materials on the
Earth's surface are strongly influenced by the wavelength and polarization of
the system. The backscatter signal depends on the dielectric properties (e.g.,
soil/plant moisture) and geometric characteristics such as roughness and shape
of Earth surface types.

Table 3.3-1: Radar bands used in SLAR systems after GUPTA (2003); values in parentheses
indicate the commonly used radar wavelengths

l:)z;(lil?lr Wavelength in cm Fr(el(loléecl;cc);;;lsﬁ)}l z
Ka 0.8- 1.1(0.86) 40.0 - 26.5
Ks 1.1- 1.7 26.5-18.0
Ku 1.7- 2.4 18.0-12.5
X 24- 38(.1 12.5- 8.0
C 38- 7.5(5.7) 8.0- 4.0
S 7.5- 15.0 (15) 40- 2.0
L 15.0 - 30.0 (23.5) 20- 1.0
P 30.0 - 100.0 (50) 1.0- 03

The radar response signal is a complex number consisting of a real and an
imaginary part. The amplitude and the phase of the signal can be calculated
from its real and imaginary parts, respectively. Whereas conventional SAR
imaging usually only use the amplitudes of the radar signals, interferometric
SAR (InSAR) and polarimetric SAR (PolSAR) utilizes the phase measurements
as well. The InSAR method does not use the phase information of single
image for the interferograms but the phases of two images of the same ground
scene recorded by SAR antennas at different locations and/or at different
times. Detailed digital elevation models (DEM) can be derived from the phase
differences of the interferograms. Differential interferometric SAR uses
interferograms acquired over the same area at different times to detect
displacements of the Earth’s surface in the centimeter range due to
earthquakes, volcanic events, landslides or land subsidence.

Additional information about the use of microwave remote sensing can be
found in the literature (COLWELL, 1983; TREVETT, 1983; KRONBERG, 1985;
WOODING, 1988; GUPTA, 1991 and 2003; SABINS, 1996).
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Laser scanning

Airborne laser scanning is an active remote sensing system as well. A pulsed
laser beam scans the Earth’s surface in a strip across the flight line
(Fig. 3.3-7). The pulse frequency and the speed of the aircraft determine the
measured point density and the resulting mesh size of the data grid. An opto-
mechanical scanner with rotating mirror guides the laser beam across the flight
path. The path of the reflection points is a zigzag line due to the forward
movement of the aircraft and the sideward oscillation of the scanner’s mirror.
Complicated data processing derives the coordinates (position and elevation)
of each terrain point. Data collection is possible even during the night and
under cloudy conditions. The current standard for image accuracy is about
15 cm horizontally and 5 - 50 cm vertically for a flying altitude of 1000 meters
above ground during data acquisition (VEGT & HOFFMANN, 2001).

A single laser signal can be reflected before it reaches the Earth’s surface,
i.e. by vegetation such as grass, trees, and shrubs. Therefore, high-resolution
surveys, e.g., for monitoring of land subsidence, should be carried out in
spring before the vegetation begins to grow. Suitable ground control points
should be selected on the basis of the survey objectives. The last step is a
classification of the terrain characteristics (topography, vegetation, buildings,
etc.).

Distribution of reflection points

Flight line
9 | Reflection points

Distance of points
on scan line

—

Distance of lines
on flight line

t Width of scan t
(depending on altitude
and scan amplitude)

Fig. 3.3-7: Principle of data acquisition with an optical-mechanical laser scanner with a
rotating mirror
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Modern navigation technology, such as DGPS and INS (Inertial Navigation
System), are used in order to estimate the precise aircraft position. Irregular
movements of the aircraft (dipping, rolling, tilting) during the flight are
recorded and stored in the INS unit. This information is used to calculate the
coordinates of points in the image data along the flight path. The use of INS
and DGPS guarantees a position and altitude precision in the order of
5 -20 cm. An example of airborne laser scanning is given in Fig. 3.2-11.

3.3.4 Instruments

The specifications of selected airborne and space-borne nonphotographic
remote-sensing systems are given in tabular form for the following categories:

e thermal scanners, Tables 3.3-2, 3.3-3

e satellite multispectral imaging systems, Tables 3.3-4, 3.3-5, 3.3-6, 3.3-7,
3.3-8, 3.3-9

e space-borne radar systems, Tables 3.3-10, 3.3-11
e airborne digital cameras, Tables 3.3-12, 3.3-13

e imaging spectrometers and hyperspectral scanners, Tables 3.3-14, 3.3-15,
3.3-16, 3.3-17, 3.3-18 and

e airborne laser scanners, Table 3.3-19.

Field spectrometers operating in the spectral range 0.4 - 2.5 um are used to
provide basic information about the spectral properties of materials and to
calibrate and validate remote sensing data. Airborne nonphotographic imaging
systems include — besides the imaging sensor(s) — a navigation system and a
gyroscopic platform to prevent tilting of the scanner. Usually, the navigation
system is a differential global positioning system (DGPS) to determine the
flight coordinates. An inertial navigation system (INS) is used to determine
changes in aircraft attitude and to improve the position determination.
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Table 3.3-2: Specifications of the thermography scanner AGEMA 900 from AGEMA
Infrared Systems, Sweden, (from documentation of the Engineering and Physical Sciences
Research Council (EPSRC), Great Britain, and the University of Magdeburg)

spectral sensitivity 8-12 um
filming speed 15 Hz
number of pixels 136 x 272
20° % 10°
o X o
Fov S0 25
2.5°x1.25°
1.28 mrad
0.64 mrad
IFOV 0.32 mrad
0.16 mrad
temperature range -30 °C to 1.500 °C
(2 000 °C with filter)
thermal sensitivity 0.08 °C at +30 °C

Table 3.3-3: Specifications of the thermography scanner Thermo Tracer TH 1101 from
NEC San-ei, Japan, (from documentation of the ebs GmbH, NEC San-ei distributor in

Germany)
spectral sensitivity 8-13 um
number of pixels 344 x 207
FOV 30° x 27°
IFOV 1.5 mrad
temperature range -50 °C to 2000 °C
thermal sensitivity 0.1 °C
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Table 3.3-4: Specification of the Landsat sensors, ALBERTZ (2001)

Landsat 4 & 5 (1-3) Landsat4 & 5 Landsat 7
Multispectral Thematic Mapper Enhanced
Scanning System (TM) Thematic Mapper
(ETM+)
in operation since 1982 since 1999
altitude 705 km (915 km) 705 km 705 km
repeat cycle [d] 16 16
swath width 185 km 185 km
pixel size 30 x 30 m? 30 x 30 m?
spectral channels 1(4)0.50 - 0.60 um 1 045-052pum | 1 0.45-0.52 um
2(5)0.60-0.70 pm | 2 0.52-0.60 um | 2 0.52-0.60 pm
3(6)0.70-0.80 um | 3 0.63-0.69 um | 3 0.63-0.69 um
4(7)0.80-1.10pm | 4 0.76-090um | 4 0.76-0.90 pm
5 1.55-1.73um | 5 1.55-1.73 pm
7 2.08-235um | 7 2.08-2.35pm
thermal channel 6 104-125pm | 6 104-12.5um
120 x 120 m? 60 x 60 m?
panchromatic 8 0.52-0.90 pm
channel 15 x 15 m?

Table 3.3-5: Specification of the SPOT-Sensors, ALBERTZ (2001)

SPOT HRYV (XS-mode) | SPOT HRYV (P-mode)
multispectral panchromatic

in operation since 1986 since 1986
altitude 832 km 832 km
repeat cycle [d] 26 * 26 *
pixel size 20 x 20 m? 10 x10 m?
image size 60 x 60 km? 60 x 60 km?
spectral channels 1 0.50-0.59 um 0.51-0.73 pm

2 0.61-0.69 um

3 0.79-0.89 um

SPOT 4 (launched 1998) is equipped with an additional spectral channel in
short-wave infrared (1.58 — 1.75 pm) with a pixel size 20 x 20 m?.

* Shorter repeat cycles are possible for certain areas by changing the look
angle within +27° and -27°.
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Table 3.3-6: Specifications of the Indian satellites IRS-IC and IRS-ID, ALBERTZ (2001)

resolution 70 m

WiFS LISS-IIT PAN
launched 1996/1997 1996/1997 1996/1997
altitude 817 km 817 km 817 km
repeat cycle [d] 5 24 24 (5 days with a look
angle of up to 26°)
resolution 188 m 23 m 5.8m
swath width 810 km 142 km 70 km
spectral channels 0.62-0.68 um | 0.52-0.59 um 0.50-0.75 pm
0.77-0.86 um | 0.62-0.68 um
1.55-1.75pum | 0.77-0.86 um
1.55-1.70 um

Table 3.3-7: Specifications of the OPS sensor system on Japan’s Earth Resources

Satellite-1 (JERS-1)

Spatial
resolution

Detector

Spectral range

Swath width

183 x242m

CCD linear array

0.52 - 0.60 um
0.63 - 0.69 um
0.76 - 0.86 pm
0.76 - 0.86 pm
1.60 - 1.71 um
2.01- 2.12 um
2.13- 225 um
2.27- 240 um

75 km

* Forward viewing for stereo imaging.
Besides the optical sensor (OPS), an SAR system is operated on the same satellite.
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Table 3.3-8: Specifications of the current high-resolution satellite sensors, ALBERTZ (2001)

completed
IKONOS 2 Quick Bird 2 OrbView 3

company Space Imaging | Earth Watch Inc. | Orbital Image Corp.
launched 24.09.1999 18.10.2001 26.06.2003
altitude 680 km 600 km 470 km
orbit inclination 98° 66° 97°
repeat cycle [d] 14 20 16
minimal repeat cycle [d] 1-3 1.5-2.5 1-3
resolution (panchromatic) 0.82 m 0.82 m 1m
band width 0.45-090 um | 0.45-0.90 um 0.45-0.90 um
resolution (multisp.) 4 m 328 m 4 m
swath width 11 km 22 km 8 km
spectral channels 045-0.52um [0.45-0.52 pm  [0.45-0.52 um

0.52-0.60 um  |0.52-0.60 pm  [0.52 - 0.60 pm

0.63-0.69 um  |0.63-0.69 um  [0.62-0.70 pm

0.76-0.90 um  [0.76 - 0.89 um  [0.76 - 0.90 um

Table 3.3-9: Specifications of the Advanced Spaceborne Thermal Emission and Reflection
(ASTER) sensor on the Earth Observation Satellite (EOS-AM-1), GUPTA (2003)

Spectral Spatial Signal
ll))and Spectralrange |Scanner type reslt))lution quantgization
VNIR
green 1 0.52 - 0.60 pm
;’fR § ggé ) ggz ﬁ$ 5000 cells 15m 8-bit
NIR 3B 0.76 - 0.86 um
SWIR 4 1.60 - 1.70 um
5 2.145 - 2.185 um
3 §§§§ ] ;;g ﬁg 2048¢cells | 30m 8-bit
8 2.295 - 2.365 um
9 2.360 - 2.430 um
TIR 10 8.13 - 8.48 um
11 8.48 - 8.83 um
12 8.90 - 9.25 um OM 90 m 12-bit
13 10.25 - 10.95 pm
14 10.95-11.65 um

Swath width: 60 km; band 3B is backward-looking for stereo viewing
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Table 3.3-10: Satellite radar system specifications, ALBERTZ (2001)

ERS RADARSAT-1 ENVISAT
compan ESA (European | CSA/CCRS (Canadian | ESA (European Space
pany Space Agency) Space Agency) Agency)
launched 1995 (ERS-2) 1995 2002
altitude 780 km 798 km 800 km
orbit inclination 98.5° 98.6° 98.5°
AMI (Active ASAR (Advanced
sensor system Microwave SAR
SAR)
Instrument)
mode image mode standard mode image mode
resolution 0.82m 0.82m I'm
(panchromatic)
swath width 100 km 100 km 56 - 120 km
repeat cycle [d] 35 24 35
resolution 25m 28 m 30 m
band C (5.3 GHz/5.6 cm)| C (5.3 GHz/5.6 cm) C (5.33 GHz/5.6 cm)
depression angle ~23° 20 - 49° 15 -45°
polarization vertical/vertical horizontal/horizontal Ve'rt 1cal/vert1<.:al or
horizontal/horizontal

Table 3.3-11: Specifications of the Shuttle Radar Topographic Mission (SRTM) dedicated
to SAR interferometry for high-accuracy and high-resolution DEM, GUPTA (2003)

Shuttle

launched
duration
altitude

11 February 2000
11 days
~ 275 km orbit

SAR sensors

wavelength
frequency
look angle
swath width

C-band
5.6 cm
5.3 GHz
30 - 60°
225 km

X-band
3.1cm
9.6 GHz
50 - 55°
50 km
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Table 3.3-12: Specifications of the High-Resolution Stereo Camera HRSC of the DLR
German Aerospace Center (from DLR documents)

HRSC-A HRSC-AX HRSC-AXW
focal length 175 mm 151 mm 47 mm
FOV 38°x 12° 41°%29° 30° x 79°
. 9 9 5
number of CCD lines (4 colors) (4 colors) (2 colors)
pixel per line 5272 12172 12172
pixel size 7 pm 6.5 um 6.5 um
radiometric resolution 8 bit 12 bit 12 bit
max. scan frequency | 450 lines s 1640 lines s™' 1640 lines s~
blue: 440 - 510 nm -4.6°
spectral resolution green: 520 - 590 nm -2.3°
and viewing axis red: 620 - 680 nm 2.3°
(model AX) NIR: 780 - 850 nm 4.6°
PAN: 520 -760 nm | 20.5°; -20.5°; 12°; -12°; 0°

Table 3.3-13: Specifications of the Digital Modular Camera of ZI Imaging, Germany
(from documents of the manufacturer)

FOV cross x along 74° x 44°
panchromatic: resolution, lens system 13 500 x 8000 pixel, 4 x =120 mm
multispectral: channels, resolution, lens 4 x RDG & NIR, 3000 x 2000 pixels,
system 4 x f=25mm

frame rate 2 s/image

radiometric resolution 12 bit

Table 3.3-14: Spectral recording channels and band widths of the Daedalus AADS-1268
airborne scanner (after DLR documents)

Channel number |Spectral range Channel range in pm
1 visible light 0.420 - 0.450
2 0.450 - 0.520
3 0.520 - 0.600
4 0.605 - 0.625
5 0.630 - 0.690
6 0.695 - 0.750
7 near infrared (I) 0.760 - 0.900
8 0.910- 1.050
9 near infrared (II) 1.55 - 1.75

10 2.08 - 235
11 thermal infrared 85 -13.0




122

3.3 Nonphotographic Imaging

Table 3.3-15: Selected specifications of the CASI scanner (from documentation of WIB

GmbH, Berlin)

angular field of view (FOV) 35.4°
number of detectors per scan line 512
IFOV 1.21 mrad
spectral range 0.43 — 0.87 um

available

total number of spectral recording channels

288 with 1.8 nm bandwidth

simultaneously used

maxium number of channels that can be

15

Table 3.3-16: Selected specifications of the HyMap hyperspectral scanner (from
documentation of Integrated Spectronics, Australia)

Bandwidth | Average )

Module | Spectral range across SP ectl:al IFOV Slgnal-tq-

sampling noise ratio

module interval

VIS 0.45-0.89 pm | 15-16 nm 15 nm
NIR 0.89-135um | 15-16 nm 15nm | 2.5 mrad along-track
SWIRI | 1.40-180um | 15-16nm | 13nm |2.0 mrad across-track >500 : 1
SWIR2 | 1.95-2.48 um | 18-20nm 17 nm

Table 3.3-17: Selected specifications of the Ekwan hyperspectral
documentation of Ekwan Technology Corporation)

IFOV

number of spectral channels
wavelength

signal to noise

ground resolution

spectral bandwidth

swath width

0.9 mrad
384
370 to 2495 nm
>400: 1 (SWIR)
0.8-7m
5.25 nm to 6.25 nm
up to 2 km

imager (from
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Table 3.3-18: Examples of current and future imaging spectrometers, SLONECKER &

WILLIAMS (2001)
Spectral
Acronym Name Manufacturer Bands
range [nm]
ASAS Advanced Solid-State Artay | NzgA (Goddard) | 62 | 400 - 1200
Spectrometer
. . 800 - 1600
AIS-1 Airborne Imaging System 1 NASA (JPL) 128 1200 - 2400
AISA Airborne Imaging SPECIM, Ltd. 286 | 400 - 1250
Spectrometer for Applications
Chinese Imagin Shanghai Institute
CIS ging of Technical 91 -
Spectrometer .
Physics
Dais 7915 | Digital Airborne Imaging GER Corp 79 | 400 - 12000
Spectrometer
IRIS Infrared Imaging ERIM 256 | 2000 - 15000
Spectroradiometer
MIVIS Multispectral Infrared and Dacdalus 102 | 433-12700
Visible Imaging Spectrometer
VIMS-V Visible Infrared Mapping ASI 512 300 - 1050
Spectrometer
Advanced Visible and
AVIRIS Infrared Imaging NASA (JPL) 224 400 - 2500
Spectrometer
HyDICE | Hyperspectral Digital Imagery NRL 210 | 400-2500
Collection Experiment
HYMAP Airborne Hyperspectral Integrate?d 200 400 - 12000
Scanner Spectronics
MODIS AIRBORNE
MAS SIMULATOR Daedalus 50 530 - 14500
MODIS Moderate Resolution Infrared NASA 36 400 - 14400
Spectrometer
TRWISIIT | TRW Imaging Spectrometer TRW 384 300 - 2500
NEMO Navy Earth Map U.S. Navy 210 | 400 - 2500
Warfighter] |Observer Warfighter U.S. Air Force 280 400 - 5000
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Table 3.3-19: Airborne laser scanner specifications, GIM International (2001)

Name ALTM 2033 Saab / TopEye TopoSys® 11 ALS 40
manufacturer Op tecchoi})/stems TopEye, Saab TopoSys, Saab | LH Systems
scannin oscillating, rotating, oscillating, oscillatin

anning Z-shaped, Z-shaped, fibers fibers Sanneg,
principle . . . mirror
mirror mirror, optical
max. 30 000

data rate max. 33 000 Hz max. 7000 Hz max. 83 000 Hz Hy
scan rate max. 66 Hz 6.25-25Hz 650 Hz 20-26 Hz
scan angle max. + 20° max. + 20° max. + 7° max. + 37.5°
max. height 6000 m 960 m 1600 m 6100 m
heicht <15cm 8 cm
accgrac 15-25cm <10 cm (depends on (depending on

uracy DGPS accuracy) | flight altitude)

3.3.5 Survey Practice

GEBHARDT (1981) discusses factors influencing and disturbing a thermal
survey, e.g., wind, precipitation and clouds. Wind blurs thermal anomalies and
can cause temperature effects that make the data unusable. Precipitation
lowers thermal contrasts for a considerable period of time. Cloud cover causes
atmospheric counter-radiation. This produces artifacts and reduces the
contrasts between the anomalies on the ground. Vegetation prevents thermal
evaluation of the soil and rocks and contributes its own thermal signature. The
time after sunset is best suited for distinguishing thermal anomalies on the
Earth’s surface and buried objects (e.g., waste, “hot spots” inside tailing dams,
gas emissions). Nighttime is preferred because the temperature is more
constant than during the day ensuring more representative data and improved
interpretations. Thermal contrast observed during the day is mostly due to
different amount of exposure to solar radiation.

For investigation of geologic thermal phenomena, e.g., hot spots, thermal
springs and gas emissions, temperatures slightly below zero are advantageous
since thermal contrasts are enhanced. The time just after noon are most
suitable for thermal localization of springs, seepage localities, drainage
systems, irrigation ditches, etc. This is due to the high thermal inertia of water
(Fig. 3.3-8), which causes these area to have a lower temperature than the area
around it at this time. Higher evaporation and moisture-saturated air on top of
a moist site can cause thermal minima as well.
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The conditions necessary for a digital camera survey flight are similar to those
for an aerial photographic survey flight (Chapter 3.1). The weather should be
clear without clouds or haze. A sophisticated navigation system, e.g., DGPS,
provides precise image-coordinates in the cm-range. This helps to avoid
additional ground surveys to obtain the control point coordinates.

Imaging spectrometer measurements require high intensity solar radiation
during the flight to allow sufficient signal for all channels of the instrument
and thus improve the signal-to-noise ratio. Fog, mist, haze, smog, precipitation
and all kind of clouds have to be avoided. Acquisitions near solar noon are the
ideal time of day if there are no disturbing meteorological or man-made
factors. Vegetation cover (season) should be avoided if the investigation
targets are soils, rocks or their contamination. A calibration site and several
additional sites should be carefully chosen before the flight. These are
measured on the ground using a field spectrometer during the flight. The sites
should be spectrally homogeneous (given the spatial resolution of the sensor)
in order to obtain calibration spectra for the radiometric correction. The site
has to represent a single possibly bright material and should be larger than one
pixel of the remote-sensing image so calibration pixels contain a spectrum for
only this material. The quality of such a standard field measurement
determines the interpretation quality of the remote sensing data. For
simplification, the calibration sites should be near the airport or on the
premises of the client. Additional measurement of different objects within the
area of interest further improves the data processing and ensures the reliability
of the data interpretation.

Some manufacturers build hyperspectral scanner systems with spectral
ranges from visible light to the middle thermal infrared. If the study involves a
larger spectral range it has to be considered that thermal surveys have different
requirements than a survey constrained to the 0.4 — 2.5 um range.

For high-resolution satellite sensors (e.g., IKONOS, QuickBird), up-to-
date images for selected areas can be acquired and obtained. Acceptable time
slots and percentage of cloud cover must be given along with the data order.
The time window should not be too short in order to increase the chances for
good weather conditions when the satellite passes over the target area. The
smaller the desired percentage of cloud cover given in the order, the higher the
cost of the images. On the other hand, clouds and their shadows may obscure
objects of interest.

3.3.6 Processing and Interpretation of Data

Sophisticated computers with an appropriate memory, powerful graphic cards,
and large storage capabilities are an essential for the processing and
interpretation of remote-sensing data. Another prerequisite is the availability
of an effective software package for the following tasks:
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e image rectification and restoration (preprocessing),

e image enhancement,

e image analysis,

e image classification,

e data merging, GIS integration and map preparation.
Examples of powerful and versatile remote-sensing software systems are:
e ENVI,

e ERDAS,

e Earth Resource Mapping / ER Mapper,

e PCI, and

e Tetracorder.

Exemplarily some features of the ENVI system are listed:
e Support of numerous data import and output formats,
e data preprocessing and radiometric calibration,

e image registration and orthorectification,

e interactive image enhancement,

e panchromatic, multi- and hyperspectral, and radar data analysis,
e spectral analysis and filtering,

e change analysis,

e mosaic and subset,

e supervised and unsupervised classification,

e integrated GIS features,

e annotation and map composition, and

e terrain analysis.

Preprocessing

Raw images from nonphotographic scanners contain systematic and
nonsystematic geometric distortions. Sources of these distortions include
variations in altitude, attitude, and velocity of the sensor platform, panoramic
distortions, effects due to Earth’s curvature and rotation, as well as relief
displacement. In airborne applications, data from the DGPS and INS
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navigation system are used to eliminate distortions from variations in the
altitude, attitude, and velocity of the aircraft. These correction procedures are
not necessary for optical satellite data. Due to the small aperture and the high
altitude of space-borne imaging systems the relief displacement can often be
neglected. For geoscientific interpretation, the images from space-borne
systems can be used directly as delivered by the provider.

Rectification and restoration of radar images requires sophisticated
processing. A digital elevation model (DEM) is necessary for correction of
topographic displacements. Preprocessing can be done by the provider of the
satellite imagery. Satellite images are delivered and indexed in terms of path
and row numbers for easy referencing and ordering. Web-based access allow
the search in large satellite data archives. The images can be ordered in
different qualities (e.g., standard and precision) as photographs (e.g., positive
or negative image, false-color images) or as digital data.

Processing

Thermal scanner manufacturers provide specific and customized software
systems for processing and interpretation of the data. Images from thermal
scanners can be handeled with the same hardware and software used to record
and store the data during the flight. This easy-to-use windows-based software
permits the generation of most suitable thermal images using different
processing techniques, such as enhancement of temperature patterns by
stretching, plotting isotherms, determination of temperature along profiles and
at point sites, and color coding of temperature intervals.

The processing of the data from digital cameras is described here using the
example of the HRSC camera. The first processing step is always radiometric
correction to minimize or at least reduce noise and to enhance the desired
signal. The external orientation of the image lines is then computed using the
post-processed data from a special flight management system that recorded the
exact position of the aircraft every few seconds during the flight.

Using the same points derived from the different stereo channels and from
overlapping image strips, the angular offset between the Inertial Navigation
System (INS) and the camera axis can be calculated and the orientation of the
adjacent image strips along the flight line can be corrected. Calculations of a
digital elevation model can now be completed from the set of object points.
The terrain model is needed to generate orthoimages correcting for
topographic displacements. The orthoimages are then combined to
orthoimage-mosaics. The final step is color processing to generate color
composites (color, CIR) of the ortho images or ortho image mosaics. All data
processing is fully automated.

The processing of data from imaging spectrometers always starts with a
radiometric correction using laboratory standards. This step aims to calibrate
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the electric signal of the spectrometer with respect to the radiance of the
incident radiation. When the sensor has been calibrated, an atmospheric and
other radiometric correction are performed. An atmospheric correction is
advised because of the sensor’s sensitivity to changing atmospheric
conditions, i.e. gases, water vapor, aerosols and other substances in the
atmosphere. This correction is vital to suppress or eliminate this type of noise
and to improve the signal-to-noise ratio. There are different models of
atmospheric scattering and absorption available for this step. Further
radiometric correction is necessary to match the signals measured by the
imaging spectrometer to the spectrally acquired materials on the ground. After
the radiometric correction, the absolute value of the radiance is converted into
percentage reflectance of the incident radiation.

The next step is a geometric correction using the orientation data from INS
and DGPS. The quality of the geometric correction can be improved by using
the data from a second sensor with a higher ground resolution, like a digital
camera.

Interpretation

Interpretations of nonphotographic imaging data and the use of the results for
site investigations depend on the spectral range of the sensors used for
imaging. The solar reflection (SOR) region from 0.3 to ~3 pm seems the best
investigated part of the electromagnetic (EM) spectrum. Such data are easy to
interpret in terms of directly observable objects and physical phenomena. All
types of sensors used on aerial and space-borne platforms acquire data in this
spectral range. But, the images from these systems differ in spatial and
radiometric resolution. The use of multi-spectral data from the SOR region
facilitates geological and environmental investigations and monitoring, such
as topography and drainage patterns, identification of rock and soil types,
moisture content, faults, and vegetation.

Given the thermal conditions of the Earth, EM radiation with wavelengths
from 3 to 35 um is emitted from the surface. The amount of energy an object
on the ground radiates depends on its surface temperature and emissivity.
Emissivity is a materials property. Previous investigations of waste disposal
sites have shown that the thermal conditions depend on the time of day, time
of year, and the weather prior to data collection; the usability and
reproducibility of aerial photographs and thermal images are also related to
these parameters. Qualifiers, such as warm or cold, can be used only together
with a specific time of day because diurnal temperature variations differ for
different materials (Fig. 3.3-8). Consequently, generalized statements
regarding the thermal properties of materials in the Schoneiche landfill (e.g.,
EHRENBERG, 1991) may be misleading.
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Fig. 3.3-8: Surface temperatures of water and grass during a diurnal cycle, LOWE (1969)

To maximize the usefulness of thermal remote-sensing data, surface
temperatures of rocks, soils, vegetation, and waste should be determined using
an array of ground sensors at the time of remote data take. Emissivities of
samples may also be measured in the laboratory.

One objective of thermal imagery is the detection of heat sources within
mine waste heaps (“hot spots™), for example produced by dumping of hot
ashes and highly inflammable material (Figs. 3.3-11, -12, and -13). If the
amount of smoldering material is large enough and the internal temperature is
high enough, such phenomena can be detected even when covered up to
several meters.

Fermentation of organic matter in a landfill produces heat that is
transported to the surface by methane and other gases. Ducts are installed to
remove these gases under controlled conditions (Fig. 3.3-16). Uncontrolled
emissions are also possible and can be detected using thermal imagery.

Another application of thermography is the detection of buried waste.
Because the heat capacity of waste is usually different than surrounding
natural material, the waste is revealed by thermal observations (Figs. 3.3-17
and 3.3-18).

It is well known that the thermal inertia and heat capacity of water is
different from those of soils and rocks. This information is used to detect
natural and artificial features containing water. Such features can be springs
and soil moisture seeps in areas with high groundwater levels or in areas with
non-cohesive soil (Figs. 3.3-19 and 3.3-20), filled-in natural and artificial
drainage systems (Fig. 3.3-21), seepage water, and fractures and faults in karst
regions.

The combination of a DEM with thermal data can reveal indications of
night time cold air fluxes and natural ventilation. A sufficient slope of the
landfill and a sparse vegetation cover are required conditions for such
processes to happen. Cold air flowing from the top of the landfill is indicated
in night images by "cold" anomalies along the slope. Such cold air flows can
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possibly carry harmful substances that would then accumulate in depressions
around the landfill.

Data from digital cameras can be interpreted independently or in
combination with other remote-sensing data. Photogrammetric products
(orthophotos, DEMSs, orthophoto mosaics, topographic maps, etc.,
Chapter 3.2) or topographic base maps for field work and the presentation of
results can be produced from digital camera images. The spectral channels of
the camera permit a spectral composition similar to color and CIR
photographs and the integration of the images with other data sets, e.g., with a
DEM (Fig. 3.3-24). There are a range of applications like regional land-use
mapping and mapping of biotopes to site investigations, for example, to
evaluate the vitality of vegetation, assess surface water conditions, or search
for seepage water, springs and moisture anomalies (Chapter 3.1). Yet, the
spatial resolution of an analog aerial photograph, depending on the film
granularity, is still better than the spatial resolution of most digital cameras.

Hyperspectral images particularly allow for identification of certain
subpixel features. Most hyperspectral pixels have a mixed spectral signature,
originating from different objects or materials. If this mixture can be detected
in the pixel spectrum due to the presence of different spectral signatures, the
spectral signatures can be assigned to different objects and their areal coverage
(spectral unmixing).

In order to recognize and distinguish materials in the imaging spectrometer
data, local measurements need to be made with a field spectrometer. This is
necessary to determine whether the contaminated materials can be spectrally
discriminated from the surrounding uncontaminated materials and thus
mapped from the image data.

Minerals and mining waste exposed in open-pit mines, at mill sites, mine
dumps, tailing and spoil heaps, etc. have to be identified and mapped to
characterize large regional mining districts. LIVO (1994), JANSEN (1994) and
PETERS & PHOEBE (2000) developed a method for this purpose using the
AVIRIS system achieving a spatial resolution of 20 m in mining areas of
North America. KING et al. (2000) discussed the impact of water and wind on
mining districts. Sulfides constitute a significant part of the mineral
paragenesis of such districts, as well as many other ore minerals and resulting
weathering products. Pyrite and alunite generate sulfuric acid in contact with
rain water seeping into the groundwater. Such acidic sites in mining districts
can be detected by mapping the resulting mineral alunogen. Using specific
software, the spectra of the image pixel are compared with standard spectra of
the digital spectral libraries as provided by the USGS (U.S. Geological
Survey). The spectral range for discriminating minerals is often focused on
2200 - 2300 nm. Visual examination and modern algorithms for spectral
identification can be used by an experienced specialist. Such methods not only
allow to identify pixels with the spectrum for a single material, but also pixels
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showing the spectra of two minerals, for example dolomite and calcite,
kaolinite and hematite, jarosite and muscovite and other materials.
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Fig. 3.3-9: Radiance spectra of MARK V laboratory spectrometer (a) and HyMap spectra
(b) of reference areas on BGR premises
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Tests with hyperspectral images in different mining areas with similar
contaminated materials indicate that a simple transfer of the method is not
possible. The different climatic, weathering, geomorpological and vegetation
conditions in other regions and the mineral mixtures, man-made materials and
vegetation cover typical for those regions point at the importance to collect
spectroscopic data in the field and laboratory, hence regional spectral libraries
as a basis for reliable calibration and interpretation.

The HyMap airborne imaging spectral system has been used
to detect hydrocarbons (HORIG et al. 2001) (Figs. 3.3.-9 and 3.3-22).
Hydrocarbons and any materials containing them are characterized by
absorption maxima at wavelengths of 1730 and 2310 nm (CLOUTIS, 1989).
The radiance spectra recorded by a Mark V laboratory spectrometer
(Fig. 3.3-9a) had the same two absorption peaks as shown in the spectra of the
airborne system recorded simultaneously (Fig. 3.3-9b). The 1730 nm feature is
more pronounced. Better results for identifying the hydrocarbons were
obtained using this absorption peak than with the 2310 nm peak. The
interpretation uses at least three bands of the HyMap which cover the portion
of the spectrum around these two peaks.

Fig. 3.3-10: Processed HyMap image showing materials containing hydrocarbon at the
ground surface in Spandau, Berlin (BGR premises and oil-contaminated reference areas; A,
artificial turf; T, race track; B, plastic roofs)
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A test area in Spandau, Berlin is shown in Figure 3.3-10. Most of the surface
materials in the images appear grey because spectral characteristics are similar
in this part of the spectrum. Only the areas containing hydrocarbons appear
colored due to their significant absorption features within the same narrow
spectral range. Consequently, oil-contaminated soil reference areas (southern
part of the picture, near BGR), plastic roofs of buildings (B), artificial turf (A),
and athletics race tracks (T) appear pinkish. The intensity of the color of the
area depends probably on the oil content.

ELLIS et al. (2001) used airborne hyperspectral imaging data from Probe-1,
the preceding model of HyMap to detect several onshore oil seeps. Earlier
mapped oil seeps were confirmed by these measurements and new sites were
discovered. The "depth" of the absorption minimum in both the field and air-
borne spectra at 2310 nm correlates well with the amount of bitumen (or tar
and asphalt).

The main objective of further investigation is the compilation of a spectral
library of hydrocarbon maxima and minima, including spectra with different
amounts of oil, tar, vegetation, soil and rock.

Using this approach, it is possible to map contaminations with oil,
gasoline/petrol, kerosene, diesel, etc. even for large areas. Natural oil seeps,
natural hydrocarbon-bearing sediments, e.g., oil shale or sandstone, and
artificial plastic hydrocarbon materials, may be detected. No chemical
laboratory method is able to provide such a spatial database as quickly,
reliably and as inexpensively as this remote sensing method.

Radar images from various aerial and space-borne SAR sensors provide
information about changes in the terrain slope on a decameter scale, of
changes in surface roughness on a centimeter scale, and about electrical
properties of the materials on or near the Earth’s surface. Information about
the soil moisture and mineral content of soil and rock can be derived from the
dielectric properties. A large number of studies have shown that
interferometric SAR (InSAR) provides very good data for detecting vertical
ground displacement on a centimeter scale (Fig. 3.3-25). An overview of
current InSAR applications for land subsidence detection is available at
various websites, e.g., http://www.npagroup.com and http://www.atlsci.com.
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3.3.7 Quality Assurance

To obtain high-quality results, an approriate remote-sensing system has to be
selected given the objectives of the investigation. This decision depends on the
spatial and radiometric resolution, the spectral range needed and the expected
cost. This is the most important factor that determines the quality of the data
and data products. In addition, the quality is determined by the following
conditions:

e technological factors,
e conditions during data acquisition, and

e processing and interpretation.
Technological factors:

1. Calibration of the nonphotographic remote-sensing systems must be done
before and during data acquisition following the instructions of the
manufacturer.

2. INS (Inertial Navigation System) must be used for accurate determination
of changes in aircraft attitude around all three axes and for correction the
GPS data.

3. Data with full Image Motion Compensation (IMC) or Forward Motion
Compensation (FMC) should be preferred if airborne systems are used.

4. High precision DGPS with a ground reference station closer than 50 km
from the project area is strongly advised.

5. For laser scanning flights, DGPS and INS are essential in order to estimate
the precise aircraft position at any point. A video camera should be used to
record the path of the aircraft. A synchronization system is necessary to
correlate the data with other data acquisition systems.

Conditions during data-sampling:

1. Weather:

e Thermal scanner: no wind, clouds, mist, or precipitation, as well as
complete clear conditions.

e Digital camera: sunny, without clouds, mist or precipitation.

e Imaging spectrometer: sunshine with no fog, mist, haze, smog, clouds,
or precipitation, etc. to reduce the intensity of the sun’s radiation.
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2.

Time of data acquisition:

e Thermography: season with only little or no growing vegetation, during
the night or in the early morning before sunrise following a sunny day.

e Digital camera: depends on the investigation objectives, e.g., season
with or without growing vegetation.

e Imaging spectrometer: season with only little or no growing vegetation,
the hours around high noon are preferable.

Processing and interpretation:

Experience and references: The company or institution conducting the
survey should provide references in carrying out remote-sensing surveys
using state-of-the-art hardware and software.

Integration of other data: Including other remote-sensing and non remote-
sensing information increases the reliability and value of the results.

Ground truth: Thermograpic and spectroscopic measurements are made on
the ground at the time of the survey flight. If airborne digital camera data is
acquired during the flight, additional ground truth data may be required for
the interpretation.
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3.4.8 Personnel, Equipment, Time Needed

Time
P 1 Equi
ersonne quipment needed
data acquisition with 2 - 3 technicians | P ccial survey aircraft with a
- flight management system and 1 day
thermography scanner or specialists
a thermography scanner
processing data from a 1 specialist PC, plotter, software 1 - 3 days
thermography scanner
interpretation of .
thermography data 1 specialist PC, plotter, software 3 - 8 days
data acquisition witha | 2 - 3 technicians P ccial survey aircraft with a
. - flight management system and 1 day
digital camera or specialists .
a digital camera system
processing data from a i )
digital camera (HRSC) 1 specialist several PCs, plotter, software | 1 -3 weeks
interpretation of data soin(;av}:/;gks
from a digital camera 1 specialist PC, plotter, software
(HRSC) (depends on
the task)
groundwork for imaging |1 -2 tech.mglans | field spectrometer -3 days
spectrometry or specialists
special survey aircraft with a
data acquisition with an | 2 - 3 technicians | flight management system, an 1 da
imaging spectrometer or /specialists imaging spectrometer and a Y
digital camera
measurements at the 1 -2 technicians
calibration site for . 1 field spectrometer 1 day
. . or specialist
imaging spectrometry
processing data of 1 specialist PC, plotter, software 1 -3 weeks
1maging spectrometer
interpretation of imaging
spectr(?meter data 1 specialist PC, plotter, software 1 -3 weeks
(mapping of
hydrocarbons)
data acquisition with an . special survey aircraft with a
. 2 - 3 technicians | .
airborne laser scanner . flight management system and 1 day
or specialists . .
laser scanning equipment
preparation of a digital
elevation model by laser 1 specialist PC, plotter, software 3 -5 weeks

scanning (area 100 km?)
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3.3.9 Examples

Waste disposal sites on a SPOT image

B e
g km in

south of Mittenwalde near Berlin, shown on a SPOT image taken on August 25, 1990 in
panchromatic mode. Courtesy of FKP Ingenieurgesellschaft fiir Fernerkundung,
Photogrammetrie, Kartographie und Vermessung mbH (Consulting Engineers in Remote
Sensing, Photogrammetry, Cartography, and Surveying), Berlin
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Preparation of a map of flood prone areas

Landsat 7 data from May 3, 2000, were used for mapping flood-prone areas in
the Dan Khun Thot region of Thailand in order to classify preselected areas
for a potential waste disposal site. Image quality was good with cloud
coverage of about 20 - 25 %. The satellite remote sensing systems used
scanners for 7 multi-spectral bands. Ground resolution was between 15 x 15 m
and 60 x 60 m. The data were corrected for systematic and radiometric errors.
Purpose of the processing was to provide the interpreter with enhanced
imagery for mapping flooded areas. A combined approach of unsupervised
and supervised classification was chosen to classify selected land cover types
in the area. This classification divided the pixels into statistically defined
classes for certain types of relevant land cover: standing water, swamps,
elevated areas, plantations, soil salinization areas and settlements. A final map
at a scale of 1 : 50 000 was derived (Fig. 3.3-12).
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Fig. 3.3-12: Dan Khun Thot region of the Nakhon Ratchasima province of Thailand, map
of flood-prone areas prepared using Landsat 7 data from May 3, 2000, showing the
locations of proposed waste disposal sites
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Localizing heat sources inside a mine spoil heap

Mining activities commonly result in changes to the landscape. Investigations
are necessary when risks are identified that may threaten people, infrastructure
and natural resources. The detailed black-and-white aerial photograph in
Figure 3.3-13 depicts parts of an abandoned open-pit mine in Thuringia,
Germany. Mine dumps, mill tailings, tailing ponds, and abandoned mining
equipment are visible. The mill tailings contain smoldering pyrite and carbon-
rich schist. The smoldering is sustained by oxygen seeping through fissures
and crevasses in the heap. This may lead to contamination of the groundwater
if rainwater percolates through the heap (Fig. 3.3-15).

t‘ / .'_ ) s bk Tl -a.,.i..-.—nn.--.__,I
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Fig. 3.3-13: Aerial photo taken April 24, 1995, showing a mining landscape in Thuringia,
Germany. The dominant landscape structures include part of an abandoned open-pit mine

(being filled with tailings), waste heaps, and an abandoned smelting plant (Source:
Landesvermessungsamt Thiiringen).
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The thermal scanner image in Figure 3.3-14, taken at night, displays the area
visible in the black-and-white aerial photograph of Figure 3.3-13. Areas of
high temperature in the heap are indicated in the thermal image although the
smoldering material is several meters deep inside the heap. The range of
apparent surface temperatures (in °C) depicted in the image is indicated by the
scale in the lower left corner. The yellow color denotes temperatures between
25 and 35 °C, the maximum. Monitoring of waste heaps with thermal systems
provides information on the temporal and spatial extent of the oxidation zone.
Rainwater percolating through smoldering pyrite and carbon-rich schist forms
sulfuric acid, which will then contaminate the groundwater. These smoldering
zones must be identified for effective remediation. The situation and the
method are explained in Figure 3.3-15.

Fig. 3.3-14: Thermal image taken at 03:45 a.m. on May 23, 1994, of the abandoned mining
site shown in Fig. 3.3-13. Temperature anomalies (bright) indicate areas of smoldering
pyrite and carbon-rich schist measured through several meters of cover. These zones of
buried smoldering material are marked by significant temperature anomalies at the ground
surface. (Image: F. KUHN, BGR).
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Fig. 3.3-15: Smoldering pyrite and carbon-rich schist generate heat within a mine waste
heap. The smoldering is sustained by an influx of oxygen through fissures and crevasses in
the heap. Sulfuric acid is produced, which may lead to groundwater contamination. The
buried smoldering zones are easily detectable by thermal remote sensing (Fig. 3.3-14).

Gas emissions

Anaerobic conditions inside a landfill favor the production of methane and
other gases by fermentation. In the northern part of the Schoneiche landfill
(Fig. 3.3-11), a network of ducts is used to collect and disperse the gas. Where
the gas ducts emerge, they are observable as “hot spots” in thermal images
taken at night, when the landfill surface cools off rather rapidly. During the
daytime, solar radiation heats the surface of the landfill and the ducts appear
colder than the surrounding areas. These gas ducts are the only source of
information about temperature anomalies and the decay processes within the
landfill (Fig. 3.3-16).
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Fig. 3.3-16: A thermal image made at 5:15 CET on May 13, 1993, shows four emerging
ducts (SPO1 — 04) used for the dispersal of biogases. AGEMA 900 software for image
processing and evaluation permits calculation of the "radiation temperature" at the gas
ducts, which fluctuates between 17.8 and 19.6 °C. The temperature increase of 1.8 °C
between SP03 and SP04 indicates a temperature increase within the landfill. (1) Slope,
(2) covered waste, and (3) roads. (Image: F. BOKER and F. KUHN, BGR)

Abandoned landfills and areas of suspected contamination

The detection of soil and groundwater contamination raises questions
concerning the temporal and spatial dispersal of contaminants. Because
remediation can be expensive, and the polluter is legally required to cover the
cost, the landfill operator will want to establish the actual sources of the
contamination to avoid charges of clandestine waste disposal that often occur
at large sites.

In 1992, the Working Group for Remediation and Management of Waste
Disposal, Berlin, (Arbeitsgemeinschaft “Sanierungs- und Betriebskonzept/Ab-
fallentsorgung Berlin”) conducted a survey of abandoned waste disposal sites
and other areas of suspected contamination near the Schoneiche and
Schoneicher Plan landfills (Fig. 3.3-11). A number of current and abandoned
waste disposal sites, as well as sewage and waste water irrigation systems,
were observed and mapped.

The following example demonstrates how aerial photographs and thermal
images are applied to detect and characterize an abandoned landfill. An
elevated area, typical for landfills, can be identified between the Schoneiche
and Schoneicher Plan sites in the center of the stereo-pair photographs in
Figure 3.3-17. The area is near the southeast rim of a water-filled pit (black).
It shows patterns typical of cropland. Additional information was provided by
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thermal data (Fig. 3.3-18): The thermal image reveal temperature anomaly
patterns oriented more or less N-S in this area, most likely indicating near-
surface changes of material (dark blue and red patches). NW—SE-oriented
yellowish strips are due to the grain crop. The image helped define areas for
taking samples to check the character of materials dumped in the area.

3r i —zy

Fig. 3.3-17: CIR aerial photograph taken on July 3, 1993, (stereo-pair) showing an
abandoned landfill (area in the center just below the body of water) between the Schoneiche
and Schoneicher Plan landfills (Photo taken by WIB GmbH Berlin for BGR)
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Fig. 3.3-18: Thermal image taken at 05:27 CET on May 13, 1993, showing the landfill
(within dashed line) in Fig. 3.3-17 and temperature anomalies resulting from a partial
vegetation cover (yellow and orange stripes) and from soil (dark blue stripes trending
roughly N=S). Image taken by F. BOKER and F. KUHN, BGR
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Springs and soil moisture anomalies

As discussed previously, moist areas and springs are easily detected by
remote-sensing techniques. Moist areas commonly develop at the surface due
to the presence of perched groundwater or to a shallow water table.
Geochemical sampling of moist areas may identify the sources of the moisture
by their geochemical signatures.

The historical aerial photograph from 1974 in Figure 3.3-19 shows an area
about 100 m northwest of the Schoneiche landfill. A system of ditches can be
seen that are partially filled with silt (D), indicating that this area must be
permanent wetland.

This assumption is supported by thermal images of the site (Fig. 3.3-20).
Signs of elevated water content can be seen in the thermal images. A "cold"
(dark blue) zone indicates high moisture content in the topsoil. Electrical
conductivities around 1200 uS cm™, which is about four times the normal
value, were measured in groundwater samples from this zone. This suggests
that mineralized groundwater contains leachate from the landfill about 200
meters north of the waste site.

Dark patches (P) in the aerial photograph (Fig. 3.3-19) also suggest surface
inhomogeneity. A related ground check confirmed this feature to be an
abandoned landfill. The extent to which the abandoned landfill contributes to
the elevated groundwater mineralization is yet to be investigated.

Fig. 3.3-19: Aerial photograph taken on April 20, 1974, of an area just north of the
Schoneiche landfill. The dark gray areas indicate higher surface moisture content. The
water has been drained via partially silted-up ditches (D). The area of Fig. 3.3-20 is marked
by the thin dashed line and the margin of the landfill is indicated by the thick dashed line.
Relatively dark patches (P) indicate an abandoned landfill. Photo from Bundesarchiv
(Federal Archives of Germany)
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Fig. 3.3-20: Thermal image taken at 05:22 CET on May 13, 1993, of the area marked in
Fig. 3.3-19. Dark areas correspond to low temperatures, indicating a higher soil moisture
content (Image: F. BOKER and F. KUHN, BGR)

Natural and artificial drainage systems

A flat lowland adjacent to a waste disposal site is shown in a black-and-white
aerial photograph in Figure 3.3-21 (top). Geologically speaking, this area
consists of humic sand, mud, and bog lime deposits. The aerial photograph
was taken at the beginning of intensive plant growth and relatively high soil
moisture content (mid-May). Weak features that may indicate an artificial
drainage system (arrow) can be seen.

The thermal image (MIR-I1) in Figure 3.3-21 (bottom), taken under similar
conditions, depicts the surface drainage more clearly because the drained
ground has a higher temperature than the surrounding soil with a higher
moisture content. In this case, the intensity of temperature anomalies are
indicators of the efficiency of the drainage system. If there are signs of
artificial or natural drainage or irrigation systems on or near a landfill, the site
should be inspected to determine whether leachate from the landfill is drained
by them.
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Fig. 3.3-21: Black-and-white aerial photograph taken May 15, 1992 (top), and a daytime
thermal image, MIR-II (TIR), taken May 11, 1993 (bottom). The fishbone pattern of an
artificial drainage system is weakly visible in the aerial photograph (arrow). This pattern is
better emphasized in the thermal image. The soil is relatively dry and "warm" where the
drainage system still functions, (aerial photo: Luftbildsammelstelle der Landesvermessung
und Geobasisinformation Brandenburg; thermal image: F. BOKER and F. KUHN, BGR)
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Identification and mapping of hydrocarbons and materials containing
hydrocarbons

A case study performed to determine the possibility to identify and to map
hydrocarbons and materials containing hydrocarbons. For this purpose
reference areas were prepared containing different materials (7able 3.3-20).
The ability to distinguish materials containing hydrocarbons from other
materials is based on the absorption peaks of hydrocarbons that occur within a
narrow range of the short-wave infrared (SWIR) spectrum (see Section 3.3.6).

Figure 3.3-22 shows the result of HyMap data analysis. In this part of the
SWIR spectrum, non-hydrocarbons appear gray, e.g., uncontaminated sand
and sewage sludge. Only the hydrocarbons appear colored, due to their
significant absorption within this narrow portion of the spectrum. The
reference areas containing hydrocarbons smaller than 4 m x 4 m are below the
spatial resolution of the HyMap system and, thus, appear gray too. The black
tarpaulin acts as a black body reflector.

Table 3.3-20: Reference areas on HyMap images shown in Fig. 3.3-22

1 - roofing felt (4 m x 4 m) 10 - sand, uncontaminated (4 m x 4 m)
2 - sand mixed with CaCOs (4 m x 4 m) 11 - sand, uncontaminated (6 m x 6 m)

3 - sand, slightly oil-contaminated” (4 mx 4 |12 - sewage sludge (4 m x 4 m)

m) 13 - sewage sludge (4 m x 4 m)

4 - sand, highly oil-contaminated® (4 m x 4 m) 14 - sewage sludge (4 m x 4 m)

5 - sand, highly oil-contaminated” (2 m x 2 m) 16 - plastic tarpaulin, orange (6 m x § m)

6 - sand, highly oil-contaminated® (1 m x 1 m) 17 - plastic tarpaulin, black (4 m x 8 m)

7 - sand, uncontaminated, moist (4 m x 4m) |5} _ pile of transparent plastic sheet

8 - sand, uncontaminated (1 m x 1 m)

9 - sand, uncontaminated (2 m x 2 m)

1) 25 mL oil per 1 kg sand
2) 100 mL oil per 1 kg sand



Environmental Geology, 3 Remote Sensing 149

[ HYDROCARBON FEATURE

Fig. 3.3-22: Reference areas on processed and enlarged HyMap images (SWIR-1 bands
21/red, 26/green, 31/blue with linear stretching)

Identification and mapping of materials containing hydrocarbons by
merging the data from two remote-sensing platforms (contribution by
Tilmann Bucher)

Hyperspectral data (HyMap) can be processed together with data from a
digital camera (HRSC-A) to merge high spatial and high spectral information.
The HyMap system provides data for the location of hydrocarbons. The
HRSC-A camera provides precise geometrically corrected images with a
spatial resolution finer than 1 m (Fig. 3.3-23) and a DEM for 3-D visualization
(Fig. 3.3-24).

Characteristic absorption features in the SWIR range can be used to map
materials containing hydrocarbon (HORIG et al., 2001). This method was
evaluated at the overburden heap of the Espenhain lignite mine located in the
Central German Lignite Mining District in Eastern Germany. The HyMap and
the HRSC-A data of this area have been recorded in August 1998, with a
ground resolution of about 8§ m for the HyMap data and 30 cm for the HRSC-
A data (Fig. 3.3-23).

Figure 3.3-24 depicts the merge of the two data sets. A white triangle is
clearly visible in the center of the lower picture, marking the hydrocarbon-
bearing area. One side of the triangle is more than 300 m long. The DEM
shows the dimensions of the dump in this mining district and the elongated
crests; a deposition product of the swinging wings of the mining excavator.
The crests are within the hydrocarbon-free and in the hydrocarbon-bearing
area, thus, the contamination with hydrocarbons occurred after the deposition
of the crests.
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Fig. 3.3-3-23: Overlay of high-resolution HRSC-A data (spatial resolution 30 cm, center)
with HyMap data (spatial resolution 8 m) from an area near Espenhain, Germany. Clouds
(dark) cover parts of the area

Fig. 3.3-24: An image produced for visualization by the merging of data from different
sources. A high-resolution HRSC-A image (top) and a false color HyMap image (bottom)

are draped over the HRSC-A DEM. The white areas (bottom) show strong indications of
hydrocarbon absorption
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InSAR-based land subsidence map for Bangkok, Thailand

Traditional leveling at benchmark stations are usually used to monitor land
subsidence resulting from extraction of groundwater from the main aquifer in
the Greater Bangkok area. Land subsidence maps derived from leveling show
precise results for each benchmark station, but the areal distribution of
subsidence is widely inaccurate. Furthermore, the leveling data were
commonly collected over long periods of time depending on the size of the
observation area and the number of benchmark stations. Thus, it is sometimes
difficult to compare data from different stations with one another.

An InSAR-based land subsidence map showing the subsidence between
February 20 and October 23, 1996, (left) is compared in Figure 3.3-26 with
the land subsidence map derived from conventional leveling in the Greater
Bangkok area in 1995/1996. The InSAR-based land subsidence map is more
accurate in terms of the two-dimensional representation of subsidence than the
map made from benchmark leveling measurements. A combination of precise
benchmark leveling and InSAR-based mapping provides the best results for
the investigation of land subsidence. For details see KUHN et al. (2004).

'l b b el b - o b g3 e and - and il

Fig. 3.3-25: (left) Interferogram calculated from ERS 1/2 data recorded on 21 and 22
December 1999 used for correction of the contribution of topography to the phase and
(right) differential interferogram derived from ERS 1/2 data recorded on 20 February and
23 October 1996



152 3.3 Nonphotographic Imaging

Fig. 3.3-26: InSAR-based land subsidence map showing subsidence between February 20
and October 23, 1996, (left) compared with the land subsidence map derived from
conventional leveling in 1995/1996 by BONTEBAL (2001) (right)
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4.1 Magnetic Methods

KLAUS KNODEL

4.1.1 Principle of the Methods

Everywhere on the Earth there is a natural magnetic field which moves a
horizontally free-moving magnetic needle (magnetic compass) to magnetic
north. The magnetic field is a vector field, i.e., it is described by its
magnitude and direction. The magnetic field consists of three parts: the main
field, a fluctuating field, and a local anomaly field.
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Fig. 4.1-1: Typical applications of the magnetic method, left: search for concealed waste
disposal sites containing magnetic materials, right: investigation of the geological
structures
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The main field, whose origin is within the Earth, varies very slowly with time
(years to decades) and is superimposed by a rapidly varying (in fractions of
seconds to days) field component, whose origin is outside the Earth (external
field, time-varying field). In addition to these geomagnetic field components,
there is an almost constant local anomaly field AF, which results from the
magnetization of material in the upper crust. Not only do geological bodies,
consisting of, for example, basalt, metamorphic rocks, and some ore deposits,
cause local magnetic anomalies, but also metal objects at legal and illegal
waste disposal sites (Fig. 4.1-1).

The values of the magnetic flux density are 25 000 to 60 000 nT for the
main field, 0.1 to several 100 nT for the fluctuating field, and up to several
1000 nT for the local anomaly field.

The local anomaly field is estimated from magnetic data and conclusions
are made about the sources. To obtain the local anomaly field, the main field
and the time-varying field must be eliminated from the measured total field.
The local anomaly field is represented on an isoline map, (pseudo 3-D plot) or
along profiles. The sources of the magnetic anomalies are interpreted from
these maps and, in some cases, from model calculations for two and/or three-
dimensional models.

4.1.2 Applications

e Search for concealed waste disposal sites containing magnetic materials,

e localization of concentrations of barrels suspected of containing
hazardous waste in a landfill,

e determination of the parts of a landfill with a high proportion of building
rubble,

e search for unexploded ordnance (UXO),

e investigation of the geology below planned landfills and industrial or
mining sites in areas of igneous and metamorphic rocks, and

e delineation of faults, particularly in areas of igneous and metamorphic
rocks.

4.1.3 Fundamentals

The International Association for Geomagnetism and Aeronomy in 1973
resolved that geomagnetic field measurements shall be reported in tesla, i.e.,
the SI units (International System of units) of magnetic flux density B. One
tesla (T) is equal to 10° nanotesla (nT). Although all magnetometers are now
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calibrated in units of magnetic flux density, the term “magnetic field” has
been retained for the measured quantity. For this reason, the strength of the
total magnetic field, the time-varying field, or the local anomaly field is
always understood as magnetic flux density. In air, the relationship between
magnetic flux density B and magnetic field strength H is approximated as
follows: B~ uoH. The most widely used magnetometers in applied
geomagnetics measure the intensity F of the total field F. AF is the intensity
of the local anomaly field, where AF = F' - F\. AF is a good approximation of
the projection of AF on the main field Fj.

The local magnetic anomaly field is due to local and regional differences
in the magnetization of rocks (Table 4.1-1) and other magnetic materials. A
distinction is made between induced (i) and remanent (r) magnetization.
These add vectorially: M = M; + M,.

The induced magnetization M; is proportional to the magnetic field
strength H:

Mi=xH=xB/ (4.1.1)
B=pou H = po(1+ %) H=yo(H+ M) 4.1.2)

In magnetically anisotropic material 4 and x are tensors. The magnetic
susceptibility x and the relative magnetic permeability x4 are properties of
magnetic materials (Fig. 4.1-2). The susceptibility is sometimes required in
cgs units for model calculation programs: iggs = (1/4m)xs.
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Fig. 4.1-2: Ranges of values for the magnetic susceptibility x of different rocks, compiled
by SCHON (1983)
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According to BREINER (1973), the magnetic susceptibility of most iron and
steel objects is between 10 and 130 (SI). Stainless steel is practically non-
magnetic. The magnetic susceptibility of corroded scrap metal is
40 000 - 750 000 107 (SI).

Table 4.1-1: Magnetization (in A m-1) of the most important rock types, Bosum (1981)

M; mean M; M, mean M,
Ultrabasic igneous rocks
pyroxenite 0.01-0.45 0.1-02
serpentinite 0.5-10 0.75 0.2-0.8 0.6
Basic igneous rocks
basalt 0.01-100 0.02-1.5 | 0.01-200 0.05-3
diabase 0-3.5 0.04-0.9 0-4 0.05-0.9
gabbro 0.05-3 0.2-30
Intermediate and acidic
igneous rocks
diorite 0-1.5 0-0.003
porphyry 0-0.3
granite 0-22 0.03-0.5 0-9
Metamorphic rocks
amphibolite 0-1.3 0-1.6
gneiss 0-1.8 0.01-0.75 0-2 0.01-1.4
Sedimentary rocks 0-04 0-04
Magnetic ores
magnetite 20 - 1000 20 30 - 1000
pyrrhotite 0.3-50 2
hematite 0-09 0.1-0.25
chromite 0.01-2 0.02 - 30

Conventional methods yield an apparent susceptibility « of the source body as
a whole, which is related to the susceptibility xy of the magnetic substances in
that body as follows: x = (p xv) / (1 + N xy), where p is the proportion of
magnetized grains in the rock and N is a demagnetization factor. N is
dependent on the shape of the grains: It equals 1/3 for homogeneous,
magnetically isotropic spheres.

The magnetization of a rock or material that remains in the absence of an
external field is called remanent magnetization, M,, which depends on the
content of ferrimagnetic matter and on the formation conditions.
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A sphere with homogeneous magnetization is the simplest model of a
magnetic geological or artificial body. The magnetic field (i.e., magnetic flux
density) of a homogeneously magnetized sphere is equal to the field of a
dipole at the center of the sphere when the distance » between source and
point of measurement is larger than the radius R and the magnetic moment
m=(4n/3)R* M=V M, where V' is the volume of the sphere. From this, it
follows that for all spheres for which R <r and which have the same R* M
value and the same center, the same magnetic anomaly is observed
(equivalence principle of potential theory).

If () the center of a sphere with a radius R lies at a depth d (d > R), (b) [ is
the inclination' of the magnetic field at this site, (c) « is the angle between
magnetic north and the x-axis, and (c) the origin (x = y = z = 0) of the
geophysical coordinate system lies directly above the center of the sphere,
then the anomaly of the total field oF can be estimated as follows (LINDNER &
SCHEIBE, 1978):

4 53
chR KF() 3dzsin21 + 3x2005210052a - 3xdsin21cosa - x2 - d2 (4 1 3)
O = 2. 2502 o
4n (x% +d”)
factor

Taking the magnetic anomaly at the Earth's surface above the center of the
sphere at x = 0 into consideration, it can be seen that the magnetic field
directly above the source body decreases with the third power of the depth d.
The local anomaly field depends not only on the size and magnetization of the
source body but also to a large degree on its depth. Small near-surface source
bodies in landfills cause a strongly varying local anomaly field. These local
variations smooth rapidly with increasing height # above the surface (1 to
4 m).

For further formulas to calculating 6F anomalies of model bodies with a
simple geometry, see TELFORD, GELDART & SHERIFF (1990). Figure 4.1-3
shows the typical appearance of the anomalies of the total field intensity for
inclinations 7= 15° and 30° (e.g., South East Asia) and 7= 67.5° (e.g., Central
Europe). These anomalies, which are due to induced magnetization, are
superimposed by the anomaly field due to the remanent magnetization. The
measured value AF is the sum of these two local anomalies.

The anomalies of the total magnetic field can be calculated using Equation
(4.1.3.) To estimate the maximum value expected for the anomaly, set x = 0
and /= 90° in Equation (4.1.3.) This yields

! The inclination is the angle between the vector of the main magnetic field and the
horizontal.
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%nR32KFO
6Fmax = W . (414)

Introducing the parameter “effective susceptibility” &g, we can define the
magnetic moment m, as follows:

C

For a spherical body at a depth d, the maximum value of the anomaly of the
total field intensity is

m
OF = 4n:13.

(4.1.6)

Mean values for the normal magnetic field in the Berlin area are
Fy=49 000 nT and 7 = 67.5°. Values of x= 100 (SI) can be assumed for the
magnetic susceptibility of iron and steel and 6600 - 8100 kg m™ (mean
7800 kg m®) for their density. Figure 4.1-4 shows a nomogram for Equation
(4.1.6). This nomogram shows that at the Earth’s surface the local anomaly
field of a model body containing 100 kg iron at a depth of 5m has an
maximum value of 50 nT.
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Fig. 4.1-3: Anomaly (induced part) of the total field intensity for a sphere with a radius R
and a homogeneous magnetization, at x = 0, at a depth d = 10 m, for inclination /= 15°,
30° 67.5%and 0. =0
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Fig. 4.1-4: Nomogram for estimating the maximum anomalies JF,,, from iron objects with
me=54110° Wb m per kilogram after BREINER (1973); taken from MILITZER et al. (1986).

Note that 6F .« can change by up to a factor 5, depending on the hardness of the iron, the
inclination, and the direction of the remanent magnetization vector

Table 4.1-2 can be used to estimate the magnetic anomaly of barrels before
the measurements are carried out.

Table 4.1-2: Size and mass of steel containers for waste disposal and the maximum

magnetic fields JF,,, according to Equation (4.1.6) at a depth d. The magnetic moment
m =5 41-10® Wb m per kilogram

Local anomaly field OF,,, in nT
d=1m d=3m d=5m
capacity 30-220L
outside diameter 290 - 610 mm
length 440 - 950 mm 130 - 1130 5-42 1-9
sheet metal thickness 0.5-1.2 mm
mass (empty) 2.6 -22.6 kg
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4.1.4 Instruments

Geomagnetic fields are measured with fluxgate magnetometers, proton-
precession magnetometers, and optically pumped magnetometers. Fluxgate
magnetometers measure the components of the magnetic field (e.g., vertical
intensity) and its gradients. Proton-precession magnetometers and optically
pumped magnetometers measure total field intensity.

Fluxgate magnetometers utilize the nonlinearity of the magnetization
curve B as a function of H of the high permeability magnetic material of the
coil core. The core is magnetized to saturation by an ac field in order to
measure the component of the magnetic field that is parallel to the core axis.
Continuous measurement is possible. At a walking pace, 1 - 8 readings can be
taken per profile meter. Thus, the high density of measurement points
necessary for environmental studies can be obtained within an acceptable
time. Fluxgate magnetometers measure 1 or 3 components of the geomagnetic
field or they measure the vertical gradient of the vertical component. State-of-
the-art fluxgate magnetometers have the following specifications:

sensitivity
precision

dynamic range

0.1 nT
+1 nT

+2000 or 20 000 nT

response time 20 ms
temperature range -10 to +40 °C
temperature drift 0.1 nT/°C.

The most widely used magnetometers in applied magnetics are proton-
precession magnetometers. They measure the precession frequency of protons
in the geomagnetic field after a polarization field is switched off. The
precession frequency is proportional to the field strength of the total magnetic
field. The Overhauser effect (transfer of the spin moment of electrons to
protons by electromagnetic waves with a frequency selected for a specific
chemical compound) is used to overcome the disadvantage of discontinuous
readings of the proton-precession magnetometers.

State-of-the-art proton-precession magnetometers have the following
specifications:

sensitivity 0.1 nT
precision +1 nT
dynamic range 18 000 to 110 000 nT
gradient tolerance 6000 nT/m
response time 05to3s

temperature range -40 to +55 °C.
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Almost all proton-precession magnetometers have gradient probes for
measuring the vertical gradient of the total field. The distance Ar between the
sensors for the gradient measurement is 0.5 -2 m. Ar must be less than
1/5-1/10 the distance r of the gradient probes from the source body
(BREINER, 1973). This condition is certainly fulfilled when geological
structures are being explored, but not always for investigations of landfills.
Not all gradient probes measure the gradients simultaneously by both sensors.
The measurement of the total fields by the two sensors 1 - 2 s apart can lead to
incorrect gradient measurements in areas where the magnetic field changes
rapidly or if there is movement of the probes, for instance, by the wind.
Gradiometers have the following advantages: higher sensitivity with respect to
near-surface targets and elimination of the fluctuating part of the geomagnetic
field and regional trends.

Proton-precession magnetometers with a response time of 0.5 s make
essentially continuous measurements possible if the magnetometer is carried
at walking speed along a profile. Proton-precession magnetometers are also
available as base stations for recording variation of the total field. The time
between two readings can be chosen between 5 s and 60 min.

Optically pumped magnetometers (also called alkali vapor magnetometers
or optical absorption magnetometers) are based on the Zeeman effect, the
splitting of the spectral lines in the Earth’s magnetic field. The distance
between the split spectral lines is proportional to the magnetic field strength.
The optical pumping technique is used instead of spectrometric methods.
Rubidium, caesium or potassium vapor is used in optical absorption cells.
Therefore, such magnetometers are referred to as rubidium or caesium, or
potassium vapor magnetometers. The sensitivity of this type of magnetometer
is about two orders of magnitude higher than that of proton-precession
magnetometers. This sensitivity is needed only for special investigations. The
more sensitive optically pumped magnetometers, with which measurements
can be made more rapidly, are more expensive than proton-precession
magnetometers.

All modern magnetometers give direct readings of the magnetic field
values in nanoteslas. A total of 10 000 - 100 000 readings can be stored in a
datalogger for subsequent downloading to a computer. Nowadays magneto-
meters integrated with differential GPS (Global Positioning Systems) are
available, which makes it unnecessary to use a regular survey grid (TAMIR L
KLAFF, 1999). Particularly for unexploded ordnance (UXO) investigations,
the combined use of magnetic and electromagnetic sensors integrated with
differential GPS can be useful (BARROW et al., 1996).
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4.1.5 Survey Practice

The objectives must be known in detail for optimum planning and execution
of a magnetic survey. Also of importance is knowledge of the local geology
and the situation in the field (e.g., accessibility, benchmarks, sources of
noise). The parameters and equipment for the survey are chosen on the basis
of this information:

1. Planning of the survey grid:

a) location and size of the study area (possibly on the basis of test
measurements),

b) line spacing,

¢) spacing of measurement points,

d) orientation of the profiles,

e) consideration of utility lines (water, gas, electricity, telephone),

f) choice of an undisturbed base point and if necessary further reference
and control points,

g) minimum number of points for replicate measurements,
h) sequence of measurements.

2. measured parameter (e.g., total field intensity and/or vertical gradient of
the total field intensity, vertical gradient of the vertical component),

precision,
distance of the sensors from the Earth's surface,

use of a base station,

S v kW

type of magnetometer.

The survey area should be large enough that the non-anomalous area
surrounding the target area is also included. For landfills, the area surveyed
must be larger than the planned landfill.

In the normal case, magnetic measurements are carried out along profiles.
The profiles should be laid out perpendicular to the strike of the geological
structures. If the strike is known, a line spacing of 2 to 5 times the distance
between measurement points is often used. Grids with same spacing for
profiles and measurement points lead to the most reliable results. If the
magnetic field fluctuates irregularly and the line spacing is too large, the
anomalies will indicate an erroneous strike direction. An example of this is
given by HAHN et al. (1985) (pg. 126), who recommends that the spacing of
profiles and measurement points be about one-third of the expected depth of
the target(s). For investigations of landfills, the grid spacing should be
5-10m. The spacing can be reduced for more detailed measurement of
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source bodies of interest and for exact determination of the boundaries of
concealed landfills. The search for concealed barrels normally requires a grid
spacing of less than 1 m. In such cases, quasi-continuous measurements with
two readings per second or per meter are useful.

Measurement of the total field anomaly AF is often impossible near
electric railways. However, simultaneous sensor readings for gradient mea-
surements still produce useful results in this case. Iron water pipes disturb
gradient measurements more strongly than AF measurements (LINDNER et al.,
1984). Therefore, particularly in areas in which there are magnetic
disturbances, it is recommended that the total field and gradient be measured
simultaneously.

Since the local magnetic anomaly field decreases approximately with the
third power of the distance of the probe from the target, the influence of small
near-surface bodies decreases quickly with increasing height of the sensor
above the Earth’s surface. This effect is used to eliminate the anomalies
resulting from these near-surface bodies and to smooth the measured local
anomaly fields. Depending on the objective of the survey, the sensors are
placed 0.3 -4 m above the Earth’s surface. To avoid interference fields
> 1 nT, a distance of at least 30 m should be kept from motor vehicles and
150 m from the steel towers of power lines (HAHN et al., 1985). See Section
4.1.9 for examples of parameter values for various survey objectives.

4.1.6 Processing and Interpretation of the Measured Data

The gradient values do not require any further processing after measurement
(i.e., main field and variations are already eliminated). But the following
corrections of the total field must be carried out to determine the local
anomaly field AF:

Corrections for diurnal variations: Variations of the geomagnetic field are
best measured at a base station within the survey area which automatically
records the total field, for example, every 10 s. These values can be used to
eliminate the time-varying field from all measurements. The time-varying
field can also be largely eliminated by frequent control measurements
(tie-line method).

Normal field and elevation corrections: The normal field can be described as
a function of geographical longitude and latitude, altitude above sea level
and time (e.g., January 1994 = Epoch 1994.1). Tables of the normal field or
computer programs using the International Geomagnetic Reference Field
(IGRF) are employed to calculate the normal field. Owing to irregular
secular variations of the main field, the IGRF is updated every five years.
Because the survey area for a site investigation is normally small, the
differences in measurement elevation are small and the measurements are



172 4.1 Magnetic Methods

made over a short period of time, one normal-field value Fy can be used for
the entire survey area. A single base station in a neighboring undisturbed
area is also sufficient.

Terrain correction is not necessary for the objectives discussed here. In
special cases, a drift correction is necessary for fluxgate magnetometer
measurements.

For qualitative investigations, such as the search for and delineation of
abandoned industrial and landfill sites, a correction for diurnal variation or for
normal field and elevation is not often done, because anomalies caused by
abandoned landfills also are clearly visible in the total field.

The anomalies of the total field and/or of the vertical gradients are
represented on a contour map and/or a set of profiles. Color or grey shading
increase the readability of contour maps. Three-dimensional plots are
normally suitable only for a general impression of the results. The delineation
of underground structures is too inaccurate with pseudo 3-D maps. Trend
removal, filtering, field continuation, second-derivative analysis, Fourier
analysis, pole reduction, and reduction to the magnetic equator can be helpful
for the interpretation of the data, making the underground structures more
clearly visible on the anomaly maps. For details, see TELFORD et al. (1990).

Information about the subsurface can often be derived directly from isoline
maps and profiles by qualitative interpretation by a geophysicist. Some
guidelines to qualitative interpretation of magnetic profiles and maps are
listed in Table 4.1-3.

The geometry, depth, magnetic susceptibility (and remanent
magnetization) of the magnetic material (e.g., geological structures, wrecked
cars or barrels, UXOs) can be estimated by quantitative interpretation.
Magnetic effects of simple bodies are depicted, for example by TELFORD et al.
(1990) and REYNOLDS (1997). These depictions are useful in order to get an
understanding of possible causes of magnetic anomalies.

As rule of thumb, the half-width of the anomaly corresponds approxi-
mately to 1 to 3 times the depth of the center of the model body. The depth d
of a model body can also be estimated from measurements of the total field
anomaly AF and the vertical gradient dF/dz (BREINER, 1973). The following
relation is valid at the maximum of the anomaly: d = (-nAF) / (dF/dz), where
n =3 for dipole sources, n =2 for a horizontal cylinder, and n = 1 for a narrow
vertical dike. For this equation, only an assumption about the type of model
body is necessary and not about the magnetic susceptibility. Other simple
methods for depth estimation of magnetically effective structures in the
subsurface as Peters’ Half-Slope method (PETERS, 1949) and Parasnis’
method (PARASNIS, 1986) are described in REYNOLDS (1997).

Forward modeling and inversion programs for 2, 2.5, and 2.75-D magnetic
and/or gravity models are current practice. Three-dimensional structures can
be modeled in special cases. Model calculations can also take into account the
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remanent magnetization. Inversion of measured data cannot unambiguously
yield the correct model, owing to the principle of equivalence. The number of
possible models must be reduced on the basis of geological knowledge and/or
by comparison with the results of other methods. In any case, it is essential
that the field data used for modeling is adequate with respect to data density
and quality.

Table 4.1-3: Guidelines to qualitative interpretation of magnetic profiles and maps,
modified after REYNOLDS (1997). © John Wiley and Sons Ltd. Reproduced with
permission.

Taken into

. . Indication for
consideration

Observation

near surface rocks with a low
magnetic susceptibility x

segments of a profile
and areas of maps

magnetically quiet field

near surface rocks with a moderate to
high magnetic susceptibility x

magnetically noisy field

anomaly Wavelength short => near-surface feature

long => deep-seated feature

positive or negative
amplitude

intensity of magnetization

profiles and maps anomaly structure® and

shape

dip and dip direction

induced magnetization if the
anomaly shows a minimum to the
north and a maximum to the south in
the northern hemisphere and vice
versa in the southern hemisphere; if
this is not the case, it implies
significant remanent magnetization
present

profiles and maps

magnetic gradient

possible contrast in xand/or
magnetization direction

maps linearity in anomaly possible strike of magnetic feature
dislocation of contours lateral offset by fault
broadening of contour downthrow of magnetic rocks
interval

*

i.e., positive peak only, negative peak only or doublet positive and negative peaks

Recent developments in interpretation of magnetic data are target
characterization algorithms designed for determination of an optimum source
location of geologic structures as well as location and apparent size of buried
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ferrometallic objects, such as drums, pipes and UXOs (REID et al., 1990;
YAGHOOBIAN et al., 1993; REYNOLDS, 1997). The most common technique is
the Euler deconvolution. This method is both a geometry finder and a depth
estimator. Euler’s homogeneity equation relates the magnetic field and its
gradient components to the location of magnetic sources with the degree of
homogeneity expressed as a structural index. The structural index is a measure
of the rate of change with the distance of the field from the source and is
directly related to the source dimension. The advantages of the Euler
deconvolution are that it can be applied to large gridded data sets, no
particular geological model is necessary, and Euler’s equation is insensitive to
magnetic inclination, declination and remanence. Geologic constraints are
imposed by choice of the structural index. In addition to the Euler
deconvolution, a 3-D analytic signal is used for magnetic interpretation
(ROEST et al., 1992; REYNOLDS, 1997). The analytic signal can be used to
estimate magnetic contrast and approximate depth, while the Euler
deconvolution can give a more detailed structural interpretation at depth. The
absolute value of the analytic signal is defined as the square root of the
squared sum of the two horizontal and the vertical derivatives of the total
magnetic field. Maxima of the analytic signal indicate locations of magnetic
contrasts. The depth of a magnetic source can be estimated from the shape of
the analytic signal.

The objective of a magnetic survey for investigating a site must be a map
which summarizes the results for geophysicists as well as for nonspecialists in
a clear and understandable form.

4.1.7 Quality Assurance

The general aspects of quality assurance are given under this term in the
glossary. The following measures are important for quality assurance in a
magnetic survey:

e Check that the survey personnel are not carrying any magnetic material
and that the sensor is not dirty.

e Check direction dependence of the readings (“heading effects”), i.e., with
the sensor always held by the technician on the same side of his/her body,
making readings in all four cardinal directions.

e Check for measurement reproducibility and noise: Equipment check, e.g.,
for low battery voltage, loose sensor cables, low sensor fluid level,
exceedance of gradient tolerance, and sources of noise (from electric
railways, power lines, etc.).

e Record observations in the area, e. g., sources of disturbance (steel towers
for power lines and iron fences).
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e Plot the readings at the end of a field day so that errors and disturbances
can be recognized and, if necessary, measurements can be repeated.

e Take replicate measurements: Approximately 2 -5 % of the readings
should be repeated.

e Recognized errors must be removed by repeating the measurements.
Obscuring errors by “data processing” is inadmissible.

4.1.8 Personnel, Equipment, Time Needed

Personnel Equipment Time needed

mobilisation and .
e depends on the distance to the survey area
demobilisation

topographic survey s. Chapter 2.5
measurements 1 geophysical 1 4WD vehicle, a=1-5m
technician 1 magnetometer or | L =800 - 2500 N/d

gradiometer,

(+1 assistant) 2=10m

(1 base station), L =600 - 900 N/d

1 PC o
quasi continuous

measurement of the
gradient with 1 - 8
readings/s

L =upto 15000 N/d

data processing, 1 geophysicist 1 PC with plotter, 1 - 2 days are necessary

interpretation, ) printer, and software | for each day in the field
(+ 1 assistant)

reporting

a = grid spacing, N = number of readings, d = 10-hour work day, L = N/d
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4.1.9 Examples
Search for and delineation of an concealed landfill

A pit about 8 m deep, dug to obtain material for a freeway, was filled with
waste until 1979. The landfill was then covered with a layer of soil 1 m thick.
Today, the landfill is not visible in the field. The abandoned landfill is in a ca.
50 m thick layer of Triassic sandstone. The magnetic method was used to
determine the exact location of the landfill. Survey parameters:

size of the study area 400 x 400 m

line spacing Sm

spacing of the measurement points Sm

number of measurement points 6581

duration of the survey 9 days

personnel 1 geophysical technician

physical parameters total field intensity and vertical gradient

distance of the sensors from the ground surface 2.0 and 1.3 m
equipment G 856-AX

base station magnetometer G 856 (sampling rate 10 s).

The concealed landfill stands out clearly in the anomalies of both total field
intensity AF (Fig. 4.1-5) and vertical gradient (Fig. 4.1-6). The delineation of
the landfill area is clearest in the isoanomaly plot of the vertical gradient
(Fig 4.1-6). Calculations based on the AF values yielded depths of less than
5 m for the magnetic materials and susceptibility values indicative of iron.
There is a high-voltage power line along the 400E grid line with a steel tower
at 400E, 520N. The vertical gradients are more strongly disturbed by the
power line than the AF isoanomalies. The anomalies in the eastern part of the
survey area are caused by building rubble containing iron.

Figure 5.4-25 shows the modeling of the magnetic anomaly related to the
Nong Harn landfill near Chiang Mai, Thailand.
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Lithology and tectonic structure below a landfill in an area of igneous and
metamorphic rocks

The site is in the “outer schist belt” of the Granulite Mountains in Saxony,
Germany. The phyllites, hornblende phyllites to hornblende schists strike
approximately N - S dipping 20 - 50° to the east. There are local bodies of
carbonate rocks. Loess loam of variable thickness locally overlies these rocks.
Survey parameters:

size of the study area

line spacing

spacing of measurement points
number of measurement points
duration of the survey
personnel

number of measurements at repetition
points and check points

physical parameters

standard error in the field AF at 2.05 m
above ground level

standard error for the vertical gradient

distance of the sensors from the ground
surface

equipment

base station magnetometer

1400 m x 2000 m

10 m

10 m

26 854

33 days

2 geophysical technicians, 1 geophysicist
447

total field intensity and vertical gradient
23nT

2.2 nT/m
0.65 and 2.05 m

G 856-AX
G 856 (sampling rate 10 s)

The map of the anomalies of the total field (Fig. 4.1-7) shows linear and
concentric structures, most of which can be correlated with geological
sources. These sources can be subdivided into (i) concealed geological bodies
(probably consisting of gneissic mica schists, serpentinites, amphibolites, and
phyllites) that have no clear relationship to near-surface structures, (ii) near-
surface rocks and magnetic intrusive rocks, and (iii) outcrops of magnetic
material. The parameter values calculated for the model bodies are given in
Fig. 4.1-8. Furthermore, expensive studies of the geological barrier can be
targeted more precisely, reducing the cost of such investigations.
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Search for unexploded ordnance (UXO)

Magnetic and electromagnetic techniques have been used for many years to
detect unexploded ordnance concealed in the subsurface. The use of both
methods for the same investigation site leads to more reliable and less
ambiguous results. In the past “mag and flag” methods, i.e., magnetic
measurements without data collection and indications flagged for excavation,
were commonly used. Nowadays, surveys with data collection, sophisticated
processing and interpretation are state-of-the-art.

On the UXO test field of the Berlin police department, different types of
UXO and other targets, such as steel girders, a steel ball, and metal containers
were buried. Measurements with a magnetic gradiometer (Fig. 4.1-9) and with
a transient electromagnetic probe (Fig. 4.1-10) reveal the concealed targets. In
addition to the location and depth, the weight of the targets was estimated. In
this example, depth estimations on the basis of magnetic anomalies are more
reliable than those from EM 61 data. Due to remanent magnetization, the
estimated mass is often too small. Survey parameters:

size of the study area

line spacing
spacing of measurement
points

number of measurement
points

duration of the survey
personnel

parameters

equipment

25mx50m
0.50 m
0.25m

10 250

1 day
1 technician, 1 geophysicist

vertical gradient of vertical
component of the magnetic
field

FM 36

25mx50m
0.50 m
0.195 m

13 100

1 day
1 technician, 1 geophysicist

electromagnetic response

EM 61
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Fig. 4.1-9: UXO test field of the Berlin police department, vertical gradient of the vertical
component of the magnetic field [in nT/m], including interpretation, courtesy of Biiro fiir
Geophysik Lorenz, Berlin by permission
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Fig. 4.1-10: UXO test field of the Berlin police department, electromagnetic response of
EM 61 [in mV], including interpretation, courtesy of Biiro fiir Geophysik Lorenz, Berlin by
permission
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Parameters and units

Symbol Units
magnetic field strength H Am’
magnetic flux density or B tesla (T)=V s m™
magnetic induction 1nT=10"T

1T=1Wbm”

magnetic permeability in a vacuum o o =41107- Vs Alm!
relative magnetic permeability u dimensionless
magnetic susceptibility K dimensionless
total magnetic field F nT
main field (also called normal field, Fy nT
reference field)
local anomaly field AF nT
inclination 1 degrees
magnetization M Am’
magnetic dipole moment m A m?
magnetic moment after Coulomb e Wb m
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4.2 Gravity Methods

KNUT SEIDEL & HARALD LINDNER

4.2.1 Principle of the Methods

Gravity is defined as the force of mutual attraction between two bodies, which
is a function of their masses and the distance between them, and is described
by Newton’s law of universal gravitation. An effect of gravity is observed
when the fruit from a tree falls to the ground. The gravity field at each location
on Earth consists of a global field which is superimposed by a local anomaly
field. In a gravity survey, measurements are made of the local gravity field
differences due to density variations in the subsurface. The effects of small-
scale masses are very small compared with the effects of the global part of the
Earth’s gravity field (often on the order of 1 part in 10° to 107).

Ag (x)

(©

(b)

Fig. 4.2-1 a-c: Principle of a gravity measurement: (a) the model shows a geological
structure with a density p, embedded in material with a higher density p,, (b) the spring
with a small mass at the end of it changes length with changes in the gravity field, (c) the
measurement results are plotted to document the gravity anomaly Ag(x)
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Highly sensitive gravimeters are necessary for measuring such variations in
gravitational attraction accurately. Special data processing and interpretation
techniques (Section 4.2.6) are used to interpret the shape and amplitude of the
anomalies in terms of subsurface geological or anthropogenic structures.
Gravity measurements can be performed on land, at sea, and in the air. For
environmental problems, land measurements are generally made. A necessary
condition for the application of this method is the existence of density
contrasts. The schematic in Fig. 4.2-1 shows a structure with a density p,
embedded in material with a higher density p,. This could be a channel in a
boulder clay layer filled with sand or gravel or a pit filled with waste. Because
of the negative density contrast (p, - p, <0), the resulting gravity anomaly Ag
is negative too. Considering a gravimeter as basically a mass on a spring, the
amplitude of the gravity anomaly is a function of the expansion or contraction
of the spring, the geological situation in Fig. 4.2-1a will cause the length of
the spring to decrease above the anomalous structure.

4.2.2 Applications

e Structural investigation of landfill, industrial or mining sites and their
surroundings,

e obtaining structure and thickness of unconsolidated sediments,

e lithological subdivision of the subsurface, particularly in areas of
unconsolidated rocks,

e detection of lithological and structural changes as well as fractures in
consolidated rock,

e detection of cavities,
e Jlocating concealed waste dumps,
e cstimation of the thickness and/or mean density of waste deposits,

e detection of density inhomogeneities inside a waste dump (a rare
application), and

e gravity data are also used to provide constraints in the interpretation of
seismic data.

4.2.3 Fundamentals

Each point P on, above and below the Earth’s surface is affected by the
gravitational (or gravity) field g(P). This is a natural potential field like, for
example, the magnetic field. The gravity field is measured in units of
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acceleration [ms?] !. This field is mainly caused by the attraction between
masses of the Earth and an arbitrary mass at point P with the coordinates
X, v, z. The gravitational force F between two point masses m and m’ with the
distance r between them is:

mm
1”2

F(P) = G

(4.2.1)

where the gravitational constant G = 6.672 - 10" m® kg™ s™. The effect of the
gravitational field g of m on m’ is derived from Equation (4.2.1):

ge(P) = G2 (4.2.2)
r

This effect is called gravitational acceleration. The mass m of a body is given
by the product of its density p and volume V. In addition to the gravitational
acceleration of the Earth gg (P), point P is affected by centrifugal acceleration
gc(P) and by the gravitational attractions of mainly the moon and the sun
21 (P), the variations of which are called tides. These tides vary with respect to
place and time. The centrifugal acceleration gc (P) is due to the rotation of the
Earth and depends on the latitude ¢ of the point P. The gravitational field at
point P is:

8(P) = ge(P) + gc(P) + gr(P). (4.2.3)

This formula describes the global gravity field. The calculation of the
individual components of the global field is described in Section 4.2.6. The
anomalous gravity field Ag caused by density inhomogeneities of geological
or anthropogenic structures is superimposed on the global field. Equation
(4.2.2) can be used to calculate Ag if the mass m is replaced by the anomalous
mass Am = Ap V, where Ap is the density contrast between the inhomogeneity
and the surrounding material, ¥ is the volume of the inhomogeneity.
Consequently, the gravity value g(P) at point P is calculated from the
theoretical gravity field value y, the tidal effect and the anomalous field:

g(P) = 1 (P) + gr (P) + Ag(P). (4.2.4)

For geophysical surveys, only gravity anomalies Ag(P) related to density
inhomogeneities in the subsurface are of interest.

1 1In the SI system, the unit of gravity acceleration is 1 pms? (= 10° ms?), called a
gravity unit (g.u.), but in practice the older unit 1 mGal (=1 milliGal = 10° pGal
=10 pm s =107 m s7) is often used. Thus 0.1 mGal = 1 g.u.
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Petrophysical basis

Gravity measurements are only useful if the density of the target is
significantly different from the density of the surrounding material. Therefore,
it is important to have an idea of the typical density values of the materials in
the area to be investigated. The density values of selected materials, including
typical waste, are given in Table 4.2-1.

Table 4.2-1: Typical densities of selected sedimentary, metamorphic and igneous rocks,
and waste, & = mean value

Density in g cm” (103 kg m'3)

g |1.0]1.1{1.2|1.3|1.4{1.5/1.6|/1.7(1.8(1.9(2.0(2.1|2.2(2.3|2.4|2.5|2.6|2.7|2.8
Sediments
fine sand, dry [1.5
fine sand, wet |1.8
medium sand  [1.7
gravel, dry 1.7
gravel, wet 20
silt 1.7
clay, dry 1.7
clay, wet 19
limestone 2.55
sandstone 2.35
rock salt 22
Metamorphic
and igneous rocks
granite 2.65
granodiorite  [2.7
basalt 3.1
gneiss 2.7
Waste
organic 1.25
high ash content |1.3
domestic, mixed |1.5
high rubble 1.8
content

The density of waste material is almost always less than that of the
surrounding rock, especially consolidated rock. Thus, there is a negative
gravity anomaly, sometimes called a gravity minimum or gravity low, above a
landfill. If no density data are available in the investigation area, a few cone
penetration tests (in unconsolidated material) or geophysical borehole logs
(e.g., gamma-gamma logs, sometimes called density logs) can help to obtain
basic data.
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Gravity anomalies of simple structures

Calculation of the gravity anomalies of simple structures is useful in different
phases of a gravity survey. In the project planning phase this can help to
decide whether gravity data would be useful and which anomalies are to be
expected. Based on this knowledge, the parameters and equipment for the
survey can be selected.

In the interpretation phase, the measured gravity anomalies are first
interpreted qualitatively, but the main aim of the interpretation is to obtain
information about the size and depth of the structures of interest. To obtain
such a quantitative interpretation, it is necessary to calculate the theoretical
gravity anomaly that would be caused by a geological structure and to
compare the result with the measured data. Geological structures usually have
a complicated geometry and their effect on the gravity field cannot be
sufficiently described by Equation (4.2.2). Therefore, Equation (4.2.2) is
replaced by the integral expression (4.2.5).

For all points P(x, y, z) on the Earth’s surface (z=0) the gravity anomaly
caused by an anomalous body with a density difference Ap to the host material
is:

Ag(xy.0) = GAp [ % dv'dy'dz' (42.5)
1% r

where ¥ = (x—x’)*+ (y—y’)’ +2°%; x, y, z are the coordinates of the point of
measurement and x’,)’,z’ are the source points of the body. The gravity
anomalies of several structures (forward modeling) can be calculated by using
different integration paths in Equation (4.2.5) corresponding to the boundaries
of the source body. In general, the modeling can be done for 2-D or 3-D
structures:

Two-dimensional structures: The length L of the source body (y’-direction)
is quasi-infinite, i.e., much larger than its
width W in the x* and z’-direction (L > 4W),
permitting integration only across its cross-
section F in the x, z-plane.

Three-dimensional structures: ~ The source body is finite in the x’, y* and
z’-directions; integration is over the volume
V' of the body as shown in Equation (4.2.5).

Simple examples of both types of structures are a horizontal cylinder and a
sphere. These shapes can easily be used for a rough calculation of the gravity
anomalies of similar geological structures. Assuming a horizontal cylinder and
a sphere with a radius R and the center of the structure at a depth d (d > R) on
the z-axis and the density contrast Ap with respect to the host material, then
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the gravity anomalies of these bodies at the Earth’s surface z=0 can be
calculated as follows (LINDNER & SCHEIBE, 1978):

d
— 2
Ag(x) cylinder — 2nR°G Apm (426)
and
4 4 d
Ag (x)sphere = ?R G Apm (427)

According to (4.2.6) and (4.2.7) the maximum or minimum of the gravity
anomaly is at x = 0, above the center of a homogeneous body.

Figure 4.2-2 shows the anomalies of horizontal cylinders of same size at
different depths. As can be seen in Fig. 4.2-2 the anomaly amplitude decreases
with increasing depth. On the other hand, the width of the anomaly increases
with increasing depth.
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Fig. 4.2-2: Gravity anomaly of a horizontal cylinder calculated for different depths d,
density contrast between the cylinder and its surroundings Ap=-1.0 x10* kg m=, R=2m,
center of the cylinder at x = 0 m, 4 — detection limit of the gravity measurements as defined
by the precision
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A collection of formulas for other simple models is given by TELFORD et al.
(1990), and LINDNER & SCHEIBE (1978). Such simple models can be used
only for a rough interpretation of complicated geological structures. For more
than a rough interpretation, software has to be used for two-dimensional
and/or three-dimensional modeling (GOTZE & LAHMEYER, 1988; BOULANGER
& CHOTEAU, 2001). The latter is rather expensive and requires considerable
experience in gravity modeling (Section 4.2.6).

Ambiguity of the results

The gravity field is a potential field. Therefore, it is not possible to obtain
unequivocal information about depth, extent and/or density from gravity
measurements alone (owing to the principle of equivalence). This ambiguity
can be reduced or even be removed by inclusion of the following additional
information when the gravity data is interpreted:

- all available geological information about the survey area,
- reliable density data of the materials expected,

- inclusion of the results of other geophysical methods (e.g., seismic and
geoelectric methods).

Thus, the most useful results of gravity methods are obtained within the scope
of an integrated geophysical survey (SILVA et al., 2002).

4.2.4 Instruments

The gravity field is measured by a gravimeter. Gravimeters used in a gravity
survey can only measure the difference in gravity between two observation
points, not the absolute values. Therefore, relative gravity values are measured
in a survey, i.e., the measured data at single stations is related to a reference
station with a known gravity value. The results of the local survey are linked
to a larger gravity network in this way. If there is no reference station
available in the investigation area, one station can be defined as reference
station with an arbitrarily chosen value. The absolute values are generally not
important for environmental surveys.

All instruments used in field geophysics employ some type of static spring-
mass system, i.e., the gravitational force on a mass in the gravimeter is
balanced by a spring, and the change in length of the spring is measured. Most
gravimeters are of the astatic type to increase the precision. In this type of
gravimeter, the amount necessary to balance the mass to zero is determined.
There are two main spring systems: The first is based on a concept developed
by S. P. Worden in 1947 and uses quartz springs (e.g., the Sodin and Sharpe
gravimeters); the second system, developed by LaCoste & Romberg, uses
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metal springs. Most instruments house their systems in a vacuum and have
thermostats to control temperature drift, keeping the drift to a minimum and
increasing the precision (CHAPIN et al., 1999; CARBONE & RYMER, 1999).

Gravimeters with manual adjustment of the length of the spring and
automated gravimeters with an electronic feedback system are available. The
instruments with manual compensation require experienced operators and do
not allow digital data storage. But, these instruments are less expensive than
automated gravimeters, which use electrostatic systems to adjust the length of
the spring. The measured gravity values, time, instrument tilt, drift, etc. are
stored in RAM and can be transferred to a PC.

State-of-the-art automated gravimeters (e.g., CG-5, Scintrex Ltd.; Graviton
EG, LaCoste & Romberg) have the following specifications:

sensitivity 0.001 to 0.005 mGal
precision in the field 1+ 0.005 to 0.01 mGal
dynamic range without resetting 8000 mGal
measuring time per station 2 - 3 minutes

(in areas with low seismic noise)

temperature range -40°to +45°or 0 to 55°C

Instruments with manual adjustment (e.g., Sodin 410, W. Sodin Ltd.; LCR G
or D from LaCoste & Romberg) have a precision of 0.005 to 0.010 mGal. This
is sufficient for most survey purposes, but for the detection of cavities,
instruments with a higher precision should preferably be used.

4.2.5 Survey Practice
Planning of a survey

Planning of a survey is an important step in exploration because the selection
of appropriate survey parameters strongly influences the quality of the results.
The following survey parameters are to be determined:

1. Size of the survey area: The survey area should be larger than the target
(e.g., a covered dump site) in order to record the entire gravity anomaly,
which is larger than the target itself, and to allow the definition of the
background, or regional field.

2. Selection of profile and station spacing: If possible, the measurements
should be done at almost equidistant grid points. If the measurements can
only be made along profiles, the distance between the profiles should not
be more than 2 - 4times the distance between stations along a profile. The
station spacing depends on the information needed and on the depth and
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size of the expected structure. For the detection of cavities or local density
inhomogeneities the expected anomaly should be covered at least by five
stations. The magnitude and areal extent of the expected anomalies can be
calculated using the simple models mentioned in Section 4.2.3 or by
sophisticated model calculations.

3. Selection of a location for a reference station: Because the gravity value
depends on the elevation, the gravity value and station elevation must be
measured for each field station. At least one station must serve as
reference for both measurements. This station should be in a seismically
quiet area and it should not be possible for its value to change during the
survey. In large survey areas, it is useful to establish several reference
stations.

Determination of coordinates and elevation

Determination of the coordinates and elevation of a gravity station is an
indispensible part of a gravity survey. The values for all stations are to be
related to the reference station. The measurements can be done by leveling, by
electro-optical tachymetry, or by GPS (Global Positioning System). The
advantage of the latter two is that the coordinates of the station can be
determined simultaneously with the elevation.

In the case of levelling, the position of the stations has to be determined
using a tape measure. For small areas and small station spacings (<25 m), a
regular grid can be advantageous. For larger station spacings, the locations of
the stations are drawn on a good quality topographic map and the coordinates
are determined by digitization. The selection of the appropriate and most
efficient method depends on the size and the topographic conditions of the
survey area. In any case, the elevation of a station should be determined with a
precision better than + 0.05 m (in order to obtain a precision of the gravity
value better than 0.01 mGal). See also Chapter 2.5.

Gravity survey

All gravity measurements at the field stations are related to a single reference
station or to one of the reference stations of the base net (if established). The
tie to the reference station(s) can be obtained by either

single-loop measurement: all field stations are measured once, or
double-loop measurement: all field stations are measured twice.

The double-loop method requires almost double the effort of the single-loop
method but it is useful if very high precision is desired (e.g., when
underground cavities are being searched for).
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Fig. 4.2-3: Earth tide correction for different latitudes along 15° E on 4™ October 2002; the
tidal curve is superimposed by the drift curve of the instrument (the daily drift of a good
quality instrument should be less than 0.02 mGal)

The measurement at the reference station has to be done at least at the
beginning and at the end of each loop. As the measured value varies with time
due to the Earth tide (Fig. 4.2-3) and the drift of the instrument, both of these
parameters have to be determined. Normally, only a theoretical value is
calculated for the Earth tide correction. Instrument drift must be determind by
repeated measurement at the base station within a certain time interval. This
interval depends on the quality and specifications of the gravimeter and can be
between 30 and 240 minutes. If the Earth tide correction cannot be calculated,
a tie-back to a base station on a hourly basis can be done to record and correct
the superimposed influence of the Earth tide and the instrument drift. For
quality control, some stations (5 - 10 %) of previous loops should be measured
repeatedly in each loop.
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4.2.6 Processing and Interpretation of the Measured Data
Corrections

The gravity value is influenced by the elevation and the coordinates of the
gravity station, the time of the measurement, and the surrounding morphology.
Therefore, it is necessary to carry out several corrections. The aim of the
corrections is to make the measurement at a single station comparable to the
results at the other stations and to remove from the gravity value all known
influences that are not due to the investigated structure (LEFEHR, 1991).

The repeated measurements at the reference station in a loop are normally
different from the first measurement in the loop. This is due to the effect of
tides and instrument drift. These effects have to be eliminated using the
internal software of the gravimeter or PC software. When the measurement at
the reference station is repeated at least every 45 - 60 minutes, the differences
from the first measurement are due to instrument drift and tidal changes; only
when the measurements are repeated can the correction of both effects be
carried out in one step. The result of this data processing is the drift and tidal
corrected gravity value Ag.

The resulting value due to unknown subsurface structures is called the
Bouguer anomaly Agy”” and it is calculated as follows:

Ago” = Ag - 1+ 98ra - 98Boug T Top (4.2.8)

The main corrections are described in 7Table 4.2-2. The interpretation is based
on the Bouguer anomaly calculated using Equation (4.2.8). The data can be
shown along profiles as a measured curve or plotted as a contour map. In most
cases, the data have to be interpolated on a regular grid before plotting. A
colored contour map improves the readability of the gravity map.
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Table 4.2-2: The main gravity corrections

Symbol Name Description
% =7v. (1 + fsin® ¢ - f; sin* 2¢) in mGal
! " where
normal gravity 2
(theoretical gravity (GRS67) (GRS30)
field) Ye =978031.8 mGal Ye = 978032.7 mGal
£= 0.005 3024 £= 0.005 3024
S =0.000 0059 S =0.000 0058
free air correction |=0.3086 & in mGal
OgFA
OZBoug Bouguer correction | 2x G =0.04192 p h in mGal
O Top topographic As the Bouguer correction assumes a flat, horizontal

(terrain) correction |area around the station, in hilly or mountainous areas it
is necessary to correct for the effect of the masses in the
surroundings that are not at the same elevation as the
station. The topographic relief in the immediate vicinity
of the station or survey area may require special
surveying. This correction is calculated using special
software. A template or a zone chart can also be used.

h - station elevation in m

p - density in g cm™ or in 10° kg m”

@ - latitude of the gravity station

G=6.672 x 10" m* kg s - gravitational constant

Interpretation

Separation of the regional trend from the residual gravity anomaly: A
Bouguer anomaly contour map contains all the gravity effects of both deep
sources (the regional part of the gravity field) and shallow sources (the local or
residual part). For a targeted interpretation, it is useful to separate the regional
and the local parts of the field, in particular to make the anomalies caused by
shallow sources more easily recognized. In general, the regional trend (field)
is determined by various methods (e.g., graphical and smoothing techniques,
gridding methods, filtering, HINZE (1988); TELFORD et al. (1990), or by
modeling known structures). The regional field is subjectively choosen and it
represents the gravity field that would have been measured if the gravity
expression of the anomalous structure being investigated was not present. This
regional field is subtracted from the Bouguer gravity and the residual field
comprises mainly the local anomalies. The quality of the field separation

2 The Geodetic Reference System 1980 (GRS80) was adopted by the International
Association of Geodesy (IAG) during the General Assembly 1979 as reference system for
size, shape, and gravity field of the Earth for geodetic, geophysical, astronomical and
hydrographic applications. It replaced the Geodetic Reference System 1967 (GRS67). For
principal parameters of GRS80 see
http://dgti2.dgfi.badw-muenchen.de/geodis/REFS/grs80.html.
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strongly influences the interpretation of the data, especially if the residual field
is used as reference field for modeling the geological structures. Maps
depicting regional or residual fields are both used for qualitative interpretation
(PAWLOWSKI, 1995). Local field maps are important for the identification of
tectonic structures in a survey area.

Modeling: The main aim of interpretation is to provide quantitative
information about the geology below the surface, i.e., depth, extent and
petrophysical properties of structures (ABDERRAHMAN et al., 2001). Gravity
modeling is necessary to obtain such information. Depending on the geology,
2-D, 2.5-D, 2.75-D or 3-D modeling is carried out.

2-D modeling is carried out along a profile if the structure (perpendicular
to the profile direction) is much larger than it is wide. Each such structure
along the profile is approximated by polygonal cross-sections. The calculated
field is compared with the measured field and the model is modified until the
calculated data sufficiently fits the measured data. 2.5-D or 2.75-D modeling
will increase the accuracy of the modeling if the length of the structure is not
quasi-infinite, i.e., less than four times the width.

The most accurate modeling of the subsurface geology is done with
3-D modeling. Programs for inverting surface gravity data to derive a 3-D
distribution of density contrast are also available. Geological units are
constructed from triangular or rectangular elements and thus, very complex
structures can be included in the model (GOTZE & LAHMEYER, 1988; L1 &
OLDENBURG, 1998). The disadvantage of this type of modeling is that it
requires special software, time-consuming model preparation and therefore, is
often too expensive for small projects. Independent on the type of modeling,
all available information (drill cores, borehole logs, density data, geological
knowledge) has to be included in the modeling process to produce the most
reliable model of the subsurface (BOULANGER & CHOTEAU, 2001; BARBOSA et
al., 2002).

4.2.7 Quality Assurance

The general aspects of quality assurance are given in the glossary. The
following measures are important for quality assurance in a gravity survey:

e Coordinates and elevation of the stations have to be determined with the
required precision (Section 4.2.5). The errors in coordinates and elevation
of observation stations have to be documented.

e Documentation of the coordinates and elevations of all gravity reference
stations and benchmarks. Reference stations should be permanently marked
in the field.
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The gravimeters should be calibrated at least once a year at base stations
with at least 80 mGal difference. The drift of the gravimeters and function
tests should be documented.

To determine the error of the gravity measurements, repeated measurements
should be made in different loops at 5 - 10 % of the gravity stations.

The quality of the data should be checked during the field work, permitting
errors to be detected so that measurements can be repeated at these stations,
if necessary.

The corrections are to be documented. In addition, information about datum
planes and the density values used for reductions is necessary.

Uncertainties in the interpretation, in particular in the modeling, should be
given.

4.2.8 Personnel, Equipment, Time Needed

Personnel Equipment Time needed
bilizati d .
er;lz)éziﬁz]:t?o? depends on the distance to the survey area
measurements:
position, elevation |1 surveyor 1 instrument for a=5-10m
1 assistant surveying , L=200N/d
1 4WD vehicle a=200m
L=30N/d
gravity survey 1 operator 1 gravimeter, a=5-10m
(1 assistant) L=280-120 N/d
1 4WD vehicle a=200m
L=30N/d
1 PC, (e-mail for data
transfer)
data processing 1 geophysicist |1 PC with plotter, 3 - 4 days for each
interpretation (1 technical printer and software; | day in the field
report assistant) (e-mail for data
transfer)

a = station spacing, N = number of stations, d = 10-hour working day, L = N/d
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4.2.9 Examples
Investigation of a concealed waste dump in an abandoned quarry

This example describes the investigation of a concealed waste dump in a
former sandstone quarry in southern Germany. The objective was to determine
the location and size of the landfill.

Survey parameters:

size of the investigation area 12 000 m?

number of stations 353

repeated stations 10 %

station spacing 5 m, at the margin 10 m

duration of the survey 6 days

personnel 1 geophysical technician, 1 assistant
measured physical parameter Ag

equipment Sodin 410,

corrections and reductions drift correction

free air correction

normal gravity (relatively calculated)
Bouguer reduction using a density of
20-10° kg m’®

The Bouguer anomaly map of the area under investigation is shown in
Fig. 4.2-4a. The gravity low in the southeastern part of the area is assumed to
coincide with the location of the former quarry, now filled with waste and
covered with soil. The edge of the landfill can be identified clearly, both
laterally and with depth. The gravity high east of the gravity low is caused be
sandstone. To the north and west the thickness of the weathered material
covering the sandstone increases. An estimate of the depth of the waste is
given in Fig. 4.2-4b and ¢. For modeling, the residual field is calculated by
subtracting an almost horizontal linear trend from the Bouguer anomalies.
Depending on the density contrast assumed, the maximum depth of the former
quarry is between 9 m and 20 m. As the density difference and the depth of the
waste are not known, this ambiguity inherent in gravity data can only be
removed by further investigation, e.g., by boreholes in the area of the gravity
anomaly or by additional geophysical investigations such as seismics or
geoelectrics. Other examples of gravity modeling of waste pits are given in
Fig. 5.4-24.
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Fig. 4.2-4: Gravity survey of a concealed waste dump in a former quarry, (a) Bouguer
anomaly map, (b) comparison of the measured and calculated gravity anomalies of the
profile A - B for the two models shown in (c¢)
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Investigation of structures in the area around an open pit mine in
Sarawak, Malaysia

A short time after the re-opening of an open-pit mine directly south of the
town of Bau in Sarawak, there was some subsidence and sinkholes appeared.
In order to establish a correlation between the sinkholes, subsidence, and
geological structures such as faults and other types of contacts, staff of the
Geological Survey of Malaysia, Sarawak (GSMS), assisted by German
consultants, carried out a gravity survey of the entire municipal area of Bau.
Additionally some seismic lines were surveyed. The structure in this area is
characterized by nearly vertical contacts between limestone and
unconsolidated materials (e.g., mudstone, tailings). The limestone is karstified
and it was thought that collapsing solution cavities were responsible for the
sinkholes.

Survey parameters:

size of the investigation area ~ 1.5 km®

number of stations 658

repeated stations 46

station spacing 40 - 50 m

duration of the survey 13 days

personnel 1 geophysical technician, 1 assistant
measured physical parameter Ag

equipment LCR Model G

corrections drift correction

free air correction

normal gravity (formula: GRS67)
Bouguer correction using a density of
20-10°kgm®

precision of corrected data 0.018 mGal

The main results of the survey are shown in Fig. 4.2-5. This residual map was
prepared by applying a high-pass wavelength filter with a cutoff wavelength
of 1km to the Bouguer anomaly data. The gravity highs (yellow to red)
coincide with areas where the overburden above the limestone has a very
small thickness. Outside the areas of these gravity highs, the soil is generally
thicker. Several local gravity lows (e.g., in the NW, N and SE part of the
survey area) coincide with areas in which shale has been mapped. In these
gravity-low areas the shale can be expected to be very thick.
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Fig. 4.2-5: Gravity survey of structures in the area around an open-pit mine in Sarawak,

Malaysia, contour map of the residual gravity field obtained using a high-pass wavelength
filter with a cutoff wavelength of 1 km
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Besides the information about variation in overburden thickness, the gravity
data showed the locations of several faults (some of them as extensions of
known faults) and provided a detailed outline of the structures in the survey
area. These structures were later confirmed by a seismic survey. The main
geological structure, starting from the northern edge of the pit, trends
NNE-SSW. Most of the larger sinkholes in the town are along this structure, in
particular to the crossing of two faults (Tai Parit fault and Bukit Young fault).
This zone west of the strongest gravity high coincides with a zone where the
depth to the limestone abruptly increases (high gradients in the gravity
anomaly) and whose steep edges are in a direct contact with unconsolidated
material. On the basis of the geophysical results, it is now assumed that
groundwater moves along the faults and in the karst system. At the contact of
the limestone with the unconsolidated material, the latter is removed by water
producing cavities, which finally collapse.

Another example of a structure map based on residual gravity is given in
Fig. 5.4-21.

Parameters and units

Symbol Units
gravitational acceleration g um s, mGal, gravity units (g.u.)
density ) kgm™ (gcem™)
1gem?®=10°kgm?
gravitational constant G 6.672 x 10" m? kg''s?
mass m kg
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4.3 Direct Current Resistivity Methods

KNUT SEIDEL & GERHARD LANGE

4.3.1 Principle of the Methods

Direct current (dc) resistivity methods use artificial sources of current to
produce an electrical potential field in the ground. In almost all resistivity
methods, a current is introduced into the ground through point electrodes (C;,
C,) and the potential field is measured using two other electrodes (the
potential electrodes Py and P,), as shown in Fig. 4.3-1. The source current can
be direct current or low-frequency (0.1 - 30 Hz) alternating current. The aim
of generating and measuring the electrical potential field is to determine the
spatial resistivity distribution (or its reciprocal - conductivity) in the ground.
As the potential between P, and P,, the current introduced through C; and C,,
and the electrode configuration are known, the resistivity of the ground can be
determined; this is referred to as the “apparent resistivity”.

boundary

P> P
—> Current-flow lines

******* Equipotentials
Py, P, Resistivities

Fig. 4.3-1: Principle of resistivity measurement with a four-electrodes array
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Resistivity measurements may be made at the Earth’s surface, between
boreholes or between a single borehole and the surface. With special cables,
measurements can be made underwater in lakes, rivers and coastal areas. The
following basic modes of operation can be used:

profiling (mapping),

vertical electrical sounding (VES),

combined sounding and profiling (two-dimensional resistivity imaging),

three-dimensional resistivity survey (3-D resistivity imaging), and
e clectrical resistivity tomography (ERT).

Profiling methods use fixed electrode spacings to detect lateral resistivity
changes along a profile down to a more or less constant investigation depth,
which is governed by the electrode spacing. The results are normally
interpreted qualitatively. Contour maps or profile plots of the measured
apparent resistivities allow delineation of lateral boundaries of geogenic
structures and anthropogenic features (e.g., waste dumps and contamination
plumes), as well as hydrogeological conditions.

The main aim of sounding methods is to determine the vertical distribution
of the resistivity in the ground. Several soundings at regular spacings along
profiles and/or randomly in the area under investigation will also provide
information about the lateral extent of structures. Soundings may be made for
investigation depths up to several hundred meters. The measured data may be
interpreted both qualitatively and quantitatively. The latter will provide
resistivity models whose layer boundaries are boundaries of geoelectrical
layers but not necessarily of lithological layers. For a better correlation to the
geology, geoelectrical data should be correlated with borehole logs or the
results of other geophysical methods, such as reflection and refraction seismic
sections.

Sounding and profiling can be combined in a single process (2-D
resistivity imaging) to investigate complicated geological structures with
strong lateral resistivity changes. This combination provides detailed
information both laterally and vertically along the profile and is the most
frequently applied technique in environmental studies. 2-D inversion yields a
two-dimensional distribution of resistivities in the ground.

Three-dimensional (3-D) resistivity surveys and ERT measurements
provide information about complex structures. In current practice they do not
play an important role in geophysical site investigations, as they are still very
time consuming and expensive. Some convincing examples in small survey
areas show that new and effective 3-D techniques are being developed,
including data acquisition and interpretation (DAHLIN et al., 2002).
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4.3.2 Applications

e Investigation of lithological underground structures,
e cstimation of depth, thickness and properties of aquifers and aquicludes,

e determination of the thickness of the weathered zone covering
unweathered rock,

e detection of fractures and faults in crystalline rock,

e mapping of preferential pathways of groundwater flow,

e localization and delineation of the horizontal extent of dumped materials,
e cstimation of depth and thickness of landfills,

e detection of inhomogeneities within a waste dump,

e mapping contamination plumes,

e monitoring of temporal changes in subsurface electrical properties,

e detection of underground cavities,

e classification of cohesive and non-cohesive material in dikes, levees, and
dams.

4.3.3 Fundamentals

Physical basics

A point electrode introducing an electrical current / will generate a potential V;
at a distance 7 from the source. If both source and measuring points are at the
surface of a homogeneous half-space with resistivity p, this potential is given
by:

Vr:;[r (4.3.1)

In the case of a four-electrode array (Fig. 4.3-1) consisting of two current
electrodes (C;, C,) that introduce a current + /, the potential difference AV
between the potential electrodes P; and P, can be calculated as follows:

sz,HL LN LH (432)
2n n ry 73 ry

where r= C]P], ry = C1P2, ry = CzP], and g = C2P2'
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Replacing the factor in square brackets by 1/K, we obtain the resistivity of the
homogeneous half-space as follows:

p=k 2 43.3)

1

The parameter K, the configuration factor or geometric factor, can be easily
calculated for all practical configurations. Table 4.3-1 gives K parameters for
arrays most commonly used in field surveys. For inhomogeneous conditions,
Equation (4.3.3) gives the resistivity of an equivalent homogeneous half-
space. For this value the term apparent resistivity p, is introduced, which is
normally assigned to the center of the electrode array. In a given four-
electrode array, the current and potential electrodes are interchangeable. This
concept (the principle of reciprocity) can be used in multi-electrode systems to
improve the signal-to-noise ratio.

There are many different types of electrode arrays (also called spreads or
configurations) although in practice only a few of them are used. The most
common are compiled in Table 4.3-1. Each array has its advantages and
disadvantages with regard to depth of investigation, resolution of horizontal
and vertical structures, sensitivity to lateral changes in resistivity (lateral
effects) and inhomogeneity, to depth of targets, to dip and topography, etc.
Depending on the array characteristics and the objective, the appropriate array
has to be selected for each survey. Field logistical qualities are also essential
for a survey. A comprehensive assessment of electrode arrays is given by
WARD (1990).

The type of electrode array selected for a resistivity survey plays a role
with regard to resolution and depth of investigation. For resistivity soundings
(VES), the vertical resolution refers to how thin a layer can be detected in a
layer sequence. In recent years 2-D resistivity measurements with a
multielectrode system have become increasingly important, especially for
environmental applications (BARKER, 1981; DAHLIN, 1996). The vertical and
horizontal resolution of dipping structures and lateral resistivity distribution is
of interest in the case of a 2-D survey.

At the same time as the new measuring techniques, 2-D inversion schemes
have been developed using the increasing capacity of personal computers
(DEY & MORRISON, 1979a; BARKER, 1992). A sensitivity matrix is an
important part of the inversion algorithms. For a given electrode array, this
matrix is used to evaluate the contribution of the spatial elements of the
subsurface model to the measured apparent resistivity. Sensitivity matrices are
very helpful for the understanding of measured data and, especially for the
planning a survey, as they allow conclusions to be drawn about the resolution
capabilities and investigation depths of different electrode arrays.

For the case of a homogeneous half-space, some examples of sensitivity
matrices for commonly applied electrode arrays are given in Fig. 4.3-2. Each
of these examples shows that there are areas of positive as well as of negative
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sensitivity. In an area of negative sensitivity, there will be a decrease in the
measured apparent resistivity when the structure in that area has a higher
resistivity than the surrounding material. Negative sensitivities always occur
in the space between a current and a potential electrode, whereas the
sensitivity is always positive between two current electrodes and between two
potential electrodes (Fig. 4.3-2). The spatial sensitivity generally decreases
with increasing distance from the electrodes (FRIEDEL, 2000).

The plots in the left side of Fig. 4.3-2 show sensitivities for small electrode
spacings, whereas those on the right side show sensitivities for a larger
electrode spacing. The different arrays can be assessed on the basis of these
sensitivity plots. It can be seen, for example, in plots (¢) and (d) that the sharp,
almost vertical boundary between positive and negative sensitivities is the
reason why pole-dipole arrays have a very good lateral resolution. The fairly
high resolution of dipole-dipole measurements in the case of small targets
results from a structured sensitivity distribution (Fig. 4.3-2e¢ and f). But it can
also be seen that inhomogeneity near the electrodes strongly influences the
measured apparent resistivity. Experience shows that the results of
Schlumberger arrays are mainly determined by the ground conditions below
the potential electrodes, as Fig. 4.3-2g and /& confirm. Finally, the fairly
smooth sensitivity distributions shown in plots (i) and (j) explain the
comparatively low lateral resolution of a Wenner array. But this array is
advantageous if the investigation area is subject to electromagnetic noise.

Two examples of dipole-dipole-measurements with electrodes in boreholes
are given in Figs. 4.3-2k and [. Figure 4.3-2m shows the sensitivity of a
Wenner array in the x-y-plane at the surface. It can be seen that differences in
the rock to the side of the profile will also influence the measured data. This is
very important to know if misinterpretation is to be avoided in areas with a
complicated 3-D geology.

In general, the geology of interest has a 3-D resistivity distribution.
Normally, this would require a 3-D resistivity survey. But this is, as already
mentioned, very time consuming and expensive at present. In many practical
cases the problem can be reduced to a 2-D or even a 1-D case, but it must
always be kept in mind that the measurements can be influenced by objects
outside the arrays (SPITZER, 1995).

In the 2-D case it is assumed that the resistivity of the ground varies only
in the vertical and one horizontal direction. There is no resistivity variation in
the second horizontal direction (strike direction). As a consequence, survey
profiles should run perpendicular to the strike of such structures.
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Table 4.3-1: Some electrode arrays for dc resistivity measurements

Electrode array Electrode configuration Configuration factor
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Fig. 4.3-2: Sensitivity of several electrode arrays, examples for the 2-D-sensitivity
distribution in a homogeneous half-space: (a,b) pole-pole, (c¢,d) pole-dipole, (e,f) dipole-
dipole, (g,#) Schlumberger array, (i,/)) Wenner array, (k,/) dipole-dipole with electrodes in
boreholes, (m) Wenner array but x-y-plane of the sensitivity. All plots are normalized with
respect to the maximum of each matrix. (courtesy of S. FRIEDEL, University of Leipzig, for
details on computation, see FRIEDEL, 2000).
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In the 1-D case, it is assumed that the ground corresponds to a horizontally
layered model. In practice, this requirement is fulfilled if the dip of the layers
is less than 10°. The 1-D case is very often assumed for vertical electrical
soundings. In any case, the possibility of 2-D or 3-D effects must be taken
intro consideration when the sounding survey is planned. The limits of 1-D
inversion modelling of a 2-D situation are discussed by SCHULZ & TEZKAN
(1988) and BEARD & MORGAN (1991).

Ambiguity of results

The dc resistivity method, being a potential field method, exhibits
considerable inherent ambiguity. In the case of resistivity sounding, the
ambiguity is related to layer thickness, layer resistivity and governed by the
principles of equivalence and suppression.

The principle of equivalence in the 1-D case means that it is impossible to
arrive at a unique solution for the layer parameters (thickness and resistivity).
For conductive layers, only the thickness/resistivity ratio can be determined
(S-equivalence), whereas for highly resistive layers only the product of
thickness times resistivity can be determined (T-equivalence). This means that
when resistivity and thickness of a layer vary within certain limits, their
product remaining constant, no differences can be seen in the sounding curve.
Thickness and resistivity are coupled in both cases of equivalence and cannot
independently determined. Because this principle results in different
equivalent layer models which all fit the sounding curve within a selected
fitting error range, it is important to correlate resistivity sounding data with
data from boreholes in the area of investigation.

The principle of suppression (hidden layer problem) applies when an
intercalated layer has a resistivity intermediate between the resistivities of the
layers above and below. In this case, the layer has an insignificant effect on
the sounding curve unless it is very thick. A rule of thumb says that a layer can
be detected if its thickness is greater than its depth and its resistivity differs
from the cover layer. By modeling of sounding data, a series of thin layers will
mostly be represented by only one layer and a mean resistivity.

There are still problems with the determination of the confidence intervals
and parameter limits of models for the 2-D and 3-D cases. In 2-D inversion,
ambiguity is influenced by several factors: the structure of the grid used to
approximate the geological structures, limited data density, and errors in the
data. Not to be neglected is the sensitivity distribution of the electrode
configuration used (SPITZER & KUMPEL, 1997; FRIEDEL, 2000; Fig. 4.3-2).
2-D equivalence of smooth and sharp boundary inversion in the investigation
of simple structural models (e.g., vertical fault, graben, horst) using Wenner
array is discussed by OLAYINKA & YARAMANCI (2002). Inversion using sharp
boundaries (block inversion) indicates that - for good quality data with
sufficiently high density - the range of 2-D equivalence is relatively narrow.
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For equivalent solutions the misfit between the observed data and the
calculated data is very small in these cases. Models that are incorrect can be
readily identified on the basis of very large data misfits.

Petrophysical basics

Resistivity methods are useful only if the resistivity of the target differs
significantly from the resistivity of the host material. For the successful
planning of any geoelectrical survey and for the interpretation of the data, it is
very important to know the resistivities of the materials in the study area.
Resistivities of some selected materials, including typical domestic and
industrial waste, are listed in Table 4.3-2.

Table 4.3-2: Resistivities for geological and waste materials

Material o Resistivity (in Qm) )
minimum maximum

gravel 50 (water saturated) >10* (dry)

sand 50 (water saturated) >10* (dry)

silt 20 50

loam 30 100

clay (wet) 5 30

clay (dry) >1000

peat, humus, sludge 15 25

sandstone <50 (wet, jointed) >10° (compact)

limestone 100 (wet, jointed) >10° (compact)

schist 50 (wet, jointed) >10° (compact)

igneous and metamorphic rock <100 (weathered, wet) >10% (compact)

rock salt 30 (wet) >10° (compact)

domestic and industrial waste <1 >1000 (plastic)

natural water 10 300

sea water (35%o NaCl) 0.25

saline water (brine) <0.15

Pore fluids considerably reduce the resistivity of porous sediments
(Table 4.3-2). The resistivity of a rock that is saturated with highly
mineralized water can be significantly lower than given in Table 4.3-2. Sandy
sediments containing highly mineralized pore water can have the same
resistivity as clay. In such cases it is difficult to distinguish between sand and
clay layers on the basis of resistivity alone. Data from a combination of
methods (e.g., induced polarization, seismics, ground penetrating radar)
should be used to identify subsurface lithology and structures (see next
section).
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Induced polarization as a complementary method

In some environmental investigations and research (e.g., VANHALA et al.,
1992; WELLER et al., 1999), it has been found that induced polarization (IP)
surveys can provide additional or even more detailed information about a
landfill and the lithology of the host material than a resistivity survey.
Originally developed to explore of minerals, the IP method based on the
ability of metallic minerals in a rock with a very low conductivity to take an
electrical charge and on differences in ion concentrations in the pore water or
at the pore surfaces (SUMNER, 1976). After an excitation current pulse (time-
domain method) or a sinusoidal current (frequency-domain method) has been
introduced in the ground, the measured voltage will not instantly return to
zero, but shows a slow material-dependent decay.

In the time-domain method, the chargeability is given by the integrated
amplitude of the decay curve (in mV sV') normalized with respect to the
excitation voltage after the excitation current is switched off. Chargeability is
a useful parameter for distinguishing between kinds of materials. Material in a
landfill normally has a higher chargeability but lower resistivity than the
surrounding rocks. Galvanic sludge has a high chargeability. For this reason
IP measurements can be used to detect galvanic sludge in landfills. In
addition, clay, which is the most important material for geological barriers,
shows a higher chargeability than sandy material.

In the frequency-domain, subsurface resistivity is measured as a function
of the excitation current frequency. Induced polarization causes the apparent
resistivity measured at high frequencies to be smaller than the apparent
resistivity measured at low frequencies. If the apparent resistivity o, is
measured at two frequencies @ | < @,, the induced polarization is expressed
by the frequency effect (FE):

|P(”1)|_|P(“’2)|

e |P(‘02)|

. (4.3.4)

In the case of spectral induced polarization (SIP), the resistivity of the ground
is measured at 15-20 frequencies from 0.1 Hz to 1000 Hz. The resulting
amplitude and phase spectra are interpreted with regard to the electrical
properties of the ground. Research (e.g., WELLER & BORNER, 1996) have
shown that SIP measurements may be used to determine petrophysical
parameter values, such as porosity or coefficient of permeability.

For IP measurements the same four-electrode arrays as for dc resistivity
surveys apply. In every case, the [P method determines the apparent resistivity
as well as the chargeability (or frequency effect, FE) of the subsurface
material. For IP surveys, more sophisticated equipment is needed than for
resistivity surveys. Multi-channel instruments have proved useful for logistical
and economic reasons. To obtain high quality data it is favorable, if not
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essential, to use non-polarizing electrodes to measure the voltage. IP
measurements take at least twice the amount of time needed for dc resistivity
measurements.

Although there are many possible applications of IP methods, they are not
standard in a site investigation because of their high survey cost, the
sophisticated equipment required and, last but not least, because of the lack of
knowledge regarding the application of such methods to solve environmental
problems. Therefore, this method is only briefly mentioned here. For further
reading the reader it referred to SUMNER (1976), TELFORD et al. (1990) and
recent research publications.

4.3.4 Instruments

The basic equipment for dc resistivity measurements consists of a transmitter,
receiver, the power supply, electrodes, and cables. Transmitter, receiver and
power supply may be integrated in a single unit or may be separated. In
practice, different types of current are used:

- direct current (dc),
- low-frequency alternating current (ac < 30 Hz), as well as
- pulsed square wave dc with changing polarity (on" - off - on").

Most modern instruments use pulsed square wave dc or low-frequency
sinusoidal ac to avoid electrode polarization. Transmitters produce either a
constant voltage or a constant input current. In any case, it is advantageous if
the transmitted current and voltage are measured and the data stored together
with the resistivity data.

Transmitter power ranges from 10 W to more than 3 kW. The output
voltage can range from <50to2000V and the output current from
1 mA to 10 A. The current is automatically stabilized and the cycle timing
(on"- off - on"...) is also automatically controlled. Depending on the output
power to be generated, the appropriate power supply has to be chosen (battery
pack, car battery or generator).

Receivers should have an input resistance of >10 MQ and equipped with
notch filters for 50 Hz and/or 60 Hz power-line rejection. The precision of the
voltage readings of modern instruments is about 1 uV and that of the
measured resistivities is about +1 % within the operating temperature range
from -20°C to 70°C. Most instruments offer signal enhancement by stacking
and filtering as well as automatic self-potential tracking and suppression.
Some receivers are able to also measure chargeability (Section 4.3.3).

It is advantegeous if the equipment can be used for mapping/profiling and
soundings, as well as 2-D and 3-D measurements. An additional switching
unit is necessary for 2-D and 3-D measurements to activate the electrodes
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individually. For some instruments a laptop is required for data acquisition,
display and storage. The data acquisition software must be able to take into
consideration the electrode configuration, electrode spacing and other survey
parameters.

Stainless steel electrodes seem to be best choice for the galvanic coupling
of the electrodes with the ground, as they are durable and have fairly low self-
potentials, when placed in the ground. To obtain a sufficiently low contact
resistance, the electrodes should be about 1 cm in diameter and at least 0.5 m
long. For vertical electrical sounding with very large electrode spacing, a
bundle of several metal rods can be used as current electrode in order to
improve the galvanic coupling. In very dry ground the contact can be
improved by pouring water around the electrodes.

The type of cable used depends on the kind of measurement. Plastic- or
rubber-insulated single-core cable with a cross-section of about 1.5 mm? is
sufficient for profiling and sounding. Multi-core cables are used for 2-D/3-D
resistivity measurements. Two types of operation are common. The first one
uses “passive” electrodes connected to a switching box via a cable containing
20 or more cores. The other type of operation use “active” electrodes: A cable
containing only a few cores — which are used to transmit current and
communications, as well as measure voltage — is connected to an addressable
box on each electrode. The addressable box is used to switch the electrode
between active and passive modes. In practice, the first type is easier to
handle, but the cable becomes very heavy for large basic electrode spacings
(>5m). Crosstalk between cores can influence data acquisition in low-
resistivity environments, and then it is better to use cables with separately
shielded cores. The advantage of the second type is that the crosstalk is
reduced because the cores all have a larger cross-section. Moreover, it is easier
to increase the number of electrodes and to use basic electrode spacings of
10 m and more. For 3-D resistivity surveys multichannel instruments are
essential to reduce data acquisition time to an acceptable level.

4.3.5 Survey Practice
Planning a survey

Before a survey is started, it is necessary to select the optimal kind of
measurement (mapping/profiling, sounding or 2-D imaging). Such a decision
is influenced by geology and topography in the study area, by the size of the
area, and last but not least by economic considerations. An early discussion
between the geophysicist and customer about the different geophysical,
technical and economic parameters is recommended. For data processing and
interpretation it is necessary to collect all available information about drilling
results, the local geology and hydrogeology (particularly depth to the water
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table and groundwater flow direction) and potential sources of cultural noise
(metal pipes, power lines, industrial objects). It is always very helpful if
resistivity values for the materials of the geological structure to be investigated
and information about possible contaminants in the soil and groundwater are
available. In many cases, forward modeling of the expected situation can help
to determine the most suitable method.

It is essential to select the most appropriate electrode array for the problem
at hand. Each array has advantages and disadvantages, which should be
weighted against each other. Resolution and depth of investigation of different
arrays have been investigated by several researchers (e.g., ROY & APPARAO,
1971; EDWARDS, 1977; BARKER, 1989; WARD, 1990). They all show that both
the Schlumberger array and the Wenner array have very good vertical
resolution, but due to their symmetric electrode geometry, a lower lateral
resolution than asymmetric configurations, e.g., pole-dipole or dipole-dipole.
Wenner arrays provide the best results under noisy conditions. Experience,
confirmed by sensitivity matrix analysis (Fig. 4.3-2), suggests that the dipole-
dipole array has the best resolution with regard to the detection of single
objects (e.g., cavities, sand and clay lenses).

The investigation depth of commonly used arrays is, as a rule of thumb, in
the range of L/6 to L/4, where L is the spacing between the two outer active
electrodes. The dipole-dipole array, which offers the best depth of
investigation (as long as the dipoles are small compared to the distance
between them), has the disadvantage of a comparatively low signal-to-noise
ratio (WARD, 1990). Therefore, to obtain good quality data, the electrodes
must be adequately coupled to the ground and the equipment must have a high
sensitivity.

Further important points in the planning of a survey are size and location
of the survey area. The survey area should be somewhat larger than the target
(e.g., a concealed landfill) in order to properly determine its boundaries. The
spacing of profiles and stations depends on the lateral resolution required to
evaluate a certain geological situation - the more detailed the information
needed, the smaller the interval between measurement stations. However, it
must be remembered that the resolution decreases with increasing depth.

Influence of noise and topography

Resistivity measurements in populated areas can be disturbed by various noise
sources, such as grounded metal fences, underground metal pipes and cables,
power lines, electric corrosion protection for pipelines or leakage currents
generated by industrial facilities, streetcars and trains. Especially underground
metal pipes can produce anomalies which influence the interpretation quite
seriously (VICKERY & HOBBS, 2002). If it is unavoidable to measure in such
an area, it is better for the profiles to be perpendicular to the pipes than
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parallel to them. Another type of noise of natural origin, for example,
induction effects of magnetic storms or atmospheric electrical discharges
(sferics), can also significantly influence the measurements (HOOGERVORST,
1975).

In many cases, the results of resistivity measurements may be considerably
affected by near-surface conditions. It is important to take resistivity changes
in the soil cover into account if it is necessary to compare a series of
measurements (e.g., soundings) carried out at different times and
meteorological situations. Variations in resistivity in the uppermost layer
(caused by differences in near-surface moisture content as a result of
alternating dry and wet periods, soil temperature, plant water uptake, etc.) can
have a significant impact on the sounding curve and the results of the
profiling.

Another factor which adversely affects the results is topography (FOX et
al., 1980). In a high-relief area, apparent resistivities cannot be calculated
using the configuration factors given in Table 4.3-1 since these K values are
for a horizontal ground surface. The terrain relief may have a strong influence
on shaping the equipotential surfaces and, therefore, the K-factor has to be
modified to take the terrain geometry into account. This is an important step in
the interpretation of 2-D or 3-D resistivity measurements, which requires the
topography along the profile to be surveyed by leveling. The results of
leveling have to be taken into account as a first step in the 2-D modeling
process.

Mapping and profiling

Mapping/profiling methods provide information about the lateral resistivity
distribution within a certain depth range. For environmental problems they are
mainly used to delineate the boundaries of concealed waste dumps or to locate
contamination plumes. In the survey, an electrode array whose parameters are
kept fixed is moved along profiles (profiling) or, if possible, on a regular grid
(mapping). Thus, the investigation depth varies only slightly with changes in
the subsurface resistivity distribution. Because of their operational advantages,
Wenner, Schlumberger, and dipole-dipole arrays are the most commonly used
(WARD, 1990; MILSOM, 1996). The geometric parameters of an array have to
be adjusted to obtain the investigation depth necessary to achieve the project
goal. These parameter values can be optimized using the results of several
vertical electrical soundings carried out at well-chosen points in the survey
area. The survey grid and the profile lines have to be established before
starting the survey. One disadvantage of a mapping and profiling survey is the
need for manpower — at least 3 to 4 people are necessary. Another problem is
the long cables that have to be moved in the field to achieve large
investigation depths. For this reason, electromagnetic methods have largely
replaced resistivity profiling and mapping in recent years. These methods
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provide comparable results in many cases requiring less time and less
personnel, i.e., they are cost-saving (see Chapter 4.4). An alternative to
profiling is 2-D resistivity imaging. Although the costs is often almost the
same as for conventional profiling, this method provides much more detailed
information along the profile in both the lateral and vertical directions
(BARKER, 1992; DAHLIN, 1996).

Vertical electrical sounding

Vertical electrical soundings (VES) has been the most important tools in
resistivity surveys for a long time, and for deep investigation depths (>100 m)
they still are, although transient electromagnetic soundings (TEM) are being
increasingly used for investigation of these depth ranges (see Chapter 4.4).
VES is also used for near-surface environmental problems, but in this field
2-D resistivity measurements are becoming increasingly important. Soundings
should preferably be used to investigate horizontally layered ground. They
provide information about layer thicknesses and resistivity. The apparent
resistivities allow conclusions to be drawn with regard to lithological
parameters and the composition of the pore fluid (e.g., mineralization of
groundwater). If the resistivity data can be correlated with drilling results or
other a-priori information, the accuracy of the parameter values derived from
1-D inversion can be better than 5 %.

Soundings should be carried out on an almost regular grid or along
profiles. The result of one sounding on a profile can be used as input for the
1-D inversion of the next sounding on that profile. A geoelectrical cross-
section can be produced from the results of the soundings.

Because of its high wvertical resolution, the Schlumberger array is
preferably used for sounding. To obtain information about resistivity as a
function of depth, the current electrode (C;, C,) spacing! L is increased
stepwise (geometric sounding). It has proven to be useful to increase the
current electrode spacing in logarithmic steps (optimum: 6 -8 steps per
decade), so that the points appear roughly equally spaced when plotted on log-
log graph paper. The following sequence has proved useful:

L/2=1,13,1.8,2.4,3.2,42,5.6,7.5,10, 13, 18, ... 100, 130, 180, ...1000 m.

The potential electrode (inner electrodes) spacing / is increased (as long as the
ratio //L < 1/3) only if the measured voltage becomes too small and, therefore,
the signal-to-noise ratio becomes too low. In this case, some of the
measurements must be repeated (overlap readings), starting with the two
current electrode spacings before the potential became too low. Overlapping
segments of the sounding curve are obtained, which have to be shifted so that

1 For the electrode spacing L often the symbol AB is used.
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in the overlapping range they are superimposed. This procedure is necessary
because increasing the potential electrode spacing often causes the resistivity
to change, due to inhomogeneity in the ground near to the potential electrodes
or causes the coupling with the ground to change. Data quality should be
checked already in the field by plotting the sounding curves on log-log graph
paper. This way, the operator is able to react to data outliers, for example,
resulting from insufficient galvanic coupling of the electrodes with the ground
or geometric errors.

The sounding sites (coordinates of the array centre, direction of the
electrode spread) have to be documented in the field notebook. If there is
rough terrain, the elevation of each sounding position has to be determined by
leveling.

2-D resistivity surveys

In the geoelectrical investigation of environmental problems, 2-D resistivity
surveys (2-D imaging) have played an increasingly important role in the last
few years. The advantages of 2-D measurements are their high vertical and
lateral resolution along the profile, comparatively low cost due to computer-
driven data acquisition, which means only a small field crew is needed (one
operator and, for basic electrode spacings > 5 m, one assistant). Owing to the
performance capabilities of the available instruments, 2-D surveys are, in
general, limited to investigation depths down to about 100 m. 2-D
measurements are often the most suitable geophysical method for solving
environmental problems, which are frequently related to 2-D or 3-D resistivity
features.

Many different instruments have been developed for 2-D measurements,
usually multi-electrode systems, sometimes multi-channel ones. All systems
use multi-core cables (see Section 4.3.4). The procedure for measurements
with a Wenner electrode array is shown in Fig. 4.3-3.

A multi-core cable with equidistant “takeouts” for connecting the
electrodes to the cores is placed along the profile. The basic electrode spacing
may be either the distance between the takeouts or a shorter distance. In any
case, the electrodes should be positioned with equal spacings along the profile.
For high quality data, it is important to ensure good galvanic coupling of the
electrodes with the ground. Data acquisition is begun after the multi-core
cables are connected to the switching box and the electrode contacts have been
checked. The measurements are controlled by the microprocessor-driven
resistivity meter or by a computer (BARKER, 1981).
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Fig. 4.3-3: Setup for a 2-D resistivity measurement with a Wenner electrode array

Several depth levels may be measured by increasing the electrode spacing
stepwise as shown in Fig. 4.3-3. The apparent resistivities are plotted as a
function of location along the profile and electrode separation. This 2-D plot is
called a “pseudosection”. For the Wenner electrode array, the location on the
profile is given by the center of the array and the depth (“pseudodepth™) is
given by the spacing of the current electrodes. The “pseudodepth” corresponds
to the depth of investigation (= a/2).

Normally, two multi-core cables are used for each measurement. If the
profile is longer than the total length of these two cables, the first cable is
placed at the end of the second one and a new measurement is made. The
survey can be carried out more efficiently if a third cable is available, as this
could be laid out ahead while the measurement using cables 1 and 2 is being
made.

To starting and end points and the points where the profile changes
direction define the profile. To avoid geometrical errors, these bends should
not exceed 15 degrees. In rough terrain the elevation of several prominent
points along the profile should be determined.

4.3.6 Processing and Interpretation of the Measured Data
Mapping / profiling

The mapping and profiling results are presented as colored contour maps of
apparent resistivity or as profile plots, respectively. Profiling results should be
shown as maps only if the distance between the profiles is not larger than five
times the station interval along the profile, especially where resistivities vary
considerably between the profiles. If there is rugged terrain in the survey area,
a topographical correction is necessary before the final maps are made (FOX et
al., 1980). The mapping data are interpreted qualitatively. If some resistivity
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values in the area are known, the lithology in the survey area can be derived,
lateral changes can be delineated (e.g., boundaries of concealed landfills), and
information about contamination plumes obtained.

Vertical electrical sounding

The results of a resistivity sounding survey can be interpreted both
qualitatively and quantitatively. Vertical electrical soundings can provide
information about the areas between boreholes. If soundings are more or less
regularly distributed in the survey area, apparent resistivity maps can be made
for different electrode spacings C;C,. This type of map is similar to that
obtained in a mapping survey, although the station spacings are commonly
larger. In many cases they provide an idea about the resistivity distribution in
the area. If soundings are carried out along profiles and the distance between
soundings is not too large, the results can be displayed as contoured
pseudosections of apparent resistivities. “Pseudodepths” correspond to
approximately half the spacing of the current electrodes and, therefore, are
preferably presented on a logarithmic scale. This gives a rough visual
impression of the geological structures below the profile. The preferred
quantitative interpretation of resistivity soundings requires information about
the local geology and experience using the method, including knowledge of its
limitations. Several computer programs are available for the inversion,
allowing data processing, such as editing of data sets and sounding array
parameters or shifting of overlapping segments to produce continuous
sounding curves (see Section 4.3.5). Modern computer programs allow
modelling of the individual segments in a Schlumberger sounding. The
interpretation of a sounding curve to derive a layered resistivity model which
fits the measured data well is carried out in three steps (ZOHDY, 1989;
SANDBERG, 1993).

In the first step, a reasonable starting model has to be created. Experienced
geophysicists can derive the number of layers and an initial estimate of the
resistivities and thicknesses of the layers directly from the sounding curve.
The influence of layer resistivity and thickness on the curve shape is checked
by doing both forward and inverse calculations. Important for the
interpretation is that the program allows masking of noisy data points and
incorporate of a-priori information about the local geology from well logs and
other geophysical methods.

The second step involves automatic inversion to confirm and refine the
starting model. If model parameter values are known (layer thickness and/or
resistivity), they can be held constant. If some parameters do not vary during
the inversion, the remaining parameters are more reliably estimated. A least-
squares fit of the model curve to the edited data is then made until a selected
fitting error is reached. Due to the equivalence basic (see above), several
models may fit the sounding curve within the fitting error. Therefore, an



Environmental Geology, 4 Geophysics 223

inversion program should be able to determine the range of equivalence for a
certain error threshold. Equivalence analysis makes it possible to generate a
set of equivalent layered models that are also valid solutions of the inverse
problem. They fit the data nearly as well as the best-fit model, but deviate
from this within a defined error range. With this knowledge it is then possible
in a third step to obtain a model which is geologically more plausible than the
best-fit model, but which is still acceptable within the error limits. An example
is given in Fig. 4.3-4.

A by-product of the equivalence analysis is a ,,parameter resolution
matrix“. This triangular matrix provides an indication as to how well the layer
parameters (thickness and resistivity) are resolved. Owing to equivalence, the
two parameters cannot be resolved independently for all layers (Section 4.3.3).
The resolution matrix indicates when this may be expected (INTERPEX Ltd.,
RESIX-IP user’s manual, 1993).

The best way to obtain a realistic interpretation of the soundings is to
correlate soundings with lithological borehole logs or well logging data. As a
rule, the interpretation is an iterative process because results of the individual
soundings always have to be adjusted to the results of neighbouring
soundings. The final result of a quantitative interpretation can be presented as
a geological model (cross-sections) derived from the sounding data. Contour
maps of the depth to layer boundaries or of the thickness of different layers
can be constructed from the results of several soundings regularly distributed
in the survey area. It has to be mentioned that such layer boundaries do not
necessarily correspond to lithological boundaries - they represent significant
changes in the electrical properties. This can also occur within a lithological
layer (e.g., a change in the mineralization of the groundwater in an aquifer).
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Fig. 4.3-4: Graphical representation of equivalent models. Each of these models fits the
measured data equally well.
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2-D resistivity surveys

For many environmental problems it is preferable to carry out 2-D resistivity
measurements instead of simple soundings and/or profiling. The aim of a
geoelectrical survey at the Earth surface is to provide detailed information
about the lateral and vertical resistivity distribution in the ground. As the
principles applied are similar to those of computer tomography in medicine,
such geoelectrical investigations are also called impedance tomography or 2-D
resistivity imaging.

The first — qualitative - result of a 2-D resistivity survey is a pseudosection
along the profile (EDWARDS, 1977). Pseudosections display the apparent
resistivity as a function of location and electrode spacing, which is indirectly,
related to the depth of investigation of the array (ROY & APPARAO, 1971;
BARKER, 1989; SHERIFF, 1991). Figure 4.3-3 shows the principle behind the
generation of a Wenner pseudosection.

Pseudosections provide an initial picture of the subsurface geology. A 2-D
inversion of the measured data is necessary for the final interpretation. This
process transforms the apparent resistivities and “pseudodepths” into a 2-D
model. In recent years, several computer programs have been developed to
carry out such inversions (SHIMA, 1990; BARKER, 1992; LOKE & BARKER,
1995 and 1996). Depending on the algorithm used, the result is a smoothed
layer model or a block model showing sharp layer boundaries, comparable to
the result of 1-D inversion.

The model used for inversion consists of a number of rectangular cells
(blocks). The size of these cells is determined either automatically as a
function of the electrode spacing, or manually by the user. In general, the size
of the cells increases with increasing depth and towards the beginning and the
end of a profile, due to decreasing spatial sensitivities in these areas (see
Fig. 4.3-2).

All inversion programs require a reasonable starting model (initial
estimate). This model is either determined by the program itself or user
defined (BARKER, 1989; ZOHDY, 1989). The final model is calculated in an
iteration process which includes step-by-step forward modeling and inversion.
The program compares the forward modeling results with the measured data,
the quality of the fit is determined and the parameter values for the next
iteration step are specified. This process is continued until the maximum
number of iterations or a selected deviation (error) is reached. The modeling
program must allow interactive modification of parameters. For rough terrain,
the program should be able to include topographic correction of measured
data. Recent programs allow the user to place the electrodes in non-standard
positions (e.g., non-regular spacing, electrodes in boreholes or underwater).
As in the 1-D inversion of vertical soundings it is advantageous if a-priori
information can be included.
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In spite of the various capabilities of different programs, the final assessment
of inversion results has to be done by the user, i.e., the geophysicist. Due to
the limited number of values and precision of the data, all results are
ambiguous (Section 4.3.3). This ambiguity can only be reduced by including
all available information from boreholes and other geophysical surveys. As the
inversion will not normally provide sharp layer boundaries but resistivity
gradients (smooth inversion), data for a vertical electrical sounding in areas
with almost horizontal layers can be extracted from the 2-D data set and
inverted as 1-D vertical soundings. Generally, if gradual structural transitions
are indicated by gradual transitions in the resistivity cross-section, a smooth
2-D inversion should be carried out; if the structures are known to have sharp
boundaries, then block inversion should be employed.

The final result of a 2-D resistivity survey is a cross-section of the
calculated rock resistivities along the profile line. This cross-section should
include the structural interpretation of the resistivity data (e.g., the
groundwater table or the boundaries of a waste dump). If the spacing between
profiles is not too large, horizontal resistivity sections for different depths can
also be derived from the data.

4.3.7 Quality Assurance

The following measures are important for quality assurance in a dc resistivity
survey. During the survey the following aspects should be checked in the
field:

e coupling of the electrodes to the ground (contact resistance),

e drifting self-potentials,

e the parameters (voltage, current) employed for the measurement,

e stability and precision of the measurements (e.g., by repeated readings),

e leakage currents from large power consumers, e.g., industrial plants or
electric railways (industrial noise),

e influence of electromagnetic coupling if long cables are used,
e influence to topography, and

e the influence of meteorological factors.
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The field notebook documentation should include:

the instrument employed and the parameters used for the measurements
(array type and geometry),

a topographic map (including major topographic features, such as roads,
buildings, rivers and lakes) showing the location of profiles and
measurement stations; this description shall enable the reestablishment of
the survey grid,

information about the location of buried objects (cables, metal pipes, etc.),
rapid changes in the relief, topographic survey results,

information about visible sources of anomalies (e.g., iron fences, waste
dumps, wet and dry areas, changes in the composition of the ground
surface), and

weather conditions.

Attention must be paid to the following aspects of data processing and
interpretation:

The raw and processed data must be delivered to the client in digital form.
It must also be archived so that it is available for later reprocessing.

The client must be provided with a description of the processing
parameters and software (e.g., for data correction, data filtering and/or
smoothing).

A technical report should be submitted as part of the final report.

The results have to be presented in a form that can be understood by the
client. The presentation must also provide an explanation of uncertainties
in the interpretation and recognized problems in the modeling, particularly
from a geophysicist’s point of view.
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4.3.8 Personnel, Equipment, Time needed

Personnel |

Equipment

Time needed

mobilization and

depending on the distance to the survey area

demobilization
1 4WD vehicle or van
mapping:
Schlumberger 1 operator, resistivity meter, cables, C,C,/2<30m:
PP,/2<3m 2 assistants; electrodes 500-800 N/d
P,P,/2>3m 1 operator, CiCy/2>30m:
3 assistants; 300-500 N/d
Wenner 1 operator, 400-700 N/d
CiC,>15m 3 assistants
soundings (VES): resistivity meter with
Schlumberger appropriate power supply
CiC, <130 m 1 operator, (high capacity for deep 12 - 15 VES
1-2 assistants; | VES), cable reel,
C,C,>130m 1 operator, electrodes, (optional 5-12 VES

2-3 assistants

walkie-talkie)

2-D resistivity survey:
(imaging, tomography)

resistivity meter with
switching unit, multi-core

about 1500-1800
datum points per day

basic electrode spacing: cables, passive or active a=2m: 300 - 500 m/d

a<5m electrodes, 1 laptop, a=5m:700-900 m/d

1 operator (optional: e-mail for data (16 depth levels for both)
a>5m transfer)

1 operator

1 assistant

data processing, 1 geophysicist | 1 PC with plotter, printer and |2 - 3 days for each

interpretation, (1 technical software; day in the field
reporting assistant) (optional: e-mail for data
transfer)

a = basic electrode spacing, N = number of stations, d = 10-hour working day,
C,C, current electrode spacing, PP, potential electrode spacing
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4.3.9 Examples
Investigation of a concealed landfill in a former sand pit

This example describes the investigation of a covered waste dump in a former
sand pit in Germany. The objective was to determine the location and size of
the dump site, as well as the distribution of cohesive and non-cohesive soil. A
combination of resistivity sounding and mapping was used. Survey
parameters:

e Size of the survey area (part of it shown in Fig. 4.3-5) 300 m x 500 m

e mapping (Schlumberger array)

- spacing of current electrodes C,C, 20 m
- spacing of potential electrodes PP, 2m
- spacing of profiles 20 m
- station spacing 10 m
- total number of stations 815

e soundings (Schlumberger array)

- max. spacing of current electrodes 360 m

- number of soundings 5
e duration of the survey 10 days
e personnel 1 technician, 2 assistants
e measured physical parameter apparent resistivity.

The mapping results are shown as a contour map of apparent resistivity p, in
the upper part of Fig. 4.3-5. The results clearly mark the location of the
concealed landfill, as the resistivities of the waste materials are much lower
than those of sediments in the surroundings. Although the resistivity map
suggests that a contamination plume might be moving to the southeast away
from the dump, the resistivity soundings show that cohesive material (boulder
clay) is responsible for these low resistivities, while the higher values
represent sand and gravel. Because the distance between resistivity soundings
is relatively small, a geoelectrical cross-section could be produced; this cross-
section shows the landfill is 2 to 4 m deep, mostly covered by non-waste
material (Fig. 4.3-5). Sounding 2 and 13 show a sandy aquifer overlain by a
layer of cohesive material, which is in turn overlain by a cover layer of sand.
The upper sandy layer increases in thickness northwards along the profile. It
was advantageous to correlate the sounding results with borehole data in the
study area, thus improving the reliability of the interpretation.
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Investigation of a concealed landfill in a former quarry

Former hard rock quarries are often used as waste dump sites. The example in
Fig. 4.3-6 is from a survey whose objective was to determine the size of a
quarry (in porphyritic rock) that had been filled with domestic waste and was
now covered with soil. As the resistivities of hard rock and waste material are
normally quite different, it was decided to use a 2-D resistivity survey to
determine the size of the quarry. Three profiles were measured at each of five
locations. The base of the quarry was expected to be at a depth of 20 - 30 m.
Therefore, the survey was planned assuming a maximum investigation depth
of about 40 m and a basic electrode spacing a of 5 m in a Wenner array was
chosen with a maximum current electrode spacing of 240 m. Sixteen depth
levels (see Fig. 4.3-3) were measured. The pseudosection of measured
apparent resistivities and the inverted resistivity model (Fig. 4.3-6) clearly
show the southeast boundary of the former quarry. As expected, the resistivity
of the waste is much lower than that of the surrounding rock.

The northwest boundary lies beyond this profile, i.e., not as assumed in the
planning phase. The depth of the quarry was determined to be about 20 - 25 m
in the southeast part, but more than 35 m in the northwest part. In the latter
case it is clear that the initial assumption about the depth of the quarry was
incorrect and, therefore, the electrode spread was not large enough to
determine the depth of that part of the quarry. Nevertheless, this 2-D
resistivity survey has proved that it can be very useful for solving such
problems.
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Fig. 4.3-6: dc resitivity survey of a concealed landfill in a former quarry. Top:

pseudosection of apparent resitivity. Bottom: calculated resistivity cross-section.
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Investigation of the geological structures in an Alpine valley

A geophysical survey was carried out to determine the geological structures in
an Alpine valley in order to assess the environmental hazard emanating from
an abandoned, derelict chemical plant in the Austrian Alps. As the study area
is in a valley, information about the depth to the bedrock and classification of
the overlying unconsolidated material was of interest. Reflection seismics and
geoelectrical surveys were conducted for this project. The survey results were
correlated with data obtained from several boreholes drilled as part of the
project.

To reach an investigation depth of about 100 m, resistivity soundings using
Schlumberger array with a maximum electrode spacing C,;C, of 840 m were
carried out, mostly along three profiles. Before the survey, it was assumed that
the bedrock would have a significantly higher resistivity than the overlying
unconsolidated sediments, but sounding results did not confirm this. The data
from the first borehole showed that the phyllite in the top part of the bedrock
was strongly weathered to a low resistivity material. Consequently, it was
clear that the boundary between the unconsolidated sediments (mainly sand
and gravel) and the underlying bedrock is marked by gradually decreasing
resistivities. Figure 4.3-7 shows the measured sounding curves along one of
the profiles, together with the cross-section derived from them. The low
resistivity of the bedrock can be clearly recognized in the sounding curves.
The resistivity model shown in the lower part of Fig. 4.3-7 was constructed
after 1-D inversion of the sounding data. The bedrock surface dips from the
margin of the valley in the west towards the valley center at the east end of the
profile. This result is confirmed by the seismic data. The geoelectrical survey
provides additional information about the aquifer (sand and gravel) above the
bedrock and the layer of more cohesive material (fine sand, silt) at shallow
depth. This layer could prevent entry of contaminants into the groundwater.
Although data along the individual profiles correlate well, the large distances
between profiles, resulting from the urban nature of the survey area, precluded
construction of accurate maps of bedrock topography. Despite these
limitations, the geophysical results provide a valuable contribution to an
understanding of the geological structures in the survey area.
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Investigation of the site of an old military fortification

Tunnels which were part of a 19th century military fortification (of which
nothing remains above ground) were discovered during site studies for
redevelopment in a German city. Part of the tunnels were accessible and a
considerable amount of explosive material was found, although the
fortification was thought to have been completely destroyed at the end of
World War II. These explosives were extremely hazardous not only for the
development of this area but also could easily contaminate the groundwater.
Because the exact location of the old fortification was not known, a
geophysical survey was conducted to locate the tunnels which had not been
completely destroyed. The tunnels extended radially from the main building.
They were 1.3 - 2.2 m high and 0.7 - 1.5 m wide and 5 - 30 m long. They were
covered by ground approximately 3 m thick.

Several methods (magnetics, gravity measurements, ground penetrating
radar (GPR) and 2-D resistivity imaging) were tested before the survey. As it
provided the most convincing results, the resistivity method was chosen for
the survey. For economic reasons, the 2-D measurements were carried out
with the Wenner electrode array.

For the 2-D resistivity survey using a Wenner array, the following
parameters were used for the 150 m x 150 m area:

basic electrode spacing a I m

number of levels 12

profile spacing Sm

number of profiles 40

total profile length 5280 m

survey duration 18 days

personnel 1 geophysical technician, 1 assistant
measured parameter apparent resistivity

The upper part of Fig. 4.3-8 displays calculated resistivities from the inversion
results of all profiles for a depth of about 4.3 m. The higher resistivities (red)
mark the location of the remaining tunnels. The geoelectrical results were
confirmed by excavation and showed that the initial estimates of tunnel
locations were inaccurate. The survey, therefore, provided a means of
correcting the preliminary map of tunnel locations.

The lower part of Fig. 4.3-8 shows the vertical section of the 2-D
resistivity profile C-D over a known tunnel in order to look for indications of
tunnels extending perpendicular to it. The inversion reveals several high
resistivity zones at a depth of >2.5m. These high resistivity zones are
assumed to be tunnels.
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Fig. 4.3-8: Investigation of the site of an old military fortification by a 2-D resistivity
survey. Top: map of calculated resistivities for a depth of about 4.3 m. Bottom: calculated
vertical resistivity section for a profile C-D marked in the map

Further examples of dc resistivity surveys are given in Figures 5.4-22, 5.4-23,
6.2-7,6.2-16, 6.2-28, 6.2-29 and 6.2-37a.
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Parameters and units

Symbol Units
electrical potential U A%
electrical current 1 A
resistivity P Qm
apparent resistivity Pa Qm
conductivity o mSm’
apparent conductivity o, o, [mS m™'] = 1000/, [Qm]
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4.4 Electromagnetic Methods

GERHARD LANGE & KNUT SEIDEL

4.4.1 Principle of the Methods

Electromagnetic inductive methods provide an excellent means to obtain
information about electrical ground conductivities. They can be classified as
natural field methods and controlled source methods. The well-known natural
field method magnetotellurics, used since the 1950s employs fluctuations of
the Earth’s magnetic field ranging from 10~ seconds to several hours to study
the distribution of the conductivities with depth (CAGNIARD, 1953). The
electromagnetic exploration methods described in this Chapter are based on
the use of electromagnetic ficlds generated by controlled sources.

Easy to operate, active methods are preferably used in environmental
geophysics. Dual coil systems (with a transmitter and a receiver coil) have
been commercially available since the 1970s. Used in controlled-source
methods, they are important tools for investigating shallow ground structures.
They can be subdivided into two basic types:

e frequency-domain electromagnetic methods (FEM) and

e time-domain or transient electromagnetic methods (TEM).
A

<\
Transmitter ) []

Receiver
N
Eddy currents N
Conductive™
body Y
— H,: Primary field —-—>Hg: Secondary field

Fig. 4.4-1: Principle of electromagnetic induction methods
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The principle of the most commonly used FEM systems is shown in
Fig. 4.4-1. A transmitter coil, continuously energized with a sinusoidal audio-
frequency current, forms a magnetic dipole. Its primary magnetic field induces
very weak eddy currents in the conductive ground. These eddy currents in turn
generate a secondary magnetic field that is of the same frequency but with a
different phase and of lower amplitude than the primary field. The primary
and secondary magnetic fields are superimposed on each other and the
resultant field is detected by the receiving coil. To obtain the ground
conductivity information, the weak secondary field has to be separated from
the primary field.

The secondary magnetic field strength depends on the electrical
conductivity of the ground, on the transmitter-receiver coil figuration, and on
the operating frequency. Although these relationships are expressed by a
complicated function, a linear relationship between ground conductivity and
the secondary magnetic field can be obtained by choosing an appropriate coil
spacing and frequency. Operation using a coil spacing and frequency pair that
yields such a linear relationship is called operation at “low induction numbers
(LIN)”. LIN ground conductivity meters allow the conductivity to be
determined directly (MCNEILL, 1980).

Time-domain electromagnetic (TEM) soundings are being increasingly
used in environmental and groundwater surveys (HOEKSTRA & BLOHM, 1990).
Investigation depths of commercially available equipment range from about
5 mto 3000 m. Like FEM techniques, TEM methods use a dipole magnetic
source field. The waveform of this primary field is not continuous as in FEM
methods, but a modified square wave (Fig. 4.4-2). By abruptly turning off a
constant current in the ungrounded transmitter loop, a transient
electromagnetic field is produced. According to Faraday's law, this rapid
change induces eddy currents in nearly horizontal circles in the ground below
the loop, which in turn create a secondary magnetic field. With increasing
time after transmitter current switch-off, the induced fields have penetrated
deeper into the Earth by “diffusion”.

The decay of the secondary magnetic field caused by the eddy currents is
recorded during the transmitter’s off-time, i.e., in absence of the primary field
(Fig. 4.4-2c). The decay rate as a function of the ground conductivity and the
time, after the transmitter current has been switched off, determines the
investigation depth. As the current density maximum migrates to greater
depths (Fig. 4.4-6), the influence of conductive near-surface structures on the
signal response decreases. This behavior is important as near-surface
inhomogeneities are often the main cause of poor data quality in other
electrical sounding methods.
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Fig. 4.4-2: Typical waveforms occurring during a TEM measurement: (a) a current in
transmitter loop, (b) induced electromotive force caused by current, (c) secondary
magnetic field caused by eddy currents, HOEKSTRA & BLOHM (1990)

FEM and TEM methods are available for land-based and airborne surveys and
for borehole logging (DYCK, 1991). For small-scale environmental
investigations surface measurements are usually chosen. Due to inductive
coupling, these methods are preferably used in areas with high-resistivity
cover layers (e.g., arid areas, areas of nonreinforced concrete or asphalt,
exposed bed rock, or frozen ground), where direct-current resistivity methods
fail due to poor galvanic coupling. Because of the induction principle, EM
methods are best suited for detecting highly conductive targets in a low-
conductivity host environment (e.g., clay layers embedded in sandy material
and buried metal objects).

There are three kinds of measurements: mapping, profiling, and sounding.
Profiling provides information about the variation in lateral conductivity
within a certain depth range. This depth range is directly proportional to the
transmitter-receiver coil separation and is inversely proportional to the
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operating frequency and ground conductivity. FEM methods are mainly used
for profiling as they are not as time consuming as TEM methods. The
interpretation of profiling data delivers mainly qualitative results. A very fast,
high-sensitivity TEM mapping technique has been developed to detect both
ferrous and nonferrous metallic targets, such as unexploded ordnance (UXO)
(see example in Section 4.1.9). Measurements of the secondary magnetic field
decay in different time gates allow the characterization of detected metallic
objects (MCNEILL & BOSNAR, 1996; SNYDER et al., 1999).

FEM soundings are done by changing the frequency and/or the coil
separation (parametric/geometric sounding). TEM techniques generally
provide better sounding data than FEM techniques. Their depth of
investigation is directly proportional to the shut-off time, to the recording time
interval, and to the loop size (SPIES, 1989). To obtain TEM data for both near-
surface and deep depth ranges, different loop sizes have to be used. A
quantitative interpretation is obtained from the sounding data by modeling and
inversion. Until now 1-D inversion is the most commonly applied
interpretation.

The very low frequency (VLF), the VLF-resistivity (VLF-R), and the
radiomagnetotellurics (RMT) methods are passive methods which employ the
electromagnetic fields of remote radio transmitters. Distributed around the
world, VLF transmitters are primarily used for military communications;
RMT utilizes the frequencies of normal broadcast stations. In contrast to these
methods, which utilize electromagnetic waves from stationary transmitters, the
equipment for controlled source audiomagnetotellurics (CSAMT) includes a
portable transmitter.

The transmitter frequencies are between 10 to 30 kHz for VLF/VLF-R and
up to 2.4 MHz for RMT. Because of the usually very large distances to the
source, the transmitted electromagnetic waves can be considered as plane
waves. When these waves strike the ground, they are partly reflected, another
part enters the ground, inducing eddy currents there. To obtain information
about the conductivity of the ground from VLF-measurements, selected
magnetic components of the coupled EM field and, in case of VLF-R, electric
field components are measured. At least two stations transmitting within a
narrow frequency range should be used for a survey. A disadvantage of VLF
methods is that the transmitter stations are not always available. The main use
of the VLF/VLF-R methods is for mapping with only a qualitative
interpretation of the data. RMT, when used as a multifrequency method,
provides sounding capabilities and, due to the higher frequency range, RMT
data allow modeling of 1-D, 2-D and simple 3-D near-surface situations.
Because the equipment for VLF/VLF-R and RMT methods is light-weight and
easy to operate, these methods can also be used to locate conductive
geological and man-made structures in low conductivity host material and to
delineate their extent and strike (e.g., mapping of fractures in consolidated
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rock, boundaries of landfills and leachate plumes) (MC NEILL & LABSON,
1991; TURBERG et al., 1994; TURBERG & BARKER, 1996).

EM surveys are less time consuming and require less manpower than dc
resistivity surveys. As the transmitter-receiver array necessary to investigate a
certain depth range is much smaller than the equivalent dc array, EM methods
provide a better lateral resolution and a higher survey efficiency. The
disadvantage of EM methods is their lower vertical resolution and higher
sensitivity to electromagnetic noise compared to dc resistivity.

4.4.2 Applications

Typical applications for EM methods in near-surface geophysics are:

e delineation of concealed or abandoned landfills and sometimes
determination of landfill thickness,

mapping of pollution plumes in groundwater (if conductive),

mapping and monitoring of saltwater intrusion,

geological mapping (soil/rock types, lithology, faults, fracture zones),
groundwater surveys,

detection of clayfilled karst cavities,

detection of metallic objects (both magnetic and nonmagnetic), and
UXO-detection.

4.4.3 Fundamentals
Electrical conductivity in rocks

The propagation of electromagnetic fields within the Earth is determined by
the bulk conductivity, dielectric permittivity, and magnetic permeability of the
medium. Very high-frequency methods, such as ground penetrating radar
(Chapter 4.5), are strongly affected by magnetic and dielectric properties. For
low-frequency electromagnetic fields, as considered here, conduction currents
are important. There are three types of conduction.

Electron conduction

In rock materials containing free electrons (e.g., metals, sulfides), the current
is based on electron conduction. As most rock-forming minerals (silicates,
oxides) are insulators, this type of conduction can be neglected for this
discussion.
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Electrolytic conductivity

The conductivity of porous rocks, especially unconsolidated sediments,
strongly increases if they are fluid-saturated. In this case, the electrical current
arises from the flow of ions in the formation fluid through the effective pore
space. Isolated fluid-filled pores have only a negligible impact on the bulk
conductivity, but only a thin continuous layer of fluid at the grain surfaces can
increase the conductivity of an unsaturated medium by 4 -5 orders of
magnitude.

The conductivity of fully or partially saturated sediments is predominantly
determined by their porosity and the conductivity of the pore fluid. An
empirical equation commonly used to quantify the conductivity of clean sandy
sediments (no shale) is defined as Archie’s law (1942):
oy = cD_O_W S (4.4.1a)

a
where
electrical conductivity of the sediment (in mS m™, uS cm™),
electrical conductivity of the pore fluid (in mS m™, uS cm™),
effective porosity (in %)
fraction of pores containing water,
saturation exponent® (often n = 2),
cementation exponent (for most sedimentary rocks 1.3 <m <2.5), and
empirical parameter, depending on the type of sediment 0.5 <a < 1.

stta%é)cg

For fully fluid-saturated material is S= 1. In partially saturated material, the
insulating influence of air in the pore space decreases the conductivity.

Interface conductivity

A third type of electrical conductivity results from excess ions in a diffuse
double layer (Helmholtz double layer) at the boundary between solid and pore
fluid. To take this interface conductivity into account, Archie’s Equation
(4.4.1a) is modified by introducing an interface conductivity term ogo:

oy = @—O'WSH +0g- (4.4.1b)

a

The interface conductivity (excess conductivity) is a frequency dependent
component of the measured conductivity and has a real and an imaginary part.
Its real part is directly proportional to the porosity @, and its imaginary part is
directly proportional to the inner surface area of the sediment. This allows the
hydraulic properties to be determined from conductivity measurements carried
out at different frequencies (see Chapter 4.3).
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The geoelectrical ground parameters are the same for both electromagnetic
and dc resistivity surveys. In dc resistivity surveys, the unit of ohm x meter
(Q m) is used, while in EM surveys the unit is siemens per meter (S m™"), for
practical reasons millisiemens per meter (mS m™"). Variations in resistivity and
conductivity may result from changes in porosity, degree of saturation with
water, salinity, and clay content. Resistivity values of various materials are
given in Table 4.3-2 (Chapter 4.3). To convert the resistivity values p in the
table into conductivity o, note that ¢ =1/p, ie., a conductivity of
o=1mSm’ corresponds to a resistivity of p= 1000 Q m.

Frequency-domain electromagnetic

Small two-coil systems, so called loop-loop systems, are used for land-based
FEM surveys. For transmitter-receiver separations greater than five loop
diameters, the loop can be treated as a magnetic dipole. Vertical magnetic
dipoles result when coils are horizontal and horizontal magnetic dipoles result
when the coils are vertical (Fig. 4.4-5). Eddy currents are generated by
induction in the ground, which give rise to a secondary magnetic field
superimposed on the primary field. The resulting total field has the same
frequency as the primary field but differs in intensity, direction and phase. The
total field is described by a complex-valued function consisting of both real
and imaginary parts. The real part, which has the same phase as the primary
field, is called in-phase. The imaginary part, which shows a 90-degree phase
difference from the transmitted signal, is called out-of-phase, outphase, or
quadrature. To obtain information about the conductivity, the magnetic part of
the resulting electromagnetic (EM) field detected by the receiver coil is
recorded.

Calculations of EM fields for inhomogeneous ground conditions are rather
complicated. To explain the induction and measuring process, a simplified
representation of an EM system is given in Fig. 4.4-3. A detailed explanation
of interactions in the system consisting of transmitter loop (S;), receiver loop
(S5) and conductive ground (S;) can be found in several papers
(WEST & MACNAE, 1991; TELFORD et al.,1990).
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Fig. 4.4-3: Electromagnetic mutual coupling of conductive ground (S,) to transmitter loop
(S)) and receiver loop (S;), simplified representation of complicated interactions, L;; are the
mutual inductances, WEST & MCNAE (1991)

Important for the understanding of EM effects is the response function f(Q).
This complex-valued function describes the electromagnetic response from
conductive ground structures to an electromagnetic excitation field:

: 0% +iQ
===, 442
A(®) 0 (4.4.2)
The argument of f(Q), called the response parameter O or induction number,
depends on the operating frequency, conductivity of the ground and the target,
and on the size of the target and the geometry of the transmitter and receiver
loops:

0 = uowl?
where
U magnetic permeability,
o conductivity,
o = 2nf angular frequency (s™),
f operating frequency, and
/ parameter for the geometry of the target and/or loop-system.

The response parameters for simple models are given in Table 4.4-1. 1f one of
the variables changes, then one or more of the others must be changed to keep
O constant.
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Tab. 4.4-1: Response parameters for simple models

Model Response
parameter Q

homogeneous half-space unoar r—coil separation
P . d — plate thickness
infinite horizontal plate uoadh h — height of loop above plate
semi-infinite vertical plate uoadr d - plate thickness

r—coil separation

. a — disc radius

disc powda d — disc thickness
sphere uowa* a — sphere radius

In the plate and disc models, the product of conductivity ¢ and thickness d is
called conductance.

Although higher frequencies result in a stronger response for a given
ground situation and system geometry, increasing the frequency will lead to a
reduction in penetration depth. Hence, when multifrequency instruments are
used, it is important to select a frequency (or frequencies) that will give both
an optimal response and desired penetration depth.

The behavior of the complex-valued response function AQ) for a
homogeneous ground is shown in Fig. 4.4-4. For values of Q <1 and Q > 1
the imaginary part (quadrature) and the in-phase part prevail, respectively.
When Q <<1, the contribution of the real part to the measured signal is
negligible and the information about the ground conductivity is mainly in the
quadrature component. This is important for understanding the principle of the
low-induction-number (LIN) instruments.

1.0 Q)
0.8
0.6

0.4

0.2 4
Cluadrature

-
i

Q-+ T T T 1
0.001 0.01 1 10 log Q

Fig. 4.4-4: Complex response function of a loop-loop system to conductive ground,
GREINWALD (1985)
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Skin depth

For every survey situation it is important to have an idea of the depth to which
the transmitted electromagnetic signals penetrate. Induced eddy currents
consum energy and attenuate the fluctuating field strength, thus reducing
penetration. The depth at which the amplitude of a plane wave has been
attenuated to 37 % (1/e) of its original value is called the skin depth o, also
called effective depth (SHERIFF, 1991). For a homogeneous ground the skin
depth oO'is given by the following numerical equation:

2 1 _ p[Qm]
~ =503 \/O'[Sm‘1]~f[Hz] 503 it

However, this relationship is only valid for plane waves from large distances
to the source (far-field conditions), as employed by the magnetotelluric, VLF,
and RMT methods. For the small two-loop FEM systems, which are operated
with short loop separations, the penetration depth is less than that derived from
Equation (4.4.3) due to the difference in the wave-front geometries. But, there
is no general rule to determine the depth of investigation of two-loop FEM
systems. Generally, the penetration depth increases with increasing loop
separation and decreasing frequency. Although REYNOLDS (1997) states that
“a realistic estimate of the depth, to which a conductor would give rise to a
detectable EM anomaly is =~ o/5”, the use of general rules for depth
estimation is not recommended.

§[m] = (4.4.3)

Loop configuration

The loop configuration strongly influences the depth of penetration, resolution
and sensitivity of EM systems. The most common source-receiver
configurations used in FEM methods are shown in Fig. 4.4-5.

In practice, mainly horizontal coplanar (HLEM, Slingram) and vertical
coplanar loop configurations (VLEM) are used. Only a few instruments allow
measurements with configurations c) and d) (e.g., APEX MaxMin). Of prime
importance is the depth of penetration and the resolution of an FEM system
used (VERMA & SHARMA, 1995). HLEM systems have the greatest penetration
depth range, whereas VLEM systems have the highest sensitivity to near-
surface layers. This means the strongest contribution to the measured signal is
from these layers (Fig. 4.4-9).
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Transmitter Receiver loop orientation dipole orientation

2) horizontal vertical magnetic
T coplanar dipole (VMD)
m,,g - (HCP, HLEM)

horizontal
vertical coplanar magnetic dipole
(VCP, VLEM) (HMD)

@
loops dipols
perpendicular to  perpendicular to

c) each other each other
(PERP) (PERP)

d) horizontal
vertical coaxial —magnetic dipole
(HCA) (HMD)

Fig. 4.4-5: Common loop configurations of small loop dipole-dipole systems, after SPIES &
FRISCHKNECHT (1991)

Electromagnetic conductivity measurements

Determination of conductivity (or its reciprocal, resistivity) from
electromagnetic measurements is much more complicated than from dc
resistivity data (DAS, 1995). Therefore, the measured values of out-of-phase
and in-phase components are frequently presented on profiles or maps for a
qualitative interpretation of the locations of conductivity anomalies.

During the early 1980s the company GEONICS developed and constructed
instruments which allowed the measurement of conductivity directly. The
principle of these “ground conductivity meters” (GCM) is the low induction
number (LIN). As shown in Fig. 4.4-4, the quadrature component dominates
the signal response when Q << 1; moreover, it is directly proportional to the
ground conductivity. Q can be expressed in terms of skin depth o as follows:

O=r/o

Thus, it can be shown that the LIN condition is fulfilled if the coil separation
is very small compared to the skin depth 6 (MCNEILL, 1980).

Let H,, be the vertical component of the primary magnetic field in free
space and H, the vertical component of the measured field over a
homogeneous conductive half-space. Then for a vertical magnetic dipole
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source (VMD) the mutual coupling ratio H,/H,, is given by (SPIES &
FRISCHKNECHT, 1991):

D I

For a horizontal dipole (vertical coplanar loops, HMD), the tangential
component Hy has to be taken into consideration, resulting in the following
mutual coupling ratio:

Ho = %[3 + it - (3 + 3iyr — 72r2)e’i7’J (4.4.5)
H ®.p (;/r)

In terms of the induction number Q and skin depth o, the term ¥ 7 is
yr=+2i % - \J2io.

When Q<< and, correspondingly, | yr|<<l, both mutual coupling ratios
reduce to

z

H,, a Hg, a 4

H, _ Hy _ iy wor?

(4.4.6)

On the basis of Equation (4.4.6), the apparent conductivity o for both HLEM
as well as VLEM measurements can be directly derived from the quadrature
component:

o-—| L : (4.4.7)
woor* | H
0 P quadrature component

Some instruments (e.g., EM31, CM-031; EM38, CM-138 and EM34-3) utilize
this concept by using fixed combinations of frequency and coil separation and
a proper calibration of the instrument. But, this kind of conductivity
determination fails when metallic objects are present (high induction number
due to the extremely high conductivity of metals) or if there are very strong
lateral conductivity changes.
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Time-domain electromagnetics

Transmitter
2 loop

Eddy currents at later times

Fig. 4.4-6: Propagation of circular eddy current systems in a homogeneous half-space at
successive time intervals, REYNOLDS (1997). © John Wiley and Sons Ltd. Reproduced with
permission.

TEM surveys are conducted with ungrounded square or circular loops lying on
the ground. The transmitter loop is energized with short pulses of direct
current, which is turned off as rapidly as technically possible after a specified
“time-on” period (Fig. 4.4-2). The time it takes for the current to return to zero
after being turned off mainly depends on the loop size (PELLERIN et al., 1994).
For loops with side lengths < 100 m this length of time (“ramp time”) is less
than 5 us. When the transmitter is turned off, the primary field rapidly decays,
eddy currents are generated in conductive ground material below the loop
concentrically around the vertical axis of the horizontal loop. Similar to the
movement of “smoke rings” they “diffuse” downwards, expanding outward
with time and dissipate due to ohmic losses. The decaying currents induce new
electromagnetic fields, which cause new currents at even greater depth. This
“smoke ring-like diffusion” is illustrated in Fig. 4.4-6. The “diffusion” depth
is the time-domain equivalent of the skin depth in FEM methods. The depth of
investigation of the TEM method is about half of the diffusion depth. The
velocity vy, of the downward movement of the induced currents is given by
(NABHIGHIAN & MACNAE, 1991):

v, = 2z [ms'] (4.4.8)

\ ot

where
o conductivity [S m™]
t  propagation time [s]
4 magnetic permeability [Vs A" m™'].
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The diffusion depth z at time ¢ can be calculated as follows:

z = J2f(uo) [m]. (4.4.9)

Unlike FEM methods, the signal decay is recorded when the primary field is
not present. Because there is no crosstalk between the primary field and the
secondary field, TEM measurements can use very high transmitter powers,
thus allowing areas with high overburden conductivities to be surveyed, where
penetration depth of FEM measurements is limited by the skin depth and/or
current “channeling”. The very weak signal response, measured in nV m?,
requires multiple excitation and stacking of several hundreds to thousands of
responses to improve the signal-to-noise ratio in order to obtain good quality
data. A typical TEM response, which is a function of conductivity and time,
can be divided into early, intermediate, and late stage. The response curve is
measured as receiver output voltage at a succession of up to thirty narrow time
gates starting from a few microseconds and progressively increasing to tens or
hundreds of milliseconds after the transmitter current turn-off. This is
comparable to the measurement of the IP transient in time-domain IP systems
(see Chapter 4.3).

TEM survey configurations

Differences in the sensitivity of different loop geometries and loop sizes are
one of the most useful aspects of TEM methods. Although there is a wide
variety of different loop configurations, as shown in Fig. 4.4-7, the most
common survey configuration consists of a multi-turn horizontal receiver coil
located in the center of a single-turn squared transmitter loop (an in-loop
configuration). The depth of investigation is proportional to the magnetic
moment m of the transmitter loop, which is the product of current intensity
and loop area. Because of limited transmitter current intensities, an increase in
the depth of investigation can only be obtained by increasing the loop area.
Side lengths as small as 5 to 10 m are appropriate for shallow depths. Small
targets can be more exactly located with an in-loop configuration, while large
targets are often better delineated with fixed transmitter-loop, moving
receiver-loop layouts. To take full advantage of the differing sensitivities of
loop configurations, the TEM equipment used for high-resolution surveys
should allow rapid and easy changes of loop geometry (MAULDIN-MAYERLE
et al., 1998).
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1. Inloop 2.Common loop
3. Coincident loop 4. Separate loop
Lm e == 1
5. Fixed transmitter, moving receiver loop Legena:

D Transmitter loop

O OO0 0O O s

Fig. 4.4-7: Common layout configurations of transmitter and receiver loops for TEM
surveys

Very low frequency (VLF, VLF-R) and radiomagnetotelluric (RMT)
method

Electromagnetic fields used in VLF, VLF-R and RMT are transmitted by
remote broadcasts. They consist of coupled electrical and magnetic fields,
oscillating perpendicular to the direction of propagation. MCNEILL & LABSON
(1991) show that almost all magnetic VLF field anomalies are caused by the
accompanying subsurface horizontal electrical field. This electrical field
creates “current channeling” into conductive targets embedded in a more
resistive host. The secondary magnetic fields coupled with these currents
generate anomalous magnetic field components, which are detected with a
VLF-receiver measuring the vertical magnetic component. As VLF is not a
controlled source method, there is no reference signal like in the above-
described loop-loop methods. Readings of a single field component can be
strongly influenced by the source field and they are, therefore, meaningless
without calibration. At least one further component must be selected as a
reference to compare amplitudes and phases. The most suitable VLF reference
is a horizontal magnetic field component, as this approximates the source
signal the best (MILSOM, 1996; BERKTOLD, 2005). The measured vertical
magnetic component is normalized with respect to the maximum value of the
horizontal magnetic field. To avoid the influence of strong temporal variations
in the source field, which mostly occur during sunrise and sunset, VLF
surveys should not be carried out at such times. The depth of penetration is
estimated to be about two-thirds of the skin depth, corresponding to
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equation (4.4.3). Depending on the frequency used, the depth of penetration is
limited to the top 10 m for resistivities ~10 Qm, but reaches more than 100 m
for resistivities >>1000 Qm (bedrock, dry sands). In areas where a thick
conductive overburden exists, as a result of chemical weathering in, for
example, tropical regions, leads to a reduction in depth penetration.

The maximum VLF response is recorded when the strike of the target (e.g.,
a vertical conductive fracture) is same as the direction of the transmitter,
decreasing rapidly with increasing deviation from this direction. The curves
for the in-phase and quadrature phases of the vertical magnetic component
measured on a profile perpendicular to steeply dipping sheet-like conductors
cross above the conductive target (Fig. 4.4-8). Conductors with a strike
perpendicular to the transmitter direction are not well coupled and could be
overlooked. Therefore, the directions of profile lines and directions to the
transmitter stations should always be depicted in VLF interpretation maps.

In the VLF resistivity method (VLF-R), one horizontal electrical field
component and the horizontal magnetic field component orthogonal to this are
measured. In analogy to magnetotellurics, an apparent ground resistivity can
be derived from these two values. A parameter which frequently shows more
detailed structural features than the magnetic field values is the phase
difference between the horizontal electric and magnetic field components.

Hz

Vertical In phase (or tilt angle)
magnetic
field Quadrature phase
component (or ellipticity)
-'—'—n—_-_———'_-
Vector
magnetic S / I \ -
field

"~ Conductive -overburden

J
[j' 1 Current flow

Resistive host rock i J

Conductive foult /shear zone

Fig. 4.4-8: Vertical magnetic field component over a steeply dipping conductor, MCNEILL
(1990)
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Therefore, this parameter should be used in any more detailed interpretation.
Both apparent resistivity and phase are automatically calculated by the VLF-R
instrument and stored on an internal data storage medium. Above conductivity
anomalies whose strike differs from that of the transmitter-receiver direction,
the electrical field in the strike direction and the magnetic field component
perpendicular to that should be measured. An advantage of VLF-R technique
is that terrain relief has little influence on the measurements.

Radiomagnetotellurics (RMT) covers a wider range of frequencies than the
VLF-R method. The use of frequencies up to 240 kHz makes soundings
possible. This is a considerable advantage over VLF/VLF-R, which can be
used only for mapping or profiling. Large areas can be surveyed by RMT
mapping and/or sounding within a short time. RMT data reflect lateral and
vertical conductivity structures with high resolution. 1-D and 2-D data
inversion methods are available (TEZKAN et al., 2000).

VLF and RMT measurements can typically be done by one person. As they
can be carried out quickly, they can be used to assess the suitability of an area
under investigation before planning a more expensive conventional EM
survey. A comprehensive description of VLF and VLF-R is given by
MCNEILL & LABSON (1991). For further information about RMT refer to the
publications of TURBERG et al. (1994) and TURBERG & BARKER (1996).

4.4.4 Instruments

Electromagnetic methods offer the broadest variety of instrumental systems
used in geophysics and different instruments are used in North America,
Europe, Asia, and Australia. EM instruments can be divided as follows:

e FEM: frequency-domain methods, single and multifrequency instru-
ments, LIN instruments,

e TEM: time-domain EM, VETEM (very early time domain EM),

e VLF/VLF-R, RMT: very low frequency/very low frequency resistivity
and radiomagnetotellurics, and

e  CSAMT: controlled source audiomagnetotellurics.

In environmental investigations there is a need for instruments that are easy to
operate and allow shallow depth ranges to be rapidly investigated with a high
efficiency. FEM and TEM equipment fulfill these requirements. CSAMT is
increasingly being used for hydrogeological investigations. Although VLF and
RMT are very effective methods with low manpower requirements, they are of
minor importance at present. The main reason for not using VLF more
frequently is the unreliable availability of VLF stations.
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Frequency-domain instruments

All FEM instruments used for environmental exploration employ transmitter
and receiver loops with diameters of less than 1 m. Transmitter and receiver
are normally connected by a shielded reference cable to carry the phase-
reference signal for the primary field compensation. Some instruments allow
voice communication via this cable. The Swedish name "Slingram" is
sometimes used for the horizontal-loop method. In some instruments for near-
surface investigations, the two coils are mounted at a fixed separation in one
unit. The measurements are made at one or at several frequencies. The internal
data storage medium must be capable of storing at least one day’s
measurements.

Instruments allowing variable coil separations are employed for
exploration of structures deeper than 10 m. Ground conductivity meters
(GCM) operate with a fixed combination of coil separation and frequency.
Other instruments allow a more or less free combination of these parameters
and, therefore, can be more easily adapted to the survey objectives Most
instruments are designed to be used with at least two loop configurations:
horizontal coplanar or vertical coplanar (Figs. 4.4-5 and 4.4-9). The
configuration selected mainly depends on the depth of investigation required
to solve the problem at hand.

A large number of EM instruments are available, thus any list of instruments
will surely be incomplete. However, the most widely used instruments used
for environmental investigations are given in Table 4.4-2.
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Table 4.4-2: Specifications and applications of selected FEM instruments

Name and specifications

Application and special features

Geonics EM 38 and EM 31

Geofyzika CM-138 and CM-031

fixed frequency f and intercoil spacing r; coil
figuration horizontal/vertical coplanar

EM 38(CM-138): f=14.6 kHz, r= 1 m

EM 31(CM-031): f= 9.8 kHz, r=3.66 m
measured parameters: conductivity (mSm™)
and in-phase response (ppm)

Mapping of shallow depth (0 - 1.5 m or
0.5 - 6.0 m); due to the fixed transmitter-
receiver separation, there are no errors
due to inexact coil separation
measurement; depth penetration and
sensitivity can be easily changed by
changing coil orientation; one-person
operation.

Geonics EM 34-3

3 frequency f; and coil spacing r; pairs; coil
figuration horizontal/vertical coplanar;
fi=6.4kHz; r;=10m

f=1.6kHz; r,=20m

f=04%kHz; r;=10m

measured parameter: apparent conductivity

Mapping and  limited  sounding
capabilities for investigation depths of
about 6-60 m; measurements require
two persons.

Apex MAXMIN

up to 10 frequencies (110 - 56 320 Hz) and coil
separations from 5m to 400m can be
combined; four coil configurations are possible,
standard is horizontal coplanar; measured
parameters: in-phase/out-of-phase component
and apparent conductivity

Mapping, sounding and imaging with
exploration depths of about 5 -400 m;

greatest  variability of all FEM
instruments; frequency as well as
geometric  soundings are possible;

measurements require two persons.

Geophex GEM 300

allows up to 16 wuser-defined frequencies
between 330 Hz and 20 kHz to be measured
simultaneously. Fixed coil spacing r=1.3 m;
measured parameters: apparent conductivity
(in mS m™) and in-phase response (in ppm)

Mapping of near-surface depths. By
using multiple frequencies the user can
select the best results for interpretation;
one-person operation.

Geometrics STRATAGEM EH4

combination of magnetotellurics (MT) and
CSAMT. Frequency range 0.1 Hz to 92 kHz;
portable dual-loop vertical transmitter antenna;
orthogonal electric and magnetic fields are
recorded to provide tensor impedance for
investigating apparent resistivity/conductivity
structures.

Sounding and high-resolution 2-D
imaging with investigation depths of
5 to 500 m; deeper structures are imaged
using natural MT-signals.
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Time domain instruments

In TEM instruments, the transmitter and receiver can be installed in one unit
or in separate units. If separated, the components must be synchronized via
reference cable. The TEM source consists of a rapid-turn-off, high-current
transmitter with a loop on the ground as antenna. The current is cycled on and
off in pulses. The transient signal decay is recorded during the current off-time
in multiple time windows (gates). The number of gates varies from 20 up to
30. Traditionally, TEM has been used for the exploration of several hundred
meters deep ground and, therefore, time intervals monitored on the decay
curve typically vary from 50 ps to hundreds of microseconds. For near-surface
investigations, time windows vary from microseconds to some milliseconds.

The ramp time (time the current takes to return to zero after being turned
off) depends on the loop size, number of turns, and strength of the current.
Ramp times for the deep penetration depths required for ore exploration range
between 20 - 120 pus. As mainly shallow depths have to be surveyed in
environmental investigations, the ramp time must be very short. Recent
improvements in electronics allow transmitter ramp times of <1 pus in
conjunction with small loops (< 10 m x 10 m) and very high sampling rates,
increasing the amount of information for modeling and interpretation.
Instruments with loop diameters of about 1 m have been developed for special
applications such as UXO detection. Instruments mounted on a cart provide
multiple measurements with high spatial resolution. Because eddy currents
induced in metallic objects show longer decay times than those in the host
rocks, metallic targets appear above the background (MCNEILL & BOSNAR,
1996; SNYDER et al., 1999).

One of the latest instruments designed to investigate conductivity and
dielectric properties of the very shallow depth range is the USGS VETEM
(Very Early Time domain EM). This instrument operates in the frequency
range between commercial time-domain systems and ground penetrating radar
(GPR) to fill the gap between GPR and the upper limit of traditional TEM
depth range (PELLERIN et al., 1994; SMITH et al., 2000).
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Table 4.4-3: Specifications and possible applications of selected TEM instruments

Name and specifications

Application and special features

PROTEM /TEM47

Separate transmitter and receiver units with
synchronization via reference cable; for
shallow exploration 5 m x 5 m single- or 8-turn
transmitter loop; shut-off times 0.5 11s and up
to 30 time gates allow highest resolution at
shallow depths.

Shallow ground characterization, locating
conductive contaminant plumes, saline
groundwater intrusion or lithological and
structural profiling; exploration depths up
to 150 m.

Zonge NanoTEM / ZEROTEM

Very fast turn-off TEM system  with
separate transmitter / (multichannel) receiver.
Transmitter-loop sides 5, 10, ... 100 m; all three
magnetic field components (Hx, Hy, Hz) can
be detected using a three-axis receiver loop
(side length 1 m); shut-off time 1.5 us allows
investigation depths of less than 2 m.

The system offers both deep sounding
metal detection as well as resistivity
sounding  capabilities;  waste = site,
groundwater characterization and
lithological and structural features; UXO

and metallic objects detection.

EM 61 /EM 61-HH / EM 63

TEM metal detectors to locate both ferrous and
nonferrous objects; target characterization and
discrimination (material, size, shape) based on
the signal decay rate in multiple time gates;
fixed transmitter and receiver loop mounting;
GPS compatible for real-time positioning.

Underground metal tank and UXO
detection; single 200 L (55 gal.) metal
drums at depths >3 m are detected;
relatively insensitive to nearby noise
sources  (e.g., powerlines, fences,
buildings); depth to target estimated from
the width of the response; one-person
operation.

VETEM (prototype)

Square transmitter and receiver loops with
0.76 m side length; transmitter shut-off time
<10 ns; time window 10 to 1000 ns after shut-
off; rapid stacking for signal/noise impro-
vement; high density imaging of the 1-10m
depth range, also in conductive terrain.

Investigation of landfills by high
resolution imaging of conductive and
dielectric targets, as well as in conductive
host material; multidimensional VETEM
data processing software with graphical
interfaces.

VLF/VLF-R instruments

By using induction coils VLF/VLF-R instruments measure the vertical
magnetic component and one or two (mutually perpendicular) horizontal
magnetic components of the electromagnetic field emanating from distant
radiostations or portable VLF transmitters. Additionally, most types are able
to record one or two components of the induced electric field £y and/or E|
(parallel and perpendicular to the profile direction, respectively) by means of
the voltage between two electrodes in the ground. Signals from up to three
transmitting stations are recorded simultaneously. State-of-the-art instruments
display the measured data in numerical or graphic mode on LCDs and store
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data on data storage media. The signal distortion of field components shown
on the display of the instrument in the field provides the first indication of
conductive structures (e.g., water-bearing fracture zones). The most
commonly used instruments are the GEONICS EM 16/EM 16R, ABEM
WADI and SCINTREX ENVI. Lists of VLF transmitter stations around the
world are given in BERKTOLD (2005) and in the International Frequency List
of ABEM (http://www.abem/se/VIf/vif-freq.pdf).

4.4.5 Survey Practice

The first step in an electromagnetic survey is to select an appropriate
technology to accomplish the survey objectives. The selection of the method
depends mainly on following parameters:

e required information (e.g., lateral or vertical conductivity distribution,
fracture detection),

e depth of investigation,
e size of the area under investigation,
e geological conditions, and

e terrain conditions and logistics in the survey area.
Mapping

For environmental and engineering applications, mostly shallow depths need
to be surveyed. The lateral distribution of the ground conductivity can be best
investigated with a mapping or profiling survey. Due to their fast and easy
operation, FEM ground conductivity meters operating in the low induction
number range are preferably used to investigate depths down to about 30 m.
Mapping is carried out along profiles with a constant station spacing
depending on the required lateral resolution. If detection of fractures in solid
rock is required, the station spacing should not exceed one half of the intercoil
spacing. The distance between profile lines should be approximately the same
as the coil spacing. The profile spacing can be increased for economic reasons,
but it should not exceed five times the station spacing to allow reliable
correlation of anomaly patterns on neighboring profiles. In general, profile
lines should be perpendicular to the strike of geological structures. If the
geological conditions are not known, it could be useful to carry out the survey
along profiles in two perpendicular directions.

Although the depth of exploration depends on the coil separation and the
frequency used (SPIES, 1989), it is also important to select an appropriate coil
configuration. Either horizontal coplanar (HCP) or vertical coplanar (VCP)
coil configurations can be selected with most instruments. Depending on the
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coil configuration the current strength in the ground varies with depth,
indicating that different configurations have different sensitivities. The
functions that express these different sensitivities quantify the contribution of
conducting material at different depths to the measured signal. The
sensitivities of horizontal coplanar and vertical coplanar coil systems are
shown in Fig. 4.4-9.

In the case of vertical coils, near-surface material will contribute most of
the measured value. For horizontal coils, the maximum contribution originates
from material at depths of about 0.4 times the coil separation. Therefore,
horizontal coils (HCP) should be used for the mapping of relatively great
depths. For depth ranges greater than 30 m, instruments allowing coil
separations of 40 m and more have to be used. In this case, the frequencies
must be carefully selected to fulfill the low-induction-number criterion.

Mapping is also successfully applied for the detection of metal objects
(UXO detection) and in locating cables or metal pipes to about 5 m depth.
Besides FEM instruments, specialized TEM instruments, such as the
EMG61(63) product series and the NanoTEM have proved to be suitable. The
measurements are carried out along a regular grid with small spacing (< 1 m)
and allow locating both ferrous and nonferrous objects together with target
characterization and discrimination.

For mapping of fractures and faults, the VLF and RMT methods yield
good results and are an alternative to the active loop-loop methods. The
advantage of the VLF methods is a very rapid survey while a disadvantage is
its dependence on appropriate transmitter stations.

2.0+, Sensitivity
VCP
1.0
HCP
0 05 10 15 20

Normalized depth z/r

Fig. 4.4-9: Sensitivity of horizontal coplanar (HCP) and vertical coplanar coil systems
(VCP); the depth z is normalized relative to the coil separation , MCNEILL (1980)
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Transmitters with sufficient transmitter power must be present in an
appropriate direction from the structures to be surveyed. While the western
hemisphere is covered by many stations, there are only a few stations in the
eastern hemisphere. Sometimes, transmitters can be off-air and the survey has
to be interrupted or repeated. That could restrict and delay or even prevent
conducting a survey.

Soundings

Sounding methods are used to investigate the vertical distribution of ground
conductivity. Electromagnetic soundings offer advantages especially in arid
regions, as they do not need galvanic ground contact. Since the EM
configuration required for a certain depth of investigation is much smaller than
that of the corresponding resistivity array, EM survey results have a higher
lateral resolution. Experience has shown that the disadvantage of EM
soundings is their lower vertical resolution for shallow depths than that
obtained with resistivity soundings. Different penetration depths in FEM
soundings are achieved by either changing the frequency (parametric
sounding) or the coil separation (geometric sounding) or a combination of
both. For sufficient resolution, at least four frequencies must be measured per
frequency decade (SPIES & FRISCHKNECHT, 1991). There are only a few
instruments suitable for such soundings, e.g., APEX MaxMin-10 (with ten
frequencies from 110 Hz up to 56 360 Hz) and the CSAMT instrument
STRATAGEM. Depending on the ground conductivity, the maximum depth
of penetration can be assumed to be in the range of 0.5 to 1.5times the coil
separation. A good quality sounding requires the coil separation to be kept as
accurately as possible. The sounding result is assigned to the midpoint of the
transmitter and receiver coil configuration.

Topography can have considerable influence on the data. In contrast to the
VCP mode, the HCP mode, particularly the in-phase component, is very
sensitive to the relief. If the slope of the ground between transmitter and
receiver position exceeds 10 degrees, it has to be measured (e.g., using an
inclinometer). An appropriate program must be used to correct for the terrain
effects. When the HCP mode is used for profiling and sounding-profiling, a
decision has to made in rough terrain whether the coils are held horizontal or
parallel to the slope. The former is easier to operate, but requires appropriate
corrections.

TEM soundings with small loop sizes (< 20 m) are being increasingly used
for shallow investigation depths. TEM soundings with larger loops are the best
choice for the depth ranges below 100 m. Table 4.4-4, which shows the depth
penetration in dependence on the ground resistivity, provides a guideline for
planning TEM soundings.
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Table 4.4-4: Maximum depth penetration of a TEM sounding, GEONICS PROTEM

Square-loop side Resistivity of the top layer
length [m] [Qm]
25 100 400
10 50 m 70 m 95 m
40 90 m 120 m 160 m
80 120 m 160 m 220 m

In addition to selected loop size, appropriate time gates for the recording of
the decay curve have to be chosen, as the depth penetration is also a function
of time. In practice, square loops are laid out as these are easier to handle than
circular loops. The loop corners have to be positioned precisely.

Due to the high sensitivity of EM methods to metal objects and to
electromagnetic disturbances, it is important to know as much as possible
about sources of EM noise in and around the survey area (e.g., metallic fences,
cables, pipelines, railway tracks, transmitter stations). If practicable, the
profile should be perpendicular to elongated noise sources, e.g., cables and
power lines.

4.4.6 Processing and Interpretation of Measured Data
Mapping

Normally, FEM instruments which directly provide conductivity values are
employed for mapping. The data is plotted as profile plots or as contour plots.
All plots should be accompanied with sufficient information for the client to
be able to locate anomalies and understand the results. The plots are the basis
for a qualitative interpretation of the lateral conductivity distribution (e.g.,
location and delineation of abandoned landfills, detection of contamination
plumes, changes in lithology or water content). When vertical or inclined
fractures are encoutered, the conductivities calculated from quadrature data on
the assumption of a homogeneous or horizontally layered ground may be
erroneous. For this reason, instruments providing in-phase and quadrature data
are indispensable when fractures are present. Profile plots or maps of these
components show distinct anomalies indicating the locations of faults and
fracture zones. The typical shape of the profile or contour plot when a fault is
crossed is shown in Fig. 4.4-10. This behavior can be used for a quantitative
estimation of position, depth and dip of vertical or near-vertical fractures.

The shape of such an anomaly will be deformed if the profile is not
perpendicular to the conductor and the station spacing is < 0.5 » (where 7 is the
coil separation). Inversion software or type curves derived from modeling are
used to interpret the data (KETOLA & PURANEN, 1967). If topography affects
the data, corrections have to be made before interpretation.
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Fig. 4.4-10: The influence of the dip of a thin conductive plate on the in-phase and
quadrature components, VOGELSANG (1991). The dip causes the curves to be asymmetric.

In the case of VLF surveys, corrections are necessary due to varying
transmitter signal strength as well as terrain effects (VALLEE et al., 1992;
EBERLE, 1981). The interpretation can be supported by data filtering. The
Fraser or Karous-Hjelt (averaging) filter is used to shift the maximum of a thin
dipping sheet anomaly to above the thin sheet (cross-over point). When this is
done, fault zones are easier to recognize (FRASER, 1969; KAROUS & HIJELT,
1983; GUERIN et al., 1994).

TEM metal detectors, e.g., the EM61(63) line, NanoTEM and VETEM,
can be used to locate underground storage tanks, buried drums, pipelines or
for UXO detection and produce data that can be plotted as contour maps. The
depth to the target and the type of target can be estimated with the software
used with these instruments.

Soundings

Electromagnetic soundings provide information about the vertical conductivity
distribution. As in dc-soundings, the data is presented in the form of a layered
ground model. For FEM and TEM soundings, only 1-D inversion software is
commercially available. The electromagnetic modeling and analysis program
“EMMA” can be used to learn 1-D modeling of electrical and EM data. It is
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available online at no charge (AUKEN, et al., 2002). In recent years, numerous
investigations have been conducted to improve inversion algorithms and
measurement techniques to enable 2-D and 3-D EM surveys, but up to now,
the application of such software has been limited to research projects
(OLDENBURG, 2001).

As FEM soundings can be carried out by varying the frequency and/or the
coil spacing, it is recommended to select inversion software that can handle
both types of soundings. The result of 1-D inversion is a horizontal layer
model of layer thickness and resistivity/conductivity. The 1-D inversion of
FEM soundings is mostly limited to 3 or 4 layers. The results of sounding-
profiling or of soundings along a profile are presented as geoelectrical cross-
sections or as contour maps of layer boundaries. It is also possible to produce
horizontal sections of the calculated resistivity for a given depth. It should
however be noted that geoelectrical layers are not necessarily identical to
lithological layers and that boreholes for calibration are desirable. Before the
inversion is begun, it is necessary to check the quality of the data. It is
especially important to recognize noise and 2-D/3-D effects (i.e., on the shape
and amplitude of the response function). Abrupt lateral changes in geology at
the sounding location strongly affect the inversion results. Moreover,
erroneous interpretation can result from placement of the coils at incorrect
separation distances. The in-phase component, which is strongly affected by
such separation errors, must be zero for short coil separations at low
frequencies (e.g., when using the MaxMin instrument with <100 m separation
at 110 Hz). Separation errors are identified by fluctuating in-phase values.
Similar effects appear along slopes even if the straight line distance between
the coils is correct. Such terrain effects have to be recognized already in the
field. Incorrect coil separation should be corrected for by using appropriate
software before plotting and interpretation.

Two TEM soundings with different loop sizes and time windows (early
time and late time curves) have to be carried out if information about both
shallow and deeper depth ranges is required. In many cases, 1-D inversion
would be sufficient, as the lateral resolution of TEM soundings is very high; in
any case better than for dc resistivity soundings, due to the comparably small
layout. The data processing steps depend on the instruments used. In general,
the following steps are necessary for 1D-inversion:

e Transient voltages are normally measured within given time gates. If
necessary, these voltages are normalized with respect to the given
transmitter current, the area of the receiving loop and the gain applied to
different channels.

e Replicate data are checked for errors and averaged. Different time
intervals are combined into a single data set.
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Decay voltages are plotted versus decay time to check the data quality.
The interpretation must be made with reservation if ground chargeability
(IP-effects) or 3-D structures influence the data.

The following equation (NABIGHIAN & MACNAE, 1991) provides an initial
estimate of the apparent resistivity p,:

1/3
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4.4.10
400 ( )
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where
I - current [A],
Ko - permeability of a vacuum,
r - loop radius [m] (loop area has to be converted into equivalent
circular area),
t -time [s], and
U - measured voltage [V].

If soundings are made along profiles, this approximation can be used to
produce pseudosections of apparent resistivity.

The final step is the 1-D inversion, which yields a horizontal layered model
with layer thicknesses and resistivities/conductivities. The software for 1-D
inversions normally allows interactive and/or automatic fitting of model
curves to the measured data.

The presentation of TEM results is similar to that for FEM data. Soundings
along profiles are presented as geoelectrical cross-sections, including
topography, or as contour maps of the interpreted layer boundaries. It is also
possible to produce horizontal slices of the calculated resistivity for selected
depths.

4.4.7 Quality Assurance

The principles of quality assurance are given in the Chapter 2.6 and in the
Glossary. In particular, EM surveys should avoid

metal fences, cars, buildings containing reinforced concrete,
areas where an accumulation of metal at the surface is present, and,

power lines, telephone lines, metal pipes in or above the ground and
transmitters for radio, cell phones or radar.

as these could produce noise that will impact negatively on the data. Potential
noise sources that cannot be avoided should be documented.



Environmental Geology, 4 Geophysics 267

Important practical aspects for FEM surveys are:

Avoid low battery voltage, poor cable connections, incorrect calibration
(e.g., zeroing of the instrument).

Extreme care should be taken that the coils are placed at the correct
distance from each other (one of the main sources for error!).

Check that the coils are exactly oriented (use a level).
Check data visually during acquisition (fluctuating data may due to noise).

The distance between the coil and the ground must not be changed during
measurements in HCP (HLEM) mode. If done for whatever reason, this
has to be considered in the interpretation.

In rugged terrain (slope >10°), determine the slope for topographic
corrections.

Take into account that lateral inhomogeneities in geology will influence
sounding results.

Carry out at least one daily check of data quality so that erroneous
measurements can be repeated.

Important for TEM surveys:

Avoid low battery voltage, damaged cable insulation of the loops, poor
cable connections.

Care should be taken that the transmitter loop size is correct.

Improve the signal/noise ratio by repeating measurements and averaging
the data.

When metal detection instruments are used, metallic objects should not be
carried near the coil system.

The best quality control during a survey is to make each sounding twice.

Important for VLF-surveys:

If possible, do not measure just a single profile but several parallel profiles.

Select a radio station of sufficient signal strength in a direction as near as
possible perpendicular to the strike of the target.

If the strike of the target is unknown, use two transmitters in different
directions.

Information about topography and potential noise sources must be
recorded.
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Avoid profiles parallel to elongated conductors (power lines, cables, etc.).

The survey documentation should include

the instruments and the measuring parameters,

a topographic map showing roads, buildings, water bodies, the position of
profiles and stations,

information about the location of buried, disturbing obstacles (cables,
metal pipes etc.),

abrupt changes in the topography, results of the leveling survey,

information about obvious features in the landscape (e.g., wet and dry
areas, changes in surface materials, illegal waste deposits), and

meteorological conditions.
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4.4.8 Personnel, Equipment, Time Needed

Personnel

Equipment

Time needed

mobilization and
demobilization

depends on the distance to the survey area

1 4WD vehicle

mapping/profiling:
fixed coil systems
(EM38, EM31, EM61,
GEM300)

variable coil systems
(e.g., EM34, MaxMin)

1 operator/
geophysicist
(lassistant)

1 operator
1-2 assistants

EM instrument, cables,
data logger, 1 PC

a=0.2-2m:
pd=1-3m
L =1000 - 5000 N/d

a=5-20m:
pd=10-50m
L=200-1000 N/d

VLF/VLEF-R 1 operator VLF instrument, depends on the terrain
electrodes for VLF-R, | conditions and number
1PC of frequencies

L =200-300 N/d
sounding:

FEM 1 operator / FEM instrument 20 - 100 soundings/d,

geophysicist (transmitter, receiver) |depending on the
1-2 assistants | cables, data logger, terrain conditions, and
1 PC the distance between
soundings
TEM 1 operator TEM instrument 5 - 40 soundings/d,
1-2 assistants | (transmitter, receiver) |depending on
loops, cables, data transmitter loop size
logger, 1 PC, geodetic |and loop configuration,
equipment for loop terrain conditions, and
layout distance between
soundings

CSAMT 1 operator CSAMT instrument 30 - 60 soundings/d,

1-2 assistants depending on
frequency and depth
range

data processing, 1 geophysicist |1 PC with plotter, 1 - 2 days are necessary

interpretation, (+ 1 assistant) | printer, and software | for each day in the field

reporting

a = station spacing, pd = profile distance, N = number of stations, d = 10-hour-day, L = N/d
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4.4.9 Examples
Site investigation for a planned landfill in Germany

For the site investigation of a planned landfill near Chemnitz, Germany, an
electromagnetic mapping survey was carried out to determine the tectonic
structures at the site, and the lithology and thickness of the unconsolidated
sediments. Survey parameters:

Size of the investigation area 1700 m x 2000 m

measuring mode VCP (VLEM)

coil separation 20 m

line spacing 30 m

station spacing 10 m

number of stations 8456

duration of the survey 20 days (10 h/d) incl. surveying

personnel 1 geophysical technician (receiver),
1 assistant (transmitter)

physical parameter apparent conductivity

equipment GEONICS 34-3/XL + Polycorder.

The survey parameters were chosen on the basis of test measurements. The
depth of investigation of the selected configuration was between 12-15 m.
VCP mode was chosen instead of HCP mode owing to its easier operation in
rough terrain and because no terrain correction is needed. The survey results
are shown in Fig. 4.4-11 (Top) as a contour map of apparent conductivity. The
lateral conductivity distribution correlates with sediment thickness and a clear
structural picture of the area could be gained.

A dc resistivity mapping survey (Schlumberger array, fixed electrode
spacing of AB/2 = 50 m) was carried out together with the EM survey for
comparison. The plot for the selected profile Fig. 4.4-11 (Bottom) shows
essentially almost the same anomalies as those in the EM data. But because
the current flow is parallel to the lamination of the schist in the EM
measurements and perpendicular in the dc resistivity measurements, the mean
apparent resistivity determined by the EM method is here about 40 % lower
than obtained with the dc method. The principal advantage of the EM survey
was its considerably higher productivity with less personnel than needed for
the resistivity method.
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Fig. 4.4-11: Results of conductivity mapping survey using the EM34-3 instrument. 7op:
contour map of apparent conductivity. Botfom: comparison of apparent resistivities from
EM 34-3 measurements with dc resistivity mapping using a Schlumberger array for the

profile A - B shown on the map. Geophysik GGD commissioned by BGR
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Exploration of an abandoned landfill

An electromagnetic survey was carried out at the Eulenberg test site near
Arnstadt, Germany, using the multifrequency instrument APEX MaxMin. The
EM method was used to determine whether it would provide results
comparable with those of the usually used dc resistivity method. Survey
parameters:

Size of the investigation area 1000 m x 1000 m
measuring mode HCP

coil separation 40 m

line spacing 40 m

station spacing 10 m

number of stations 1531 (N-S), 1592 (E-W)
number of frequencies 10

measuring time 4 minutes per station
personnel 1 operator, 2 assistants
equipment APEX MaxMin I-10
measured parameters inphase, outphase, apparent conductivity.

Because data was recorded for all ten available frequencies, there was a large
amount of data to be processed. The apparent conductivity calculated for
7040 Hz by the MaxMin computer was selected for the contour map in
Fig. 4.4-12. This map shows essentially the same results as the dc resistivity
survey in this area. In the southern part of the survey area, the Middle Triassic
limestone, covered by a thin overburden, is characterized by low
conductivities. The conductivity increases towards the north, where there is
weathered Upper Triassic claystone. Two conspicuous linear anomalies in the
northeastern part of the investigation area are caused by underground cables.
The landfill itself is clearly distinguished from the surrounding area by a very
high apparent conductivity.

In the profile plot of Fig. 4.4-13, the in-phase and quadrature components
of five selected frequencies are shown along an E-W profile (y =450 m in the
local grid coordinates). The landfill boundary is indicated by typical EM
anomalies at about profile meter 450, where it can be seen that at especially
the highest frequency (f=28 160 Hz) the in-phase component decreases
rapidly, and the quadrature component increases. The local anomaly at profile
meter 110 is caused by an underground cable.
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Fig. 4.4-12: Apparent conductivity map. APEX MaxMin instrument, frequency 7040 Hz,
coil separation = 40 m, Geophysik GGD, commissioned by BGR
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frequencies, Geophysik GGD, commissioned by BGR
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Investigation of a planned landfill site in Namibia

A combined ground geophysical and photo-geological survey of a potential
landfill site was conducted near the town of Luederitz, Namibia
(Section 6.2.1). The objective was to determine fractures present in bedrock
that might serve as pathways for pollutants originating from the waste. Since
the bedrock is covered by dune sands and weathering debris in some parts of
the area, geophysical methods were required to map fractures hidden by the
cover sediments. As part of an integrated ground geophysical survey
electromagnetic measurements were carried out using an APEX MaxMin 1-10
multifrequency system. Changes in electrical conductivity as derived from
these measurements were interpreted as an indication of the presence of
fractures. Survey parameters:

Size of the investigation area 450 m x 700 m

measuring mode HCP

coil separation 40 m

line spacing 20 m

station spacing 10 m

number of stations 1250

frequencies 3520, 7040 and 14 080 Hz

duration of the survey 10 days (10 h/d) incl. positioning (no GPS)
personnel 1 operator, 2 assistants

equipment APEX MaxMin I-10

measured parameters inphase, outphase, apparent conductivity

In order to ensure a high degree of spatial resolution, and to be able to focus
the EM survey on identifying shallow conductive features underlying the sand,
survey parameters were determined beforehand by a series of tests. Three out-
of-phase and apparent conductivity maps were interpreted under the
assumption that due to weathering, increased conductivity would reflect
fractured bedrock. Apparent conductivities calculated by the MaxMin
computer are derived from the out-of-phase values basing on the low
induction number principle (Section 4.4.3). Of the three frequencies used, data
at 7040 Hz yielded the best results (Fig. 4.4-14).

Linear trends can be clearly seen in the data. Most of the detected fractures
occur in the western part of the survey area, whereas the eastern part has
almost none and is characterized by uniformly low out-of-phase values. This
conclusion is in agreement with the results of the interpretation of the aerial
photographs (Section 6.2.1). The long narrow trends on the out-of-phase and
the apparent conductivity maps are interpreted as fracture zones.
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Fig. 4.4-14: Planned landfill site at Luederitz, Namibia, results of the APEX MaxMin
multifrequency electromagnetic measurements. Lefi: Out-of-phase values for the 7040 Hz
frequency. Right: Apparent conductivity map as derived from the out-of-phase values left

TEM soundings for hydrogeological exploration

To assess the hydrogeology in the area around a former salt mine, a TEM
sounding survey was conducted to determine the location of the saltwater and
freshwater boundary. The TEM method was selected as the depth of
penetration should be at least 200 m and strong lateral changes in material
were expected. Therefore, a method with a high lateral resolution was
required. As the survey area conditions did not guarantee a successful TEM
survey at first, a test profile was measured. Survey parameters:

length of the profile 8000 m

loop size 200 m x 200 m

loop configuration coincident loops

station spacing 200 - 600 m

number of stations 20

duration of the survey 4 days (10 h/d) plus 1 day for testing
personnel 1 geophysicist/operator, 2 assistants
equipment SIROTEM 1I and 11T

physical parameter transient voltage (decay curve).
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Fig. 4.4-15: Pseudosection of apparent resistivity derived from TEM soundings, courtesy of
GSF GmbH

The test profile results are presented in Fig 4.4-15 as a pseudosection of
apparent resistivity. The grey hatching at the top and the bottom of the section
denote the depth ranges not covered by the soundings. Differences in the
exploration depths result mainly from differences in the quality of the data
from the individual soundings. The apparent resistivity was calculated using
Equation (4.4.10) and the pseudodepth is based on Equation (4.4.9), taking
about the half of the “diffusion depth™ as the optimum depth of exploration.

The pseudosection reflects the topography and dots mark the pseudodepths
determined for each sounding. The center of the profile is higher than at the
ends, pushed up by the ascending salt of the diapir. All strata seen outcropping
at the flanks of the diapir in the field show a steep dip.

The extremely low resistivities (< 6 Qm) clearly show where mineralized
groundwater can be expected. Contrary to expectations, the saltwater reaches
almost to the surface south and north of the hill. The depths of the relatively
high resistivities on the south side of the diapir correlate quite well with
location of the saltwater/freshwater interface found in boreholes. The same
situation can be probably assumed for the north side. Considering the steep
vertical resistivity gradients, the TEM soundings provided good lateral
resolution. 1-D inversion was carried out for the soundings, which improved
the depth data. However, in this case, 2-D inversions would have been better,
but 2-D inversions programs were not commercially available that time.
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Parameters and units

Symbol Units
coil separation (distance between FEM r m
receiver and transmitter)
magnetic field intensity H Am’
magnetic moment m A m?
frequency f Hz, s
angular frequency w=2nf Rps, s
magnetic permeability of free space Lo 47107 Vs A'm!
magnetic permeability u Vs A'm!
relative magnetic permeability U= /o dimensionless
conductivity (apparent conductivity) o (a,) Sm™!

(1 mS m™ =1000 Qm)
resistivity (apparent resistivity) £ (p) Qm
response parameter (or induction number) 0= uoal dimensionless
current 1 A
time t s
voltage U \Y
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4.5 Ground Penetrating Radar

NORBERT BLINDOW with contributions by DIETER EISENBURGER, BERNHARD
ILLICH, HELLFRIED PETZOLD & THOMAS RICHTER!

4.5.1 Principle of the Methods

Ground penetrating radar? (GPR) is an electromagnetic pulse reflection
method based on physical principles similar to those of reflection seismics. It
is a geophysical technique for shallow investigations with high resolution
which has undergone a rapid development during the last two decades (cf. e.g.
GPR Conference Proceedings 1994 to 2006). There are several synonyms and
acronyms for this method like EMR (electromagnetic reflection), SIR
(subsurface interface radar), georadar, subsurface penetrating radar and soil
radar. GPR has been used since the 1960s with the term radio echo sounding
(RES) for ice thickness measurements on polar ice sheets. The method was
first applied by STERN (1929, 1930) in Austria to estimate the thickness of a
glacier. GPR has been increasingly accepted for geological, engineering,
environmental, and archaeological investigations since the 1980s.

In its simple time domain form, electromagnetic pulses are transmitted into
the ground. A part of this energy is reflected or scattered at layer boundaries or
buried objects. The direct and reflected amplitudes of the electric field
strength E are recorded as a function of traveltime.

Reflections and diffractions of electromagnetic waves occur at boundaries
between rock strata and objects that have differences in their electrical
properties. Electric permittivity & and electric conductivity o are the
petrophysical parameters which determine the reflectivity of layer boundaries
and the penetration depth. Because the magnetic permeability u is
approximately equal to po(=4n-107 Vs A'm™) for most rocks except
ferromagnetics, only the value of pg has to be considered in calculations.

I BERNHARD ILLICH: Localization of objects, Delineation of a mineralized fault in
consolidated rocks, Investigations of concrete constructions, Examination of masonry
structures, and Investigation of residual foundations; HELLFRIED PETZOLD: Investigation of
a domestic waste site in a refilled open-pit mine; THOMAS RICHTER: Radar tomography to
assess the ground below buildings; DIETER EISENBURGER: Special Applications and New
Developments.

2 Radar is an acronym for Radio Detection And Ranging, used since the mid-1930s in
aerial and naval navigation.
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Fig. 4.5-1: Principle of the method

Broadband dipole antennas are normally used for transmission and reception
of the signals. Frequencies between 10 and 1000 MHz are used for geological
and engineering investigations. For materials testing, frequencies higher than
1000 MHz are also useful. Placing the antennas flat on the ground provides
the best ground coupling and alters the antenna characteristic significantly
compared to an antenna in air (focusing effect). A high pulse rate enables
measurements to be made quasi-continuous by pulling the antennas along a
profile. Using an antenna-configuration like in Fig. 4.5-1, several kilometers
can be surveyed per day. If the underground conditions are favorable, the
advantages of the method are that it is non-invasive with high horizontal and
vertical resolution providing profiling results in realtime in the form of
radargrams on a monitor or plotter. In many cases, a preliminary interpretation
is possible in the field.

The center frequency f, (spectral maximum of the usually broad pulse
spectrum) is chosen on the basis of the task at hand and the properties of the
materials being investigated. Unconsolidated rocks and soils have an average
permittivity & =9, which means that frequencies of 10-1000 MHz
correspond to wavelengths A of 10-0.1 m. High frequencies, i.e., short
wavelengths, provide a higher resolution. On the other hand, due to higher
absorption and scattering, signals with higher frequencies have less
penetration depth than that with lower frequencies. GPR is particularly
suitable for materials with higher resistivities, such as dry sand with low clay
content or consolidated rocks. In these cases GPR is the geophysical method
with the highest resolution (achieving the centimeter range) for subsurface
imaging.
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Ground penetrating radar can be used from the Earth's surface (Section 4.5.9),
in single boreholes, between boreholes, from drifts in mines, from an aircraft
or helicopter (Sections 4.5.9 and 4.5.10), and from space (see remote sensing
techniques, Chapter 3.3). As in reflection seismics (Chapter 4.6), correlation
and frequency domain variations (the chirp and stepped frequency methods,
see Section 4.5.10) are used besides the time domain (pulsed) method.

4.5.2 Applications

e Determination of location (including depth), orientation, size, and shape of
underground metal and plastic pipelines, cables, and other buried manmade
objects (e.g., barrels and foundations),

e detection of cavities within rock masses,
e investigation of karst structures,
e subsidence investigations,

e investigation of sediment and soil structures, distinguishing between
homogeneous and inhomogeneous areas,

e lake and riverbed sediment mapping,

e geological investigations of glacial deposits,

e location of faults, joints, and fissures in consolidated rock,

e location of clay lenses, ice wedges, small peat deposits, etc.,

e determination of the depth to water table in gravel, sand, and sandstone,
mapping of the aquifer base (in the case of water with low conductivity),

e determination of the condition of landfill lining systems,

e determination of rock structure in salt mines being investigated for use as a
waste repository,

e detection and monitoring of contamination plumes,
e estimation of soil moisture content,
e permafrost investigations,

e glaciological investigations (e.g., ice thickness mapping, determination of
internal glacier structures),

e identification of buried landmines and unexploded ordnance (UXO),
e road pavement analysis,

e testing integrity and moisture content of building materials,
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e testing of concrete and checking the location of reinforcement bars
(“rebars”) in it, and

e localization of concealed structures and objects before and/or between
archaeological excavations.

The method fails if the top layers contain good-conducting material (e.g.,
moist clay or silt, saline water, ferrous slag).

4.5.3 Fundamentals
Wave propagation, velocity, and absorption

The propagation of electromagnetic waves in rock is similar to the propagation
of seismic waves. There are several basic differences, however, that have
consequences for the practical application in the field and for the processing of
the data. Velocity and absorption of electromagnetic waves are highly
dependent on frequency. More than for seismic waves, this frequency
dependence (dispersion) causes changes in the pulse shape during propagation
and reflection and diffraction at boundary planes.

Important and simple solutions of Maxwell's equations are harmonic plane
waves, e.g. a transverse electric field FE (t,z) propagating in z-direction
(v. HIPPEL, 1954):

E(t,2) = E, eli@) [Vm'] (4.5.1)

with  the angular frequency w=2n f [s'] and
the propagation constant y=a+1 [ [m'l]. (4.5.2)

The magnetic field component is strongly coupled with the electric field. It is
perpendicular to the electric field vector and — like the electric field
component — oscillates perpendicular to the direction of propagation.

The following parameters are needed to describe the propagation of radar
waves:

e permittivity g =¢g'-ig";
e relative permittivity & = £"/g,,

where gy = 8.8544 - 102 As V! m'l;
e permeability ,u: =4 —iy,

U = po=4n-107 VsA'm™ for most rocks;
e and the loss angle 0, defined by the loss tangent
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&’ o 1
tang = — = — =
£

(4.5.3)

’ ’

we wE'p

Thus, tan & is directly proportional to conductivity o and inversely
proportional to the frequency f. The loss tangent is the ratio of conduction to
displacement currents. Velocity and absorption of electromagnetic waves are
nearly independent of frequency when tan 6 < 0.5. When tan 6 > 2, there is
considerable dispersion and the energy is propagated mainly by diffusion. In
Equation (4.5.3) the conductivity o is generally frequency dependent and
consists of a dc component and an ac component due to losses of the
displacement currents. The dc conductivity can be estimated from
geoelectrical sounding data (Chapter 4.3). The attenuation coefficient «,
which is the real part of the propagation constant y in Equation (4.5.2), and the
phase constant S, which is the imaginary part, are calculated as follows:

’

a=2 %(\/1 +tan2s — 1) [m] (4.5.4)

Co

and

g=2 %(\/1 + tan28 + 1) [m"] (4.5.5)
Co

with the speed of light in vacuum co = 2.998:10° m s =0.2998 m ns”. The
absorption coefficient o’ = 8.686 « [dB m''] is usually used instead of the
attenuation coefficient3 a.

The propagation or phase velocity v of the radar waves is determined from
the spacing of planes with the same phase: v = @/f= A f [m ns"'] with the
wavelength 4 = 27t/4 [m]. The velocity v in a low loss material, i.e., tan o« 1,
is in good approximation given by

c
v x 2

il

&y

The electromagnetic properties of a dielectric can also be described by the
complex characteristic impedance Z* (the ratio of electric to magnetic field
strength)

3 The unit bel (symbol B) as a logarithmic measure of ratios of power levels is used mostly
in telecommunication, electronics and acoustics. Commonly used is the decibel (dB) equal
to 0.1 B. The decibel value is given by 10 log,o(P,/P,), where P, and P, are the power
levels (energy, power density, etc.). If the field parameters (voltage, current intensity, etc.)
are used instead of power levels, the decibel value is given by 20 log;o(P,/P;). The decibel
is a dimensionless unit like percent. The attenuation coefficient is often given in neper
(1 NP = 8.686 dB). The phase constant is in rad/m (1 rad = 57.3°).
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7' =7 +iz" = |E£ (4.5.6)
£
where u* is the complex magnetic permeability and

&* is the complex permittivity.

The penetration depth can be estimated if the absorption coefficient o' is
known. The depth of discontinuities in the rock can be calculated from
traveltimes of the signals and the propagation velocity v.

High frequency properties of rocks and liquids

Characteristic values of the relative permittivity &' (real part), the conductivity
o, the propagation velocity v, and the absorption coefficient «' are given in
Table 4.5-1 for various media. The values for sediments and consolidated
rocks are average values for a large number of samples. The propagation
velocity v, which is important for interpreting depth, is governed to a large
degree by the water content of the rock, owing to the high value of the real
part of the permittivity &} of water (&7 = 80). Moreover, the ionic content of
the water influences the conductivity and thus the absorption and penetration
depth in moist or water-saturated rock. At frequencies greater than 100 MHz,
absorption heavily increases due to Debye relaxation of the water molecules (a
property which is utilized in the GHz range in microwave ovens). Owing to
dispersion, these parameter values are a function of frequency.

Table 4.5-1: Relative permittivity &', electric conductivity o, velocity v, and absorption
coefficient ' of several materials at 100 MHz (modified after DAVIS & ANNAN, 1989). The
values for v are typical for possible ranges of &'. The values for ice are for 60 MHz (JOHARI
& CHARETTE, 1975). The values for oil are from BEBLO (1982).

. S'r o v o'

Material [dimensionless] [mSm"] [mns’'] [dBm"]
air 1 0 0.2998 0
distilled water 80 0.01 0.033 0.002
fresh water 80 0.5 0.033 0.1
sea water 80 000 0.01 1000
dry sand 3-5 0.01 0.15 0.01
water-saturated sand 20-30 0.1-1 0.06 0.03-0.3
silt 5-30 1-100 0.07 1-100
clay 5-40 2 -1000 0.06 1-300
limestone 4-8 0.5-2 0.12 04-1
shale 5-15 1-100 0.09 1-100
granite 6 0.01-1 0.12 0.01-1
dry salt =6 0.001 - 0.1 0.125 0.01-1
ice 3.18 0.01 0.168 0.02
oil, asphalt 2-3 0.01 0.19 0.01
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Reflection, transmission and diffraction during wave propagation

At the boundary between two media (1) and (2) with different electrical
properties, an arriving electromagnetic wave is both reflected and refracted.
Since in the far-field* of the transmitting dipole these waves appear as plane
waves, the spatial relations can be determined using the equations for
refraction as in seismics (Section 4.6.3.4). Amplitudes are calculated using
Equation (4.5.1). The coefficient of reflection » (reflected amplitude of an
incident wave) is given by

. Z,cos¢p — Z,cosy

, (4.5.7)
Z,co8¢ + Z cosy

and the refracted (transmitted) part # by

B 2Z,cos¢
Z,cosp + Z,cosy

where ¢ is the angle of incidence, y is the angle of refraction, v; and v, are the
wave velocities in the two media, and Z; and Z, are the electrical wave
impedances. When the incidence is perpendicular to the boundary plane (i.e.,
w = ¢=90°), Equation (4.5.7) reduces to

_ 4= 7

2+ 7,
which under low loss conditions (tan 5« 1 and x; = o) can be expressed as:

’ ’
P \/‘grl - \/gr2 ~ Vo, =V
= ; — = .
VR + V€2 Vo T

Because the impedances Z; are complex values (Equation (4.5.6)), » and ¢ are
also complex, even for incident waves perpendicular to the boundary plane.
Reflection and transmission of electromagnetic waves at the boundary
between two strata with different electrical properties (i.e., there is a change in
tan &) always involves deformation of the wavelet® (Fig. 4.5-2). This is a
significant difference from reflection seismics.

4 The distance from the transmitting antenna to where the transition from the near-field to
the far-field occurs depends on the wavelength of the electromagnetic signal, the antenna
parameters, and the electromagnetic properties of the ground. This distance is greater than
one wavelength (OLHOEFT, 2004). The immediate vicinity of the transmitting antenna is
called “near-field”. In the far-field, spherical waves can be treated to a good approximation
in the same way as plane waves. Some radar systems remove the near-field effects by
filtering. However, the near-field response can be used to detect incipient desiccation
cracks in clay, to locate land mines, to study soil compaction, etc. (OLHOEFT, 2004).

5 A wavelet is a pulse that consists of only a few oscillation cycles.
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Fig. 4.5-2: Wavelet before (leff) and after (right) perpendicular reflection at a boundary
plane at which the conductivity changes from 1 to 5 mS m’

When incident to boundaries, electromagnetic waves behave in a complicated
geology (e.g., thin layers, lamellae, gradient zones) similarily to seismic waves
(Section 4.6.3). Multiple reflections at the ground surface are not significant
for GPR, because there is usually considerable absorption by the soil and rock
and only up to about 10 % of the transmitted energy is reflected by the ground

surface.
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Fig. 4.5-3: Scattering from a conductive sphere with a radius a, SKOLNIK (1970)
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As in seismics, diffraction occurs at discontinuities of reflectors (interrupts,
faults with a shift) and objects whose dimensions are small compared to the
wavelength. As can be seen in Fig. 4.5-3, the amplitude of the waves
diffracted from a spherical body increases in the Rayleigh zone until the
wavelength reaches approximately the same size as the diffractor. To reduce
the disturbing influence of inhomogeneities in the rock (geological noise, also
called clutter), a low operating frequency should be selected such that the
wavelength is considerably larger than the size of the inhomogeneities. A
compromise has to be made between this and the achievable resolution.

In order to localize diffractors with an irregular shape or diffractions being
much longer than they are wide (the 2-D case, e.g., pipelines or cables) the
dipole axis of the antennas (polarization of the electric field) should be
orientated parallel to the target®. If the orientation of the target is not known,
measurements must be made along orthogonal profiles.

Horizontal dipole on the boundary plane between two half-spaces

In most cases, horizontal electrical dipole antennas lying flat on the ground are
used for transmitting and receiving the high-frequency GPR pulses. The
transmission pattern of a dipole lying at the air/ground boundary plane is
considerably different from that of a dipole in a quasi-infinite space. The
characteristic of a horizontal dipole under far-field conditions is shown in
Fig. 4.5-4 for two directions (perpendicular and parallel to the plane of
incidence). It can be seen that due to the strong contrast of electrical properties
effective coupling is achieved by simply laying the dipole antenna flat on the
ground.

The antenna pattern 7, (@) of a short dipole (Hertz dipole) with a
polarization direction perpendicular to the plane of incidence can be
approximately described in the far-field using equations for geometrical optics
(ANNAN et al., 1975). The following equation can be used for the lower half
space:
ia(9) = 20054 (4.5.8)

cos ¢ +\/ l* —sin’ ¢

T

6 Polarization means that the field vector points in a particular direction. The most common
commercial GPR systems use linearly polarized antennas. Linear polarized means that the
electric fields of the transmitter and receiver antennas are oriented parallel to each other,
parallel to the ground surface, and moved perpendicular to the electric field direction.
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Fig. 4.5-4: The antenna patterns of a horizontal dipole lying on the air/ground interface
oriented perpendicular (left) and parallel (right) to the plane of incidence, TSANG et al.,
1973

The function #4 (@) is complex when transmission angles ¢ are larger than the
critical angle ¢., i.e., ¢ > ¢ = arcsin (1/&), even for real values of the
permittivity. This means that there is a phase change of the transmitted and
received wavelet for these transmission angles.

If the transmitting and receiving antennas are identical, the square of the
single antenna pattern Ty (#) = t3 (#) gives the amplitude and phase patterns
of the system as a whole.

Wave paths, traveltimes, and amplitudes

The propagation of radar waves can be described by an idealized
representation of rays as in optics and seismics. A simple two-layer model for
the GPR method requires four wave paths and traveltime curves. The GPR ray
path scheme is shown in Fig. 4.5-5.

Two direct waves with different phase velocities and amplitudes travel
along the ground surface: the air wave and the ground wave (BANOS, 1966;
CLOUGH, 1976). Since the air wave travels with the largest possible velocity
for electromagnetic waves — the velocity of light in a vacuum — it can be used
to determine time zero (like the time break in seismics). The velocity in the
uppermost stratum is determined from the ground wave. Changes in the direct
waves indicate changes in the uppermost stratum (e.g., moisture content, type
of rock).
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Fig. 4.5-5: GPR ray paths — principle sketch

The traveltimes of the air wave f, and the ground wave ¢, are given by

X X
t, = — and t, = —,
Co Vg

where x is the distance from transmitter to receiver dipole [m],

v, 1s the velocity of the air wave (= ¢y = 0.3 m ns'l), and
Vg is the velocity of the ground wave [m ns™].

Like in reflection seismics, the traveltime #, of reflected waves is given by the

hyperbola:

t, = l\/x2 + 4h? . (4.5.9)
\4

Because v is always less than ¢y, a lateral wave is generated at the critical
angle ¢, = arcsin (v/cy), analog to the head wave in refraction seismic. This
wave propagates in air parallel to the ground surface. The critical angle ¢, is
related to the critical distance x., which is given by

2hv

X, = ———
. :
N
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Fig. 4.5-6: Traveltime diagram for the horizontal two-layer case

The traveltime of the lateral wave is given by

f =~ +2h iz—

Refracted waves are seldom observed, because in most cases the velocity
decreases with depth. A traveltime diagram of the different wave types is
shown in Fig. 4.5-6.

The field strength of the direct wave E, (tangential component parallel to
the dipole) decreases in the far-field with the square of the distance from the
source. The field strength of the ground wave E, is diminished in addition by
absorption and scattering.

1 1
E, » = and  E, = Fexp(—ax).

The field strength of the lateral wave (analog to seismics) is given by
(BREKOVSKIKH, 1980)

1
E, x ——— for x >

()

and that of the reflected wave in the far-field by

Xes
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E, ~ exp(—as)s ' r(4)T5(¢) = AGrT, (4.5.10)

is the path length (s = v x? + 4h?),

h)

@ is the angle of incidence (¢ = arctan (x/2 h)),

A is the absorption und scatter (frequency dependent),

a is the attenuation coefficient [m™'],

G is the geometry, spherical divergence,

r is the reflection coefficient for plane waves derived from
the amplitudes, and

Ta(@) 1is the antenna pattern.

The factors of proportionality 4, G, and T are derived from the field strengths
in the near-field of the transmitter dipole and the modification of the antenna
pattern by coupling and shielding.

In the case of diffractors, the following equation (e.g., JANSCHEK et al.,
1985) is a suitable alternative to Equation (4.5.10) in the zero-offset case
(x = 0) for waves diffracted back towards the source:

G?A?
P = Ptqs—3exp(—4ah), (4.5.11)
(4m)” n*
where P, is the transmission power [W],
P, is the power of the field at the receiver [W]
gs is the scatter cross-section (area of the first Fresnel zone) [m?],
G  is the antenna gain (relative to that of a spherical dipole),
A is the wavelength of the center frequency [m], and
h  is the distance between the antenna and the diffractor [m].

Vertical and horizontal resolution

Resolution is a measure of the ability to distinguish between signals from
closely spaced targets. In ground penetrating radar the resolution depends on
the center frequency (or wavelength, which is proportional to the pulse period)
and the bandwidth as well as on the polarization of the electromagnetic wave,
the contrast of electrical parameters (mainly conductivity and relative
permittivity), and the geometry of the target (size, shape, and orientation).
Important are also the coupling to the ground, the radiation patterns of the
antennas (especially the diameter of the first Fresnel zone”), and the noise
conditions in the field. As a rule of thumb, the vertical resolution is
theoretically one-quarter of the wavelength A =v ™', where v is the velocity of
the electromagnetic wave in the medium (see Table 4.5-1) and f'is the center
frequency.

7 See Section 4.6.3.5 Equation (4.6.8) and Fig. 4.6-7.
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Example: The wavelength A1 is equal to 1.2m for a limestone with
v=0.12mns" and a 100 MHz antenna (1/f= 10 ns); the resolution will be on
the order of 0.3 m. For very good conditions, the resolution can be one-tenth
of the wavelength and for unfavorable conditions one-third of the wavelength.
Because the velocity is lower in wet rock than in dry rock (e.g., sand, see
Table 4.5-1), the resolution will be better in wet materials. Due to the above-
described effects in real Earth materials, the actual resolution will be in the
order of one wavelength. The horizontal resolution is thoroughly discussed in
Section 4.6.3.5 for the case of reflection seismics. It has been shown that
objects can be separated laterally if their distance is larger than the diameter d
of the first Fresnel zone. For example, a GPR system operating at
fm=200MHz in an environment with v = 0.1 mns” has a wavelength of
A=0.5m. The horizontal resolution at a depth 2=4m will be
dy =(2 Ah)"*=2m, which is much poorer than the vertical resolution of
better than 0.5 m.

Estimation of penetration depth and amplitude

To avoid dispersion, the operating frequency should be chosen so that
tan 8 < 0.5 (see Equation 4.5.3). Solving Equation (4.5.3) for frequency, we
obtain

36 00
2 —
fo 2 =5

where  f,, is the center frequency [MHz],
P is the electrical (dc) resistivity [QQm], and
& is the real part of the relative permittivity (see Table 4.5-1).

If no other information is available, the value of the absorption coefficient ¢'
can be taken from 7able 4.5-1 or, using Equation (4.5.3), estimated from the
resistivity p provided by dc resistivity measurements or taken from
Table 4.3-2 (Chapter 4.3). The values for the parameters w and ¢! are inserted
in Equation (4.5.4), with 0.5 for tan 6. Equation (4.5.4) then reduces to

1640

pe;’

where o is in dB/m.

’

a =

(4.5.12)

For successful application of the method, wave absorption along the way from
the ground surface to the reflector and back to the surface should not exceed
40 - 60 dB. Experience has shown that otherwise spherical divergence,
reflection and dispersion loss, geological and technical noise will take up the
remaining dynamic range. For example: a center frequency >40 MHz is
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selected for ground with a resistivity of 90 Qm and &, = 10. A value of
5.8 dB/m is obtained for the absorption coefficient using Equation (4.5.12).
Thus, the maximum depth of penetration is about 5 m (fp.x =~ 60 dB/2a’). A
more exact value can be obtained using Equations (4.5.10) and (4.5.11) if the
system parameters (bandwidth, sensitivity, output of the pulse generator,
antenna efficiency, effective area of the antennas, spectral distribution of the
noise, and the high-frequency properties of the ground) are known.

4.5.4 Instruments

GPR systems consist of a pulse generator, an antenna for transmission of high-
frequency electromagnetic waves, a second antenna to receive the direct and
reflected impulses or a switch for switching between transmission and
reception if only one antenna?® is to be used, and a receiver which converts the
received signals to be recorded and displayed. These components are designed
and arrayed differently by different producers of radar equipment, but the
functionality is generally the same.

Antennas

Broadband antennas are needed to transmit and receive short electromagnetic
impulses. Conventional broadband systems with directional antenna gain, as
used for radio and television reception in the VHF and UHF ranges (e.g.,
logarithmic-periodic antennas), are unsuitable for single pulses. A broad
bandwidth is generally achieved by damping electrical dipoles.

Several antenna designs have proved to be useful, e.g., linear dipoles with
hyperbolic resistive loading (see WU & KING, 1965 for theoretical treatment)
and combinations of butterfly and loop dipoles with empirically determined
resistivity damping (Fig. 4.5-7). Antennas with loading according to WU &
KING have a signal loss of 20 dB relative to an undamped dipole. The radiated
wavelet is approximated by the time-derivative of the excitation function. The
frequency spectrum of a damped loop dipole is narrower, the waveform is
similar to a Ricker wavelet (Section 4.6.3.3), and the amplitude loss per
antenna pair is about 10 dB.

8 The use of a single antenna for both transmission and reception is called monostatic radar;
the use of two antennas is called bistatic radar, with the results assigned to the midpoint
between the two antennas. Most GPR investigations can be carried out with monostatic or
bistatic systems. For some applications, e.g., wide-angle reflection and refraction (WARR)
a bistatic system is necessary.
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1=0.7 ... 0.8 »

>X g

Broadband dipole
(a) (b)

Fig. 4.5-7: Schematic of examples of broadband antennas: (a) butterfly dipole, ROTHAMMEL
(1991); (b) V-dipole with resistive loading, e.g., BLINDOW (1986)

When radar data is interpreted it is necessary to keep in mind that the source
pulse is longer than one wavelength and may have a complex waveform. The
downgoing wavelet is modified by ground coupling and attenuation effects®.
Therefore, the reflection is also complex. It consists of more than one wavelet.
Typical antenna patterns are shown in Fig. 4.5-4 for different dipole
orientations. When measurements are made within buildings, under power
lines and trees, etc., “air reflections” are obtained from reflectors and
diffractors in the half-space above the antennas. To suppress these
disturbances, absorber and/or metal screens can be placed above the antennas,
especially at center frequencies above about 100 MHz (i.e., when compact
dipoles are used). When these are used, however, the antenna patterns are
changed. The antennas are usually completely enclosed and the manufacturer
usually gives only the central frequency (which is usually for use in the air and
thus too high for georadar) and a note that a screening effect will take place.
Borehole antennas often are due to the limited space simple or damped
dipoles. To obtain a directional effect, the dipole is exentrically embedded in a
dielectric material; another possibility is to use a loaded loop antenna.

Pulse generators

Pulse generators for producing short, high-energy impulses for use in the field
are often build up as cascade generator with transistor switches using the
avalanche effect!0. In principle, a series of parallel capacitors are charged and
then discharged to the antenna in a cascade by the transistors switches
(PFEIFFER, 1976). Pulses with nanosecond rise times and amplitudes of up to
2 kV can be produced with frequencies of more than 100 kHz. The typical
pulse length of a transmitted electromagnetic wave is <20 ns, depending on

9 Attenuation is the process of transformation and loss of energy of the propagating
electromagnetic wave. The energy loss through geometric effects in the wave propagation,
such as scattering, geometric spreading, multipathing, etc., is called apparent attenuation.

10 Avalanche effect is a process in solids analog to gaseous discharge where few injected
electrons release many further electrons like an avalanche.
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the antenna frequency and type. It is important that the transmitted signal is
generated and repeated with a high accuracy. The timing accuracy within
radar systems used for geophysics is usually £1 ns. The repetition rate is
typically 50 000 times per second.

For measurements with small offsets it is important that no further signal is
produced by the pulse generator between pulses. Such signals would appear as
arrival times with either constant or variable traveltimes. Recently developed
MOS switches and other high-voltage devices now provide alternatives for
pulse generation.

Receiver systems

The time window for georadar measurements ranges from several 10 ns (for
travel paths of several meters) to 50 us (e.g., for travel paths of 4 km in ice).
Depending on the frequency used, the measurements are made with sampling
intervals of down to less than nanoseconds. Either analog or digital systems
with a high dynamic range can be used. For reasons of weight and power
consumption, mobile systems are usually designed to take only one sample for
each transmitted pulse as the antennas are drawn along the profile (i.e.,
sequential measurements). The principle is discussed, for example, by
PFEIFFER (1976). This is not a disadvantage for continuous measurements,
since achievable pulse rates are very high and the pulse generators normally
have a long lifetime.

The sequentially received high-frequency signals are converted to audio
waves so that they can be digitized and recorded. The achievable dynamic
range of good sampling systems is 80 -90 dB. The sensitivity (without
stacking) under ideal conditions depends on the thermal noise in the input and
the noise factor of the receiver. The effective thermal noise potential Ueg (also
called Nyquist noise) is given by the following equation:

Uy = J4KkTRAS

where &k is the Boltzmann constant (1.3805-10% A s K™"),
T s the absolute temperature [K],
R is the antenna impedance (electrical resistivity) [Q2], and
Af  is the band width [Hz].

Example: For R = 50 Q, T = 300 K, and Af = 400 MHz, the thermal noise
potential Ug = 36 pV. Thus, the resolution of the digitizing system should be
about 10 pV. The maximum range is then about 0.65 V for a 16 bit system,
which is sufficient in most cases.

To avoid oscillation of the system as a whole, the antennas must be
matched to the input of the receiver, and propagation of high-frequency
electromagnetic waves in metal cables must be prevented, especially between
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the transmission and receiver antennas. The GPR systems of some
manufacturers use fiber optic cables for this reason. High-quality digital
storage oscilloscopes (DSOs) and other fast A/D converters make it possible
to replace the manufacturers “black box” analog sampling systems with
systems with known specifications. Because these digital systems require only
one “shot” per time trace, it would be possible to use high output pulse
generators with a lower repetition rate. For surveys of glaciers, there are a
number of prototype digital systems available (e.g., JONES et al., 1989;
WRIGHT et al., 1990). Since most systems have only one to four channels,
multiple coverage measurements like those in reflection seismics are done
sequentially. Normally, georadar measurements are carried out with single
coverage at contant antenna offset.

Performance factor

The system dynamics is given by some manufacturers as the ratio of the peak
voltage of the pulse generator and the minimum recordable voltage of the
receiver in dB (performance factor PF). Performance factors of 130 to 140 dB
are typical for existing systems. Because antenna efficiency, ground coupling,
and spectral content of the broadband transmitter pulse are not specified, the
PF is of little use in practice. It could not in any case be used to calculate the
depth of penetration, etc. More important for good results are the dynamic
range of the receiver, adaptation of the pulse generator and antennas to the
ground material, clean excitation pulses, and avoidance of high-frequency
oscillations in the cables.

4.5.5 Survey Practice

There are several procedures used for GPR surveys: radar reflection profiling,
wide-angle reflection and refraction (WARR), common-midpoint soundings
(CMP), and radar tomography. See Section 4.5.10 for special applications. For
radar reflection profiling one or two antennas are moved over the ground
while simultaneously measuring the traveltimes of the reflected radar pulses,
as is done in seismic reflection profiling (see Chapter 4.6). This method is the
most frequently used for GPR surveys. For WARR soundings, the transmitter
is kept at a fixed location and the receiver is moved away from it. For CMP
soundings, both the transmitter and receiver are moved simultaneously away
from a fixed midpoint. This makes it possible to determine the velocity-depth
function. WARR/CMP soundings can be carried out only with bistatic antenna
systems. For radar tomography (trans-illumination) applications, transmitter
and receiver antennas on opposite sides of the volume to be investigated (e.g.,
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between boreholes or for the non-destructive testing of walls and pillars) are
moved as shown in Fig. 4.5-13.

As for all geophysical methods, the objective of the field work must be
clearly defined for the planning and execution. Important for an assessment of
success of the method are the depth to the groundwater table, the kind of cover
sediments (good-conducting, cohesive material or low conductivity,
noncohesive material), and the location of buildings, buried and above-ground
cables and other buried objects that are not investigation targets. Visible
objects should be marked on the base map, as well as distances and
dimensions. When ground penetrating radar measurements are interpreted, the
influence of temperature, precipitation and chemicals present must be taken
into account. Therefore, it is necessary to note the weather conditions and any
observations of pollution during the measurements.

The suitability of an area or target object for georadar can be checked with
a test measurement or by geoelectric sounding, from which the absorption can
be estimated from the electrical resistivity of the ground. Unsuitable are areas
with moist clay and those paved with slag.

To calibrate the GPR data, test measurements should be made along a
profile with known underground conditions that are typical of the area. The
target object (buried object, reflection horizon) should be recognizable in the
test data. The operating frequency (and thus the resolution), the distance
between the transmission and receiver antennas (constant offset for simple
coverage measurements), and the distance between profiles and measurement
points must be selected on the basis of the objectives. The useable dynamic
range is negatively influenced by a small offset; if the offset is too large for
investigating shallow depths, direct and lateral signals will overlie the
reflections. As a rule, the offset should be about a fourth to a fifth of the
expected depth to the reflector or diffractor. The spacing of the measurements
should be a compromise between the necessary resolution and the fastest
possible speed of measurement. For measurements of an entire area, the
guidelines for reflection seismic should be used (see Chapter 4.6).

All GPR systems provide possibilities for filtering the data during
acquisition in order to sharpen the signal waveform. Both high-pass and low-
pass filters are used for this purpose. A rule of thumb given by REYNOLDS
(1997) says that the filter settings should kept as broadband as possible so that
potentially valuable signals are not removed during the acquisition phase.
Digital systems have gain-setting options and a stacking function to optimize
data quality.
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4.5.6 Processing, Presentation and Interpretation of the
Measured Data

Filtering is the first step in post-acquisition data processing. For many
applications, this is sufficient to prepare the data for presentation and
interpretation. Data-processing packages are available for a more thorough
analysis. Most of the steps for a seismic survey can be directly applied to a
georadar survey. Normally, however, multiple coverage measurements are
seldom made. Hence, CMP stacking, one of the most important processing
steps in seismics, is not usually done. There are also differences in the
application of deconvolution. The complex reflection and transmission
coefficients and dispersion effects during propagation cause wavelet
deformation. Because the wavelets are not minimum-phase, but have a
"mixed-phase" character, the deconvolution method used in seismics cannot
be applied directly. A data adaptive deconvolution is necessary in GPR.

Radargrams often show a complicated picture, due to a large number of
diffraction hyperbolas, which require considerable experience to interpret.
Usually the location of the diffraction center is indicated by the apex of the
hyperbola (e.g., the location of a buried pipeline or cable, Fig. 4.5-8). If there
is little absorption, the migration programs used for reflection seismic can be
used to obtain a good mapping of diffractors with considerable improvement
in resolution.

If there are reflection horizons in the survey area, the velocity-vertical
traveltime function can be obtained from CMP or well logging measurements,
analogously to reflection seismic. The analysis of diffraction hyperbolas is
suitable only for a rough estimate of velocity, since location and shape of the
diffractor are often not sufficiently known. An exception is diffraction
hyperbolas from profiles perpendicular to buried pipelines or cables. These
velocities can be used to calculate depth from traveltimes.

Due to the high data density from profile measurements, the data are often
displayed compressed in grey-scale or raster plots instead as individual data
points. In the presentation of GPR data it is necessary to give the traveltime
and a distance scale, as well as the time-zero point, the antenna offset, the
velocity-depth function, and/or a depth scale derived from it. The
identification of the horizons and objects should be well founded. To avoid
erroneous interpretation by the client, system noise (e.g., cable waves, which
appear in the radargram as parallel stripes at constant time intervals) should be
labeled.

There are two types of areal surveys:

e Use of profile spacing larger than half the wavelength of the central
frequency for reconnaissance surveys: Such a survey is suitable for
following subhorizontal horizons or to map areas with varying cover layer
properties. The data is processed like for single profiles and presented on a
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map, e.g., horizon depth relative to MSL or special features in the cover
layer.

e 3-D measurements (without spatial aliasing!!): The amount of data, the
necessary processing steps, and the possibilities for representation are
comparable to 3-D seismics. Special programs are available for processing
the data.

In some cases it is difficult to distinguish between significant reflections and
multiple events, extraneous reverberations, off-section ghosts, etc. In such
cases the interpretation of georadar data can be checked by modeling.
Appropriate modeling software has been developed for the 2-D and 3-D cases
(CAI & MCMECHAN, 1995; GOODMAN, 1994). The structural modeling in
these programs is done by ray tracing according to optical principles. The
dynamic aspects of wave propagation (energy conditions and signal form)
influenced by absorption, divergence, reflection, and transmission are usually
taken into consideration in these programs. Calculations using the FDTD
(finite-difference time-domain) method have become more powerful during
the last decade (e.g., RADZEVICIUS et al., 2003; LAMPE et al., 2003).

4.5.7 Quality Assurance

General guidelines for quality assurance are given in Chapter 2.6. For
georadar, the following points should be observed:

e Diffractors and reflectors (trees, powerlines, roofs, etc.) above the antennas
must be documented.

e Recognizable changes in the cover layer and indications (e.g., manhole
covers and hydrants) of buried pipelines or cables should be documented.
Cable detectors should be used.

e Survey parameter values appropriate to the survey objectives (operating
frequency, antenna offset, location of the profiles, and orientation of the
antennas relative to the profiles, especially when pipelines or cables are the
target) should be selected.

e All survey parameter values and equipment settings should be recorded in
the field and deviations from normal documented. Profile position and
parameter values not recorded in file headers must be noted during the
survey in files for this purpose.

1 Spatial aliasing occurs when the data density is too small and can lead to overlook of
local anomalies.
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If the measurements are affected by disturbances in the functioning of the
apparatus, or erroneous or nonoptimal parameter values are obtained, the
profile is to be resurveyed before continuing the survey.

The kind of calculations used to estimate velocities for the depth
calculations are to be noted: CMP (comparable to WARR = wide-angle
reflection and refraction), diffraction hyperbolas, well logging,
measurement of the permittivity of samples, calibration with respect to
known reflectors or objects (e.g., from exposures), or estimation from
experience.

The data is to be delivered to the client in well documented form as legal
evidence and for possible reinterpretation together with the results of other
methods.

4.5.8 Personnel, Equipment, Time Needed

Personnel Equipment Time needed
mobilization
and depends on the distance to the survey area
demobilization
topographic see Chapter 2.5
survey
field work 1 geophysicist | 1 4WD vehicle or station |fora=0.02 -1 m,
(or technician) | wagon, 1 georadar system, |200 - 20 000 m d”',
1 assistant various types of antennas | depending on the
(in pairs) and accessory conditions in the field,
equipment (tape measure, | the objectives, and the
survey wheel, or other type of antennas
instrument for measuring
distance, etc.)
data processing, | 1 geophysicist | PC or workstation with 1 - 2 days are
interpretation, [ (1 or2 >256 MB RAM and necessary for each day
and report assistants) > 40 GB hard disk; radar | in the field
preparation or seismic software, printer
(plotter)

a is the distance between measurement points, d = 10-h workday
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4.5.9 Examples
Localization of objects

Georadar can be used to localize both metallic and nonmetallic pipelines,
cables, and other objects. Possibilities for application exist also in the field of
archeology and in non-destructive testing. The size of the target is normally
smaller than the wavelength of the radar wave, so that characteristic
diffraction curves are obtained. The shape of the diffraction curves from
pipelines and cables depends on the direction of polarization of the
propagating wavefield and the properties of material it passes through. Due to
changes in propagation velocity, backfill, e.g., in cable and pipeline trenches,
creates additional pull-ups or push-downs!2, which can indicate the presence
of the object. The resolution of closely spaced pipes is not very high. Cohesive
or inhomogeneous ground negatively affects the determination of the location
of an object. The antennas must be located near (about 10 cm) or at the ground
surface. The interpretation of a radargram is based mainly on the regocnition
of diffractions. 3-D measurements have proved useful for complicated cases,
e.g., where linear targets cross each other. An example is shown in Fig. 4.5-8,
in which the locations of the pipelines can be clearly seen, marked by arrows.
The section A - A' is running perpendicular to pipe L, which is indicated by a
diffraction hyperbola. Section B - B' extends along pipe L, indicated by
reflections. The kind of pipe (metallic, plastics) can be identified by analyzing
the intensity of reflections and from previous knowledge. A second example is
given in Fig. 4.5-9, which shows buried vault structures below a church.

12 pyll-ups or push-downs are sudden rises or depressions in a reflection event. They are
observed when there is a large difference between the velocities inside a buried object and
the surrounding material (or the air/soil boundary in the case of a cavity) and may not be
interpreted as faults.
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Fig. 4.5-8: Radargrams showing the location of pipes, left: section A - A', right: section

B - B' perpendicular to A — A", GGU, Karlsruhe, Germany
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Fig. 4.5-9: Radargrams showing the location of buried objects, A:top edge of a vault,

B: bottom edge of the masonry, C: object in the cavity, D: bottom of the cavity, GGU,

Karlsruhe, Germany
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Quaternary geology and hydrogeology

The location of the groundwater table can often be clearly observed in
radargrams from coarse sands, gravel and porous limestone layers, caused by
the large difference in impedance between unsaturated and saturated rock.
Reflections are observed at layer boundaries when both layers have distinctly
different water contents. The depth of penetration in saturated rock depends
strongly on the conductivity of the water — from a few decimeters to several
tens of meters. In the example in Fig. 4.5-10, the base of the aquifer at 28 m
depth, mapped in parts of the profile, was confirmed by drilling.

Survey setup:

system sampling system, opto-electronic transmission and 2 kV pulser
(developed by the University of Miinster),
antennas dipoles with resistive loading, approx. 50 MHz,
sampling interval 1 ns, 20fold stacking,
measuring speed 3 km h', wheel triggering, 5 traces m™,
personnel 1 operator, 1 assistant,
processing frequency filtering, time-dependent amplitude control.
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Fig. 4.5-10: Radargram showing the groundwater table, layer boundaries, and the base of
the aquifer in glacial sediments in the Liineburg Heath, Institut fiir Geophysik, Westfdlische
Wilhelms-Universitit Miinster (1992)
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Delineation of a mineralized fault in consolidated rocks

GPR has a large penetration depth in consolidated, unweathered, dry rocks,
like dolomite due to high electrical resistivity. In contrast, mineralized, clay-
filled, and water-bearing faults have electrical properties (resistivity and
permittivity) that are different from those of the surrounding rocks. Such faults
are good reflectors for the radar waves. Fig. 4.5-11 shows a radargram
recorded during the investigation of a fault containing a lead and zincblende
mineralization in a dolomite mine. The depths were calculated from the
traveltimes of the reflected signals and the velocity of electromagnetic waves
in the dolomite. The velocity was determined in two ways: from a CMP
sounding and from diffraction hyperbolae.

Traveltime [ns]

Distance [m]

Fig. 4.5-11: Radargram recorded in an investigation of a mineralized fault in a dolomite,
frequency 100 MHz, GGU, Karlsruhe, Germany

Depth [m]
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Investigation of a domestic waste site in a refilled open-pit mine

Georadar measurements were performed along with geoelectric resistivity
measurements in the area of exhausted open-pit lignite mines. An example of
these measurements on the surface of a refilled pit is shown in Fig. 4.5-12.
When pumping to keep the open pit dry was switched off, the groundwater
table rose in the stripped overburden filling the pit. Beginning at the edge of
the pit at the left, the reflection from the water table can be clearly seen.
Between 160 and 215 m from the edge of the pit, the location of a covered
domestic waste landfill in a hole in the refilled overburden can be recognized
in both the radargram and the resistivity curve. The base of the waste —
dumped without a base seal — is below the water table, making it possible for
pollutants to enter the groundwater and eventually surface water bodies. The
measurements were made in continuous mode from a 4WD vehicle.

Survey set up:

system SIR-8 (GSSI),

frequency 80 MHz,

record length 160 ns,

scanning rate 25.657,

speed 5kmh,

personnel 1 operator, 1 assistant.

Radargram

Depth [m]

Edge of pit Reflection from the groundwater table ‘ Municipal landfil

Result of dc resistivity mapping

Resistivity minimum

0 20 40 60 80 100 120 140 160 180 200 220m

Fig. 4.5-12: Domestic waste landfill at the edge of an exhausted lignite open-pit mine,
Lausitzer Braunkohlen AG, Arbeitsgruppe Geophysik
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Radar tomography to assess the ground below buildings

Radar velocity tomography in boreholes can be used to assess foundations,
even below existing buildings. In gypsum and other evaporates, solution
processes (subrosion) change the properties and structure of the ground. The
objective of the site survey was to investigate the rock structures and
properties below an old church. Fig. 4.5-13 shows the measurement scheme
used in radar velocity tomography. Transmitter and receiver are placed in
separate boreholes and the traveltime of the radar wave is determined for each
raypath. The velocity distribution (Fig. 4.5-14, left) can be calculated from the
traveltime and the known distance using a tomographic inversion algorithm.
The geological cross-section (Fig. 4.5-14, right) was derived from the velocity
distribution of the radar waves. The cross-section contains information about
the structure and the rocks in the ground below the church.
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Fig. 4.5-13: Radar velocity tomography, ray pattern for several transmitter and receiver
positions between two boreholes, HALLEUX & RICHTER (1994)
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Investigations of concrete constructions

Ground penetrating radar is an excellent method for quality control of concrete
constructions (Fig. 4.5-15). Defects in concrete usually cannot be concealed
by rebars if the profiles cross the rebars (steel rods).
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Fig. 4.5-15: Radargram recorded for quality control of concrete constructions, cube-shaped
voids (F1) and an air gap (F2), gravel nests at various depths (F3 and F4), uncorroded
reinforcement bars (rebars) (B) and corroded rebars in a gravel nest (F5) in a concrete plate,
GGU, Karlsruhe, Germany
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Examination of masonry structures

Retaining walls are often used to stabilize embankments. But moving water or
other processes (e.g., burrowing animals) change the structure and destabilize
the construction. Fig. 4.5-16 shows an example of a GPR investigation of a
retaining wall. Several parallel, vertical profiles were measured on the wall.
Due to the wetness and salt content of the masonry, a 200-MHz frequency
antenna was used. The thickness of the wall, structures in the wall, as well as
cavities were determined by the measurements.

|R
- In
o

Fig. 4.5-16: Investigation of a retaining wall, /left: photo from the measurements,
middle: radargram of a vertical profile, right: section showing the result of the
interpretation of the GPR data calculated using v=0.13 m ns™'; H cavity, A inhomogeneity,
R interior side of the wall, S internal boundary within the wall, GGU, Karlsruhe, Germany

Investigation of residual foundations

Residual foundations impedes the reuse of sites. GPR measurements on a grid
of profiles or several parallel profiles with small line spacing are useful to
reveal construction obstacles in the ground. For an areal representation, the
strength of radar signal amplitudes is estimated on all profiles from the
radargrams for a given traveltime. From this, a time slice representation
(Fig. 4.5-17) is plotted. The time slice can be assigned to an approximate
depth. Dark shading indicates high signal amplitudes from residual
foundations.
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N

Fig. 4.5-17: Areal representation (time slice, plan view) of radar signals backscattering for
a depth of about 1 m below ground surface, GGU, Karlsruhe, Germany

Identification of organic contaminants

To determine the effectiveness of GPR for identifying organic contaminants, a
test was carried out in 1991 by the Canadian Waterloo Center for
Groundwater Research (BREWSTER et al., 1992; BREWSTER & ANNAN, 1994).
They found that it was possible to observe the movement of a plume of
chlorinated hydrocarbons in a sandy aquifer. Perchloroethylene (770 L) was
injected into the ground in the center of a 9 m x 9 m area surrounded by a
sheet steel wall driven down to the clay layer at a depth of 3.3 m to prevent
uncontrolled entry into the surrounding groundwater.

A Pulse-Ekko-IV system (200 MHz) was used before and 16 and 917
hours after injection with a 1-m profile spacing and 5 cm spacing between
measurement points along a profile. Radargrams along a profile through the
center of the test area are shown in Fig. 4.5-18. In the radargram before
injection (top), the top of the clay layer appears as a high-energy reflection at
about 110 ns. Weaker reflections within the aquifer are caused by laminations
in the sand. The inclined reflections are diffractions from the steel walls. After
16 hours (middle), reflections at about 1 and 2 m depth can be recognized.
These correlate with elevated PCE concentration. The plume front is already
differentiated at this depth but has not spread much laterally. After 917 hours
(bottom), strong reflections in the center above the clay layer can be seen,
showing that the front has reached the clay layer and is spreading laterally.

In another experiment (GREENHOUSE et al., 1993), the “Borden
Experiment”, the contaminant front was indicated by “bright spots” (local,
elevated amplitudes caused by abrupt changes in reflection properties) in the
radargrams. More studies need to be made to determine the practical value of
such measurements. A possible application would be the monitoring of
sanitation projects.
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Fig. 4.5-18: Radargram from the dense nonaqueous-phase liquids (DNAPL) experiment of
BREWSTER et al. (1992), top: before the experiment; middle: 16 hours after the beginning of
the percolation of perchloroethylene (PCE) into the ground; bottom: 38 days later, modified
after BREWSTER et al. (1992)



316 4.5 Ground Penetrating Radar

4.5.10 Special Applications and New Developments

DIETER EISENBURGER

Radar surveys in underground workings

There is a need to deposit dangerous materials safely in underground
repositories. Because technical barriers only provide a limited degree of
security, it is important to find natural geological barriers which are effective
and safe in the long term. GPR surveys can be conducted to investigate
suitable host rocks. The use of electromagnetic waves for surveying directly in
underground workings goes back over 30 years. GPR is a non-destructive
method and logistically simpler and more economical to carry out than other
exploration methods used for the geological investigation of repositories.
Underground GPR surveying methods provide spatial information on the
location of structures and heterogeneities by using directional receiving
antennas. Such GPR surveys are carried out along profiles in drifts or
boreholes. The difficulty with GPR reflection surveys is the extraction of
spatial information from a linear antennas array moved along a straight
profile.

If it is assumed that a reflection surface is in an optically favorable position
with respect to the survey profile, then it is possible to calculate the distance to
a reflection point (Pn) on the reflecting surface for each survey point if the
traveltime and velocity are known (Fig. 4.5-19). The exact position within the
reflection plane!? and the angle A is determined by migration!4 along the
profile. However, the angle and distance are not sufficient to determine the
precise position of a point in space because a second angle « is required. This
is determined from measurements taken along a cross-section perpendicular to
the drift axis or by using direction-receiving antennas. For the migration
process the wave front method is used because it is able to keep the radial
angle « from the survey in this process. This is a robust method which has the
advantage of still being applicable even if the distance between survey points
does not fulfill the Nyquist condition!3. If the precise position of the
associated reflection points on a reflection surface has been determined, it is
possible to construct an element surface for each of these points. If the

13 The reflection plane is defined by the transmitter/receiver position and the reflection
point.

14 Migration is a process by which events on a radargram are mapped to their true spatial
position. It requires a knowledge of the velocity distribution along the raypath.

15 The Nyquist condition is fulfilled when there are more than two samples per cycle
(Nyquist rate) for the highest frequency of the spatial waveform.
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Fig. 4.5-19: Determination of the location of a reflection point: principle

element surfaces of all points are joined, a band in space is generated,
visualizing the spatial position of the reflecting surface.

GPR surveys in drifts are carried out, if possible, on four profiles: on the
floor of the drift, on the two walls and on the roof (Fig. 4.5-20).

Measurements along the cross-section
Receiver Transmitter Profile on the roof

Data acquisition unit Profile on the floor Profiles on the walls

Fig. 4.5-20: Configuration of GPR measurements in a drift

It is recommended that this survey is carried out immediately after cutting the
drift to prevent the influence of subsequent installations such as cables, pipes,
equipment, etc., influencing the survey. The focusing effect of the denser
medium (in this case, the surrounding rock) means that reflections from the
direction of the profile (floor, wall, roof) are preferentially received. The
azimuthal direction from which the individual reflections are received are
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more accurately determined by making measurements 360° around a drift
perpendicular to the drift axis (Fig. 4.5-20). The azimuthal direction can also
be determined using a direction finder (Fig. 4.5-21). The Adcook antenna
(Fig. 4.5-21a) is a minimum direction finder; the Rohde & Schwarz antenna
(Fig. 4.5-21b) is a maximum direction finder.

A radargram is prepared for each profile (examples of radargrams of wall
profiles are shown in Fig. 4.5-22) and the individual reflections are picked and
compiled to delineate reflectors, which are depicted as a band in space
(Fig. 4.5-23). Geological considerations can be used in some cases to identify
reflectors as belonging to the same reflecting interface and to construct this
reflecting interface by combination and interpolation of the reflectors.

r
Data aquisition unit

(0)

Fig. 4.5-21: GPR surveying equipment with direction finding equipment
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Fig. 4.5-22: Radargrams from the north and south wall profiles along a directional drift
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Fig. 4.5-23: Spatial evaluation of the reflectors

GPR single borehole logging

GPR borehole logs are carried out in boreholes drilled underground as well as
those drilled from the surface. The GPR borehole logging system described
here is based on the pulsed radar method described above. It consists of a
transmitter with a dipole as the transmission antenna and a receiver with a
direction-sensitive receiving antenna, plus the necessary digitizing and
recording unit (EISENBURGER et al., 1993). The receiving antenna consists of
two orthogonal loop antennas which can be connected to form a dipole. The
pulse-generating transmission electronics is built into the transmission
antenna. The use of direction-sensitive receiving antennas allows to determine
the spatial position of reflection interfaces from a single borehole. Logging is
carried out with the tool held at discrete points. The signals received by the
two loop antennas, as well as by the dipole formed by them are recorded and
used to determine the direction from which a reflection is received using
Equation (4.5.13). The dipole signal is used to resolve the ambiguity of the
angle derived from the two loop antennas. The angle determined remains
stable for the whole time a reflection signal is received (Fig. 4.5-25) and it is a
gage for good quality reflections.

22)(‘);. |:_(Zx12 - Zylz) * \/(lez - zylz)z + 4(2xiyi)2} (4513)
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Several amplitudes are taken from a wavelet recorded with loop 1 (x;) and loop
2 (). In addition to the calculated angle (o)) from the loop signals, the precise
position of the tool needs to be known. For this reason, the measurement also
includes the depth in the borehole and the distortion of the tool around the roll
angle (f). The reference position for the roll angle in vertical boreholes is
magnetic north, and in the case of horizontal boreholes, the vertical-up
position. The absolute direction from which a reflection is received can be
calculated from the angle « using (4.5.13) and the roll angle g (Fig. 4.5-24).
The method described above can be used to determine the location of the
reflectors from the traveltime and the calculated receiving direction.
Figures 4.5-26 and 4.5-27 show an example of a radar log using a directional
antenna in a vertical borehole.

North or vertical

|

Determined
direction to the
reflector

/".
Loop 1 e
o e
vé\
/5 Reflector
Loop 2 o calculated angle from the two loops sighal

/3 - angle of the probe (loops) to north or to vertical

Fig. 4.5-24: Principle of determination the azimuthal direction of reflections received in
boreholes
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Loop 2 Y

Dipol

Direction
angle

Fig. 4.5-25: Example of the determination of the azimuthal direction from which a
reflection is received
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Fig. 4.5-26: Radargram of a vertical borehole log with the marked reflectors
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Fig. 4.5-27: Perspective diagram showing reflectors determined using a direction-sensitive

GPR borehole log
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The reflectors determined in this way represent reflection horizons which
usually correspond to geological boundaries. This method allows to obtain
spatial information on the geological structure of the rocks surrounding a
single borehole. This information is used to create a three-dimensional
geological model and for the much more precise and better characterization of
geological barriers than possible with other methods. All of this information
increases the safety and efficiency of the planning of underground
repositories. In already existing repositories, e.g., caverns for the storage of
hydrocarbons, this borehole logging method can help to acquire additional
information on the rock around the caverns — information which is a very
valuable supplement on the often inadequately investigated geology, and
which, therefore, makes a contribution to improve the economic efficiency
and safer operation of a storage cavern.

Helicopter-borne surveys with stepped-frequency radar (SFR)

In the past, helicopter-borne GPR systems have been restricted to the use of
pulse-radar technology to determine the thickness of polar glaciers. Because of
its limited resolution, this method is only of limited suitability for the
geological investigation of shallow structures. Stepped-frequency radar (SFR)
is a better alternative radar method for shallow geological investigations.
Figure 4.5-28 shows how classic pulse-radar works. Transmission pulses
(TX) propagate from the transmission antenna and are received by the
receiving antenna after a time delay corresponding to the distance to the target.

RS ) N I B

Fig. 4.5-28: Scheme of pulse radar, showing the transmission pulse (TX) and the
receiving pulse (RX)

In Fig. 4.5-28, the upper received signal (RX) represents an idealized
situation. The received signal shown in the lower part of the diagram shows
the typically distorted measured pulse. The vertical resolution depends on the
transmission pulse width. Therefore, a system with improved resolution
requires a reduced pulse width. Because the transmitted energy corresponds to
the “pulse area” (i.e., amplitude of the pulse integrated over the pulse width), a
reduction of pulse width requires an enlargement of transmitted peak power in
order to maintain the pulse energy decisive for the penetration depth. Limits to



326 4.5 Ground Penetrating Radar

the achievable vertical resolution arise from technical limits to transmission
strength, regulatory limits, or the technical inability to reduce the pulse width.

In contrast to classical pulse radar systems, SFR systems operate with
amplitude-continuous radar signals (IIZUKA etal,, 1984). The signal
bandwidth being required for the desired radar resolution is generated
sequentially instead of providing the instantaneous complete spectrum of the
pulse radar case. Figure 4.5-29 illustrates the basic SFR modulation scheme.
The radar transmitter sequentially provides signals stepping through the
desired frequency range. Depending on the application this could be done, for
instance, in linear steps as depicted in the figure. In the receiver section, both
phase and amplitude measurement of the echo signal is performed. The results
are fed into a data processing, the well-known IFFT (Inverse Fast Fourier
Transform), for example. The output is a pulse that can be compared to that of
a pulse radar. It contains the range information of the target, while its pulse
width, the radar range resolution, is related to the bandwidth of the applied
radar spectrum.

Subsequent Measurement of Echoes at Single Frequency Lines

IFFT

L]

>
>

Compiled Receive Spectrum Synthesised Pulse

Fig. 4.5-29: Scheme of stepped-frequency radar (SFR), calculation of a synthetic pulse
from several received echo lines
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The advantages of the SFR can briefly be summarized as follows: low
instantaneous bandwidth, high sensitivity, high penetration depth, low
sensitivity to radio frequency - interferences, low power consumption, high
resolution with respect to measurement frequency, low output data rate (saves
memory, allows for high dynamic range AD-converters), reduced wideband
antenna problems. Most of the advantages are directly related to the
continuous wave operation and the low instantaneous bandwidth of the SFR.
The second key factor resulting from the sequential operation principle, is the
unique possibility for powerful instrument calibration in both, the frequency as
well as in the time domain. The influence of the overall calibration is finally
reflected by the achieved radar range resolution performance that is close to
theory.

This radar method produces better resolution and penetration depths by
controlling the range of the frequencies used (Fig. 4.5-30). And because the
stepped-frequency technique only requires very low power of the transmitter,
it is suitable for surveys where the potential interference with other equipment
is to be avoided. A helicopter-borne SFR system (Fig. 4.5-31) makes it
possible to quickly investigate large areas and can also be used to fly over
dangerous or poorly accessible ground.

oW E W 5 B 15 B 5 0

@ 75 70 65 @ 55 =

i
o 00 1000 800 000 200

Fig. 4.5-30: Example of a stepped-frequency radar line
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Fig. 4.5-31: SFR helicopter system in operation
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Physical parameters and units

Parameters Symbols Units
electric field strength E Vm!
power P, P, W, m? kg s3
frequency f Hz
angular frequency o =2mnf s' rads’
induction constant of a vacuum 47107 Vs Al m!
permittivity of a vacuum € 8.854 102 As V' m!
velocity of light in a vacuum ¢ 2.998 10° m s™'=0.2998 m ns™'
Boltzmann constant k 1.3805-10PA s K!
phase velocity % ms’, mns’
permittivity & =¢ —1ig" AsV'm'
relative permittivity & = ¢&lég dimensionless
characteristic impedance *
S VA Q
(electrical impedance)
propagation constant y =a+if m’
absorption coefficient a' dBm’
electrical resistivity P Qm
electrical conductivity o Sm”, mS m"
il o_
tangent of the loss angle & tan 0 = — = —— dimensionless
& e
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4.6 Seismic Methods

ANDREAS SCHUCK & GERHARD LANGE

4.6.1 Principle of the Methods

The basic principle of all seismic methods is the controlled generation of
elastic waves by a seismic source in order to obtain an image of the
subsurface. Seismic waves are pulses of strain energy that propagate in solids
and fluids. Seismic energy sources, whether at the Earth’s surface or in
shallow boreholes, produce wave types known as:

e body waves, where the energy transport is in all directions, and
e surface waves, where the energy travels along or near to the surface.

Two main criteria distinguish these wave types from each other - the
propagation zones and the direction of ground movement relative to the
propagation direction.

Of prime interest in shallow seismics are the two types of body waves:

e P-waves (primary, longitudinal or compressional waves) with particle
motion parallel to the direction of propagation, and

e S-waves (secondary, shear or transverse waves) with particle motion
perpendicular to the direction of propagation — when particle motion is in
the vertical plane they are referred to as SV-waves, and SH-waves when the
particle motion is in the horizontal plane.

Surface waves, often considered to be a source of noise, contain valuable
information about material properties of the shallow ground. Their use is on
the increase in engineering studies.

The velocity of seismic waves is the most fundamental parameter in
seismic methods. It depends on the elastic properties as well as bulk densities
of the media and varies with mineral content, lithology, porosity, pore fluid
saturation and degree of compaction. P-waves have principally a higher
velocity than S-waves. S-waves cannot propagate in fluids because fluids do
not support shear stress.

During their propagation within the subsurface seismic waves are reflected,
refracted or diffracted when elastic contrasts occur at boundaries between
layers and rock masses of different rock properties (seismic velocities and/or
bulk densities) or at man-made obstacles. The recording of seismic waves
returning from the subsurface to the surface allows drawing conclusions on
structures and lithological composition of the subsurface. By measuring the
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traveltimes of seismic waves and determining their material specific
velocities, a geological model of the subsurface can be constructed.

In a seismic survey elastic waves are generated by different energy sources
(e.g., explosives, vibrator, weight-drop, sledgehammer). The seismic response
is simultaneously recorded by a number of receivers (geophones,
seismometers). These are positioned along straight profile lines (2-D seismics)
or over an area in 3-D seismic surveying and connected to a seismograph. The
signals of individual geophones or groups of geophones are recorded by a
seismograph, processed and displayed in seismic sections to image the
subsurface structure.

The classical seismic methods are refraction seismics (Section 4.6.5) and
reflection seismics (Section 4.6.6). Applications of seismic methods on
inshore waters or in boreholes are also standard practice (Fig. 4.6-1).

In refraction seismics “head waves” (or Mintrop waves) are used, which
arise at the interface between two layers when refraction at the critical angle
occurs. The critical angle is that angle of ray incidence for which the refracted
ray moves along the contact surface (Fig. 4.6-12). This requires an increase in
velocity with depth. If a layer of lower seismic velocity underlies a layer of
higher velocity (velocity reversal), no refraction at the critical angle occurs
and the layer cannot be detected (hidden layer). Such conditions may cause
ambiguity in the interpretation. In the refraction analysis the traveltimes of
first arrivals on recorded seismograms are commonly used. The first arrivals
have to be identified, picked and presented in traveltime curves (plots of
arrival times vs. source-receiver distance). Main aim of refraction surveys is
to determine the depths to layers, the refractor topography (dip of layers) and
layer velocities. To extract this information from traveltime curves, some
methods have been developed (e.g., HAGEDOORN, 1959; PALMER, 1981;
VAN OVERMEEREN, 2001) and user-friendly software packages, running on
PCs are available to assist in the data interpretation.

Reflection seismics is the most important method to prospect for oil and
gas at greater depths. During the 1980s the importance of the seismic
reflection technique in shallow investigations, typically less than 50 m, has
increased (e.g., DAVIES et al., 1992; HILL, 1992b; KING, 1992). It must
however, be pointed out that the application of reflection seismics to shallow
investigations, is not merely a case of transferring the seismic technology used
so successfully in prospecting for hydrocarbons. The unprocessed field
records are mostly characterized by poor signal-to-noise ratios that result in
some special problems for shallow seismic surveys. Because of the short
traveltimes, source generated noise, surface waves, first arrivals of direct
waves and refracted waves dominate and genuine reflections are masked
(Fig.4.6-15).
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Fig. 4.6-1: Principles of seismic methods. Dashed lines show raypaths of seismic waves
from the source to receivers; vo, vy, v,, v3 are seismic velocities in the respective layers. The
returning signal is recorded by geophones at distances much greater (refraction seismics), at
distances less than the investigation depth (reflection seismics) and at distances mostly
equal to the investigation depth (seismic surface waves). In VSP and crosshole seismics the
geophones (or hydrophones) are located in boreholes and the source is positioned at the
surface (VSP) or in boreholes (crosshole seismics).
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Thus, both acquisition and standard processing as performed in conventional
seismic reflection methods cannot be transferred by simply using a “scaling
down” approach. Some possible sources of misinterpretation resulting from
the complex wavefields appearing in shallow reflection seismic records are
described by STEEPLES & MILLER (1998).

The surface wave method is based on analyzing the variation of seismic
velocities with frequency (dispersion). Dispersion of surface waves occurs
when near surface velocity layering is present (Section 4.6.3.4). Since the late
1990s the method has been successfully used in many applications, as for
example underground cavity detection and the delineation of abandoned waste
sites (e.g., PARK et al., 1999; HAEGEMAN & VAN IMPE, 1999; LEPAROUX et
al., 2000; SHTIVELMAN, 2002).

4.6.2 Applications

The main applications with respect to waste disposal and contaminated sites,
civil engineering and foundation studies, and in the search for groundwater
can be summarized as follows:

e investigation of regional and local geological structures,

e detection of faults, joints and other zones of weakness,

e identification of shallow stratigraphic sequences,

e determination of depth to bedrock and relief of bedrock surface,

e investigation of layer boundaries, in particular with respect to groundwater-
bearing formations,

e distribution and thickness of weathering layer and of erosion channels,
e delineation of areas of different lithology and facies,

e mapping the topography of the base of disposal sites,

e investigations below sealed surfaces,

e investigation of ground deformations caused by mining and subrosion,

determination of elastic parameters (Poisson’s ratio, shear modulus, elastic
bulk modulus, Lamé parameter, etc. — see Table 4.6-1), especially rock
competence for geotechnical application,

e localization of manmade subsurface structures (e.g., buildings, tanks,
foundations), and

e Jocalization of cavities and voids.
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4.6.3 Fundamentals
4.6.3.1 Propogation of Elastic Waves

During their propagation within the ground elastic waves disturb the medium
causing particle motion as well as volume and shape changes. A mathematical
expression of particle displacement y and wave velocity v as functions of
space (x, y, z) and time ¢ is the wave equation. The wave equation is based on
the theory of elastic continua which relates deformation (strain) and stress.
Equation (4.6.1) describes the wave propagation in a homogeneous isotropic
elastic medium, where i/ can be a vector or a scalar, e.g., a component « of the
particle displacement:

0w o  o*w 1\ oy
2 _
v y = 6x2 + 6y2 + 622 - V_Z atz . (461)

The simplest solution of the wave Equation (4.6.1) is that of a planar wave
with harmonic ground motion

w(t) = Acos(¢ + wr) (4.6.2)

with 4 being the amplitude, @ the angular frequency (27f) and ¢ the phase of
the wave.

Adding an additional phase term kz delivers a generalized form of
Equation (4.6.2) in the z direction of wave propagation (1-dimensional case):

l//(t) = Acos(¢ + ot + kz) , (4.6.3)

where k is the wavenumber (k =27 /1) with A being the wavelength, and z the
distance along the wave propagation. However, planar harmonic waves are
idealized waveforms which can be used as approximation only in a very large
distance to the source. Solutions of the wave equation for several types of
wavefront geometries (cylindrical waves, spherical waves, etc.) can be found,
for example, in TELFORD et al. (1990).

For very small deformations of a homogeneous isotropic elastic medium
strain is directly proportional to stress (Hooke’s law) - an assumption which is
valid for wave propagation in many geological materials. The relations
between stress (force per unit area) and strain (change of volume and shape)
are described by the general elasticity tensor, which contains up to 21
independent elastic constants for anisotropic media. These elastic constants
are expressed in terms of each other, P- and S-wave velocities (v, and vs), and
bulk density p (Table 4.6.1 and SHERIFF, 1991). The simplest assumption is
seismic wave propagation in an isotropic medium. In this case only two elastic
constants, noted as Lamé’s constant A (lambda constant) and u (shear
modulus), exist and the solution of the wave equation yields two different

phase velocities v, = \JA + 2u/p and v, = / 1/ p . Both phase velocities
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are independent of the direction of wave propagation and identical with the
group velocity!.

The wave traveling in an isotropic medium at the higher velocity v,
(P-wave) is polarized parallel to the direction of wave propagation. Waves
with lower velocity v (S-wave) can be split into a wave vertically polarized
(SV-wave) and a wave horizontally polarized (SH-wave) perpendicular to the
direction of propagation. P-waves cause changes of shape and volume,
whereas S-waves only cause changes to the shape of the medium through
which they are transmitted (Fig. 4.6-2).

Undisturbed medium

v, |:> vS|:>

Fig. 4.6-2: Particle motion of a compressional wave (/eff) and a shear wave (right), when
passing through an elastic material

I Phase velocity is the velocity of any phase (peak or trough) of an event correlated on a
seismic record. Group velocity is the velocity with which the seismic energy in a wavetrain
travels. Because of dispersion the phase velocity may differ from the group velocity.
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In an inhomogeneous medium both wave types are coupled. Seismic energy,
traveling partly as a P-wave and partly as an S-wave, is converted from one to
the other when reflection or refraction occurs at oblique incidence on a
boundary in the elastic properties (seismic boundary). Since mode conversion
is small for low incident angles, converted waves become more prominent for
large source-receiver distances (offsets). In the most frequent case of an
anisotropic medium (e.g., fine layered ground), the velocities of P-, SV- and
SH-waves are different and depend on the direction of wave propagation
(HELBIG, 1994). Phase and group velocity are not identical and the P- and S-
waves are polarized orthogonal to each other, but the polarization, generally,
does not coincide with the direction of wave propagation.

For spherical waves radiating from a small source (point source) at or near
to the Earth’s surface, wavefronts propagate outward and away from their
point of origin (Fig. 4.6-8). Their seismic energy is distributed over a sphere
with an area a=4 7/ (r being the source distance). This results in a
geometrical wave energy decay inversely proportional to the square of the
distance (1//%). The geometrical decay is independent of the wave frequency
and called spherical or geometric divergence.

A decrease in amplitude during wave propagation is also caused by energy
loss due to the non-elastic behavior of real media. This phenomenon, known
as absorption or intrinsic attenuation, is caused by viscous energy dissipation,
e.g., by movement of fluids in the pore space of sediments. Absorption is
strongly dependent on wave frequency. The amplitudes of waves with higher
frequencies are attenuated more than those of waves with lower frequencies.
Therefore, for low frequencies and short source distances, spherical
divergence influences the wave amplitude more than absorption. However,
with increasing distance and higher frequencies absorption dominates.

In a first order approximation energy loss with increasing distance due to
absorption can be regarded as being exponentially. If the medium is
characterized by an absorption coefficient (or attenuation factor) & =« (f), the
relation between the source energy E, and the actual energy £ at a distance x
from the source is E = Ey ¢ **. Hence, the decrease in amplitude 4 or energy E
is described in a logarithmic scale and expressed in decibel:
decrease = 10 log (Eo/E) =20 log (4¢/A) [dB].

4.6.3.2 Elastic Parameters and Seismic Velocities

Elastic parameters

For small deformations of an elastic medium the relation between stress and
deformation is described by Hooke’s law (Section 4.6.3.1). Depending on the

deformation (compressional or shear) the proportionality between stress and
strain in the linear range is specified by elastic moduli (Fig. 4.6-3,
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Table 4.6-1). In addition, a relation exists between elastic moduli and the
velocity of seismic waves. Elastic (dynamic) parameters and velocities as
derived from non-destructive testing by seismic measurements are used to
describe soil mechanical properties in ground engineering, for example for the
construction of large buildings. Their determination is standardized and
described in recommendations of the American Society for Testing Materials
(ASTM), the British Standards Institution and the German Society for Non-
Destructive Testing (DGZ{P).

Table 4.6-1: Interrelations between elastic constants, P- and S-wave velocities, and bulk
density p for isotropic media
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e’ Eco
Lamé’s 2 _ Eo 2y s
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Fig. 4.6-3: Illustration of elastic deformation of a cylindrical isotropic sample under
different stress conditions and mechanical constraints, BERCKHEMER (1990)

Seismic velocities

The most important relationship for the joint interpretation of P- and S-wave
sections is the velocity-ratio v,/vs. As v,/vs is directly proportional to the
traveltime-ratio f/t,, it can be directly derived from traveltime differences in
P- and S-wave sections. For a Poisson’s ratio o = 0.25 the velocity-ratio
v, /v, = \/3 . This often holds for consolidated sediments and solid rocks.
For shallow unconsolidated and slightly consolidated sediments, the v,/vs-ratio
varies between 2 and 12. The simultaneous observation of both P- and S-
waves allows drawing conclusions on lateral changes in the lithology, and on
the type and degree of fluid saturation (BACHRACH et al., 1998; MAVKO et al.,
1998). Whereas P-waves provide information on lithology and fluid content,
S-waves contain information about lithology.

Table 4.6-2 gives a compilation of velocities and bulk densities of

unconsolidated sediments, rocks, and fluids.
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Table 4.6-2: Seismic velocities and bulk densities of unconsolidated sediments, selected

rocks, and fluids, FERTIG (2005)

Material Veloci?ly Vo Veloci_tly Vg Bulk den_SSity )
[ms] [ms] [gem™]
clay 500 - 2800 110 - 1500 1.25-2.32
-sandy clay 2000 - 2750
-loamy clay 500 - 1900 440 - 1080 0.76 - 1.57
sand 100 - 2000 100 - 500 1.80-2.05
-dry 100 - 600 2.33-2.80
-wet 200 - 2000 1.50 - 2.00
-saturated 1300 - 1800 1.80 - 2.05
-coarse 1835 2.03
-fine grained 1740 1.98
gravel 180 - 1250 1.95-2.20
-wet 750 - 1250 1.95-2.20
weathering layer 100 - 500 1.20 - 1.80
marly limestone 3200 - 3800 2.65-2.73
marlstone 1300 - 4500 715 -2250
siltstone 1900 - 2000 2.35-2.73
sandstone 800 - 4500 320 - 2700 2.30-2.55
-loose 1500 - 2500 575-1101 1.80-2.40
-compacted 1800 - 4300 672 -1023 2.22-2.69
-siliceous 2200 - 2400
quartzite 5800 2.64
schistose quartzite 5500 2.65
lime 3000 - 6000
-chalky 3560
-fine grained 4680
-crystalline 5500 2.67
marble 5100 2.66 -2.70
chalk 1800 - 3500 2.00 - 2.57
limestone 2000 - 6250 1800 - 3800 1.75-2.88
dolomite 2000 - 6250 2900 - 3740 1.75-2.88
gypsum 1500 - 4600 750 - 2760 2.31-2.33
anhydrite 4500 - 6500 750 - 3600 2.15-2.44
halite 4500 - 6500 2250 - 3300 2.15-2.44
bituminous coal 1600 - 1900 800 - 1140 1.25-1.84
brown coal 500 - 1800 1.20-1.50
air (depending on temperature) 310 -360 1.29-10°
petroleum 1035 -1370 0.92 -1.07
water 1430 - 1590 0.98 - 1.01
saltwater (seawater) 1400 - 1600 1.01
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4.6.3.3 Reflection, Transmission and Diffraction

To describe the seismic wave propagation it is important to know the behavior
of seismic waves at an interface. When an advancing planar wavefront?
arrives at a boundary between two layers of different elastic properties, every
point at this boundary acts as a source of a secondary spherical wave
(Huygens’ principle). These secondary waves overlap and new wavefronts
defined by the envelope to all the secondary waves are formed - a reflected
wavefront in the upper halfspace and a transmitted (refracted) wavefront in the
lower halfspace. For oblique incidence converted waves arise, traveling partly
as P-waves and partly as S-waves.

The ratio between reflected and transmitted energy and, hence, the ratio of
the wave amplitudes, depends on the elastic properties of both layers, and is
expressed as their acoustic impedance. The acoustic impedance of a layer is
defined by its seismic velocity multiplied by the bulk density. Based on the
contrast in acoustic impedances at a seismic boundary, reflection and
transmission coefficients can be calculated. These values define that part of
energy which is reflected or transmitted. A reflection coefficient of value “1”
(theoretically) means that all incident seismic energy is reflected. To calculate
the reflection and transmission coefficients at an interface it is necessary to
match boundary conditions for the displacement vector u (x, f) and the stress
tensor.

A simple example to illustrate the calculation of reflection and
transmission coefficients is the case when a planar wave incidents normal to
an interface between two rigidly connected solid media (Fig. 4.6-4). Keeping
the boundary conditions for displacement and stress one can state: The
reflection coefficient R (reflectivity) for displacement amplitudes uy of the
incident wave and u, of the reflected wave is:

U _p - P2~ AV (4.6.4)
U PVa + P

The transmission coefficient 7' for the displacement amplitude ur of the
transmitted wave is:

U _p_ _ZAM g _p, (4.6.5)
Uy PV F PVy

2 A wavefront is that surface over which the phase of a wave is the same. At large distances
from the source a wavefront can be considered as planar. As it is simpler to consider wave
propagation in terms of rays, analog to the ray-geometric optics, in the following rays and
raypaths are considered. A ray is the normal to the wavefront.
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Fig. 4.6-4: Reflection and transmission coefficients R and T for a planar interface between
two half-spaces with the acoustic impedances /; = pjv; and I, = p,v,, respectively. The
incident wave I (here shown as a ray normal to the wavefront) has the normalized

amplitude of value 1.
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Fig. 4.6-5: Ratio of reflected energy to incident energy E,/E, as a function of the incident
angle of a P-wave raypath impinging on the planar interface between medium 1 and 2. In
the upper picture the ratio of bulk densities pi/p, is kept constant and the velocity ratio
varies. In the lower picture the velocity ratio remains constant and the density ratio varies.
In both cases Poisson’s ratio o = 0.25.
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However, this only holds for normal incidence of a ray. In the general case
reflection and transmission coefficients vary with the angle of incidence.
Angle-dependent reflection and transmission coefficients for elastic plane
waves at a non-slip horizontal boundary are given by the Zoeppritz equations
(AKI & RICHARDS, 1980; SHUEY, 1985; www.crewes.org). In Fig. 4.6-5
energy ratios are presented which are proportional to the square of
displacement amplitudes. Due to the general boundary conditions for the
incidence of a P-wave or S-wave, both reflected and transmitted P- and S-
waves are generated - so called converted waves. They allow, for example,
obtaining S-wave information in cases where S-waves are primarily not
generated by the seismic source used (see radiation pattern in Fig. 4.6-8).

The angle of the reflected or transmitted wave at oblique incidence can be
easily calculated using Snell’s law:

sin (i, )

Va

const. (4.6.6)

with p being the ray parameter (slowness), i, the angle of the incident,
reflected or transmitted ray and v, the (P- or S-wave) velocity of the medium
in which the wave is propagating. Snell’s law is the fundamental principle for
all ray-geometry observations and describes the reflection and refraction
angles between two half-spaces with different velocities. Due to the velocity
contrast at the interface the transmitted wave is refracted and changes its
direction of propagation. Note that the reflection and refraction angles are
independent from bulk density.

For example, a P-wave propagating in medium 1 with the velocity vy
incidents on a planar interface separating medium 1 and 2 under the angle iy;.
Due to the above described boundary conditions, four waves arise: one
reflected P-wave, one reflected SV-wave, one transmitted P-wave and one
transmitted SV-wave (Fig. 4.6-6).

The reflected waves propagate with the velocities v,; and vy of medium 1.
The refracted waves propagate with the velocities vy, and vy, of medium 2.
Using Snell’s law (4.6.6) the angles of reflected and refracted rays can be
calculated:

sin(ipl) - Sin(ipz) sin(iy)  sin(iyp)

v v

= p = const. (4.6.7)

pl p2 Vs1 Vs2

The premises for reflection and transmission of waves are valid only for
planar and adequately extensive interfaces. They are not applicable to the area
around faults and in case of truncated reflectors, isolated objects or layers
wedging out. If the extension of such structures is equal or less than the
wavelength, the energy will neither be reflected nor refracted, but diffracted.
Diffractions are explained by Huygens’ principle. When the incident
wavefront strikes a point (diffractor), this point is considered to be the source
of a secondary spherical wave.
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Fig. 4.6-6: Reflection, refraction and mode conversion of a P-wave incident at a plane
interface

Diffractions play an important role in the mapping of reflectors consisting of
several elements of limited extent (fault and fracture zones, horst and graben
structures, etc.) or of single objects like cavities, boulders, and man made
subsurface objects. Identifying diffracted waves on seismic records may be
difficult, since the reflected, transmitted, and diffracted waves interfere with
each other.

4.6.3.4 Surface Waves

In a homogeneous isotropic full-space only body waves exist, and are
transmitted as compressive waves with velocity v, and as shear waves with
velocity vs. If the medium is bounded by the Earth’s surface (stress free
surface) different types of surface waves (for example Rayleigh, Love, Lamb
waves) are also present. Surface waves (boundary waves) are usually
characterized by low velocity, low frequency, and large amplitude. They
propagate directly from source to receiver, are confined to the surface
(interface), and depending on the wavelength their amplitude decreases with
depth. At receiver stations close to the source location they tend to obscure the
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events of reflected waves, because of their often very large amplitudes. In
conventional seismics they are merely regarded as coherent noise
(“ground roll”). For the investigation of near-surface layers, however, they are
an important source of information (e.g., HERING et al., 1995; Socco &
STROBBIA, 2004).

Rayleigh waves appear along a free surface and result from interfering P-
and SV-waves. Particle motion in a homogeneous medium is retrograde3
elliptical in the vertical plane and the wavefront is approximately cylindrical.
In contrast to spherical body waves (Section 4.6.3.1) their wave amplitudes
decay with 1/ Jr,r being the distance from the source. Within a
homogeneous half-space Rayleigh waves are not dispersive. Their velocity vg
is slightly less than the velocity of an S-wave (vg = 0.92 v for Poisson’s ratio
o =0.25 — see Table 4.6-1). However, when a thin layer with lower velocity
overlays a homogeneous half-space (e.g., the weathering layer), Rayleigh
waves become dispersive. In this case the propagation velocity depends on the
frequency or wavelength. Waves with longer wavelengths penetrate deeper
into the ground. Waves with shorter wavelengths are sensitive to near-surface
material. The dispersive behavior allows determining the thickness and S-
wave velocity of near-surface layers. XIA et al. (2004) developed methods for
display and inversion of Rayleigh waves. The multichannel analysis of surface
waves (MASW) includes acquisition, extraction, and inversion of high
frequency Rayleigh waves. By inversion of dispersion curves (phase velocities
as a function of source-receiver distance), taking into account P-wave
velocity, thickness and bulk density, S-wave velocities of near-surface layers
can be calculated (XIA et al., 1999). Practical experiences, however, show that
severe inhomogeneities in the near-surface layer have an adverse effect on the
success of the method.

Love-waves (also Q-waves) occur when a free surface and a deeper
interface are present and the shear body wave velocity in the near-surface
layer is lower than that in the underlying layer. As a surface seismic channel
wave their particle motion is parallel to the Earth’s surface and perpendicular
to the propagation direction (as for SH-waves). The velocity of Love waves is
intermediate between that of the S-wave velocities of the adjacent layers. They
always show dispersive behavior, but usually travel faster than Rayleigh
waves. The dispersion of Love-waves can be used to determine the thickness
of near-surface layers. Because Love-waves are not generated by pure P-wave
sources, they can only be used for subsurface investigation when an SH-wave
source is applied (Figs. 4.6-1 and 4.6-8).

3 The particle movement is opposite (counterclockwise) to the propagation direction.
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4.6.3.5 Seismic Resolution

In a seismic context, resolution can be defined as the ability to differentiate
between two geological features that are close to each other. A distinction
must be made between vertical and horizontal (or lateral) resolution, but they
are not independent of each other - improving one automatically improves the
other.

Resolution is determined by the wavelength A of the seismic signal and the
target depth z.  Short wavelengths (higher frequencies) provide better
resolution than longer ones. The wavelength is directly proportional to the
wave velocity v in the corresponding material and inversely proportional to the
(dominant) frequency f of the seismic signal: A=v/ f.

Vertical resolution implies how thin a layer can be to allow the separate
detection of both its upper and lower boundary. Due to the relatively short
near-vertical raypaths reflection seismics offers highest vertical (and
horizontal) resolution of seismic methods. The vertical resolution is within the
range of A/4 and A/8 (WIDESS, 1973). Up to this value two reflections can be
separated and the true layer thickness can be obtained. When the thickness d
of a layer is <A/8 it can be detected because of constructive interference
(superposition) of the top and bottom reflections, but its true thickness cannot
be determined.

Horizontal resolution is the ability to separate single objects on a reflector
and is determined using the first Fresnel zone. As the wave cone spreads from
the source point it becomes increasingly delayed from the original signal. The
first Fresnel zone is that part of the wave cone where most of the signal power
is accumulated (Fig. 4.6-7). As a rule, reflections from two neighboring
objects at a plane reflector on a 2-D seismic section can only be observed
individually if their distance is larger than the diameter of the first Fresnel
zone. The Fresnel zone diameter dr is estimated as:

dp =2rp = 2 %Zl. (4.6.8)
The Fresnel zone diameter d is usually much larger than the trace spacing on
a seismic section. An important question that requires attention during
planning and interpretation of CMP sections* (see Sections 4.6.6.1 and
4.6.6.3) is: How independent is the signal of one local feature from another
feature at the same reflector? At least two samples (points) per apparent
(horizontal) wavelength must be obtained in order to recognize single features.

4 cMP (common-midpoint) is in multichannel seismic data acquisition the point on the
surface halfway between source and receiver. The CMP method exploits the redundancy of
multiple reflector coverage to enhance the quality of reflections by stacking multiple traces
corresponding to the same CMP. The display of CMP stacked seismic traces (channels)
along a profile is a CMP section. The trace spacing in stacked sections is half of the
receiver spacing at the surface (Section 4.6.6.2).
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Fig. 4.6-7: Diagram of the first Fresnel zone

This is illustrated by a shallow reflection seismic survey carried out to
determine structural and lithological details at depth z = 20 m. The layer
velocity v at that depth is 1600 ms' and the dominant frequency of the
reflection event is f= 80 Hz (resp. 4 = v/f =20 m). Inserting these parameters
in Equation (4.6.8) yields a first Fresnel zone diameter of about 28 m. Using a
geophone spacing Ax = 5 m results a CMP-distance of 2.5 m. This means that
12 traces are required to provide visual independence between two
structural/lithological features on the target horizon. On the traces in between,
detailed information is obscured in the reflection events. For higher velocities
and lower dominant frequencies the first Fresnel zone is broader.

Seismic migration (Section 4.6.6.3) allows the improvement of the lateral
resolution by minimizing the size of the first Fresnel zones on successive
reflectors. Using 2-D migration the first Fresnel zone is reduced in the profile
direction only. Theoretically, the first Fresnel zone reduces to a circle of
diameter A/4 by applying 3-D migration (LINDSEY, 1989).

For a good vertical (temporal) resolution an impulse signal of short
duration, corresponding to a broad bandwidth of frequencies, is required. This
must already be taken into account when selecting a suitable seismic source
(Section 4.6.4.1). Usually, signals generated by an impulsive seismic source
are characterized by an amplitude maximum at the beginning of the signal.
Such signals are called minimum-phase’. From the interpreters view,

5 Minimum-phase, zero-phase, mixed-phase: characterization of the shape of basic seismic
signals (wavelets). In minimum-phase signals the energy is concentrated in the front end of
the pulse, whereas non-causal zero-phase wavelets are symmetrical about zero time. To
improve the (temporal) resolution, non-zero-phase signals are converted to zero-phase
signals.
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however, a zero-phase signal is ideal because it provides less distortion and
sharper definition of subsurface details. To achieve the best temporal
resolution, minimum-phase signals are converted to zero-phase signals during
seismic data processing. Deconvolution as a step in seismic processing also
increases temporal resolution (Section 4.6.6.3).

4.6.4 Instruments

Seismic data acquisition systems basically consist of three main components:
e seismic source,

e seismic receivers (sensors, geophones), and

e a recording unit (seismograph).

The refracted or reflected seismic signals are received by geophones that are
connected to a multicore seismic cable with contact positions (referred to as
“take-outs™) located at increasing distances from the source. The seismic
signals received at each geophone are then transmitted to the recording unit by
means of the multicore cable. These cables often consist of segments that can
be connected to each other and are then moved along the seimic profile. The
objective of a seismic survey (depth to target, resolution and detail required,
site logistics, etc.) will dictate decisions regarding issues such as distance
between geophones, shotpoint pattern, and the length of the profile. These
have to be decided during the planning stage and before embarking on a
seismic survey (STEEPLES & MILLER, 1988; STONE, 1994).

4.6.4.1 Seismic Sources

A seismic source is a device to generate seismic wave energy. For it to be used
for shallow seismic surveys it has to comply with the following basic
requirements:

e generate sufficient energy in order to record a measurable signal,

e produce signals with a frequency bandwith high enough to resolve
individual layers,

e emit consistent waveforms, not corrupted by acoustic noise,
e the source signature must be consistent, and

e casy to operate with no major license restrictions.
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There are two types of seismic sources:

¢ impulsive sources, stressing the surrounding media by a sudden release of
energy (sledgehammer, weight drop, rifle sources, surface projectile
impacts, in-hole shotguns), and

e vibrator swept sources, radiating a controlled low energy wavetrain gene-
rated by sinusoidal vibration of continuously varying frequency.

Seismic sources are placed in boreholes or at the Earth’s surface. Explosives
are mostly used in boreholes and generate a spherical radiated pattern of P-
waves. Noninvasive seismic sources act as a vertical or horizontal force on the
Earth’s surface. This results in a typical radiation pattern of the seismic energy
for each wave type (Fig 4.6-8). Every seismic source at the Earth’s surface
simultaneously generates P- and SV-waves, but only horizontal acting forces
generate SH-waves.
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Fig. 4.6-8: Radiation pattern of a vertical and horizontal point force acting on a half-space
(Earth’s surface). The Poisson’s ratio is approximately 0.25, KAHLER & MEIBNER (1983).
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The technical specifications of different seismic sources vary, including
energy levels generated and the frequency characteristics of the impulses
(MCCANN et al., 1985; KNAPP & STEEPLES, 1986; LINDSEY, 1991; DOLL et
al., 1998). The investigation depth, subsurface conditions and desired
resolution amongst others, should all be considered when selecting a suitable
seismic source for a particular survey application (VAN DER VEEN et al.,
2000). Factors which control the seismic penetration depth are the amount of
energy generated by the source, its coupling to the ground and the geologic
conditions, in particular energy absorption in different rock and soil types,
thickness of the weathering layer, and depth to the water table. The resolution
of subsurface structures depends on the frequency spectrum of the source. The
broader the frequency range and the higher the upper frequency, the better is
the resolution power. The effective penetration depth, however, depends on
the individual ground conditions being present. In every survey situation there
is a trade-off between source energy generation and spectral properties. The
frequency content of the source signal is dependent on primary energy and
ground coupling. In general, coupling to soft material results in low
frequencies and large amplitudes whereas coupling to hard material produces
high frequencies but small amplitudes. Therefore, changes of source coupling
conditions have to be avoided during surveys. When using impulsive sources
the following rule of thumb generally applies: with increasing source strength
the center frequency in the frequency spectrum decreases resulting in a poorer
vertical resolution.

Explosive sources

Explosives are normally detonated in shallow boreholes (referred to as shot
holes) to improve the coupling to the ground and to minimize surface damage.
By varying the charge mass or detonation velocity, the exploration depth as
well as frequency characteristics of the impulse are adjustable. Explosive
sources in shot holes generate almost purely P-waves. However, the storage
and transportation of explosives is hazardous and special permission is
normally required for the use of explosives in seismic surveys. Gas emissions
are generally present at waste dumps, and often at other sites suspected to be
hazardous. Therefore, non-explosive impulsive seismic sources are preferred
for seismic surveys at such sites.

Non-explosive impulsive sources

For shallow exploration depths down to some tens of meters a sledgehammer
(3 or 6 kg) struck against a steel or aluminium baseplate is a simple and very
cost-effective impulsive seismic source. Its signal contains a broad frequency
spectrum allowing a high subsurface resolution. Because of the low energy
generated by hammer impacts, several recordings (normally 4 - 8) have to be
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stacked at each source point (vertical stacking), in order to improve the signal-
to-noise (S/N) ratio. For this reason the scale of a seismic reflection survey
using a sledgehammer source is limited by the manpower being available
(KEISWETTER & STEEPLES, 1995).

Weight drops are commonly used non-explosive seismic sources. A mass
(typically weighing 10, 50 or 250 kg) can be lifted to various heights (1 - 3 m)
by a hydraulic system. It is then released and dropped onto a steel baseplate.
The moment of impact is precisely determined by a sensor on the baseplate
which triggers the recording of the seismic signal. Even more energy is
generated if an accelerated weight drop (e.g., EWG III, based on sling shot
technology) is used. As is the case with the sledgehammer method, the
recordings of several drops at every source point are stacked. Because a
repeatable signature is obtained from a weight drop, the S/N ratio is
significantly enhanced by vertical stacking. Another advantage is the limited
surface damage caused during the survey. Generating up to about 9500 Nm of
energy, accelerated weight drops are suitable sources for investigations as
deep as 1500 m (HERBST et al., 1998; DOLL et al., 1998). Airguns and sparkers
are another form of non-explosive impulsive sources used for surveying on
water and in boreholes. Airguns discharge compressed air into the water,
while sparkers utilize an electrical discharge as energy source.

Vibrator sources

Vibrators are rapid and convenient low energy sources which emit controlled
sinusoidal wavetrains of continuously varying frequency lasting a few seconds
(sweeps). For shallow investigations specially designed minivibrators fixed to
a pick-up or a trailer are normally used (GHOSE et al., 1998). As they generate
low-amplitude signals, they can be applied in densely populated areas where
other sources are not applicable because of possible structural damage they
may cause. Energy generated by mini-vibrators can penetrate the subsurface
down to a few hundred meters. Their common frequency range of 10 - 550 Hz
allows a high vertical (temporal) resolution. Portable mini-vibrators
weighing 60 - 70 kg and producing sweeps of 20 - 1500 Hz are restricted to
investigation depths of less than 100 m. Using vibrator sources a processing
step is necessary that transfers the long recorded signal (“vibrogram™) into a
compressed signal - the “correlogram”. A correlogram looks similar to a
seismic record that would be obtained with an impulsive source. To produce a
correlogram, the recorded signal is cross-correlated with the radiated sweep as
reference signal. The correlation process corresponds to zero-phase filtering
(Fig. 4.6-9) and leads to an enhanced temporal (vertical) resolution in the
resulting correlogram (Section 4.6.3.5, BUTTKUS, 2000 and REYNOLDS, 1997).
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Fig. 4.6-9: Top: Sweep with its typical parameters: sweep length 7 (e.g., 65s), start
frequency f; (20 Hz), end frequency f;. (300 Hz); Bottom: sweep after auto-correlation. The
side lobes of the maximum peak can be minimized by tapering the sweep signal.

All non-explosive sources described above are acting with a vertical force on
the Earth’s surface. According to Fig. 4.6-8 this generates not only P-waves,
but also SV-waves with a different radiation pattern, and surface waves. P-
wave energy is radiated preferably vertically into the ground, whereas SV-
wave energy is directed mainly at an angle of about 45 degrees. In order to
record P-waves, the survey layout has to be designed in such a way that
reflections from steep angles are recorded. This necessitates the use of short
offsets (Fig. 4.6-1). Serious problems may arise using short offsets due to the
generation of high-energy surface waves. P-wave signals can be obscured by
surface waves arriving simultaneously at the receivers.

S-wave sources

S-waves can be polarized in different ways — where the particle motion is
horizontal (SH-wave) and where particle motion is vertical (SV-wave). In
principle, every P-wave source can be applied for the generation of SV-waves,
but difficulties arise from the simultaneous generation of P-waves obscuring
the SV-wave signal. In site investigation SH-waves are preferred as they do
not convert to P- or SV-waves during reflection or transmission (Fig. 4.6-6).
For interpretation purposes it is important to note that SH-waves are easier to
identify in the seismogram than SV-waves. SH-waves can be generated by
horizontal strikes with a sledgehammer against a vertically buried board/metal
baseplate, against the wall of a trial hole or using a pendulum or rotating
hammer. The Shover method (EDELMANN, 1981) allows SH-wave generation
by vibration orthogonal to the polarization using a second (vertical) vibrator
with opposite polarity in parallel.
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The use of SH-wave sources offers an elegant possibility to suppress noise.
For this purpose the wave generation is alternately carried out in opposite
directions and the corresponding records are stacked with reversed sign. This
simple procedure essentially improves the signal-to-noise ratio.

Due to their lower velocities S-waves allow a higher vertical resolution
than P-waves. However, S-wave signals generated with a certain source are
mostly of lower frequency than P-waves. Compared to P-waves the vertical
resolution could be further increased when S-wave signals of the same
frequency content are used at the site under investigation. But, using this fact
during a full scale survey to determine lithological information (Section
4.6.3.2), only vibrator sources offer a realistic chance of success.

4.6.4.2 Seismic Sensors

The sensors used in land seismic surveys to convert the ground movement
caused by seismic waves into a recordable electrical signal (voltage), are
called geophones (receivers, seismometers). The most frequently used type is
the moving-coil geophone, which contains a coil that is suspended by springs
inside the magnetic field of a permanent magnet (Fig. 4.6-10). Contact
between the ground and the geophone is achieved by inserting the spike
attached to the base of the geophone vertically into the ground. When a
seismic wave causes a relative movement between the magnetic field of the
permanent magnet and the coil, a voltage is generated in the coil by induction.
As the coil can only move in one direction, usually vertical, the geophone only
senses the component of ground motion along the coil axis.

The voltage induced is proportional to the velocity of the coil movement.
Typical magnitudes of the vertical coil movement with respect to the magnet
are of the order of 0.1 mm. The springs and mass of the coil form an
oscillating system which is characterized by a natural frequency. This system
is electronically damped by a shunt resistor and usually the frequency range
above the resonant frequency is used to record the signal resulting from true
ground motion caused by the wave passage. The natural frequency of the
mechanical system and the damping factor 4 determine the frequency
characteristic of a geophone (Fig. 4.6-11). If the damping is very small
(underdamped), a system will oscillate at the natural frequency. At critical
damping (4 = 1) the coil will very quickly return to rest. Most geophones are
slightly underdamped, often having optimum damping with # = 0.60 - 0.66
(see Fig. 4.6-11 and SHERIFF, 1991).

In seismic reflection surveys a large number of geophones are required.
For hydrocarbon exploration surveys geophones with 8, 10, or 14 Hz natural
frequency are commonly used, while high resolution investigations require
40 Hz, or 60 Hz geophones. For very shallow-target studies, 100 Hz
geophones are usually selected (HILL, 1992a).
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The signal from each geophone or geophone group registered in one channel
of a seismograph is displayed as one trace on the seismogram. The distance
between geophones is also referred to as trace spacing. When using short
geophone spacings during shallow seismic surveys, a single geophone per
channel is usually used. Sometimes geophones are connected in specific
patterns in order to provide a summed output to reduce the influence of poorly
coupled detectors and to reduce the coherent noise generated by the seismic
source, traffic, powerlines, trains or radio transmitters. To ensure sufficient
energy transfer to the geophones proper ground coupling is essential. Specific
attention therefore has to be paid to the careful installation in a nearly upright
position of every single geophone (KROHN, 1984; VAN DER VEEN & GREEN,
1998). Lower sensitivity, higher distortion and the generation of spurious
resonances are some of the undesired results when the geophones are tilted at
high angles.
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Fig. 4.6-10: Principle of a geophone (see also SHERIFF, 1991)
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Fig. 4.6-11: Amplitude and phase characteristics of a geophone for different damping
factors 4, as function of the ratio frequency  to natural frequency a,

As described in Section4.6.3.1 seismic waves are composed of
three-dimensional ground movements. Usually, only vertical and/or horizontal
components of the ground movement are recorded. For the measurement of
horizontal components, especially for SH-waves, geophones with a coil
system turned by 90 degrees are used. A complete three-dimensional
recording can be realized by three-component geophones which are an
assembly of three orthogonal geophones - one vertical and two horizontal.

Geophones often receive rough treatment and are, therefore, constructed as
shock-resistant. They must operate under a wide variety of pressure,
temperature and moisture conditions and still provide reliable results. The
rough treatment geophones are often subjected to, can damage the sensitive
mechanical systems and thereby affecting their output characteristics.
Geophones should therefore be calibrated at regular time intervals or before
used in high resolution surveys. During calibration the geophone parameters
as specified by the manufacturer shall be adhered to.
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For seismic surveys carried out on lakes and rivers or in swamps and
marshlands, hydrophones® are used. Their electrical output is generated by the
piezoelectric effect produced by water pressure variations and is directly
proportional to the acceleration of the ground motion.

4.6.4.3 Seismic Recording Instruments

Seismic recording systems consist of an analog amplifier, an analog-digital
converter (ADC) and a storage unit. Before digitizing the geophone output
(referred to as sampling a seismic trace) the signal has to be amplified without
distortion. In high-resolution seismic reflection surveying multi-channel
recording systems (up to 100 channels and more) are commonly used. Using a
multiplexer, groups of 6, 12 or 24 channels are often connected to the same
amplifier, thus securing uniform amplification of the seismic signals. After
amplification the analog-digital converter transforms the continuous analog
signal into a series of discrete numbers with a constant sample interval A¢. The
sampling interval is a critical parameter for the digitization of seismic data
because it determines the highest resolvable frequency of the digital signal.
This frequency, known as Nyquist frequency fy, is computed as /iy = (2 Af).
For example, if a seismic signal is sampled at every 1 millisecond it preserves
all frequencies up to 500 Hz. To avoid aliasing’ during AD conversion, the
analog data must be passed through an anti-aliasing filter prior digitization to
suppress all frequencies higher than the Nyquist frequency. The dynamic
range of the digitization depends on the word length measured in bits of the
ADC. By over-sampling the highest recorded frequency, the distance between
two samples becomes very small. In this case it is sufficient to record only the
sign of the amplitude change (Delta-Sigma-technique). Hence, not every
analog value has to be measured. The signal can be reconstructed by a series
of amplitude changes. Usually, a 24 bit-length word is used, thus preserving a
dynamic range of approximately 108 dB for a 125 Hz signal over-sampled at a
rate of 32 kHz. A sufficiently instantaneous dynamic range of the equipment is
required to allow shallow reflections to be recorded in the presence of high-
amplitude (ground roll) noise (STEEPLES & MILLER, 1998). Finally, the
digitized signal is stored on the hard disk of the seismic recorder in a
standardized word length of 32 bit. For further processing the data are
transferred to magnetic tape or optical disk in a standard format recommended

6 Seismic receiver which is sensitive to changes in pressure, in contrast to a geophone
which is sensitive to ground motion.

7 Aliasing occurs when the analog seismic trace is not sampled often enough and produces
unwanted low frequencies.
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by the Society of Exploration Geophysicists Technical Standards Committee
(e.g., SEG2,SEG D or SEGY).

4.6.5 Seismic Refraction Surveying
4.6.5.1 Principle of the Method

The seismic refraction method uses the process of critical refraction (see
Section 4.6.1) to determine the depth and dip of layer boundaries as well as
the velocity of layers. According to Snell’s law (4.6.6) an incident P-wave is
split in both refracted and reflected P- and S-waves at each layer boundary
(Fig. 4.6-6). When the energy is transmitted to a layer with higher velocity the
refraction angle is greater than the incidence angle. A critically refracted wave
arises when the transmitted wave emerges at the critical angle i.. This wave
propagates along the layer boundary in the lower layer with its higher velocity
(Fig. 4.6-12). According to Huygens’ principle the interaction of the critical
refracted wave with the layer interface produces secondary waves that are
transmitted as wavefronts back to the surface. These are known as head
waves. The head waves can be registered with geophones at the Earth's
surface.
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Fig. 4.6-12: Refraction seismics: raypaths and associated traveltime curves for a horizontal
two-layer model
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In refraction seismogram sections the arrivals of head waves appear beyond a
certain (critical) distance X.icar Only, but are overlain by the events of
subcritical and overcritical reflections at the layer boundary. The arrivals of
refracted waves are, therefore, only clearly recognizable as first breaks in the
seismogram at geophone offsets greater than the crossover distance Xciossover
(Fig. 4.6-12). At the crossover distance the direct wave and the refracted wave
arrive at the same time. X¢ossover Will always be greater than twice the refractor
depth. The time difference between the time break (time of the wave
generation at the source point) and the arrival of the refracted wave, presented
in a time-distance graph (traveltime curve), is a linear function of the offset as
well as velocity and dip of the layer boundary. The intercept time 7; is the
interpolated intersecting point of this linear function to an offset equal to zero
and directly related to the depth of the refractor below the shotpoint. The
velocity in the (lower) refracting layer is derived from the reciprocal slope of
the traveltime curve (Fig. 4.6-12).

But, this velocity is not necessarily a true velocity. In the case of dipping
layers the velocity value derived from the traveltime curve is an apparent
velocity. For shots updip® the apparent velocity is higher and for shots
downdip the apparent velocity is less than the true velocity. To determine true
velocities, depth, and dip of layers, at least two overlapping traveltime curves
derived from forward and reverse direction shots (shot updip and shot
downdip) are necessary. In the modeling procedure Equations (4.6.9 - 4.6.11)
are used.

Because a critical angle only exists if the underlying layer has a higher
velocity than the overlying layer, the application of the seismic refraction
method is restricted. A layer of lower velocity below a layer with higher
velocity cannot be detected (hidden-layer, shadow zone).

4.6.5.2 Survey Practice

Typical problems that can be solved by this method are the determination of
depth to bedrock or water table, thickness of a geologic barrier or waste
deposits, as well as thickness and velocity of the weathering layer (to
determine static corrections for seismic reflection surveys). Theoretically, the
method is not restricted with respect to the number of layers to be
investigated. In practice, however, not more than 3 - 5 layers can normally be
resolved in a multilayer Earth.

As shown in Fig. 4.6-12 seismic refraction surveying is carried out along
straight profile lines. A seismic source is normally located at one end of the
profile and the arrivals are detected by geophones regularly spaced along the

8 Updip: the refractor dips from the shotpoint towards the geophones.
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profile. The geophone locations are routinely surveyed relative to the source
point to precisions of £15 c¢cm in height and +10 cm in the horizontal position.

When dipping layers occur every shot must be reversed. Because refracted
arrivals are only recorded as first breaks in a seismogram beyond the
crossover distance, a survey line should be 5 to 10 times as long as the
investigation depth. However, the profile length necessary is dependent on the
velocity variation with depth. For small-scale refraction surveys on waste-
disposal or construction sites, spread lengths < 100 m are normally sufficient.
A weight drop energy source normally provides sufficient energy to achieve
the set of objectives, and two or three operators can easily handle all the
necessary equipment.

In addition to the first arrivals used in traditional refraction surveys the
CMP-refraction method uses also amplitude and frequency characteristics
(GEBRANDE, 1986). A roll-along shooting pattern is started at the beginning of
the geophone spread progressively moving forward to the next recording
station. The first arrivals of refracted waves obtained are assigned to common
midpoints (CMP) located half way between the individual source and detector
points. In this way a CMP-traveltime curve is obtained with the slope of every
individual branch being the reciprocal of the apparent refractor velocity
(Fig. 4.6-12). 1t is important that the spread is designed in such a way that for
every CMP a well-sampled traveltime curve can be constructed (at least 3
sample points for each branch).

An areal coverage by the seismic refraction method is possible in
cooperation with 3-D shallow seismic reflection surveys (BUKER et al.,
1998a). To compute static corrections (refraction statics) the method utilizes
the first arrivals of reflection seismograms (see Fig. 4.6-14 right). This allows
the determination of a near-surface velocity field and to derive a 3-D depth
model for the refracting boundaries.

4.6.5.3 Processing and Interpretation

There are various methods available for the processing and interpretation of
refraction survey data (e.g., HALES, 1958; HAGEDOORN, 1959; PALMER,
1986). While the standard kinematic methods are restricted to the
interpretation of refracted arrivals in small-scale refraction surveys (usually
utilizing first breaks only), the refraction convolution section (RCS) uses
amplitudes and first-arrival traveltimes in a full-trace processing to generate
time sections similar to that of reflection seismics (PALMER, 2001a,b,c)

The intercept-time method is a quick and efficient tool, however, limited
with respect to more complex subsurface conditions. It allows an exact
determination of the seismic velocities and layer thicknesses under following
assumptions:
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e the subsurface is composed of a series of layers separated by planar
interfaces,

e the dip of the layer interfaces is moderate (< 10 degrees),

e the seismic velocities within each layer are uniform and increase with depth,
and

e no cross-dip occurs along the profile line so that all raypaths are restricted to
the vertical plane beneath the profile.

If the velocities within the individual layers are not constant or if the top of a
layer undulates, only a rough estimation of layer velocity and layer thickness
is possible. Therefore, the intercept-time method is most suitable in the case of
nearly horizontal layering and as a reconnaissance survey method for the
planning of further fieldwork. The traveltimes of the first arrivals are plotted
against the distance of the receivers (geophones) from the source. For the
direct wave and every velocity layer being present in the investigated depth
interval, a different slope is obtained from the resulting traveltime curve. In
the case of horizontal layering the velocity of each individual layer is
determined by the reciprocal of the relevant slope (Fig. 4.6-12). For dipping
layers or lateral velocity changes the layer velocity is calculated from the
apparent velocities determined by reverse shooting at each end of the
geophone spread. The depths of the individual refractors can be calculated
from the intercept time derived from each slope.

= sin (i, + a)x L 22 cos (i) (4.6.9)
\z Vi

- sin(i, — a)  2z,cos(i,) (4.6.10)
12 i

These two formulae represent the traveltime curves of the critical refracted
wave for a 2-layer-case with dipping planar interfaces where #4 is the
traveltime of the shot “downdip”, z4 the depth below this shotpoint
perpendicular to the refracting interface, 7, is the traveltime of the shot
“updip”, z, the depth below this shotpoint perpendicular to the refracting
interface, i, the critical angle, « the layer dip and v, the velocity of the direct
wave in the first layer. As these formulas are equations of a straight line

with slope mg, = sin(i, £ a)/v, and

intercept time ~ Tiy, = 224, cos(i.)/v,,
it is easy to determine the values of velocity v,, depth z and dip « by “reading”
the traveltime curves. The dip « is given by

a = %(arcsin(v1 my) + arcsin (v, mu)) (4.6.11)
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With i, the critical angle as

i, = %(arcsin(vlmd) — arcsin (v, m, ),

using Snell’s law and the velocity v, of the second layer
N
sin (i)’

the depth below the shotpoints z , 4 results as

sz

Vi Tiu,d

Fud 2cos (i)

The Generalized Reciprocal Method (GRM) is a generalization of the
intercept-time method for planar refractors (PALMER, 1981). Besides the depth
below the shotpoints, GRM calculates the depth at